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Introduction

The transition between matter phases is a natural phenomenon which can be encoun-
tered at any length and time scales, from nucleation to astronomical events: A comet
tail is formed by the evaporation of components due to the heating from a close star,
the beautiful ice crystals are generated starting from solidification at nanoscales,
transpiration in plant is also linked to a phase transition, and we could continue with
an incredible number of processes.

Phase change is one of the most important topics in physical and chemical
sciences,mechanical, chemical andmaterials engineering, andnanotechnology.Even
in medicine and biology, phase change has a major role in many phenomena, such
as breathing, drug release, sweating, wound exudation, ultrasound analysis, and so
on. In the food and pharmaceutical industry, phase change is fundamental for many
processes to prepare dry and wet compounds. The list of products, applications, and
devices where the transition from one phase to another is of critical importance could
be as long as an encyclopaedia of technologies.

A phase change is a physical process in which a substance goes from one phase to
another. Usually, this transition occurs due to adding or removing heat at a specific
temperature and pressure. This process can happen in the bulk of the substance, i.e.,
in a local homogeneous condition, or in vicinity or in contact with a third phase, e.g.,
for the evaporation of a drop on a surface, through the so-called heterogenous phase
change.

In the case of phase change in contact with a surface, several parameters may have
a role such as the surface roughness, absorption and adsorption coefficients, and last
but not least surface wettability.

The science of surfaces and interfaces involves a very particular zone of a system
at the intersection of several media. From a mathematical point of view, this zone
is defined as an ideal surface, but physics teaches us that this zone has a certain
thickness, of the order of a few nanometers at least, where very surprising properties
are likely to occur. The science of surface wetting, which is how a liquid behaves
in the vicinity of another liquid or a solid. We are all familiar with rain, especially
during winter.When it rains, drops of water hit the windows and slide down the glass.
Part of the science of wetting is how the drops deform and slide over a medium. In
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vi Introduction

fact, these properties themselves result from all the atomic interactions: between the
atoms of the solid, between the atoms or molecules of the liquid and finally more
particularly between the atoms of the solid and the atoms of the liquid. Depending on
themagnitude of these interactions, the liquid will form a film (strong interactions) or
a drop (weaker interactions). This science of wetting starts with Young and Dupré at
the beginning of the nineteenth century. It regained strength and vigor a few years ago
thanks to biomimicry which provided an extraordinary source of inspiration. Indeed,
nature has imagined examples of remarkable properties in this context. Whether for
plants or insects, we can find organisms that have a very special behavior toward
water. This is the case with superhydrophobic surfaces like Lotus leaf. These leaves
cannot be wetted by water. Raindrops roll over these surfaces until they are released.
Imagine a tee-shirt like this. You could walk around in the rain without getting wet!
We’re not there yet but… we like to think that this dream will one day come true.
Along with these developments in wetting, the science of heat exchange has also
developed.

This book deals with the phenomena linked to the effects of wettability on phase
change, and it is based on a series of workshops “Surface Wettability Effects on
Phase Change Phenomena” held between Mons in Belgium and Brighton in the
United Kingdom from 2018 to 2020. The book is organized in 4 main chapters and
11 contributions from well-known researchers in the field.

There are different reasons to consider this topic of primary importance nowadays.
Usually, the main parameter for the comprehension of the nucleation processes

on a surface is the presence of a cavity or a heterogeneity. The Classical Nucleation
Theory (CNT) [1, 2, 3] provides an excellent scheme to define the kinetics of forma-
tion of a phase (see Chap. 1). However, when the phase transition starts in contact
with a solid surface, the nucleation threshold is significantly lower than the one
in the homogeneous case. This is even most pronounced with pre-existing cavities
where the volume is very small and the presence of air bubbles decrease the value
of the Gibbs energy cost. The pioneering work of Bankoff [4] is usually considered
as the first reference to link the cavity radii to the superheats necessary to start the
nucleation. In such direction, in case, for example, of a liquid to vapor transition,
bubbles nucleate at the imperfections on the surface submerged in the liquid: these
imperfections are scratches, pits, and grooves, which form on the surface during its
preparation. Early works indicated that the superheats associated with heterogeneous
nucleation are much lower than expected from an evaluation of the surface structure.
The reason for lower inception superheat can be easily rationalized if we consider
that the cavities generally trap air or other incondensable gases, which may forms
bubbles whose radii are much larger than the solid heterogeneities. However, only
recently the importance of surface wettability starts to be properly investigated. See
Chaps. 2.1 and 2.2.

Especially for electronics cooling or microsystems, such as micro-evaporators,
micro-refrigerators, and so on, due to the fact that the manufacturing processes can
be very accurate and the surface are extremely well defined with ultrasmooth char-
acteristics, the importance of wettability is evident. Where the CNT may predict
superheat of 200K due to a surface roughness of the order of few nanometres, the
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experiments show much lower values, challenging the researchers in finding the
reasons for such discrepancies [5, 6]. See Chaps. 3.2, 3.3, 3.4.

For such applications, also the condensation phenomena are very important, and
therefore, also for vapor/liquid transitions the surface wettability is critical [7]. There
are also new interesting results at nanoscales, which may contradict the standard
results at macroscales [8]. See Chap. 3.1.

Also for heterogenous liquid/solid transitions, the surfacewettability is of primary
importance. Many papers have been recently written on the effect of contact angle
on icing formation [9, 10, 11]. On superhydrophobic surfaces, significant water
roll-off and reduced water/ice adhesion reveals new fundamental insights into the
kinetics of ice nucleation. Nucleation for an intermediate supercooling temperature is
controlled by the liquid/substrate interface, i.e., the contact angle affects the forming
of single nuclei. High contact angles lead to both the reduction of the liquid/substrate
interfacial area and an increase in nucleation activation energy, which can lead to a
delayed freezing. See Chap. 3.5.

Finally, the numerical simulations and modeling of phase changes has recently
made very significant progresses, especially regarding the possibility of exploring the
broad time and length scales of the process, from nucleation to the formation of the
second phase with microscale size. Various methods are considered, fromMolecular
Dynamics [12, 13] to Volume of Fluids CFD [14], passing through Diffuse Interface
simulations [15] and Lattice Boltzmann method [16, 17]. See Chaps. 4.1, 4.2 and
4.3.

Starting with the inexplicable case of very small superheats for superhydrophobic
surfaces about 15 years ago, we have done a long journey in research in our labs and
together with an increasing number of scientists in the world.

Nowadays, we get more and more questions to optimize processes implemented
in our society. Whether in terms of energy consumption, waste recovery, to improve
health, etc., the needs are immense. In this context, the science of surfaces and
interfaces is no exception. Thousands of researchers are working on improving their
properties. All kinds of qualifiers can complement these properties here: durable,
robust, inexpensive, intelligent, etc. This is a fascinating research topic.

This book is thought has a collection of the last results and a review of the main
physical understanding of the physical processes of phase change on surface with
various wettabilities.

Wewish you all to discover the pleasurewe have had ourselves doing this research.

Brighton, UK
Mons, Belgium
April 2021

Joel De Coninck
Marco Marengo
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Chapter 1
Introduction

Joel De Coninck and Marco Marengo

The transition between matter phases is a natural phenomenon which can be encoun-
tered at any length and time scales, from nucleation to astronomical events: A comet
tail is formed by the evaporation of components due to the heating from a close star,
the beautiful ice crystals are generated starting from solidification at nanoscales,
transpiration in plant is also linked to a phase transition, and we could continue with
an incredible number of processes.

Phase change is one of the most important topics in physical and chemical
sciences,mechanical, chemical andmaterials engineering, andnanotechnology.Even
in medicine and biology, phase change has a major role in many phenomena, such
as breathing, drug release, sweating, wound exudation, ultrasound analysis, and so
on. In the food and pharmaceutical industry, phase change is fundamental for many
processes to preparemany dry andwet compounds. The list of products, applications,
and devices where the transition from one phase to another is of critical importance
could be as long as an encyclopaedia of technologies.

A phase change is a physical process in which a substance goes from one phase to
another. Usually, this transition occurs due to adding or removing heat at a particular
temperature and pressure. This process can happen in the bulk of the substance, i.e.,
in a local homogeneous condition, or in vicinity or in contact with a third phase, e.g.,
for the evaporation of a drop on a surface, so-called heterogenous phase change.

In the case of phase change in contact with a surface, several parameters may
have a role such as the surface roughness, absorption and adsorption processes, and
last but not least surface wettability.

The science of surfaces and interfaces involves a very particular zone of a system
at the intersection of several media. From a mathematical point of view, this zone
is defined as a functional z(x, y), but physics teaches us that this zone has a certain
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thickness, of the order of a few nanometers at least, where very surprising properties
are likely to occur. The science of surfaces and interfaces is largely inspired by
wetting, which is how a liquid behaves in the vicinity of another liquid or a solid.
We are all familiar with rain, especially during winter. When it rains, drops of water
hit the windows and slide down the glass. Part of the science of wetting is how the
drops form, deform and slide over a medium. In fact, these properties themselves
result from all the atomic interactions in presence: between the atoms of the solid,
between the atoms or molecules of the liquid and finally more particularly between
the atoms of the solid and the atoms of the liquid. Depending on the magnitude of
these interactions, the liquid will form a film (strong interactions) or a drop (weaker
interactions). This science of wetting starts with Young and Dupré at the beginning
of the nineteenth century. It regained strength and vigor a few years ago thanks to
biomimicry which provided an extraordinary source of inspiration. Indeed, nature
has imagined examples of remarkable properties in this context. Whether for plants
or insects, we can find organisms that have a very special behavior toward water. This
is the case with superhydrophobic surfaces like Lotus leaf. These leaves cannot be
wetted by water. Raindrops roll over these surfaces until they are released. Imagine a
tee-shirt like this. You could walk around in the rain without getting wet! We’re not
there yet but… we like to think that this dream will one day come true. Along with
these developments in wetting, the science of heat exchange has also developed.

This book deals with the phenomena linked to the effects of wettability on phase
change, and it is based on a series of workshops “Surface Wettability Effects on
Phase Change Phenomena” held between Mons in Belgium and Brighton in the
United Kingdom from 2018 to 2020. The book is organized in 4 main chapters and
11 contributions from well-known researchers in the field.

There are different reasons to consider this topic of primary importance nowadays.
Usually, the main parameter for the comprehension of the nucleation processes

on a surface is the presence of a cavity or a heterogeneity. The Classical Nucleation
Theory (CNT) [1–3] provides an excellent scheme to define the kinetics of formation
of a phase (See this chapter). However, when the phase transition starts in contact
with a solid surface, the nucleation threshold is significantly lower than the one
in the homogeneous case. This is even most pronounced with pre-existing cavities
where the volume is very small and the presence of air bubbles decrease the value
of the Gibbs energy cost. The pioneering work of Bankoff [4] is usually considered
as the first reference to link the cavity radii to the superheats necessary to start the
nucleation. In such direction, in case, for example of a liquid to vapor transition,
bubbles nucleate at the imperfections on the surface submerged in the liquid: these
imperfections are scratches, pits, and grooves, which form on the surface during its
preparation. Early works indicated that the superheats associated with heterogeneous
nucleation are much lower than expected from an evaluation of the surface structure.
The reason for lower inception superheat can be easily rationalized if we consider
that the cavities generally trap air or other incondensable gases, which may forms
bubbles whose radii are much larger than the solid heterogeneities. However, only
recently the importance of surface wettability starts to be properly investigated. See
Chaps. 2.1 and 2.2.
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Especially for electronics cooling or microsystems, such as micro-evaporators,
micro-refrigerators, and so on, due to the fact that the manufacturing processes can
be very accurate and the surface are extremely well defined with ultrasmooth char-
acteristics, the importance of wettability is evident. Where the CNT may predict
superheat of 200 K due to a surface roughness of the order of few nanometres, the
experiments show much lower values, challenging the researchers in finding the
reasons for such discrepancies [5, 6]. See Chaps. 3.2, 3.3 and 3.4.

For such applications, also the condensation phenomena are very important, and
therefore, also for vapor/liquid transitions the surface wettability is critical [7]. There
are also new interesting results at nanoscales, which may contradict the standard
results at macroscales [8]. See Chap. 3.1.

Also for heterogenous liquid/solid transitions, the surfacewettability is of primary
importance. Many papers have been recently written on the effect of contact angle on
icing formation [9–11]. On superhydrophobic surfaces, significant water roll-off and
reduced water/ice adhesion reveals new fundamental insights into the kinetics of ice
nucleation. Nucleation for an intermediate supercooling temperature is controlled
by the liquid/substrate interface, i.e., the contact angle affects the forming of single
nuclei. High contact angles lead to both the reduction of the liquid/substrate interfa-
cial area and an increase in nucleation activation energy, which can lead to a delayed
freezing. See Chap. 3.5.

Finally, the numerical simulations and modeling of phase changes has recently
made very significant progresses, especially regarding the possibility of exploring the
broad time and length scales of the process, from nucleation to the formation of the
second phase with microscale size. Various methods are considered, fromMolecular
Dynamics [12, 13] to Volume of Fluids CFD [14], passing through Diffuse Interface
simulations [15] and Lattice Boltzmann method [16, 17]. See Chaps. 4.1, 4.2 and
4.3.

Starting with the inexplicable case of very small superheats for superhydrophobic
surfaces about 15 years ago, we have done a long journey in research in our labs and
with an increasing number of scientists in the world.

Nowadays, we get more and more questions to optimize processes implemented
in our society. Whether in terms of energy consumption, waste recovery, to improve
health, etc., the needs are immense. In this context, the science of surfaces and
interfaces is no exception. Thousands of researchers are working on improving their
properties. All kinds of qualifiers can complement these properties here: durable,
robust, inexpensive, intelligent, etc. This is a fascinating research topic.

This book is thought has a collection of the last results and a review of the main
physical understanding of the physical processes of phase change on surface with
various wettabilities.

Wewish you all to discover the pleasurewe have had ourselves doing this research.

Brighton/Mons, 15th April 2021

Joel De Coninck

Marco Marengo
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Chapter 2
An Introduction to Wettability
and Wetting Phenomena

Joël De Coninck

Abstract In this chapter, we discuss the foundations of wetting: Young–Dupré and
Furmidge equations. We review the ideas to clarify these fundamental aspects, both
statically and dynamically. We describe the different theories of wetting dynamics,
emphasizing what links them. A global theory seems to us a close objective. Finally,
we describe some potential applications related to this science of wetting and present
how wetting can influence phase transition phenomena. Hopes are high, but the task
is not over.

Abbreviations

θ0 Equilibrium contact angle
θt Dynamic contact angle
θm Microscopic contact angle
θapp Apparent contact angle
σL Liquid/vapor surface tension
σSV Solid–vapor surface tension
σSL Solid–liquid surface tension
UCL Speed of the contact line
fCL Friction at the contact line
CL Contact line
MKT Molecular kinetic theory
TPZ Three phases zone
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2.1 Introduction

Wetting of surfaces is dealing with the behavior of a liquid (simple or complex)
in contact with a substrate, either at rest or in motion. The subject of this book
relates more specifically to the behavior of this liquid when it is in conditions to
change phases, to become vapor for example. But before going into these aspects, it
is essential to understand what happens under simpler conditions, where the liquid
is stable.

Several configurations where liquid wetting is at play can be easily considered
such as, for example, the case of the liquid film covering all or part of the solid
surface, the drop placed on a flat or fiber-shaped substrate, or on a bundle of fibers
as for filter masks in this period of COVID-19 or even interstitial liquid between
grains of various material that we find, for example, in the walls of mud houses or
in sandcastles. The situations are very numerous.

The first scientific formulation of this problem is due to Thomas Young in 1805 in
a famous essay [1]. In it, the author explains the mechanism of competition between
the cohesion within the liquid and the adhesion of the liquid to the solid support
in the case of a drop. It is this competition that gives rise to the contact angle of
the drop of liquid placed on the solid support. These considerations materialized
in the expression of a now very famous equation, known as Young–Dupré, which
establishes a mathematical link between the equilibrium contact angle θ0 and the
surface tensions in presence σL, σSV, σSL at the three-phase zone (TPZ), meeting
zone of the three adjacent phases: vapor (V), liquid (L) and solid (S):

σL · cos(θ0
) = σSV − σSL (2.1)

The underlying hypotheses for the validity of this equation are relative to the
nature of the liquid (it has to be pure) and to the quality of the substrate (perfectly flat
and without heterogeneities). The liquid drop is also supposed to be in equilibrium
with the vapor phase and the substrate. Many textbooks have already described the
experimental techniques to measure contact angles, I will not repeat that here. The
profile of the drop is the solution of the Laplace equation which balances the pressure
difference on either side of the interface by a local curvature which is written as
follows:

p − patm = σL ·
(
1

R 1
+ 1

R2

)
= σL ·

(
z′′

(1 + z′2)3/2
+ z′

r · (1 + z′2)1/2

)
(2.2)

where R1 and R2 are the radii of curvatures of the profile, z(x, y) denotes the shape
of the drop versus the coordinates x and y and r is the radial coordinate. Since in
the absence of gravity the hydrostatic pressure becomes constant, we can conclude
that the mean curvature 1

R 1 + 1
R2

is, therefore, also constant, what corresponds to one
and only one solution: the spherical cap. Of course, in the presence of gravity, the
equation of the profile of the drop becomes a partial differential equation of second
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order and the constraints (constant volume of liquid or not…)with the particular edge
conditions which vary from problem to problem make the resolution difficult. It was
not until 200 years after Young that a solver of such equations appeared in the finite-
element mathematical software “surface evolver” [2]. These Young–Dupré–Laplace
equations constitute the first pillar of the science of surfaces and interfaces.

The thermodynamic approach I have described so far has been sufficient to develop
the physics ofwetting for a long time. Technological applications are numerous. They
concern very varied fields such as construction, aeronautics, automotive, coating,
cosmetics, pharmacy, the medical world, … The list is really long. All my students
know this well. There are always measurements to be performed in the labora-
tory for any manufacturer who wants to improve products using contact angles
measurements.

In 1987 [3], another more fundamental approach appeared, linked to statistical
physics and its microscopic description of phenomena. Can we describe the Young–
Dupré equation as a consequence of the interactions present at the atomic scale?
Simple and attractive idea but which has required some mathematical efforts. More
recently still, several teams of researchers [4–6] have endeavored to prove the validity
of these laws from mechanical arguments such as the balance of forces involved.
Oddly enough, this is the kind of argument used to convince cohorts of first-year
students, but these recent works have shown that the forces at the contact line are
quite surprising and that they do not match exactly the naive description that is
conventionally provided at the university.

These considerations are part of the equilibrium aspect ofwetting.When the liquid
drop is stable on the solid surface, we can study its characteristics. They will be
presented in Sect. 2.2 of this chapter for simple liquids on substrates without defects.
The case of complex liquids, mixtures, or with the addition of various objects such as
nanoparticles or surfactants, will not be discussed here. I refer the reader interested
in this subject to the excellent book [7].

When the substrates become heterogeneous, the situation is slightly more compli-
cated. Yet this is the case with all surfaces of everyday life. These heterogeneities
can be of chemical origin, another set of atoms or molecules on the surface, or of
physical origin, a hole or a bump in the surface. This case was studied in particular
by Furmidge in 1962 [8] who described the phenomenon of pinning of the contact
line by a mathematical relation that still generates much ink today. This equation
constitutes in my opinion the second pillar of the science of surfaces and interfaces.
This point will be developed in Sect. 2.3.

The case of moving contact lines will be developed in Sect. 2.4. This concerns
the dynamics of wetting. Despite the respectable age of this science, the dynamics
of wetting remains to this day a subject of continuing controversy. Several theories
are still opposed today. I will, therefore, present the most important ones and explain
some recent progress. To the fundamental question of knowing whether today we
can predict the wetting dynamics for any real system from its easily measurable
physical properties such as viscosity, surface tension, and equilibrium contact angle,
the answer is no. We must actually measure it and apply some model of one sort or
another to try to understand it. This is a frustrating limitation. Nowadays that we are
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about to go to Mars, we still cannot predict how a simple drop of water will spread
out on a solid surface. The root of the problem is our lack of understanding of the
relative importance of dissipation channels appearing in any contact-line dynamics.
For simplicity, let us focus for a moment on the spreading of a single drop. As the
shape of the drop changes over time, the corresponding surface energy will change
accordingly. Since the system is isolated, part of the energy must therefore dissipate
somewhere. There are at least two families of dissipation channels mentioned in the
literature, one related to flows during the process and the other related to the triple
line. We will review them in Sect. 2.4 and compare these theories with experimental
or numerical observations.

Section 2.5 will be devoted to some applications. I believe it is always important
for a student to realize how useful science can be. This is the purpose of this part.

Finally, we will introduce some considerations about how wetting can possibly
be related to phase changes, which is after all the main focus of this book. This will
be developed in Sect. 2.6.

2.2 Equilibrium

The Young–Dupré Eq. (2.1) was validated very early on by thermodynamics since
it is not difficult to show that it leads to a minimum of the surface energy (Fig. 2.1).

Nevertheless, the quantities σSL and σSV cannot be fixed by experiment. Since the
left side of the equation can be determined quite easily bymeasurement, the equation
is often used to actually determine the difference σSV − σSL. For a large class of
interfaces, this equation has also been validated from microscopic considerations
using statistical mechanics [9–12]. More precisely, considering phase B brought into
contact with a wall S in coexistence with phase A, it has been shown that the shape
of a fixed volume of B is given by Winterbottom’s construction [13]. This general
construction does not presuppose a priori that the corresponding interfacial tension
σAB is isotropic as is the case, for example, for solid crystals. However, for liquids,
σAB becomes isotropic and this construction can easily be shown to give Young’s
equation.

Fig. 2.1 A liquid sessile
drop on top of a solid surface
with an equilibrium contact
angle θ0
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From a mechanical point of view, at the limit of the continuum, the interfaces are
modeled as 2D surfaces and the contact zone where the three phases meet, that is to
say, the intersection of a liquid/fluid interfacewith the solid/liquid interface, becomes
a single line. The mechanical interpretation of Young’s equation, understood as the
balance of forces on the liquid and solid atoms present in the TPZ, is, however, not
very clear at the atomic scale, where the triple line will have a thickness of a few
nanometers. It is, therefore, quite naturally that a recent work has been devoted to
the validity of Young’s equation at this microscopic scale [14, 15]. This fundamental
question has also been examined through high-quality experimental work such as
the measurement of forces on carbon fibers and nanocones [16, 17]. Several recent
articles usingmolecular dynamics or density functional theory have also beendevoted
to this equation at the nanometric scale. In particular, their object was to understand
the mechanical forces exerted by the liquid on the solid in the TPZ [5, 18, 19].
What emerges from all these works is that the force exerted on the liquid due to the
presence of the solid at the level of the contact line is given by σL·cosθ0 and σL·sinθ0

for, respectively, the tangential component and the normal component of this force.
These results thus confirmed the validity of Young’s equation up to the width of the
TPZ, i.e. a few nanometers.

What is, however, much less obvious is the case of the tangential force exerted
by the liquid on the solid at the level of the contact line. The results so far show that
this force is greater than the work of adhesion expressed in σL(1 + cos − θ0). By
introducing a small random roughness into the solid surface to destroy the layering of
the liquid in close proximity to the substrate, it was confirmed that the corresponding
tangential force is compatible with the adhesion energy σL(1 + cos θ0). This was
recently revisited in [20] and led to even more open questions.

The TPZmystery is not yet fully resolved despite the efforts made during all these
years!

2.3 Pinning/Depinning

Except for a piece of glass or a silicon wafer, surfaces do always present hetero-
geneities. These defects can be either of chemical nature or of geometric nature such
as, for example, with bumps and holes. When we revisit Young–Dupré’s considera-
tions in the presence of heterogeneities, things get a little more complicated. Indeed,
it is then necessary to introduce the concept of advancing and receding contact angles.
Consider a small piece of the contact line. The sum of forces parallel to the solid
surface defines the so-called local spreading coefficient σSV − σSL − σL·cos θt =
σL (cos θ0 − cos θt), where θt is the local contact angle. θt is a macroscopic local
quantity with a rather smooth variation at the macroscopic scale. The contact angle,
before averaging, follows the heterogeneity of the solid surface energies σSV − σSL

and may vary in a certain range. If the local contact angle θt falls in this range, then
the piece of contact line will undergo positive and negative spreading coefficients
and thus will be pinned as illustrated in Fig. 2.2.
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Fig. 2.2 A pinned interface. The arrows indicate the local spreading coefficients

Otherwise, it will move. In particular, when as a result of the force imbalance θ

becomes larger than θadv, the line unpins and then advances, i.e., it wets a previously
dry surface area. Conversely, when θ becomes smaller than θrec, the line unpins
and recedes, i.e., it dewets a previously wet surface area. This picture is of course
simplified since it deals with metastability through equilibrium macroscopic notions
only. Nevertheless, it is enough to explain the details of the underlying phenomenon.

The advancing and receding angles θadv and θrec can be measured experimentally
as illustrated in Fig. 2.3. We can easily recognize the tilting plate and the Johnson-
Dettre methods which are by now standard.

But the basicmechanism should be valid and should imply the following scenario:
for a drop on a horizontal substrate, the contact line is a circle. Suppose the contact
angle is θ0 with θrec < θ0 < θadv. Now tilt the substrate by a small angle α. The contact
angle along the contact line becomes a function of azimuth, θ = θ(φ), oscillating
around θ0 and therefore satisfying θrec < θ(φ) < θadv for all φ. The contact line is

Fig. 2.3 Cartoon representing the two classical ways to measure the advancing (adv) and the
receding (rec) contact angles
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pinned everywhere and remains circular. Upon increasing α, depending upon θ0, the
maximum of θ(φ) will reach θadv or the minimumwill reach θrec and a corresponding
piece of the contact line will move by a finite amount, not yet the roll off. The
remaining piece holds the drop. Upon increasing α further, eventually, the remaining
piece will be unable to hold the drop, with the minimum contact angle at θrec and
the maximum at θadv: the drop will then roll off. Such a scenario with three different
transitions has been experimentally observed in [21]. If θ0 = θadv or θrec, of course, the
first stage is skipped, and the circle is deformed as soon as α > 0. The importance of
the deposition history has been stressed in [22–24]. The variety of possible processes
and motions makes the prediction of the final static contact angle challenging. To
the best of my knowledge, there is no general correlation between hysteresis and
roughness features for a given surface. When the corresponding substrate is tilted
by a small angle α, the drop usually deforms its shape but remains pinned on the
substrate. It is only when the tilt angle α becomes large enough, above the value αc,
that the drop starts to slide. It was proposed by Furmidge (Eq. (5) in [8]), that

mg sin αc = 2 · C · w · σL(cos θrec − cos θadv), (2.3)

where m is the mass of the drop, g the gravity constant, and w the width of the
drop in the direction perpendicular to inclination. The dimensionless retention-force
factor C is close to 2 more precisely π/2 ≤ C ≤ 2, depending on the physical
situation. Several studies have been devoted to this equation through experiments
and numerical or theoretical calculations, see [7] and references therein. Mostly, all
these studies differ by their hypotheses concerning the shape of the contact line or
different conditions for the experiments. This type of research is really fundamental
since if we can design surfaces to control pinning, this would allow to transport
droplets at will. This would have tremendous applications.

The hysteresis �H is defined as θadv − θrec. As seen before, it is of great interest
to study wetting phenomena. Moreover, it should also be pointed out that dynamical
effects can play a significant role here. Indeed, some part of the measuring liquid can
penetrate pores or anfractuosities of the solid surface leading to dynamical effects.
It is my opinion that such contact angles θadv and θrec should be measured with great
care to characterize surfaces that are used in scientific publications. On the contrary,
to avoid these pinning effects we can for instance vibrate the solid surface to overpass
the energy barriers associated with the heterogeneities, see for instance [25].

I cannot close this paragraph without mentioning pinning–depinning associated
with a moving contact line. This leads to the stick/slip motion which is nowadays a
source of intense research. This dynamics on its own has been the subject of many
reviews such as [24]. One practical example here is related to the deposition of
nanoparticles to design specific structures or patterns on solid surfaces, the so-called
‘coffee-stain effect’ [26].
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2.4 Dynamics of Wetting

Let us now consider the case of a moving contact line.
If the contact line is moving with respect to the solid surface, the corresponding

liquid/vapor interface is changing with time and there is, therefore, some dissipation
as pointed out above. If we denote by xCL(t) the position of the contact line versus
time and by θt the contact angle, it is clear that

dxCL

dt
= f

(
cos

(
θ0

) − cos(θt )
)

(2.4)

With f (0) = 0. The problem is in the nature of the function f. As pointed out by
de Gennes [27], there are several ways to dissipate energy in the problem. This may
happen at the contact line or in the vicinity of the contact line. More recently, it has
been pointed out that this could be due to the presence of defects that will pin for a
certain time the contact line. Last but not least, the mechanism of interface creation
has also been developed. All these models lead to different functionals f(.).

Before briefly presenting the main models, let me highlight the basic problem.
A contact angle depends on the scale we use to measure it. Usually, experimental

observations are at a scale greater than one micron. This is the so-called “apparent”
or “macroscopic” contact angle θapp. At the molecular level, things are a little more
complicated since they are subject to thermal fluctuations and variations in density.
It is therefore necessary to introduce the concept of “microscopic” contact angle
θm [28], determined directly at the level of the contact line. In 2014, Chen et al.
[29] observed significant mesoscopic structure using tapping AFM. It was a convex
nanocurvature-shaped like a shoe tip at the advancing contact line. The foot of this
protuberance amounted to around 20 nm on ultra-flat substrates. This profile and the
corresponding contact angle, θm, varied systematically with the contact line velocity
UCL. Two related problems are, therefore, present in the study ofmobile contact lines:
(i) what happens around the contact line in terms of position, flow and therefore also
θapp, and (ii) the connection with the microscopic part of the contact line (of the size
of the nanometer), where we measure θm.

That being said, let us now quickly see what the main theories consist of. More
details can be found in the reviews [30, 31].

The first one is the molecular-kinetic theory (MKT) introduced by Blake and
Haynes [32] and later revised to include the local effects of viscosity and solid–
liquid interactions [33, 34]. At the molecular level, dynamic wetting is described in
the model as a stress-modified, thermally activated process. The basic idea is that
the leading edge of the liquid moves stochastically by way of individual molecular
displacements between discrete interaction sites on the surface of the solid. The
driving force for this process is the localized shear stress as indicated above. Per
unit length of the contact line, this force is indeed FCL = σL . (cos θ0 − cos θt)
as demonstrated by MD simulations [35]. Displacement of the contact line is the
result of the collective thermal motion of the liquid atoms within the TPZ due to this
capillary driving force. The derivation of the equation linking θ to UCL is based on an
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effective model reducing the displacement of the CL to only two possibilities, either
forward with a step+λ or backward with a step−λ. The corresponding probabilities
to jump are given by a classical exponential function involving the energy barrier
(Kramers). This leads to the following relationship:

UCL = 2κ0λsinh
[
γL

(
cosθ0 − cosθt

)
/2nkBT

]
. (2.5)

Here, κ0 and λ are the characteristic frequency and length of the thermal displace-
ments within the TPZ; n is the number of solid–liquid interaction sites per unit area
of the solid surface. If the interaction sites are distributed uniformly, then λ = 1/

√
n.

Whenever the argument of the sinh(.) function is small:

UCL = κ0λ

nkBT
· γL

(
cosθ0 − cosθt

)
(2.6)

which we denote as

fCL ·UCL = γL
(
cosθ0 − cosθt

)
(2.7)

where fCL = nkBT/κ0λ is a friction per unit length. Many experimental data can
be fitted by this straight-line but as is well known, it is not because a theory can fit the
data that the theory explains correctly the mechanisms involved in the phenomenon.
Let me add that this model allows a particularly good description of the spreading
of liquid metals where the viscosity is small and the surface tension is large [36].

Let me now introduce the second approach.
The hydrodynamic model of the velocity dependence of the apparent dynamic

contact angle was introduced by Voinov [37]. It was later extended to two-liquid
systems by Cox [38] and is often known as the Cox–Voinov law. This model is
relative to the macroscopic scale and where the viscosity of the second fluid phase is
negligible. Complementary to that, the domain of validity of the de Gennes approach
(based on lubrication theory, disjoining pressure, and the spreading parameter S =
σL − σSV + σSL ) has been extended. Still from a purely hydrodynamic point of
view, several mechanisms have been studied to solve the classical paradox of the
divergence of the force to be applied to themoving contact line along a solid substrate.
In particular, besides using a classical Navier slip length, a new approach has been
proposed in [39, 40], based only on the Kelvin effect (shift of saturation conditions
due to strong interface curvature), without any other microscale effect. All these
theories define their own length scales, the values of which have to be validated by
comparison with experimental data. Importantly, at larger scales all theories match
with a universal viscous bending regime, generally described by the Cox–Voinov
relationship and expressing the contact angle as a function of the velocity:

(
θapp

)3 = (θm)3 + 9CaCL · ln(L/Lm), f or θapp < 3π/4. (2.8)



14 J. De Coninck

Here, CaCL = UCLηL/σL is the capillary number based on UCL and ηL is the
shear viscosity of the liquid. The quantities L and Lm are appropriately chosen
macroscopic and molecular length scales. The former represents the outer region
where θapp ismeasured,while the latter defines the inner regionwhere surface effects,
such as slip, are dominant. The analysis leading to Eq. (2.8) shows that the only
important information to emerge from the inner region is θm [41, 42]. In solving the
hydrodynamic problem, the slope of the interface in the outer region is matched to
that of the inner region, potentially leading to an inflection point.

Typically ln(L/Lm) is of order 10. In practice, when fitting experimental data,
ln(L/Lm) is treated as an unknown parameter; andwhileVoinov, Cox, and successive
authors recognized that θm might well depend onUCL , this angle is usually assumed
to be invariant and set equal to the equilibrium contact angle θ0. Accordingly, the
variation in θapp is ascribed only to bending of the meniscus by viscous shear-stress
on a mesoscale greater than Lm . Despite these simplifications, Eq. (2.8) has proved
effective in accounting for the observed behavior of the dynamic contact angle,
especially for viscous liquids such as silicone oils on well-wetted solids. The model
has proved less successful for two-liquid systems and for partially wetting liquids
of low viscosity with large equilibrium contact angles. In these cases, it sometimes
yields strange non-physical values of L/Lm [43, 44].

This review would not be complete without mentioning two other very interesting
approaches.

The third class ofmodels is due to Perrin et al. [45]. These authors propose amodel
that combines the hydrodynamic description of the liquid flow at large scales and a
thermal activation process due to the presence of defects on the solid surface. They
introduced contact-line friction via a Langevin approach in a formal way to construct
a multiscale model of a contact line moving across a surface with pinning sites. They
solve the Langevin equation using 4 free parameters: the equilibrium contact angle
and the defect size, spacing, and amplitude. The parameters are determined by fitting
their model to experimental data of contact angle versus the capillary number. None
of the fitting parameters is the contact-line friction f CL which is taken to be a linear
function of viscosity and estimated using the lubrication approximation. They also
use experimental data to support their conclusions.

The fourth one is due to Shikhmurzaev [46]. This model is, in fact, an extension
of the hydrodynamic concepts, applied in the three-phase zone. The model is based
on the notion that liquid elements at the liquid–vapor interface eventually traverse
the three-phase zone to become an element at the solid–liquid interface. The surface
properties of these elements have therefore to change to new values. Within the
model it is assumed that Young’s equation is also applicable to dynamic contact
angles (which has been proved by MD simulations). Since the dynamic contact
angle is different from the equilibrium contact angle, Shikhmurzaev concluded that
the various surface tensions must vary accordingly. Since the surface tensions away
from the three-phase zone are identical to the equilibrium ones, it follows that close to
the three-phase zone, gradients of surface tensions exist duringflow. It is also assumed
that this surface tension relaxation along the interfaces is of a macroscopic scale, so
that the influence of the contact line is also experienced outside the three-phase
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zone. Analyzing the hydrodynamic equations under these conditions, Shikhmurzaev
identifies three regions of interest, similar to the regions identified by Cox. Matching
the solutions for the different regions, and depending on the capillary and Reynolds
numbers, expressions are found for the contact angle dependence on contact-line
velocity. Here too, some experimental data support this approach.

Which theory is right, which is wrong?

This is of course a difficult question. Most probably, contact-line dynamics will deal
with a combination of these different channels of dissipation either in time or in
space or both. A large part of the experimental data does not allow to distinguish
clearly between these theories. The reason is rather simple. The comparison between
experimental data and theories so far is based on parametric fitting. It is very common
that a set of data can be fitted equally well by different theories. This is due to the
short interval in time or in speeds over which the acquisition has been considered.
The interested reader can find a detailed analysis of this problem in [44].

Some progress have been achieved thanks to large-scale molecular dynamics
simulations. More details about this technique can be found in another chap. 10 of
this book. This is an interesting tool in physics. We just have to model the system
at the atomistic scale (nm) describing how the atoms interact with each other. These
interactions with some boundary conditions will provide the properties of the consid-
ered materials. Here we have to consider liquid and solid atoms which means that
we will have to consider three types of interactions: liquid–liquid, solid–solid, and
liquid–solid. A simple model often considered in the literature is given by fixing the
liquid–liquid and solid–solid couplings to 1. The dynamics of spreading can thus be
studied using a liquid drop on top of a solid surface varying the amplitude of the
liquid–solid interaction or in other words the liquid–solid affinity. If this coupling
is small, we may expect to have a large contact angle at equilibrium. However, if
the affinity is large, we should have a very small contact angle at equilibrium. What
comes out of all this work is that the dynamics of Lennard–Jones (LJ) liquid inter-
faces for large equilibrium contact angles can be fairly well described by MKT [47].
However, these liquids do present a small viscosity of the order of 0:2 cP and also a
small surface tension of the order of 3 mN/m. For these reasons, all the results are
compatible with the linear regime described in Eq. (2.7). Recently [48, 49], more
specific geometries for LJ liquids were considered to study such dynamics of inter-
faces in the nonlinear regime and the results reveal again that MKT describes very
well the dynamics of such interfaces.

In somevery recentwork [50], large-scalemolecular dynamics (MD) and a coarse-
grained model of liquid water have been used to explore the steady displacement of a
liquid bridge under a constant applied force between two plane-parallel solid plates
over a wide range of velocities (Fig. 2.4).

This liquid has a larger viscosity and a larger surface tensionmimicking the values
of real water. The results confirm that the velocity-dependence of the microscopic
contact angle is well described by MKT, even into the nonlinear regime, while the
Cox–Voinov hydrodynamic model accounts for the viscous bending, provided one
uses, as input, the true microscopic angle rather than the equilibrium angle, as is
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Fig. 2.4 Cartoon of a liquid bridge between two parallel plates under the influence of a large and
constant external force. θm is the microscopic contact angle and θapp is defined through a circular
fit involving the top and bottom contact points and the middle point of the receding profile

usually done. The overall result is that the utility of Eq. (2.8) first introduced by
Petrov and Petrov [51] to describe the dynamics of wetting has been confirmed.

Is there some hope to get a unique theory?

Well, I am rather optimistic. Some significant progress have been achieved in this
direction recently. Brochard and deGennes [52] have pointed out that for small angles
the dynamics are more likely to be controlled by viscous dissipation, whereas, for
large angles, contact-line friction would be the governing channel of dissipation.
To overcome the inconsistency between these two models, de Ruijter et al. [53]and
Petrov and Petrov [51] argued that both channels of dissipation should coexist and
therefore combined these two approaches, though in different ways.

For the first piece of work, it is assumed that there is a unique contact angle
describing the moving contact line. The absence of bending presupposes, there-
fore, a low viscosity liquid. For small enough speed UCL, a linear approximation
holds, and the contact angle appears as a solution of an ordinary differential equation
which reveals two regimes versus time. The first regime is dominated by the friction
theory and the second one by the hydrodynamic theory with a cross-over between
the two in agreement thus with Brochard-de Gennes view. This has been validated
by experiments in [54] and particularly for the fiber geometry in [55].

In the second one, Petrov and Petrov considered that the microscopic contact
angle appearing in the HD approach is the dynamic contact angle described byMKT
leading to an equation with 4 parameters to be fitted with the data. The validity of
this approach has been established recently using MD for water-like systems (see
above and in [50]).

Now the central question is related to our ability to predict the dynamics ofwetting.
Is that possible?

We have seen that each theory is involving parameters. These parameters K0,
λ, fCL, ln(L/Lm),… can be obtained by fitting the data. Is there a way to relate
these values to measurable quantities such as viscosity, surface tension, equilibrium
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contact angles…? This would be great and would open the way for many practical
optimizations.

At that stage, I believe that this requires still some work.

Let me explain.

In three recent papers [56–58], the contact-line fluctuations of a sessile drop were
studied using large-scale MD simulations for two liquid systems (L-J liquid and
water-like liquid). Combining these results to a stochastic Langevin approach, we
were able to study the link between friction and fluctuations of the contact line at
equilibrium for ameniscus of liquid between two parallel plates separated by a certain
distance over some width Ly. More precisely, the contact-line position xCL(t) could
bemodeled as an over-damped one-dimensional Langevin oscillator confined around
its equilibrium position xeq by a harmonic potential V (r) = 0.5k(xCL(t) − xeq)2,
where k is the stiffness of the oscillator. This leads to the equation

Ly · fCL · dxCL(t)

dt
= −k

(
xCL(t) − xeq

) + f (2.9)

where f is a random force acting on the contact line, Ly is the length of the considered
contact line, and fCL is still the coefficient of contact-line friction (friction divided
by contact-line length). The nature of this friction has already been described above.
The random force f is due to the random fluctuations of the contact angle θt with
respect to its equilibrium value θ0, which induce a very fast variation in the capillary
force. This force is uncorrelated at very short times and has a zero mean ft = 0. This
leads to a relation between the stiffness k and the temporal evolution of the signal
xCL(t), which allows us to compute:

k = kBT

σ 2
, (2.10)

where σ 2 = x2CL(t0)t0 is the variance of this fraction of contact line in terms of
positions. Furthermore, the contact-line friction fCL may be determined from the
time decay of the self-correlation function 〈xCL(t0 + t)xCL(t0)〉t0:

〈xCL(t0 + t)xCL(t0)〉t0 = σ 2 · e−b.t (2.11)

The parameter b = k/ fCL · Ly determines thus the rate of decay of the correla-
tion. The larger the value of b, the more rapidly the system becomes uncorrelated.
Combining this result with the previous expression for f CL using MKT, we arrive at

fCL = nkBT

κ0λ
= kB · T

b · σ 2 · Ly
. (2.12)
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It is plausible that κ0 ∼ b introducing a physicalmeaning in terms of interfaces for
this parameter but it also reveals amore intriguing and unsolved analogy to determine
l, the jump length.

The approach presented above was successfully used to determine the coefficient
of contact-line friction of a simulated liquid bridge at equilibrium between two solid
surfaces for a range of affinities between the liquid and the solid surface, i.e., a range
of equilibrium contact angles. What comes out of this work is that the resulting fric-
tions were identical to those found in MD simulations of spreading liquid drops and
obtained by fitting the contact angle data to the linear approximation (see Eq. (2.7)).

We are thus able to predict the full dynamics of wetting within this linear regime
simply by studying the fluctuations of the contact line at equilibrium!This is amazing.
It is also remarkable that these results illustrate the idea that there is just one unique
phenomenon of friction dissipation at the contact line.

This is in agreementwith themodel proposedbyBlake andDeConinck [34] for the
friction which should be proportional to the viscosity of the liquid and exponentially
dependent on the work of adhesion at equilibrium gL·(1 + cos θ0). The validity of
this expression has been tested successfully in many published papers (see [30] for
references).

Of course, we have been considering the friction f CL up to now. This parameter
can be related to the jump frequency through the relation fCL = nkBT/κ0λ. If we
can determine f CL as explained above, is there a way to extract properly the jump
frequency or the associated b (see Eq. (2.11))? This is still an open question but no
doubt that the answer to that question would allow huge progress in dynamic wetting.

The study on dynamics of receding contact angles in [51] may also provide a new
way to understand the logarithmic term in the Cox–Voinovmodel. Indeed, it has been
shown that this factor ln(L/Lm) is related to a dynamic wetting transition. For each
θ0, there is a critical contact-line velocity UCL = Ucrit and contact angle θm = θcri t
at which θapp → 0 and the receding meniscus begins to deposit a thin liquid film on
the solid plates. The associated contact line then continues to move at UCL ≈ Ucrit ,
with a constant θm . Fixing θapp = 0, θm = θcri t and UCL = Ucrit in the Voinov
equation enables us to obtain the value of L/Lm directly. This is independent of θ0

and may be used with the Voinov equation to determine θapp from θm as a function of
UCL . These predicted values are in excellent agreement with those obtained from the
simulations. This result seems to indicate that it is possible to have an independent
determination of L/Lm . If this could be achieved experimentally, then we would be
able to determine θm from θapp and so greatly improve our understanding of dynamic
wetting.

This review would not be complete without addressing the case of complete
wetting, when the affinity between the liquid and the solid is so strong (θ0 = 0) that a
film of this liquid spreads out in front of the droplet with a precursor film ofmolecular
thickness. During the spreading process we observe, not only experimentally [59]
but also via MD simulations [60, 61], a change in the curvature of the LV profile
characterized by the presence of an inflection point at xip. This inflection point allows
us to decompose the profile into two parts: a spherical cap for x < xip and a precursor
film for x > xip. We can then fit the spherical cap with a circle out of which we get the
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apparent location of the contact line according to the spherical cap fitting, rc, from
the intersection of the fitted circle with the plate. Also, the tangent to this fitted circle
at the intersection with the solid defines the apparent contact angle θapp. To the best
of our knowledge, this central part has never been considered in detail before in MD
simulations. Finally, we define the location of the ‘precursor’ film xp as the location
of the LV profile obtained from the liquid layer closer to the plate. The evolution
of xap is compatible with a power law fit t0.08 +- 0.01 with an exponent similar to the
classic Tanner’s law [27] t0:1 while the precursor film length l = xp − xc behaves as
l2 = 2 · D · t where D is a diffusion coefficient which can be related to a Hamaker
constant describing the amplitude of interaction between the solid and the liquid.

2.5 Applications

Many applications are based on the use of an external stimuli or field to change the
wettability of a solid surface (see Fig. 2.5). Clearly, each possibility deserves a review
on its own. The most important source of inspiration here is provided by biomimicry.
Living examples are really fascinating in many aspects.

The most active related field of research nowadays is the design of superhy-
drophobic surfaces by controlling the topography of the substrate at several scales
[62]. The robustness of such construction is today the key problem. Such surfaces are
also considered for anti-icing, self-cleaning, drag reduction, condensation, boiling,
… The applications are numerous.

Fig. 2.5 Cartoon describing the most important possibilities to change the wettability
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The case of the electric field is alsowell-knownnot only for electrowetting [63] but
also for plenty of other applications such as smart glasses. In electrowetting, the idea
is that by applying an electric field on the solid surface, its surface will change due
probably to themigration of charges. This will then affect its wettability. By changing
versus time the position where we apply the electric field, we can then move a drop
at will. Some other applications have been considered such as for condensation [64]
or to design smart lenses for cameras [65] for instance.

The case of temperature itself is fascinating [66] since it is well known that
heating up a hydrophilic surface will make it even more hydrophilic. However,
the hydrophobic case is much less obvious. Most hydrophobic surfaces do not
change by increasing the temperature of the surface. Some others become even more
hydrophobic. Those dealing with surface treatments by grafting a molecule of one
sort or another on top of a solid surface are well aware that temperature is key to
control the quality of the grafting. This is of utmost importance when we deal with
the design of biosensors which is another field of applications for wetting [67].

There is also another method based on surfactants, see for instance [7]. Those
are complex molecules that present two parts: one which likes water generally and
another onewhich likes oil (and therefore dislikeswater). These objects can preferen-
tially be adsorbedby the solidmodifying itswettability or candesign an encapsulating
layer for oil droplets. This is the basis of detergency.

Today, for the young generation, one of the most important problems will be
the filtration of water [68]. Due to its crucial interest for humanity, the number of
publications dealing with that topic is growing exponentially fast and all of them
refer to wetting.

As can be seen, the science of wetting has many technological applications.
Concerning the dynamic aspect of wetting, let me mention fields of applica-

tions such as coating. I find really remarkable that nowadays it is possible to design
industrially nanoprocessors at high speed using immersion lithography [69].

Spatial technologies provide also an important example. The best case I have seen
is provided by cusps to drink coffee in absence of gravity, the “zero-g coffee cup”,
visible in the MoMA at N-Y. It certainly deserves the detour.

2.6 Phases Changes and Wetting

As described before, wetting is the study of how a liquid behaves in the vicinity of
a solid surface. Depending on the amplitude of the interactions, we have observed
different behaviors. Another complementary way to describe these properties is of
course given by the density of liquid atoms close to the solid. This has been detailed
by molecular dynamics simulations [47] revealing that for strong coupling, there are
some layers of atoms in the liquid phase while for small couplings there are less
atoms per unit of volume than in the bulk. These results are described in Fig. 2.6.
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Fig. 2.6 Schematics of the liquid density in close vicinity to the solid surface (the height z is
expressed in nm)

Wetting is thus intimately related to the density of liquid close to the solid. Another
aspect is related to pinning–depinning.We have seen that a liquid–air interface can be
pinned for a certain time by introducing heterogeneities. By combining both aspects,
we do observe very interesting properties.

Consider first slip.

Many studies have been devoted to confined fluids and more recently to their
dynamics. The notion of slip is there very important. Slip is the mechanism by which
a moving substrate at a constant speed Ux will have a layer of liquid molecules in
contact with the solid but moving at a different speed Ux . The no-slip boundary
conditions, very common in hydrodynamics, correspond to the case Ux = Ux . This
slip can be characterized by the so-called slip length, lslip, which is defined as an
extrapolated distance with respect to the solid surface where the tangential relative
velocity component of the liquid becomes zero. The relationship between slip and
wettability has been derived in [70]. More recently [71], studying wetting dynamics
via large scale MD simulations, it has been shown that

lsli p = δ
ηL

fCL
(2.14)

where d is the width or twice the standard deviation s of the TPZ and f CL is given by
Eq. (2.7). This links directly the properties of slip to the friction of the CL, that is to
say, dynamics of wetting (Fig. 2.7).
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Fig. 2.7 Friction and slip for moving interfaces

Second case, boiling.

It has been shown experimentally [72] that for a very flat surface (glass), hydropho-
bicity enhances the onset of boiling, that is to say, the temperature at which the
first vapor bubble appears. The effect is really important. For water, it can be of
the order of 20 °C which is huge in terms of energy (nearly 20%). In these exper-
iments, hydrophobicity was achieved by grafting a monolayer of molecules on the
glass surface. By adding thus 1 nm of hydrophobic material on the surface, boiling
was significantly modified to the point that a difference of 20 °C was observed for
the onset of boiling. How is that possible? We believe this is due to the change of
density of water close to the hydrophobic surface. If we now introduce a hydrophobic
patch on this surface, we have the case studied in detail in [73]. In this paper, the
authors do study the pinning–depinning phenomenon for the vapor bubble occur-
ring during boiling. Furmidge has studied how gravity can force a drop to detach
from some heterogeneity. Here these authors study the same problem but instead of
gravity, they consider how the heat fluxwill modify the vapor volume until depinning
occurs. Again, wetting is involved.

Third case, condensation.

Air is always humid to some extent. It contains water molecules and even nano or
micro-droplets of such molecules. If these objects are adsorbed by the solid surface,
they will remain on the surface (usually colder than the atmosphere) if the impact
speed is not too high. These droplets continue to grow until they coalesce forming
larger and larger objects. This growth will be subject to pinning–depinning of course.
To remove such droplets from the surface, we have to refer to Furmidge’s equation
and use gravity to clean the surface and make it operational again for condensation.
This is the reasonwhy heterogeneous surfaces harvest morewater than homogeneous
ones [74].
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Even more.

Many other domains will profit from progress in wetting. I have in mind not only
boiling and condensation but also anti-icing, drag reduction, biosensor and biotech-
nology, insulation, microfluidic, micromachines, … As illustrated in Fig. 2.8, the
future looks promising (see, for instance [75, 76]).

I am convinced that we are just at the beginning of new important discoveries
in these fields. We start to understand the basics of these phenomena. Soon, this
understanding will allow optimization. I am for instance really impressed by the
applications of wetting in forensic sciences [77, 78], another fascinating subject.
Things are, however, changing with time. Previously, entire teams of physicists or
chemists could study their own such kind of topics. Nowadays, we need to have
multidisciplinary teams combining engineers, chemists, biologists, and physicists to
design new smart materials with tremendous possible properties.

Fig. 2.8 Some R&D domains in which I have been working intimately related to wetting



24 J. De Coninck

Young researchers will have to face big changes. But I am rather optimistic. After
all, this is what human beings have been doing since they exist.
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Chapter 3
Heat Transfer Enhancement During
Dropwise Condensation Over
Wettability-Controlled Surfaces

Stefano Bortolin, Marco Tancon, and Davide Del Col

Abstract Dropwise condensation (DWC) is a complex heat transfer process in
which vapor phase changes to liquid phase forming discrete droplets on a surface
whose temperature is below the dew temperature of the condensing fluid. DWCmode
can strongly enhance the heat transfer compared to filmwise condensation (FWC)
mode that usually takes place when a vapor condenses over a metallic surface. The
wettability of the surface plays a crucial role on the promotion of DWC instead of
FWC. This Chapter is focused on heat transfer measurements and modeling during
DWC. The first two Sections are dedicated to a short literature review and to the
description of the experimental procedures that can be used for the measurement of
the heat transfer coefficient. DWC involves millions of droplets per square meter that
form the so-called droplet population. Section 3.3 is dedicated to the description of
the droplet size distribution. Section 3.4 presents selectedmodels that can be used for
the prediction of heat transfer during DWC. Formed droplets can be removed from
the condensing surface by gravity or by other external forces. In the literature, most
of the DWC experimental data are taken with quiescent vapor and very few works
investigate the effect of the vapor drag force on the droplet departing radius and thus
on the heat transfer during DWC. Furthermore, the effect of vapor velocity is not
accounted for in available DWC models. Therefore, the last Section of this Chapter
is focused on heat transfer modeling in the presence of vapor velocity. A recent
approach proposed by the present authors to account for the reduction of droplets
departing diameter due to vapor velocity is here presented. The model is then used
to show the effect of the main parameters on the DWC heat transfer coefficient.
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3.1 Introduction

Condensation is a phase change process encountered inmany applications as thermal
power plants, desalination of sea water, air conditioning systems, water harvesting,
and so on. The surface chemistry and morphology can play a central role to increase
the heat transfer coefficient by changing the surface wettability. Wettability can be
described by looking at the dynamic contact angles that a liquid (drop) assumes on
a surface while moving. Advancing contact angle (θa) is defined when the droplet is
moving forward to a non-wetted surface and receding contact angle (θ r) when the
contact line is moving backward on a wetted surface [1]. The difference between
advancing and receding contact angle is named contact angle hysteresis (�θ ). The
changing of wettability can determine a different behavior in the interaction between
the liquid and solid phases during the condensation process.

In particular, the vapor can condense on a surface in twomodes: filmwise conden-
sation (FWC) mode and dropwise condensation (DWC) mode. The DWC mode is
promoted on surfaces with controlled wettability (typically on surfaces with low
contact angle hysteresis) and it allows an increase of the heat transfer coefficient
(HTC) from 5 to 7 times [2] compared to filmwise mode. Starting from the nanoscale
up to the macroscale, DWC involves millions of droplets per square meter. DWC is
a cyclic process: condensation begins at a molecular scale with drops formation in
preferred nucleation sites. Growing by direct condensation at first and later by coales-
cence, drops reach the critical size at which external forces (e.g., gravity, vapor drag)
overcome adhesion forces and they start to move, sweeping the surface and making
new nucleation sites available. The process is, then, renewed [3]. The presence of
droplets, instead of a continuous liquid film, allows to reduce the thermal resis-
tance compared to the case of FWC thus increasing the condensation heat transfer
coefficient.

The heat transfer characteristics of the DWC mode have attracted several
researchers for about 100 years. Since the DWC discovery in 1930 by Schmidt
et al. [4], the number of experiments related to DWC has grown over the years and a
variety of results are reported in the literature as shown by Rose [5]. In fact, several
aspects must be considered while performing DWC measurements to obtain repro-
ducible and comparable results, such as the thermal resistance of the coating, the
absence of non-condensable gases, an accurate measurement of surface temperature
and heat flux. In the following Sections, the main aspects concerning DWC will be
presented.

3.1.1 Surface Coatings

Creation of surfaces that can promote dropwise condensation is one of the main
issues. Basically, two approaches can be found in the literature. The first one consists
of the modification of the surface chemistry for a given substrate by applying a thin
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coatingover the surfacewhere condensation takes place.The secondapproach instead
involves the modification of both the morphology and the chemistry of the surface
and it can allow getting the so-called superhydrophobic behavior. In this Section,
we will focus on the first approach considering coatings that can be used for the
modification of the surface wettability.

Metals are still the family of materials most used in heat transfer applications,
from steel [6–9] to copper [10, 11] and aluminum [12]. Clean metallic surfaces are
generally wetted by the condensate because of their high surface energy (hydrophilic
behavior) [13] and the condensation process occurs in filmwise mode. Coatings can
be used to reduce the surface free energy of metals and make them hydrophobic. The
main issue, in this case, relies on the robustness of such coatings stressed in harsh
environments (high saturation temperature conditions, high heat flux, and high vapor
velocity). Coating degradation strongly depends on the coating chemistry, thickness,
coating-substrate interfacial adhesion [14, 15], and condensation environment.

Satisfactory results in terms of durability have been obtained with different
hydrophobic treatments [2] and copper as substrate. Changing the substrate, the
affinity between the treatment and the base material can be very different, thus some
materials are more challenging than others in order to get prolonged DWC. DWC on
copper has been studied for decades [16–19] and several solutions to promote DWC
have been investigated: polymeric coatings [20], self-assembledmonolayers (SAMs)
[21–23], ion implantation [24], and rare-earth oxide ceramics [25]. An alternative
solution to sustain DWC on copper substrates can be graphene coating. Uniform
graphene coatings are usually fabricated by bottom-up approaches, such as chemical
vapor deposition (CVD) on metals. Among the different top-down approaches, the
method that has received the most attention is exfoliation and reduction of graphite
oxide (GO), the partially oxidized form of graphene that presents low cost. GO coat-
ings are hydrophilic in nature, but theirwettability can be converted to hydrophobicity
by chemical or thermal reduction. Rafiee et al. [26] demonstrated that a graphene
monolayer on copper, gold, and silicondoes not change thewettability of the substrate
because of its extreme thickness but, with an increase of graphene layers, it is possible
to change the contact angles. Colusso et al. [27] fabricated reduced graphene oxide
(rGO) coatings using a solution-based process, by dip-coating copper substrates into
a suspension containing graphene oxide flakes obtained by chemical exfoliation of
graphite oxide in an aqueous solution. They obtained for water an advancing contact
angle of ∼84° and a receding contact angle of ∼35°. The coating was found to
promote DWC of pure steam with heat transfer coefficients of 170 kW m−2 K−1

measured during condensation at around 100 °C saturation temperature (with an 8-
times increase of the HTC compared to FWC). The durability of the rGO coating is
reported to be more than 100 h in the tested conditions.

Regarding aluminum substrates, the available studies about DWC promotion are
limited compared to other substrates (copper, titanium, and silicon) [28–30]. Steam
or liquid at high temperature (>100 °C) etches the aluminum forming boehmite
structures [31, 32] enhancing the wettability of the surface and thus efforts must be
addressed to protect the surface. Rausch et al. [30] obtained relevant duration results
fabricating a hydrophobic aluminum sample by ion implantation: the sample was
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tested for 8 months but only about 50% of the surface was covered by droplets. At
the lowest value of subcooling, the HTC resulted only double as compared to FWC.
Paxson et al. [29] obtained interesting results on aluminum processed via initiated
chemical vapor deposition (iCVD). The condensation test was performed for 48 h,
after which the treatment showed mild signs of degradation; the HTC remained
constant around 35 kWm−2 K−1. Kim and Jeong [24] implanted chromium ions onto
an aluminumsubstrate. Filmwise condensationoccurredon themirror-polishedmetal
surface with no ion implantation. After irradiation with chromium ions, dropwise
condensationwas induced. Themeasured FWCheat transfer coefficient showed good
agreement with the theoretical values predicted by Nusselt’s film theory whereas,
whenDWC is promoted, HTCswere two times those expected fromNusselt’s theory.

A different approach to achieve DWC on aluminum surfaces is based on hybrid
organic–inorganic sol–gel silica coatings containing hydrophobic moieties (e.g.,
methyl or phenyl group). The sol–gelmethod has attracted attention due to: simplicity
of the production process which does not involve high temperatures or pressures;
versatility since the precursors used are in the liquid state; possibility to deposit the
coatings on bare substrates with complex shapes; use of compounds that are not
harmful for the environment (e.g., fluorinated molecules). Parin et al. [12] devel-
oped a surface that can maintain stable DWC, using SiO2 hybrid organic–inorganic
sol–gel coating functionalized with methyl groups over an aluminum substrate. The
sol–gel film was deposited on a mirror-polished substrate. The initial aluminum
surface displayed hydrophilic characteristic with θa = 65° and θ r = 10°, whereas,
after the coating deposition, the angles were θa = 89° and θ r = 64°. This surface
can be classified as hydrophilic according to the classic definition based on the
advancing contact angle being lower than 90° [6]. The strong difference between
the treated surface and the untreated one is represented by the receding contact
angle and the contact angle hysteresis, which results in a key surface parameter to
promote DWC of pure steam. Condensation of steam (at 108 °C saturation tempera-
ture and 2.7 m s−1 vapor velocity) occurred in dropwise mode with HTCs equal
to 150–180 kW m−2 K−1 (augmentation by 8–10 times compared to FWC) in
the heat flux range between 150 and 510 kW m−2. Durability tests performed at
constant heat flux equal to 120 kW m−2 showed that the coating can sustain DWC
for at least 13 h. Recently, Parin et al. [33] investigated three different mixtures of
methyl triethoxy silane (MTES) or tetraethyl orthosilicate (TEOS) in combination
with phenyl triethoxysilane (PhTES) as reagents for the realization of coatings that
are able to promote DWC of saturated steam. The three different coatings displayed
similar wettability (θa ≈ 90° and θ r ≈ 60°) and coating thickness (between 200 and
420 nm). In particular, the mixture of PhTES and MTES (7/3 molar ratio) baked at
200 °C resulted in the most robust coating sustaining more than 100 h of continuous
DWC (saturated steam at 100 °C with heat flux equal to 400 kW m−2) without sign
of FWC transition, which is an interesting result obtained on aluminum samples so
far. The optimization of the coating’s chemistry is important to increase the coating
lifetime while maintaining high HTC. Parin et al. [34] used tetraethyl orthosilicate
(TEOS) and methyl triethoxy silane (MTES) as silica precursors in order to study the
ability of sol–gel MTES/TEOS hybrid coatings for DWC promotion. Six different
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MTES/TEOS coatings were considered and all of them promoted pure steam DWC,
with amaximumHTC of 300 kWm−2 K−1 (105 °C saturation temperature, 2.6m s−1

vapor velocity, 400 kW m−2 heat flux).
Two important further considerations must be done regarding the contact angle

hysteresis and the thermal conductivity of the coating.
Del Col et al. [35] imparted hydrophobic properties over an aluminum substrate

by forming onto the metal a low surface energy film (spin coating of a fluorosilane–
hexane solution). The substrate was sanded using emery paper. Prior to coating depo-
sition, the advancing contact anglewas equal to 32° (hydrophilic)with a contact angle
hysteresis of 25°. After coating deposition, the advancing contact angle increased
up to 143° (hydrophobic) with 100° of hysteresis. The authors performed saturated
steam (at nearly atmospheric pressure) condensation tests at heat flux between 250
and 500 kWm−2 and vapor velocity between 2.2 and 6.4 m s−1 with both hydrophilic
and hydrophobic samples. They found that the condensation mode was purely film-
wise, even on the hydrophobic surface, due to the complete flooding of the surface
which in turn is caused by the high heat flux and the surface roughness. Although
condensation always occurred in filmwise mode, the heat transfer coefficient was
higher by 10–45%on the hydrophobic surface as compared to the hydrophilic sample
(this increase is however limited compared with the 5–6 times heat transfer coeffi-
cient increase expected during DWC). The available literature on liquid flow over
hydrophobic surfaces suggests an explanation of the results by assuming some slip
of the condensate at the wall. Therefore, it emerges that the DWC is linked to the
contact angle hysteresis rather than to the advancing contact angle and thus to the
hydrophobic characteristics of the sample.

The use of organic substances as low-surface energy promoters requires strong,
long-term adhesion forces between the coating and the metal substrate. Usually, the
thicker is the coating, the better its resistance to corrosion/erosion. Each coating
has a different thermal resistance depending on its chemistry and thickness, which
strongly influences the overall heat transfer coefficient (HTC) as described by Parin
et al. [12]. Therefore, from the heat transfer point of view, minimizing the thickness
of the layer is essential. In fact, usually, the thermal conductivity of these organic
layers (0.2 W m−1 K−1 [36]) is very low compared to the thermal conductivity of
the metallic substrate (200 W m−1 K−1 for aluminum, 390 W m−1 K−1 for copper).
A wide range of HTCs, up to tens of kW m−2 K−1 [22, 29, 37, 38], can be found in
the literature for DWC of pure steam at atmospheric pressure: the high dispersion of
HTC values is also related to the high variety of DWC promoters. Often, the thermal
resistance of the hydrophobic layer can be the main resistance in the heat transfer
process, greatly influencing the overall HTC during the condensation process. If the
thermal conductivity and the thickness of the hydrophobic layer are known, the HTC
of the DWC phenomenon itself can be calculated: an evaluation is reported in Rose
[2].

On the other hand, in industrial and energy applications, the fundamental param-
eter is the overall HTC, accounting also for the thermal resistance of the layer.
To the best of the authors’ knowledge, when comparing results in terms of overall
HTC (thermal resistance between steam and metallic substrate), the highest values
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measured with pure steam are obtained on a copper substrate plated with gold [39]
(about 250 kWm−2 K−1) or on aluminum samples coated with sol–gel coatings [34]
(about 300 kW m−2 K−1).

3.1.2 Effects of Saturation Pressure, Heat Flux,
and Non-condensable Gases

Several studies have been conducted in order to understand how saturation pressure,
heat flux, and non-condensable gas concentration affect the DWC mechanism.

Regarding the effect of saturation pressure on the heat transfer coefficient, for a
given saturation-to-wall temperature difference, the heat transfer coefficient increases
when the saturation pressure is increased [2]. As reported in Rose [5], this is due to
the reduction of the interfacial resistance at the liquid–vapor interface. Furthermore,
by increasing the saturation pressure, the surface tension of the fluid decreases and
this contributes to a reduction of the droplet adhesion force (see Eq. 3.48) and thus to
a reduction of the droplet departing radius [6]. It must be considered that a reduction
of the surface tension of the condensing fluid makes the DWC more difficult to be
sustained from a given surface because the surface tension of the fluid gets closer to
the surface energy of the substrate.

Regarding the effect of the heat flux on the DWC heat transfer coefficient, as
reported in Le Fevre and Rose [17], several behaviors can be found in the literature:
the heat transfer coefficient increases with the heat flux, decreases with the heat flux,
or it is independent on the heat flux. The increase of the heat transfer coefficient with
the heat flux can be explained with an increase in the number of active nucleation
sites.

During DWC experiments, non-condensable gases can be often present inside the
vapor chamber. This is because of two reasons: tests are run at saturation pressure
below the atmospheric one and thus air enters the test rig; non-condensable gases
can be dissolved into the water. A layer of non-condensable gases accumulates near
the condensing surface, introducing a mass transfer resistance to the diffusion of
molecules of the vapor phase that have to reach the surface to continue condensa-
tion. Due to the low heat transfer resistance expected during DWC, a small quan-
tity of non-condensable gas can dramatically reduce the condensation performance.
Therefore, particular care must be taken when performing DWC tests to assure that
non-condensable gases are get rid of the apparatus. As reported in Citakoglu and
Rose [18], the presence of non-condensable gases can be one of the reasons for
discrepancy between data from different laboratories.
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3.1.3 Vapor Velocity

The heat transfer during DWC depends on both the heat flux through a single drop
and the droplet population density function. Since most of the heat exchanged is
associated with small droplets [12], strategies for reducing the average drop size
can be interesting for the improvement of the condensation HTC. In particular, the
droplets’ departing radius (rmax) should be decreased. The departing droplet radius
rmax is the outcome of a force balance between forces that act for moving the droplet
(for instance, gravity and drag forces), and the adhesion force, which sticks the
droplet to the surface. In ground applications, the gravity force can be varied by
changing the orientation of the condensing surface; adhesion force can be reduced
decreasing the wettability of the substrate and the drag force can be increased by
acting on the vapor velocity. Experimental data show that an increase of the steam
mass flux causes a decrease of the droplet departing radius and, at the same time, an
increment of the HTC.

Tanner et al. [16] investigated DWC on copper surfaces coated by wax: experi-
mental tests showed an increase of the HTC from 260 to 400 kW m−2 K−1 (+50%)
when the vapor velocity was increased from 3 to 23 m s−1. Similar results were
obtained by Tanasawa and Utaka [40] on hydrophobic copper: increasing the steam
velocity from 10 to 100 m s−1, the HTC increased by 2.5 times. Moreover, with the
intensification of vapor flow, a decrease of themaximumdroplet radiuswasmeasured
and theHTC, once assessed its independency from the heat flux, was found to depend
uniquely upon the departing radius. Investigating DWC on plane copper surfaces,
Sharmaet al. [41] found that an increase in the vapor velocity from3 to9ms−1 leads to
20% augmentation of the HTC. Torresin et al. [10] performed DWC experiments for
investigating the influence of vapor velocity over nanostructured superhydrophobic
copper samples. With an increment in the vapor velocity from 6 to 18 m s−1, the
departure droplet size was found to decrease and an increase of the HTC from 35
to 60 kW m−2 K−1 was measured (+90%). Recently, Tancon et al. [42] measured
DWC heat transfer coefficients on aluminum sol–gel coated samples at 107 °C satu-
ration temperature, heat flux of 335 kW m−2 and average vapor velocity between
2.7 and 11 m s−1. The sol–gel coated aluminum sample displays advancing contact
angle θa = 87.5° and receding contact angle θ r = 63.5°. In the investigated range of
vapor velocity, the authors found that the HTC increases by around 20%, from 104
to 120 kW m−2 K−1, with a reduction of the droplet departing radius from 1.44 to
0.89 mm. From high-speed visualization, it emerges as the shape of the droplets is
clearly affected by the vapor velocity.

3.1.4 Superhydrophobic Surfaces

Superhydrophobic surfaces have recently been identified as a promising solution to
several challenges [43], such as drag reduction, anti-icing [44], and enhancement
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of two-phase heat transfer performance. A drop placed over a surface may assume
different states described by the equations of Wenzel [45] and Cassie-Baxter [46].
Excellent droplet mobility is obtained on superhydrophobic surfaces if the Cassie–
Baxter state is reached. Superhydrophobic surfaces present high advancing contact
angles, greater than 150°, and low contact angle hysteresis, lower than 10°. Super-
hydrophobic surfaces can be basically produced by combining two factors: micro-
/nanoscale surface roughness and low surface free energy. Proper surface roughness
can be obtained through different techniques, as micromachining, chemical etching
(e.g., using HCl or NaOH), and deep radiative ion etching. Low surface energy can
be obtained by coating the substrate with a thin layer of a material with small surface
energy, such as organic substances, polymers, and noble metals (Sect. 3.1.1). These
two elements allow water drops to sit over the surface with a quasi-spherical shape
and to easily roll off from it (lotus effect). Therefore, superhydrophobic surfaces
seem to represent a strategy to promote a more efficient DWC.

In presence of non-condensable gases or with pure saturated vapor at low thermal
heat flux, the Cassie-Baxter regime can be obtained [47, 48]. At higher heat flux, with
pure vapor, the Wenzel state [49] or even the flooding of the surface may occur. In
theWenzel state, the mobility of the droplets is limited since they are retained within
the roughness. Thus, the surfaces with the highest droplet mobility in atmospheric
conditions may not guarantee the highest performance during the condensation of
steam. In fact, several authors measured higher heat transfer coefficients (HTCs) on
smooth hydrophobic surfaces than on structured superhydrophobic surfaces.

Zhong et al. [50] reported heat transfer measurements on a superhydrophobic
nanostructured copper sample and compared them to those obtained on a mirror-
polished hydrophobic specimen. They found that the nanostructured substrate does
not improve the condensation heat transfer performance as expected from the higher
contact angle, but better results were achieved with the hydrophobic substrate. Flow
condensation tests of saturated vapor on superhydrophobic nanotextured copper
surfaces presented by Torresin et al. [10] show that condensing drops form and
penetrate into the surface texture, with a reduction of their mobility. Parin et al.
[28] fabricated four superhydrophobic aluminum surfaces. Themetal substrates were
etched using three different strategies to impart nanoscale roughness and, as a second
step, a fluorosilane film was deposited over them (by spin coating or immersion) to
decrease the surface energy. Experimental tests of pure steam condensation showed
that DWC was successfully achieved on the superhydrophobic surfaces, measuring
heat transfer coefficients as high as 100 kWm−2 K−1 (at 105 °C saturation tempera-
ture and heat flux around 350 kWm−2). It is interesting to note that such heat transfer
coefficients are lower than the onesmeasured by Parin et al. [12] on amirror-polished
aluminum surface displaying mildly hydrophobic characteristic (with θa = 89° and
θ r = 64°).

In conclusion, as also reported inMiljkovic et al. [51], if the condensation heat flux
is relatively low (they referred to a threshold value of 80 kWm−2), a proper designed
superhydrophobic surface can exceed or match the heat transfer performance of a
smooth dropwise condensing surface having low contact angle hysteresis. Instead,
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at high heat flux values, a smooth surface (e.g., mirror polished) with low contact
angle hysteresis will display better performance.

3.1.5 Low Surface Tension Fluids

In most of the DWC studies, steam is used as the working fluid. The reason is
due to the fact that water is a common fluid in many industrial processes and it
presents a high value of the surface tension. When considering fluids with relatively
low surface tension, the promotion of DWC becomes more challenging because,
in this case, the surface tension of the fluid can be comparable with the surface
energy of the coating. On the other hand, low surface tension fluids can be found in
a variety of industrial applications. For example, HFC (hydrofluorocarbons), HFO
(hydrofluoroolefins), and HC (hydrocarbons) are low surface tension fluids largely
employed in refrigeration and heat pumps. At 40 °C saturation temperature, the
surface tension of HFC-134a is equal to 6.1 mN m−1 whereas in the case of water it
is equal to 69.6mNm−1. Furthermore, these low surface tension fluids usually realize
in heat exchangers lower heat transfer coefficients compared to water (this is mainly
due to their lower thermal conductivity) and thus the possibility to achieve DWC
condensation would have important benefits on the efficiency of heat exchangers
and systems.

Micro/nanostructured lubricant-infused surfaces (LISs) are studied as a solution
to get ultralow contact angle hysteresis and excellent droplet shedding. On a LIS, a
lubricant having a low surface energy and vapor pressure is stabilized by capillary
forceswithin a porous ormicro/nanostructured surface creating an atomically smooth
surface. LIS surfaces present high droplet mobility and thus they are studied as
candidates for DWC promotion with low surface tension fluids. However, a LIS
surface must satisfy the following two criteria: the lubricant and condensate must be
immiscible; the lubricant must be selected to avoid the encapsulation of condensate
droplets with the formation of a cloak around them that inhibits droplets growth
and shedding. Sett et al. [52] obtained stable DWC of ethanol and hexane on a
nanostructured copper oxide (CuO) LIS impregnated with lubricants. For ethanol,
the advancing contact angle (θa) on the three LISs was 62.4° < θa < 71.1° with
a maximum contact angle hysteresis, �θ = θa – θ r ≈ 2.7°. For ethanol on the
smooth cooper substrate, the advancing contact angle is equal to 36.5° with contact
angle hysteresis of 13.1°. DWC heat transfer coefficient measurements in pure vapor
conditions show an increase by 200% when compared to filmwise condensation on
smooth copper substrates [52].

Recently, Khalil et al. [53] promoted DWC of low surface tension fluids
(ethanol, hexane, and pentane) over titanium and silicon substrates. They used
covalently bonded nanometric iCVD films on tubular cylindrical geometries. These
iCVD-coated heat exchanger metals are shown to achieve a fourfold to eightfold
improvement in vapor-side condenser heat transfer coefficient compared to uncoated
surfaces.
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Apart from the aforementioned pioneering studies with hydrocarbons, the
promotion of DWC with low surface tension fluids is still to be demonstrated.

3.2 Measuring Heat Transfer Coefficients During DWC

Dropwise condensation heat transfer coefficients are usually measured on relatively
small heat transfer areas (compared to the heat transfer areas used in industrial heat
exchangers) because the objective is often the characterization of the condensation
performance of innovative coated samples. The focus is on the heat transfer coeffi-
cient measurement and on the visualization of the droplet population. For this reason,
almost all the experimental techniques foresee the presence of a glass window that
allows the visualization of the condensation process. Analyzing the literature, two
main configurations for the condensing surface can be found: in the first case, a
vertically oriented surface is maintained below the dew temperature of the fluid, the
vapor condenses over it and the liquid is drained by gravity toward the bottom of
the vertical surface; in the second case, a horizontal tube is used to promote conden-
sation on its external surface by using a cooling fluid that flows inside the tube. In
most of the studies, the condensing surface is placed inside a vapor chamber and the
velocity of the vapor is negligible (quiescent vapor). The saturated vapor is supplied
to the vapor chamber by an external evaporator [6] or it is produced in the lower part
of the chamber [17]. Less frequently the test apparatus can allow the investigation
of the effect of vapor velocity on the dropwise condensation. As an example, the
experimental technique employed by Bisetto et al. [54] will be explained in detail in
Sect. 3.2.2.

3.2.1 Main Measuring Techniques

The quantities that must be measured for the determination of the heat transfer
coefficient will be discussed hereafter.

The heat transfer coefficient for a pure fluid is defined as the ratio of heat flux q
to saturation-minus-wall temperature difference (Tsat − Twall):

α = q

(Tsat − Twall)
= Q

A(Tsat − Twall)
(3.1)

In Eq. 3.1, the heat flux q is the ratio of condensation heat flow rate Q to the
condensing surface area A of the sample. This relationship is valid locally or as an
average value if the wall temperature can be assumed to be uniform all over the
condensing surface.

For pure vapor, the saturation temperature Tsat can be obtained with twomethods:
with a direct measurement of the vapor temperature inserting a temperature sensor
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(e.g., thermocouple, thermistor) inside the vapor chamber or indirectly from the
measurement of the saturation pressure. It must be considered that the presence of
some liquid in vapor pressure ports should be avoided since it can introduce pressure
measurements errors due to hydrostatic head or to capillary effects related to the
presence of meniscus in the tubes. One solution consists of heating pressure ports
over the saturation temperature to avoid vapor condensation inside the lines. Using
both direct and indirect approaches has the advantage to allow a double-check of the
saturation temperature.

A direct contact measurement of the surface temperature Twall of a coated sample
(e.g., by soldering thermocouples over it) is not feasible since this would locally
modify the surface properties, affecting the condensation process itself. Therefore,
the measurement of the wall temperature in Eq. 3.1 is more difficult and it requires
the installation of one or more temperature sensors as near as possible to the surface
where condensation takes place. Since high values of heat flux are expected during
DWC, the measured temperature Tmeas must be corrected to account for the temper-
ature variation due to thermal conduction inside the sample. Furthermore, consid-
ering that often DWC is promoted by applying a proper coating over the surface
(Sect. 3.1.1), the thickness and the thermal conductivity of the layer must also be
measured for the determination of the actual surface temperature Twall. If this contri-
bution is not included, the measured heat transfer coefficient will consider both the
DWC thermal resistance and the resistance due to thermal conduction of the coating
(overall heat transfer coefficient). The thickness of modern coatings can be in the
order of few nanometers making challenging the measurement of the thermal resis-
tance. For this reason, in the literature, the heat transfer coefficient is often defined
using as temperature driving difference the difference between the saturation temper-
ature Tsat and the temperature of the substrate material Tsub just below the coating
(and thus including the resistance due to thermal conduction inside the coating). Test
sections are usually designed to obtain a one-dimensional temperature field with
a uniform heat flux inside the specimen. In this way, the temperature Tsub can be
obtained from a linear extrapolation of an array of temperature measurements inside
the specimen [10] or froma unique value of temperatureTmeas (measured at a distance
z below the coating) plus the temperature variation due to thermal conduction in the
specimen at the distance z:

Tsub = Tmeas + q

λsub
z (3.2)

In Eq. 3.2, λsub is the thermal conductivity of the substrate material. It must
be pointed out that the size of the temperature sensor must be minimized to avoid
disturbance in the temperature field and to get , an asmuch as possible, punctual value
of the temperature. The available space for the installation of temperature probes in
many cases is limited. In fact, an augmentation of the thickness of the sample has
an adverse effect on the overall heat transfer resistance. In analogy with an electrical
circuit, considering as potentials the saturation temperature and the temperature of
the cooling medium (usually water), there are three main thermal resistances that



40 S. Bortolin et al.

hinder the heat transfer: the resistance of the DWC process (this, in turn, is made up
of several contributions as it will be illustrated in Sect. 3.4), the thermal resistance due
to conduction in the sample and the thermal resistance due to forced convection of the
cooling fluid. Considering the maximum available temperature difference between
saturation and coolant temperature, thickening the sample will result in decreasing
the maximum exchangeable heat flux and thus reducing the range of investigable
conditions. This is true in particular when using steel or aluminum samples that
present a lower thermal conductivity compared to copper. A low value of the thermal
resistance on the coolant side is another desirable characteristic. Usually, the cooling
fluid is water in forced convection. To reduce the thermal resistance on the secondary
fluid side, enhanced/finned surfaces can be used. For example, Torresin et al. [10]
realized a cooling system consisting of a copper plate with 39 fins: the ratio between
the enhanced cooling surface and the condensation area of the tested samples was
around 25. Water flowed in the space between the fins and a staggered arrangement
was used for pins in order to continuously alter the water path and break the boundary
layer.

To avoid the need forwall temperaturemeasurement (which ismore difficult in the
case of condensation on a horizontal tube), the Wilson plot method can be used [6].
With this technique, the condensation heat transfer coefficient is obtained starting
from the direct measurement of the overall heat transfer coefficient (between the
condensing vapor and the coolant) and from the estimation of the coolant side heat
transfer coefficient. More details about the application of the Wilson plot method
can be found in Del Col et al. [55]. However, since during DWC the main thermal
resistance is usually on the coolant side, the Wilson plot method can lead to high
experimental uncertainty.

Considering Eqs. 3.1 and 3.2, it is clear that the third quantity needed for the
evaluation of the heat transfer coefficient is the heat flux q that can be obtained from
the heat flow rate Q. Three main techniques for the measurement of the heat flow
rate during condensation can be found in the literature and they can be used together
with redundancy. In the first case [54], the heat flow rate is measured from the mass
flow rate of the coolant ṁcool and the temperature difference �Tcool between coolant
inlet and outlet:

Q = ṁcoolccool�Tcool (3.3)

In Eq. 3.3, ccool is the specific heat of the cooling medium.
The second method is based on Fourier’s law, with the evaluation of heat flow

rate from the temperature profile T (z) inside the sample [10]:

Q = λsub A
dT

dz
(3.4)

where z is the axial coordinate normal to the condensing surface.
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When evaluating the heat flow rate Q through Fourier’s law, cylindrical metallic
blocks (properly insulated to ensure one-dimensional heat conduction) are typically
used and condensation takes place over one of the cylinder bases. These blocks
are fitted with thermocouples located at different z positions from the condensing
surface. The linear interpolating equation T (z) can be determined by the weighted
least squares (WLS) regression method [55]. Uncertainties on fitting parameters
can arise from both temperature and position uncertainty. The Monte Carlo method
can be used for combining the spatial and temperature uncertainties of multiple
measurement points in order to obtain the uncertainty of the temperature gradient
and thus the uncertainty on the heat flow rate by applying the law of propagation
of uncertainty [56]. With this method, to reduce the uncertainty on the heat flux,
several thermocouples can be installed in the sample. The drawback is that, increasing
the number of wall thermocouples, the height of the block must be increased to
allow thermocouples accommodation and, as a consequence, a larger temperature
difference between the condensing surface and the coolant side of the cylindrical
sample is needed to exchange the same heat flux. Therefore, this method is easier to
be implemented with substrate materials having a high thermal conductivity (e.g.,
copper) but, for materials displaying low thermal conductivity (e.g., stainless steel),
it can request temperature of the cooling fluid below 0 °C, excluding the use of pure
water as secondary fluid.

The third method for the measurement of the condensation heat flow rate is based
on the measurement, at fixed time steps, of the condensate mass by a precision scale.
The heat flow rate can be evaluated as:

Q = ṁcondhlv (3.5)

where hlv is the latent heat of condensation at a given saturation temperature. If
the test rig is operating in steady-state conditions, the mass flow of the condensate
rate ṁcond can be obtained from a linear interpolation of the measured values of
condensate mass plotted versus time. When using this method, particular care must
be paid to the fact that all and only the condensate coming from the sample must be
collected on the scale. Other liquid that forms at the wall of the vapor chamber must
be appropriately separated.

As a last point, it must be remembered that the heat flow rate can affect also the
measurement of the surface temperature since the measured temperature must be
corrected to account for thermal conduction in the substrate (Eq. 3.2).
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3.2.2 Measurements in Presence of Vapor Velocity

In this Section, the experimental technique proposed by Bisetto et al. [54] for the
measurement of the DWC heat transfer coefficient during saturated steam condensa-
tion over a vertical surface will be illustrated in detail. The reader will find a practical
application of some of the concepts previously mentioned.

The technique presents the following main characteristics: possibility to inves-
tigate the effect of vapor velocity; reduced thickness of the sample allowing the
use of metals with low thermal conductivity (e.g., steel); redundant measurement of
the heat flux from Fourier’s law (Eq. 3.4) and from the heat balance at the coolant
side (Eq. 3.3); possibility to measure local values of heat flux and the wall temper-
ature along the condensing surface and thus to account for heat transfer coefficient
variations along the sample; visualization of the DWC process.

The setup consists of a two-phase flow loop operating as a thermosyphon and
made up of four main components: a boiling chamber, a test section, a cooling water
loop, and a post-condenser. A sketch of the loop is shown in Fig. 3.1a.

Steam is generated in a cylindrical stainless steel boiling chamber by means of
four electrical heaters having a maximum power of 4 kW. The electrical power
supplied to the heaters is measured using a power analyzer. The pipe connections
between the boiler and the test section are insulated and heated by means of an elec-
tric resistance installed around the pipe to avoid condensation before the entrance of
the test section (the wall temperature is checked through a T-type thermocouple and
maintained just above the saturation temperature). The steam enters the test section
in saturated conditions. In the test section, the steam is partially condensed over a

Fig. 3.1 Test apparatus: a schematic of the experimental thermosyphon loop for condensation tests;
b side view of the test section; c 3D model of the aluminum sample
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metallic sample and the latent heat is removed by cold water coming from a ther-
mostatic bath. The coolant inlet temperature is measured by a T-type thermocouple,
while the coolant temperature difference between inlet and outlet is measured by
means of a three-junction copper-constantan thermopile. The coolant mass flow rate
is measured by a Coriolis-effect mass flow meter. The pressure and temperature of
the vapor aremeasured at the inlet of the test section. Downstream the test section, the
two-phase mixture passes through a secondary water condenser where the condensa-
tion is completed and the liquid subcooled. The subcooled liquid returns to the boiler
driven by the density difference between liquid and vapor and it closes the loop.
Since the test apparatus does not have a circulating pump, to guarantee the liquid
return to the boiler, a liquid head is necessary and the post-condenser is placed at a
higher level with respect to the boiling chamber. The water temperature is measured
at the inlet and the outlet of the post-condenser by means of T-type thermocouples,
while the water mass flow rate is measured using a magnetic flow meter. The system
volume is controlled by means of a hydraulic accumulator installed in the liquid line
downstream the post-condenser. A precision needle valve, placed before the boiling
chamber, is used to regulate the liquid flow. Before entering the boiling chamber, the
temperature of the subcooled liquid is measured by means of a T-type thermocouple.
Since even a small concentration of non-condensable gases (NCG) in the vapor could
lead to a decrease of the condensation heat transfer coefficient, several actions must
be undertaken to avoid the presence of NCG. First of all, the test apparatus works at
a pressure higher than the atmospheric one. Furthermore, before each test run, the
whole system is vacuumed; then the test rig is charged with deionized (DI) water.
When boiling is started, some vapor is released from the top of the loop as well as
from a vent valve located in the upper part of the post-condenser in order to get rid
of the gases dissolved in the water.

The test section (Fig. 3.1b) allows the measurement of the DWC heat transfer
coefficient and the visualization of the droplets. Steam condenses on a vertical rect-
angular surface (50 mm × 20 mm). The test section consists of two rectangular
cross-sectional channels inside which the condensing vapor and the water coolant
flow. The vapor channel is 160 mm long (cross-section 30 mm × 5 mm) and it was
machined from a PEEK block. One side of the channel is covered by a double glass to
allow the visualization of the process whereas the other side of the channel, opposite
to the glass, is machined for accommodating the metallic substrate over which vapor
condenses. The metallic specimen has 10 mm thickness and it is equipped with an
array of six T-type thermocouples placed inside holes obtained by electrical discharge
machining. Thermocouples are placed inside the substrate at two different depths z1
and z2 from the treated surface (Fig. 3.1c). The thermocouples are used to obtain the
local surface temperature at three longitudinal locations along the specimen (in the
middle and 2 mm from the up and bottom edge on the sample). The sample is located
in between the two channels of the test section: the steam channel is in contact with
the frontal face of the specimen beside the water channel is in contact with the back
face of the specimen. The length of the coolant channel was determined in order
to have a hydrodynamically fully developed flow of the water on the back side of
the metallic specimen. In this way, there are no entrance effects and the water heat
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transfer coefficient can be considered uniform along the whole sample length. The
cooling water flows in countercurrent with respect to the steam direction inside the
test section.

The heat flux q through the sample can be measured by two different techniques.
An average value of the heat flux qmean over the surface can be measured from the
coolant side (Eq. 3.3), beside a local value of the heat flux qloc can be evaluated
by applying the Fourier’s law to the thermocouples placed in correspondence of the
three different longitudinal positions shown in Fig. 3.1b, c (Eq. 3.4).

In Eq. 3.4, dT /dz can be replaced with �T/�z where �T is the temperature
difference between the two thermocouples at the same axial position along the steam
direction and �z is the distance between the two thermocouples. The Fourier law
can be applied assuming one-dimensional heat flux.

The steam saturation temperature Tsat is obtained from the measurement of the
saturation pressure in the test section. The specific enthalpy of the subcooled liquid
at the inlet of the boiling chamber hIN,bc is evaluated from the measurements of
temperature and pressure. The steam velocity vv is obtained from

vv = Qbc(
hv − hI N ,bc

)
1

ρvAc
(3.6)

where Qbc is the heat flow rate provided to the boiling chamber (measured using
an electrical power meter), hv is the specific enthalpy of the saturated steam exiting
from the boiling chamber, ρv is the vapor density, and Ac is the cross-sectional area.
By acting on the power supplied to the boiling chamber, it is possible to regulate the
mass flow rate of the fluid circulating in the system, thus to perform tests at varying
vapor mass velocities.

3.3 Droplet Population

As reported in Sect. 3.1, dropwise condensation is a cyclic process [3]. Condensation
begins at the molecular scale with the formation of droplets in favored nucleation
sites. The radius of the smallest viable (thermodynamically) drop is called minimum
drop radius rmin. Drops grow by direct condensation at first and later by coalescence
until they reach the departing radius rmax at which body forces overcome adhesion
force and they start to move. Once the moving drops clean their path, nucleation
of new droplets ensures that the condensation process is cyclic with characteristic
timescale, coverage area, and drop size distribution.
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3.3.1 Models for Drop Size Distribution

Drop populationmodels are based on the observation that the drop size distribution on
a condensing surface is in steady state from the statistical point of view [3]. Le Fevre
and Rose [57] introduced for the first time a relationship for the prediction of the
droplet population, while Wu and Maa [58], starting from the work by Tanaka [59],
proposed the population balance model. Droplets are categorized into small drops
and large drops according to the growth mechanism. Small drops grow primarily due
to direct condensation of vapor on the drop surface, whereas large drops growmainly
by coalescencewith other drops. The distribution of the big and small droplets will be
indicated, respectively, with the symbols N(r) and n(r). The radius which separates
the two population is called effective radius re and its determination is still an open
issue due to technological limitations in the visualization techniques. As it will be
discussed later, re depends on the nucleation sites density distribution, square array
or random Poisson distribution (see Sect. 3.4). By integrating the droplet size density
function between two radii r1 and r2 it is possible to calculate the number of droplets
per unit area having radii in between r1 and r2.

The drop size distribution of large drops N(r) is obtained using the empirical
expression proposed by Le Fevre and Rose [57] and it is given by

N (r) = 1

3πr2rmax

(
r

rmax

)− 2
3

(3.7)

From Eq. 3.7, it can be observed that the large droplet population only depends
on the maximum droplet radius rmax, which is the outcome of the forces acting on a
droplet (see Sects. 3.4 and 3.5).

In order to model the drop size distribution of small drops, the population balance
method can be employed. This method assumes that the contact angle of a drop
remains the same from the nucleation to the departure from the surface. The drop
size distribution of small drops n(r) is evaluated assuming the conservation of the
number of drops in a certain size range r1 – r2. In other words, the number of droplets
entering a size range must be equal to the number of drops leaving the same size
range. The drop growth rate G is defined as

G = dr

dt
(3.8)

Considering a surface area A and an infinitesimal time increment dt, in order
to conserve the droplet population in the radius range r1 − r2, the number of
droplets entering this radius range (An1G1dt) must be equal to the number of droplets
leaving by growth this radius range (An2G2dt) plus the number of droplets swept off
(Sn1− 2�rdt):

An1G1dt = An2G2dt + Sn1− 2�rdt (3.9)
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where n is the number of drops per unit area per unit drop radius, S is the sweeping
rate at which the surface is renewed by falling drops, n1 − 2 is the average drop size
density in the range r1 − r2 and �r is equal to r2 − r1.

As �r approaches to zero, n1 − 2 tends to n and Eq. 3.9 can be written as

d

dr
(Gn) + n

τ
= 0 (3.10)

where τ = A/S is the sweeping period. Assuming that all the heat transfer occurs
through the drops, the heat transfer rate through a single drop (Qdr) can be equated
to the condensation rate of vapor at the drop surface (ρl hlvdV/dt) to obtain the drop
growth rate G as

Qdr = ρl hlv
dV

dt
= ρl hlvπr

2(1 − cos θ)2(2 + cos θ)G (3.11)

G = Qdr

ρl hlvπr2(1 − cos θ)2(2 + cos θ)
(3.12)

where V is the droplet volume, ρ l the liquid density, hlv the the vapor–liquid latent
heat, and θ the droplet growing contact angle.

Then, the expression ofG (Eq. 3.12) can be substituted into Eq. 3.10 and integrated
to obtain the drop size density function of small droplets n(r):

n(r) = N (re)
r(re − rmin)(A2r + A3)

re(r − rmin)(A2re + A3)
eB1+B2 (3.13)

As a first boundary condition, the population of small droplets is imposed to equal
the population of large droplets at the effective radius (n(r e) =N(r e)), providing the
following expressions for B1 and B2:

B1 = A2

A1τ

[
r2e − r2

2
+ rmin(re − r) − r2min ln

(
r − rmin

re − rmin

)]
(3.14)

B2 = A3

A1τ

[
(re − r) − rmin ln

(
r − rmin

re − rmin

)]
(3.15)

Imposing d(lnn(r))/d(lnr) = d(lnN(r))/d(lnr) = −8/3 at r = re as a second
boundary condition, the sweeping period τ is

τ = 3r2e (A2r + A3)
2

A1
[
8A3re − 14A2rermin + 11A2r2e − 11A3rmin

] (3.16)

The three coefficients A1, A2, and A3 in Eqs. 3.13–3.16 are obtained analytically
from the heat flow exchanged by a single droplet and, being the formulation of Qdr
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different for each heat transfer model, the analytical expressions for A1, A2, and A3

are reported in detail in Sect. 3.4.

3.3.2 Measurement of Drop Size Distribution

In Fig. 3.2a, the theoretical drop size density function for a flat vertical hydrophobic
surface is reported at varying droplet radius. The dotted curve on the left side of the
graph (r < re) represents the small droplet population n(r), which is calculated by
Eq. 3.13–3.16 using the formulation for A1, A2, and A3 provided by Miljkovic et al.
[60] (see Sect. 3.4.3). Instead, the continuous curve on the right side of the graph
represents the formulation proposed by Le Fevre and Rose [57] (Eq. 3.7) for the drop
size density of large drops population N(r). Figure 3.2a shows that DWC involves
the simultaneous presence of droplets with variable radius by 6 orders of magnitude,
ranging from nanometres (rmin) to millimetres (rmax). The drop size density function
decreases with an increase in drop radius: for a given surface area, there is a huge
number of small droplets and a relatively small number of large droplets.

In addition, Fig. 3.2a presents a comparison between theory and experimental
visualizations performed by Parin et al. [33] focusing on the large droplet population

Fig. 3.2 a Drop size density function compared with experimental data by Parin et al. [33]. The
large droplet population N(r) is obtained by the Le Fevre and Rose [57] equation (Eq. 3.7), whereas
the small droplet population n(r) is calculated by Eq. 3.13, using the expressions for A1, A2, and A3
provided by Miljkovic et al. [60] (see Sect. 3.4.3). b Enlarge image of DWC taken by a high-speed
camera. c Resulting black and white image after processing and reconstruction of the observed
droplet population
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N(r). In their work, Parin et al. [33] mapped the droplet population detecting more
than 3 million droplets with radii in the range of 15 μm–1 mm. The measured
droplet size distribution resulted to be not affected by the heat flux. The experimental
technique consists of a high-speed camera coupled with a torus-shaped illumination
system for DWC visualizations and a homemade MATLAB® program for image
processing. The torus-shaped light projects its pattern onto each droplet and the
external diameter of the torus is proportional to the drop’s diameter itself. To detect
droplets and to determine their dimensions, the recorded image is then processed
by a MATLAB® program, considering the relationship between the external radius
of the reflected toroidal light path and the effective drop radius. An example of an
image taken by the high-speed camera duringDWC and the resulting black andwhite
image after processing and reconstruction by the program are shown, respectively,
in Fig. 3.2b, c. As it can be seen from Fig. 3.2a, a satisfactory agreement between
the equation proposed by Le Fevre and Rose [57] and the experimental data taken
by Parin et al. [33] during DWC of steam was obtained down to tens of microns; the
mean deviation between measurements and predicted values is below 20%.

3.4 Heat Transfer Models for DWC with Quiescent Vapor

Different models in the literature are aimed at describing the complex phenomena
that take place during DWC: the nucleation of a droplet until its departure, the heat
exchanged by the drop during its lifetime, and the droplet population on the surface.

Because of the unsteady behavior of DWC, researchers have usually adopted a
statistical approach tomodel the dropwise condensation heat transfer [2, 36, 60]. This
method is based on the experimental observation that the overall drop size distribu-
tion is constant with time even though the individual drop growth is an unsteady
phenomenon. In the literature, several heat transfer models have been proposed for
dropwise condensation on flat or structured surfaces and, among them, four different
studies have been selected in the present work: Le Fevre and Rose [57], Kim and
Kim [36], Miljkovic et al. [60], and Chavan et al. [32]. The models are presented in
the Sects. 3.4.1–3.4.4 in chronological order. The models were developed with the
same common assumptions:

• the vapor temperature is uniform and equal to the saturation temperature;
• the vapor is in quiescent conditions (negligible vapor velocity);
• the substrate is assumed as a semi-infinite body at uniform temperature;
• the presence of non-condensable gases is neglected.

In the statistical approach, the heat transfer through a single drop of a given radius
r is multiplied by the respective drop size density function (n(r) or N(r)) and the
product is then integrated between rmin and rmax to obtain the overall condensation
heat flux q transferred during steady-state DWC:



3 Heat Transfer Enhancement During Dropwise Condensation … 49

q = re∫
rmin

Qdr (r)n(r)dr + rmax∫
re

Qdr (r)N (r)dr (3.17)

As already reported in Sect. 3.3, n(r) and N(r) are, respectively, the small droplet
population (rmin ≤ r ≤ re) and the population of large droplets (re ≤ r ≤ rmax); re
is the effective radius and it denotes the drop radius at the boundary between small
and large drops, whereas Qdr is the heat transfer through a drop of radius r.

The lower limit of the first integral (rmin) is theminimum radius of a stable droplet,
which can be calculated as [61]:

rmin = 2σTsatvl
hlv�T

(3.18)

where �T is the degree of subcooling (that is the temperature difference between
the saturated steam and the surface), σ is the liquid-vapor surface tension, ν l is the
specific volume of liquid, Tsat is the saturation temperature, and hlv is the vapor–
liquid latent heat. Equation 3.18 is used in all the selected models. In the second
integral, rmax is the departing radius which is the maximum dimension assumed by
drops before sliding on the condensation surface. In quiescent vapor, rmax is obtained
by applying a balance between adhesion force (which retains the drop) and gravity
force (whichworks formoving the drop) [36, 42, 62]. In the detailed discussion of the
models (Sects. 3.4.1–3.4.4), the specific formulations developed for the evaluation
of the departing radius and the effective radius will be presented.

The heat transfer coefficient (HTC) is obtained by dividing the condensation heat
flux by the saturation-to-wall temperature difference (degree of subcooling):

HTC = q

�T
(3.19)

To estimate the heat transfer through a single drop Qdr , a network of thermal
resistances is employed. The different assumptions done by the authors of themodels
can provide different results in terms of overall heat flux q (Eq. 3.17). As already
reported in Sect. 3.3.1, the formulation of Qdr modifies the growth rate G (Eq. 3.12)
and thus the expression of the small droplet population (Eq. 3.13).

3.4.1 Le Fevre and Rose (1966) Model

In the model by Le Fevre and Rose [57], the temperature drop due to the droplet
curvature is considered and the following thermal resistances are accounted for: the
liquid–vapor interfacial resistance, the conduction resistance through the drop, and
the resistance of the coating. Their model assumed that within the drop, convection
is negligible and conduction is the dominant heat transfer mechanism. However, in
the model, all the drops are considered hemispherical with a contact angle of 90°.
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The heat flow rate through a single drop is calculated as

Qdr (r) = �T − 2σTsat
rρl hlv

K1
r
λl

+ K2
(
0.627
0.664

) TSAT
h2lvρv

γ+1
γ−1

[ RTsat
2π

]0.5 (3.20)

where K1 and K2 are constants equal to 2/3 and 1/2, respectively, λl is the liquid
conductivity, ρ l is the liquid density, γ is the ratio of the specific heat capacities andR
is the specific ideal-gas constant. At the denominator, the first term is the conduction
resistance and the second term accounts for the liquid–vapor interfacial resistance
plus the conduction resistance through the coating (included in K2).

In this model, the heat transfer through a single drop Qdr (Eq. 3.20) is combined
with the drop size distribution of large droplets N(r) (Eq. 3.7) to obtain the average
heat flux as

q = rmax∫
rmin

Qdr (r)N (r)dr (3.21)

where rmin is theminimum droplet radius (Eq. 3.18) and rmax is themaximum droplet
radius evaluated as

rmax = K3

[
σ

ρl g

]0.5

(3.22)

where K3 is a constant equal to 0.4 that was determined experimentally.

3.4.2 Kim and Kim (2011) Model

The model by Kim and Kim [36] computes the heat transfer through a single
drop incorporating the various thermal resistances from the vapor to the surface
and considers both the populations of small and large droplets. Kim and Kim [36]
improved the model by Le Fevre and Rose [57] accounting for the effect of the
contact angle on the heat transfer performance. In particular, they modeled the
conduction resistance through droplets exhibiting larger growing contact angles (θ >
90°). Although superhydrophobic surfaces are considered, the surface morphology
is neglected. In this model, the thickness of the coating layer and the number of
nucleation sites are also accounted for.

In terms of temperature drop, the total temperature difference between the vapor
and the surface is expressed as

�T = �Ti + �Tc + �Td + �THC (3.23)
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Fig. 3.3 a Schematic representation of a droplet sitting on the condensing surface coated with a
hydrophobic layer.bResistance network and temperature drop contributions due to the liquid–vapor
interface (�Ti), the droplet curvature (�Tc), the conduction through the droplet (�Td ), and the
coating layer (�THC); Ti is the temperature of the liquid–vapor interface and Tb is the temperature
at the droplet base

where �Ti, �Tc, �Td, and �THC are respectively the temperature drops due to
the liquid–vapor interface, the droplet curvature, the thermal conduction through the
droplet and the coating layer (Fig. 3.3). In particular, the temperature drop due to the
interfacial resistance is given by

�Ti = Qdr

hi2πr2(1 − cos θ)
(3.24)

where hi is the interfacial heat transfer coefficient given by [63]:

hi = 2α

2 − α

1
√
2πRgTsat

h2lv
vvTsat

(3.25)

In Eq. 3.25, Rg is the specific ideal gas constant, νv is the vapor specific volume,
and α is the accommodation coefficient. The accommodation coefficient α is the
ratio of vapor molecules captured by the liquid phase to the total number of vapor
molecules approaching the surface (0 < α < 1). A α close to 0 indicates a high
concentration of NCG, while α close to 1 means the absence of NCG [63].

The temperature drop caused by the droplet curvature is evaluated as
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�Tc = 2Tsatσ

hlvrρl
(3.26)

The thermal resistance due to heat conduction through the droplet causes the
following temperature drop:

�Td = Qdrθ

4πrλl sin θ
(3.27)

Finally, the temperature drop due to the hydrophobic coating is calculated as

�THC = QdrδHC

λHCπr2 sin2 θ
(3.28)

where δHC and λHC are, respectively, the thickness and the thermal conductivity
of the coating layer. Substituting the expressions for temperature drops (Eqs. 3.24,
3.26–3.28) in Eq. 3.23, the heat flow rate through a single drop of radius r is obtained
as

Qdr (r) =
πr2

(
�T − 2Tsatσ

rhlvρl

)

(
δHC

λHC sin2 θ
+ rθ

4λl sin θ
+ 1

2hi (1−cos θ)

) (3.29)

In the model by Kim and Kim [36], the heat transfer through a single drop Qdr(r)
(Eq. 3.29) is combined with the drop size density functions of large droplets N(r)
and small droplets n(r) to obtain the overall heat flux during DWC (Eq. 3.17). With
regard to the droplet population, N(r) is obtained using the empirical relation given
by Le Fevre and Rose [57] (Eq. 3.7), while n(r) is calculated using Eq. 3.13 (see
Sect. 3.3).

In Eq. 3.17, the limits of integration are calculated using Eq. 3.18 for rmin and
Eqs. 3.30 and 3.31 respectively for re and rmax:

re = 1√
4Ns

(3.30)

rmax =
√
6kc(cos θr − cos θa) sin θ

π
(
2 − 3 cos θ + cos3 θ

)
σ

ρl g
(3.31)

In Eq. 3.30, Ns is the nucleation site density; in Eq. 3.31, θa is the advancing
contact angle, θ r is the receding contact angle, and kc is the retention factor, a constant
depending on the droplet geometry. The present formulation for the effective radius
re assumes that the nucleation sites have a uniform distribution and form a square
array over the surface, while the departing radius is deduced by equating the gravity
force and the adhesion force.
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The coefficients for the population of small droplets (Eqs. 3.13–3.16) were
obtained analytically as

A1 = �T

2ρl hlv
(3.32)

A2 = θ(1 − cos θ)

4λl sin θ
(3.33)

A3 = 1

2hi
+ δHC(1 − cos θ)

λHC sin2 θ
(3.34)

3.4.3 Miljkovic et al. (2013) Model

Miljkovic et al. [60] modified the model by Kim and Kim [36] by taking into account
the surface morphology with the aim of estimating the condensation heat transfer on
micro/nanostructured surfaces. This model extends the previously developed droplet
size distribution theory to both constant and non-constant contact angle droplets
growing processes. It is worth noting that assuming a constant droplet contact angle
during growth is suitable for dropwise condensation on flat hydrophobic surfaces;
however, this assumption is not valid for structured superhydrophobic surfaces, since
the droplet contact angles have been observed to vary during droplet growth [60].
As for the models described in Sects. 3.4.1 and 3.4.2, Miljkovic et al. [60] combines
the single drop heat transfer with the droplet population for the estimation of the
average heat flux during DWC (Eq. 3.17). In particular, the model accounts for the
temperature drop contributions due to the liquid–vapor interfacial resistance, the
droplet curvature, the conduction resistance of the drop, the thermal resistance of the
micro/nanostructure (if present), and the thermal resistance of the coating. The heat
transfer rate exchanged by a single droplet Qdr is calculated as follows:

Qdr (r, θ) =
πr2

(
�T − 2Tsatσ

rhlvρl

)

1
2hi (1−cos θ)

+ rθ
4λl sin θ

+ 1
λHC sin2 θ

[
λpϕ

δHCλp+l pλHC
+ λl (1−ϕ)

δHCλl+l pλHC

]−1 (3.35)

where ϕ and l p are geometrical parameters that, in the case of flat surfaces, are equal
to 0. For details about the calculation of ϕ and l p in the case of structured surfaces,
the reader can refer to the work by Miljkovic et al. [60].

For large drops growing mainly by coalescence, the droplet size distribution N(r)
is evaluated by the expression proposed by Le Fevre and Rose [57] (Eq. 3.7), where
the departing radius is calculated as follows:
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rmax =
√

6(cos θr − cos θa) sin θe

π
(
2 − 3 cos θe + cos3 θe

)
σ

ρl g cosβ
(3.36)

where β is the inclination of the condensing surface (90° corresponds to a horizontal
surface and 0° corresponds to a vertical surface) and θ e is the equilibrium contact
angle defined as θe = cos−1(0.5 cos θa + 0.5 cos θr ).

To solve the first integral in Eq. 3.17 (which includes the small droplet population),
rmin is calculated by Eq. 3.18 and, assuming the nucleation sites randomly distributed
on the condensation surface (Poisson distribution), re is given by

re = 1

4
√
Ns

(3.37)

In accordance with the expression for the heat transfer through a single droplet
developed byMiljkovic et al. [60] (Eq. 3.35), the small droplet population (Eqs. 3.13–
3.16) is calculated with the following coefficients:

A1 = �T

ρl hlv(1 − cos θ)2(2 + cos θ)
(3.38)

A2 = θ

4λlsin(θ)
(3.39)

A3 = 1

2hi (1 − cos θ)
+ 1

λHC sin2 θ

[
λpϕ

δHCλP + l pλHC
+ λl(1 − ϕ)

δHCλl + l pλHC

]−1

(3.40)

3.4.4 Chavan et al. (2016) Model

Recently, Chavan et al. [32] proposed a procedure for the calculation of the heat
transfer through a droplet that is based on the results of steady-state 2D axisymmetric
numerical simulations of the droplet growth. The models reported in Sects. 3.4.1–
3.4.3 make the assumption of constant temperature at the liquid–vapor interface
(droplet surface) and at the solid–liquid interface (droplet base) for the calculation of
the conduction thermal resistance of the single droplet [36, 57, 60]. Instead, Chavan
et al. [32] solved the heat equation through a single droplet by means of a numerical
model based on the finite element method and replacing the constant temperature
boundary condition at the liquid–vapor interface with a convective boundary condi-
tion (fixing a constant value of the heat transfer coefficient hi). The simulations
showed that the local heat flux at the three-phase contact line resulted to be four
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orders of magnitude higher than at the droplet top and this phenomenon was not
taken into account by the previous formulations (Eqs. 3.29 and 3.35).

The Chavan et al. [32] model is based on three dimensionless quantities governing
the heat transfer through a single drop: the Biot number (Bi), the apparent advancing
contact angle (θa), and the droplet Nusselt number (Nu). The Nusselt number can
be evaluated as a function of the other two dimensionless groups as Nu = f(Bi, θa).
The Biot and Nusselt numbers can be expressed in terms of the droplet base radius
(rb) as

Bi = hirb
λl

(3.41)

Nu = Qdr

λlrb(Tsat − Twall)
(3.42)

where the interfacial heat transfer coefficient hi is calculated from Eq. 3.25. For
an easy implementation of their method in DWC heat transfer models, the authors
provided the following expressions for the estimation of Nu (θa is in radians):

Nu = 3θ0.65
a Bi0.83 + 0.007θ5.1

a Bi−0.23Bi ≤ 0.5 (3.43)

Nu = 0.29θ2.24
a Bi−0.17 + 3.33θ−0.3

a Bi0.72 0.5 < Bi ≤ 2 (3.44)

Nu = 5.76e−0.28θ0.68
a ln

(
1 + 5Bi0.82 − 2.79Bi0.83

)
2 < Bi ≤ 105 (3.45)

Replacing the liquid–vapor interfacial thermal resistance and the conduction resis-
tance through the droplet with the thermal resistance obtained by numerical simu-
lations (Eq. 3.42), the heat flow rate through a single droplet can be calculated
as

Qdr (r, θ) = �T − 2Tsatσ
rhlvρl

1
Nuλl r sin θa

+ δHC

λHCπr2 sin2 θa

(3.46)

where Nu is the results of Eqs. 3.43–3.45 whereas the thermal resistance of the
coating (the second term at denominator) was included in Eq. 3.35 by Birbarah et al.
[64] as an additional thermal resistance in series with the one developed by Chavan
et al. [32].

In the model by Chavan et al. [32], to obtain the overall condensation heat flux
during DWC (Eq. 3.17), the heat transfer through a single droplet (Eq. 3.46) is
combined with the drop size distribution. In particular, the authors calculate the drop
size density function of large drops N(r) and small drops n(r) accordingly to the
model by Miljkovic et al. [60]. For the large droplet population, N(r) is obtained by
Eq. 3.7 together with the expression for the departing radius provided by Eq. 3.36.
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Instead, for the small droplet population, n(r) is evaluated by Eqs. 3.13–3.16 using
the coefficients reported in Eqs. 3.38–3.40. With regard to the minimum drop radius
and the effective radius, Eqs. 3.18 and 3.37 are, respectively, used.

When the overall condensation heat flux during DWC is calculated using the
equation by Chavan et al. [32] for the heat transfer through a single drop, it results
that the previous models (Kim and Kim [36] and Miljkovic et al. [60]) underpredict
the overall heat transfer.

3.5 Effect of Vapor Velocity on DWC Heat Transfer
Coefficient

Vapor velocity is expected to affect the drop size distribution on the condensing
surface during DWC. In particular, an increase in vapor velocity causes a decrease
of the droplet departing radius and, at the same time, it leads to higher HTC [16,
40, 42]. As reported in Sect. 3.4, droplets grow from the nucleation radius to the
departing radius, which is the result of a balance between retentive forces (droplet
adhesion) and external forces which promote droplet movement (gravity and drag).
The classical formulation of the droplet departing radius (Eqs. 3.31 and 3.36) derives
from a force balance between droplet adhesion and gravity. Recently, Tancon et al.
[42] proposed a strategy for modeling the effect of vapor velocity during DWC based
on accounting for the drag force into the expression for the maximum droplet radius.
After the presentation of the Tancon et al. [42] model, the equation accounting for
vapor velocity will be included in the Chavan et al. [32] and in the Miljkovic et al.
[60] models; the predicted HTC will be compared with datasets from independent
laboratories [16, 41, 42].

3.5.1 Description of the Model by Tancon et al. (2021)

When the drop reaches themaximum dimension before sliding, the sum of drag force
plus gravity force must equal the adhesion force:

Fad(rmax) = Fd(rmax) + Fg(rmax) (3.47)

Assuming a circular drop, the adhesion force Fad is evaluated as

Fad(r) = 2kcσ sin θe(cos θr − cos θa)r (3.48)

where θa and θ r are the advancing and the receding contact angles, θ e is the equilib-
rium contact angle calculated as θe = cos−1(0.5 cos θa + 0.5 cos θr ), σ is the surface
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tension of the condensing fluid and kc is the retention factor, which can be analytically
calculated and, for a circular shaped droplet, it is equal to 2/π [65].

The gravity force Fg acting on a droplet is calculated from the droplet volume as

Fg(r) = 2 − 3 cos θe + cos3 θe

3
πρl gr

3 (3.49)

where g is the gravity acceleration and a vertical orientation of the condensing
surface is assumed.

The drag force Fd on a droplet due to the action of vapor flow is expressed as
[66]:

Fd(r) = 1

2
ρvv

2
vCd(θe − sin θe cos θe)r

2 (3.50)

where ρv is the density of the vapor, vv is the vapor mean velocity in the channel
where vapor flows and Cd is the drag coefficient. In Eq. 3.50, θ e is expressed in
radians. To estimate the drag coefficient of a droplet, Tancon et al. [42] performed
CFD numerical simulations. They found that, for the specific case of a droplet placed
on the wall of a rectangular cross-sectional channel (characterized by a large width-
to-height ratio, equal to six in their case), the drag coefficient Cd can be expressed
as a product of only two dimensionless groups: the ratio of channel height to droplet
height Lc/ldr and the droplet Reynolds number defined as Redr = ldrvvρv/μv .

Cd = 5.6053
[
(Lc/ ldr )

−4/3Re−1/6
dr

]
+ 0.1754 (3.51)

Substituting the expressions of Fad , Fg, and Fd (Eqs. 3.48–3.50) into the force
balance equation (Eq. 3.47), the droplet departing radius rmax in the case of non-
negligible vapor velocity can be calculated as

rmax = −C + √
C2 + 4AB

2B
(3.52)

where the coefficients A, B, and C are equal to

A = 2kcσ sin θe(cos θr − cos θa) (3.53)

B = 2 − 3 cos θe + cos3 θe

3
πρl g (3.54)

C = 1

2
ρvv

2
vCd(θe − sin θe cos θe) (3.55)
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The present method for the determination of rmax requires an iterative procedure:
a guess value of the droplet departing radius rmax (Eq. 3.52) is needed to estimate
the drag force (Eq. 3.50). A first attempt value for rmax is calculated from Eq. 3.47
assuming the vapor shear stress component equal to zero. With this initial value of
rmax, Cd is obtained by Eq. 3.51 to estimate the drag force on the droplet, thus the
force balance equation is solved a second time and a new value of rmax is calculated
(Eq. 3.52). The convergence is achievedwhen the difference between two consecutive
rmax is lower than an established value (e.g., 1 μm).

When the formulation for the departing radius proposed by Tancon et al. [42] is
included in the models reported in Sect. 3.4, the effect of the vapor velocity on the
overall heat transfer can be accounted for.

3.5.2 Comparison Against Experimental Data

TheMiljkovic et al. [60] and the Chavan et al. [32] models (described in Sect. 3.4), in
their original formulation and modified with the expression for the departing radius
proposed by Tancon et al. [42] (Eq. 3.52), have been used to predict the HTC during
DWC in presence of vapor velocity. The models are compared against a database
composed of the heat transfer data by Tancon et al. [42], Sharma et al. [41] and Tanner
et al. [16]. Datasets refer to vapor velocity conditions between 3 and 24 m s−1. The
results of the comparison, using the input parameters listed in Table 3.1, are reported
in Fig. 3.4, where the ratio of the calculated to experimental HTC is plotted against
vapor velocity.

As expected, since the original models (Miljkovic et al. [60] and Chavan et al.
[32]) predict a constant value of heat transfer coefficient with vapor velocity, the
experimental HTC is underpredicted at high vapor velocity (Fig. 3.4a). Instead, the

Table 3.1 List of input parameters, for each set of experimental data, used in the models by
Miljkovic et al. [60] and Chavan et al. [32] for the evaluation of the DWC heat transfer coefficient

Parameter Input values

Tancon et al. [42] Sharma et al. [41] Tanner et al. [16]

Tsat [°C] 107 111 108

�T [K] 3.2–2.7 4.1 2.2–1.7

θa [°] 87.5 145 108

θ r [°] 63.5 51 100

vv [m s−1] 3–11 3–9 3–23

δHC [nm] 190 125 550

λHC [W m−1 K−1] 0.2 0.1 0.15

Ns [m−2] 8 × 1014 (Miljkovic
et al.)
1011 (Chavan et al.)

8 × 1015 (Miljkovic
et al.)
2 × 1011 (Chavan et al.)

2 × 1015 (Miljkovic
et al.)
1012 (Chavan et al.)
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Fig. 3.4 Experimental data byTancon et al. [42], Tanner et al. [16], and Sharma et al. [41] compared
with models predictions at varying vapor velocity: a predictions by the original Chavan et al. [32]
and Miljkovic et al. [60] models; b predictions by the present model, coupled with Chavan et al.
[32] and Miljkovic et al. [60] models, to account for the effect of vapor velocity. Models input used
for the comparison are reported in Table 3.1

present model, obtained coupling the rmax formulation proposed by Tancon et al.
[42] with Miljkovic et al. [60] and Chavan et al. [32] models, is able to predict
the heat transfer coefficient increase due to vapor velocity (Fig. 3.4b). For each
calculated value, the deviation with respect to measured data is below 10% and the
whole experimental dataset is predicted with a mean relative deviation below 4%.

3.6 Effect of Main Parameters on the Heat Transfer
Coefficient

After validation, the modified Miljkovic et al. [60] model with the formulation by
Tancon et al. [42] for the droplet departing radius is here used to study the effect of the
main parameters affecting the heat transfer coefficient during DWC. The following
input model parameters have been chosen as reference values: saturation temperature
107 °C, heat flux 335 kWm−2, coating thermal resistance 1 m2 KMW−1, advancing
contact angle 90°, contact angle hysteresis 20°, vapor velocity vv = 3 m s−1. In
addition, the condensing surface is assumed to be in a vertical position and it does
not present a micro/nanostructure (which implies the input parameters ϕ and l p in
the Miljkovic et al. [60] model are equal to 0).
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3.6.1 Temperature Drops and Cumulative Normalized Heat
Flux Distribution

The temperature drops that arises from the thermal resistances affecting DWC
together with the cumulative heat flux distribution function are depicted in Fig. 3.5
for two values of the coating thermal resistance (δ/λ = 1 m2 K MW−1 and δ/λ =
0.2 m2 K MW−1). Considering a total temperature drop �T = 3 K, Fig. 3.5a shows
the temperature drops due to the four thermal resistances as a function of the droplet
radius. As already reported in Sect. 3.4.3, the Miljkovic et al. [60] model considers
the following thermal resistances: liquid–vapor interfacial resistance, droplet curva-
ture resistance, conduction resistance of the drop, and conduction resistance of the
coating. The higher the coating resistance, the higher its contribution to the total
temperature drop and, consequently, the larger the radius interval atwhich the conduc-
tion through the coating is the dominant thermal resistance (up to 0.5 μm in case of
δ/λ = 0.2 m2 KMW−1 and up to 2 μm in case of δ/λ = 1 m2 KMW−1). The coating
thermal resistance is the most important resistance up to 0.5–2 μm of drop radius,
whereas the conduction resistance through the droplet is dominant for higher values
of droplet radius. It should be noted that, in the early stage of drop growth, when the
radius is lower than some tens of nanometers, the thermal resistance due to droplet
curvature gives a considerable contribution to the total temperature drop.

The percentage of the heat flux exchanged by droplets smaller than a certain
value r is shown in Fig. 3.5b where the cumulative normalized heat flux distribution
is plotted versus droplet radius. The cumulative normalized heat flux Fheat flux is
defined as

Fig. 3.5 a Temperature drops due to the liquid–vapor interface, droplet curvature, conduction
through the drop, and through the coating plotted against droplet radius. b Cumulative normalized
heat flux distribution versus droplet radius. Input parameters for the modified Miljkovic et al. [60]
model using the Tancon et al. [42] formulation for the departing radius: �T = 3 K, Tsat = 107 °C,
θa = 90°, �θ = 20°, δ/λ = 1 m2 K MW−1 and δ/λ = 0.2 m2 K MW−1, vv = 3 m s−1
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Fheat f lux(r) = ∫r
rmin

Qdr (r)n(r)dr

q
rmin ≤ r ≤ re (3.56)

Fheat f lux (r) = ∫re
rmin

Qdr (r)n(r)dr + ∫r
re Qdr (r)N (r)dr

q
re < r ≤ rmax (3.57)

where q is the total condensation heat flux, Qdr(r) is the heat exchanged by a single
droplet (Eq. 3.35), n(r) is the drop size density for the small droplet population
(Eq. 3.13) and N(r) is the drop size density for the population of large droplets
(Eq. 3.7). In both the considered cases (δ/λ = 1 m2 K MW−1 and δ/λ = 0.2
m2 K MW−1), around 60% of the total heat flux is exchanged in the radius range
where conduction through the coating is the dominant thermal resistance (Fig. 3.5a).
This result shows the strong effect of the coating thermal resistance on the total heat
transfer. Reducing the promoter thermal resistance by lowering the coating thickness
can be a strategy to improve the HTC during DWC. However, the coating thickness
affects the lifetime of the treatments. The thickness should be increased in order
to increase the coating lifetime, as it is reported in the literature [2, 14], but the
advantage in terms of HTC would be adversely affected [12].

3.6.2 Predicted Effect of Contact Angle Hysteresis, Coating
Thermal Resistance, Heat Flux and Vapor Velocity
on the Heat Transfer Coefficient

In Fig. 3.6, the HTC and the departing radius, calculated by the modified Miljkovic
et al. [60] model using Eq. 3.52, are plotted against vapor velocity vv at different
values of coating thermal resistance, contact angle hysteresis, and heat flux. As
already shown in Sect. 3.6.1, the coating thermal resistance is an important aspect
to be considered during DWC since it can affect the overall HTC. In Fig. 3.6a,
the HTC is plotted versus vapor velocity vv considering three different values of the
coating thermal resistance, ranging between 0.2 and 5m2 KMW−1. For a given vapor
velocity, the HTC is strongly affected by changing the coating thermal resistance,
whereas the droplet departing radius remains the same. When the thermal resistance
passes from 5 to 1 m2 KMW−1, the HTC is doubled. In Fig. 3.6b, the HTC is plotted
for different values of the contact angle hysteresis (�θ ); the advancing contact angle
θa is kept fixed whereas the receding contact angle is varied. For a fixed value of
vapor velocity, the droplet departing diameter rmax increases when increasing the
contact angle hysteresis �θ and the HTC decreases. Improving the vapor velocity
leads to an HTC increase and this effect is more prominent at low �θ values. The
effect of the heat flux q is reported in Fig. 3.6c. The HTC, according to the literature
[2, 67], shows a weak increase with the heat flux for a fixed vapor velocity vv, while
the departing radius rmax is not affected by the heat flux. Increasing the heat flux
from 200 to 1000 kW m−2 leads to an augmentation of the HTC by 10%.
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Fig. 3.6 Calculated HTC and droplet departing radius using the modified Miljkovic et al. [60]
model with the expression by Tancon et al. [42] for vapor velocity: a effect of coating thermal
resistance δ/λ [m2 KMW−1] (�θ = 24° and q = 335 kWm−2); b effect of contact angle hysteresis
�θ [°] (q = 335 kW m−2 and δ/λ = 1 m2 K MW−1); c effect of heat flux q [kW m−2] (�θ = 24°
and δ/λ = 1 m2 K MW−1)
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In particular, it has been calculated from the modified Miljkovic et al. model that,
for a given value of contact angle hysteresis (�θ = 24°), coating thermal resistance
(δ/λ = 1 m2 K MW−1) and heat flux (q = 335 kW m−2), the vapor velocity must be
increased from 1 m s−1 to 25 m s−1 to improve the HTC by 50%.

Figure 3.6 shows that, depending on the application, different strategies can be
adopted to enhance the heat transfer during DWC. Increasing the vapor velocity
positively affects the HTC, but the pressure drop will be higher. Other actions may
address the promoter thermal resistance, by using advanced coating methods with
very low thermal resistance to achieve HTC increase. Another approach regards the
modification of surface wettability, developing coatings with very low contact angle
hysteresis [68, 69].

3.7 Conclusions

ThepresentChapter is focused onmeasurements andmodeling of heat transfer during
dropwise condensation (DWC). Despite DWC was initially studied back in 1930, it
is still capturing the interest of many researchers. This is mainly related to the recent
advances in material sciences and the availability of experimental techniques that
allow the investigation of DWC process at micro/nanoscale.

However, lessons learned from the past must be taken into consideration. Accu-
rate heat transfer coefficient measurements that ensure reproducible results among
different laboratories are very important. Particular care must be paid to the measure-
ment of heat flux and surface temperature. Furthermore, the presence of non-
condensable gases must be avoided when condensing pure vapor since it causes
a strong reduction of the heat transfer coefficient.

Considering smooth surfaces, in the literature are available thin coatings that
promoteDWCwith overall heat transfer coefficients (including the thermal resistance
of the coating) up to 300 kWm−2 K−1 (and heat flux of 400 kWm−2) with aluminum
substrates. The duration of the coatings (especially in harsh environments as it is
the case of steam condensation at atmospheric pressure) needs to be improved. In
particular, it is important to develop more robust coatings that, at the same time,
present a low thermal resistance.

Superhydrophobic surfaces can provide lowcontact angle hysteresis in air ambient
conditions but, when employed during condensation tests with saturated steam, their
heat transfer performance can be strongly penalized by flooding.

Different models have been proposed over the years to model the heat transfer
during DWC. The small droplet population has been introduced and more complex
models have been developed that can be used also with structured surfaces. These
models consider DWC in absence of vapor velocity. The shape of the droplets and the
droplet departing diameter are clearly affected by the vapor velocity. A modification
proposed by the present authors to consider the effect of vapor velocity on droplet
departing diameter and thus on the resulting heat transfer coefficient has been illus-
trated in the present Chapter. The model is then used to study the effect of the main
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parameters on DWC heat transfer. It results that around 60% of the total heat flux
occurs in the droplets radius interval where conduction through the coating repre-
sents the dominant thermal resistance. This again confirms the importance of the
thermal resistance of the coating. Furthermore, the nucleation site density remains
one important parameter that must be set as a boundary condition for the models and
its value can strongly affect the predicted values. Strategies devoted to increase the
heat transfer coefficient during DWC on flat surfaces should combine low contact
angle hysteresis, low thermal resistance of the coating and increased vapor velocity.
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Chapter 4
About Phenomenology and Modeling
of Dropwise Condensation

J. Lethuillier, P. Lavieille, F. Topin, and M. Miscevic

Abstract The modeling of dropwise condensation remains, at the present time, dif-
ficult. Indeed, in order to predict the heat transfers in this regime, it is necessary to
know the heat flux which crosses each drop according to its size as well as the drop-
size distribution on the surface considering radii that can vary from a few nanometers
to several centimeters. As this distribution is a function of the life cycle of each drop,
an overview of a drop’s lifecycle has been first done in order to better understand the
phenomena underlying dropwise condensation. Particular attention has been paid on
the drop growth rate modeling. Secondly, a description of the drop-size distribution
models has been done. Due to the very large number of drops, very fast dynamics
and the difference in drop-sizes, only two types of modeling are available. The first
approach is based on a semi-empirical law to model the distribution of the largest
drops (i.e., those with a radius greater than a fewmicrons) together with a population
balance for the size distribution of the smallest drops. The second approach consists
in the following of all the drops along time in order to determine the stationary drop-
size distribution. This approach already succeed to predict the size distribution of
the big drops many times. Based of these overviews, an individual-based modeling
has been developed and computed, focusing on the behavior of the smallest droplets.
A comparison of the results obtained with this model with the ones obtained with
classical population-balanced approach has then be realized. Discrepancies of sev-
eral orders of magnitude have been found on drop-size distribution. This important
difference is attributed to one of the hypothesis of population balance modeling, i.e.,
the hypothesis of constant renewal rate whatever the drop radius. The impact of such
deviations in the drop-size distribution on global heat transfer has then be quanti-
fied. In most of the configurations studied, the population balance approach predicts
global heat fluxes about 30% higher compared to the individual-based model’s ones.
Finally, a parametric study has been done considering three parameters that can be
potentially controlled in experimental works: advancing contact angle, nucleation
sites density, and departure radius.
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4.1 Dropwise Condensation: An Effective Way to Transfer
Heat

Two regimes of condensation can exist according to the experimental configuration.
The first one, commonly encountered in heat exchangers, is filmwise condensation.
In that regime, the condensates form a continuous film that cover the cold substrate.
In the second regime, i.e., dropwise regime, the condensates form small droplets
separated from each other. The latter regime can appear in some portions of space
and/or time, but is often reported in literature as difficult to maintain on an extended
surface during long time.

About 90years ago, Schmidt et al. [41] were the first ones to demonstrate exper-
imentally that dropwise condensation leads to very high heat transfer coefficient
values, up to one order of magnitude higher than the heat transfer coefficient in
filmwise condensation.

This observation has then been experimentally confirmed several times during
the last half century [34, 39]. For instance, very recently, heat transfer coefficient
up to 250 kWm−2 K−1 have beenmeasured by Parin [35] on hydrophobic aluminum
substrate with 0.2 µm silica layer thickness.

The main reasons generally given by authors in literature to explain such a high
value of the heat transfer coefficient is the very small dimension of the drops that
appear on the cooled substrate, as well as their big number.

Thus, the transport mechanisms (heat transfer, fluid flow, phase change) should
be identified and understood at both the drop scale and the macroscale (i.e., the scale
of whole the population of drops). So, individual drop’s lifecycle as well as resulting
population distribution must be analyzed and modeled.

4.1.1 The Drop’s Lifecycle

The lifecycle of a single drop can be divided into four main stages: the drop is
born, then grows due to condensation, interacts with other drops and disappears. A
phenomenology overview of each of these four stages is proposed in the following
paragraphs along with summary of some geometrical characteristics of drops and a
literature brief about associated heat transfer models.

4.1.1.1 The Drop’s Birth

Following the work of Schmidt et al. in 1930 [41], a first mechanism was proposed
for the drops birth: it form from a very thin liquid film (usually not visible) adsorbed
on the surface. Jacob in 1936 [20] postulated the rupture of such a liquid film due
to hydrodynamic instabilities, leading to the appearance of droplets with a spherical
cap shape to minimize the surface energy.
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A second mechanism was also proposed nearly at the same time: Von Euken [16],
using considerations about the heat transfer rate and the thermal resistance due to
an adsorbed film, attributed the formation of drops to a mechanism of nucleation,
i.e., the formation of droplets at atomic scale followed by their growth at continuum
level. Almost 30 years later, Umur and Griffith [50] showed experimentally that no
film exists between the drops and confirmed the nucleation mechanism model.

Classical theory of nucleation considers the Gibbs free energy variation to deter-
mine the equilibrium radius req of a drop that can appear in an isothermal subcooled
vapor (see for example [9]):

rmin ≈ req = 2σlv
�T

Tsat
ρvLlv

(4.1)

This equilibrium is unstable: a drop forming with a radius less than req will quasi-
instantaneously disappear while a drop forming with a radius greater than req will
grow by vapor condensation process. So, the minimum radius rmin of liquid nuclei
forming in the subcooled vapor is expected to be close to req .
In the presence of a solid substrate, the probability to form a cluster of molecules
having a liquid–vapor interface with a curvature radius greater than the equilibrium
radius req is higher in the case of a spherical cap rather than in the case of a sphere, due
to the reduction of the number of molecules involved. In the case of a “real” surface,
i.e., a surface with roughnesses, small amount of liquid can be trapped in the pits,
forming pre-existing embryos. The minimum radius of nuclei is then governed by
the characteristic size of those pits. The correlation with the subcooling of the solid
wall can thus be evaluated using Eq.4.1, in which �T is the temperature difference
between the saturation temperature and the wall temperature (“wall subcooling”). In
case of heterogeneous nucleation, the initial nuclei of radius r > req that formed on
specific locations grow and form spherical caps whose volume is a function of the
wettability of the liquid on the solid substrate:

V = 4

3
πr3eq ×

(
2 − 3 cos θ + cos3 θ

4

)
(4.2)

It can be noticed that the expression of the radius req in Eq.4.1 is derived assuming
an isothermal vapor phase. Several studies have been conducted to take into account
temperature gradients in the continuous vapor phase close to the solid wall [19]
or within the liquid droplet [24]. As the value of rmin is generally very small (in
the order of few nanometers to few tens of nanometers) the effect of temperature
gradients on the thermodynamic equilibrium’s change is often negligible, at least
for configurations other than superhydrophobics. For instance, Liu and Cheng [24]
found that the minimum radius rmin is affected by temperature gradients only for
case with simultaneously high values of the contact angle (θ = 150◦) and low wall
subcooling (less than 1.5 ◦C).

McCormick andWestwater [29] have shown experimentally that the nuclei appear
on specific locations on a substrate. These authors repeated condensation experiments
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on two copper disks covered by an adsorbed monolayer of benzyl mercaptan, lead-
ing to advancing contact angle of 92◦. They observed that 21 previously identified
nucleation sites were systematically activated again during each of the 8 following
condensation experiments. So, nucleation occurs on very specific places on the sur-
face, indicating that nucleation sites are located on surface accidents, such as cavities
or pits. This conclusion was confirmed by doing specific condensation experiments
on a substrate on which artificial nucleation sites were made by a spark erosion tech-
nique. Observations were then focused on the artificially produced pits during five
successive condensations, clearly showing that each of these artificially produced
pits were active sites for the formation of drops.

As droplets appear on specific nucleation sites, the number of nuclei can vary
greatly depending on the substrate nature or microstructures (inclusions, pits, cracks,
etc.). A first evaluation of the nucleation sites density was proposed by Rose [37]
in 1976. Considering the drop-size distribution proposed several years earlier [22]
and making some assumptions on the mean radius of droplets at the first coalescence
event, he found

Ns = 0.037

r2min

(4.3)

where rmin is the radius of the nuclei estimated using Eq.4.1.
It can be highlighted that this law was determined considering drop-size distri-

bution’s law established for droplet radii typically greater than few microns. The
minimum radius of liquid embryos according to Eq.4.1 is about two orders of mag-
nitude less. So, evaluating Ns with Eq.4.3 may lead to significant discrepancies with
real values, as pointed out for instance by Liu and Cheng [24].

From a study to another, the reported nucleation sites density values are spread
on 6 orders of magnitude, i.e., from 109 to 1015 m−2 [2]. This huge difference in the
reported nucleation sites density highlights the difficulty to predict its value accu-
rately, as well as the strong influence of the surface microscale geometry. Moreover,
several other parameters may also affect the density of active sites Ns such as surface
subcooling, substrate history, etc., or the detection threshold linked to the magni-
fication of the diagnostic tool used to detect the smallest droplets. Consequently,
the accurate determination of the nucleation sites density remains, nowadays, a very
challenging problem and this parameter will receive a special attention in the fol-
lowing.

4.1.1.2 The Growth of Drop by Condensation Process

Following the nuclei appearance and, due to the temperature difference between the
vapor phase and the subcooled substrate, the vapor condenses at the liquid–vapor
interfaces inducing the drops growing. Fatica and Katz [18] were the first to propose
a heat transfer model through a single droplet. They proposed that drop growth
occurs by condensation on drop interface with the latent heat conducted through the
drop to the solid surface. They developed a stationary heat transfer model based on
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axisymmetric heat flux configuration and derived a semi-analytic expression of drop
thermal resistance. They already remarked that, due to the low thermal conductivity
of the liquid and spherical cap shape, the heat flux is low except close to the triple
line. Based on this work, several theoretical studies have been conducted in which
the following assumptions are considered:

– The drop-sizes considered beingmuch smaller than the capillary length lc =
√

σlv
ρl g

,

the drops are supposed to have a spherical cap shape;
– The substrate’s wall is isothermal;
– The gas phase is constituted by pure vapor (without non-condensable gas);
– The only heat transfer mechanism into the drop is thermal conduction (without
taking into account thermal inertia);

– The liquid phase is immobile inside the drop (no convection norMarangoni effect).

In 1966, Le Fevre Rose [22] extended this 1D quasi-static heat transfer model
through a single drop by adding several terms. Their model is then constituted by
four thermal resistances placed in series between the vapor phase and the substrate’s
wall, which involve four temperature jumps:

�T = Tsat − Ts = �T i + �Tcurv + �Tl + �Tcoat (4.4)

These temperature jumps are respectively linked to:

– For �T i : the vapor–liquid interfacial thermal resistance,
– For �Tcurv: the modification of the saturation conditions induced by the curvature
of the interface,

– For �Tl : the thermal conduction in the liquid within the droplet,
– For �Tcoat : the thermal conduction in the coating of the substrate.

It can be noticed that the model of Le Fevre and Rose considered only hemispher-
ical drops (and thus a contact angle of 90◦), and was expressed using 2 constants that
gather both shape and thermophysical parameters.

This model was used by Wen and Jer [52] in theoretical developments aimed
to determine the drop-size distribution of the small droplets, and the macroscopic
heat transfer coefficient. In their model, the effect of the coating thermal resistance
was not taken into account. This latter was then reintroduced by Abu-Orabi [1].
About 10years ago, Kim and Kim [21] modified the expression of the drop con-
ductive thermal resistance in order to calculate it for an arbitrary contact angle on a
hydrophobic surface. Starting from a constant interface temperature hypothesis they
imposed that isotherms are spherical caps passing by triple line and whose curvature
radii increase from interface to solid surface. They considered that the average dis-
tance between two consecutive isotherms is half of their max distance and calculated
the drop temperature difference considering that the mean heat flux through the drop
is proportional to this average distance. This liquid thermal resistance expression
combined with Eq.4.4 is currently the most widely used model in the literature, even
in the case of hydrophilic surface. The most commonly used expressions of the four
temperature jumps are nowadays expressed as
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�Tl = Qdθadv

4πrkl sin θadv

(4.5)

�T i = Qd

2πr2 hi (1 − cos θadv)
(4.6)

with hi the heat transfer coefficient at the liquid–vapor interface, calculated from the
kinetic model of Schrage [42]:

hi = 2 f

2 − f

1√
2πRgTsat

ρvL2
lv

Tsat
(4.7)

where f is the condensation coefficient corresponding to the ratio between the rate
of molecules that cross the liquid–vapor interface by the total rate of molecules that
hit the interface. Its value is generally set to 1 for pure water vapor close to the
atmospheric pressure but could vary over several decades depending on conditions
or fluid nature. For water, Tanasawa [46] reported values for hi of 0.383, 2.57, and
15.7 MW m−2 K−1 for vapor pressure of 0.01, 0.1, and 1 bar, respectively.

From thermodynamic equilibrium considerations, the modification of the satura-
tion conditions due to the curvature of the interface can be expressed as

�Tcurv = 2Tsatσlv
Llvρv�T

= rmin

r
�T (4.8)

Finally, the temperature jump due to the thermal conduction through the coating
is simply

�Tcoat = Qdδcoat

kcoatπr2 sin2 θadv

(4.9)

For illustration, a comparison of the relative contribution of these four terms to the
global temperature jump is shown on Fig. 4.1 in the case of pure water at atmospheric
pressure (f= 1), considering an advancing contact angle of 85◦, a wall subcooling of
1 ◦Candwith typical values of the thickness and the thermal conductivity of a coating.
As expected, the curvature effect is significant for the very small drops whereas the
thermal conduction effect is predominant for the biggest drops. The temperature
jump due to the interfacial resistance is very low for the selected conditions, as f
has been set to one. Obviously, for smaller values of f this resistance may becomes
dominant as discussed in the following. Due to a simple geometrical effect (drop is a
spherical cap while coating is considered as a wall limited by 2 isothermal surfaces),
the temperature jump created by the coating resistance presents an asymmetric bell
shape with respect to drop radius. Here, the coating thermal resistance is rather
important due to the low conductivity of this layer. For the selected conditions, it has
a marked effect for drops radius around 100 nanometers.

In the case of a small value of f (i.e., for low-pressure conditions) the distribution
of the temperature jumps is very different (Fig. 4.2). For f = 0.01, the temperature
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Fig. 4.1 Variation of the dimensionless temperature jumps according to the curvature drop radius in
the case of pure water for f = 1 (θadv = 85◦, �T = 1 K, Tsat = 373 K, δcoat = 100 nm, kcoat = 2
W m−1 K−1, and hi = 15.7 MW m−2 K−1 (f = 1))

Fig. 4.2 Variation of the dimensionless temperature jumps according to the curvature drop radius
in the case of pure water for f = 0.01 (θadv = 85◦, �T = 1 K, Tsat = 373 K, δcoat = 100 nm,
kcoat = 2 W m−1 K−1, and hi = 78.9 kW m−2 K−1 (f = 0.01))
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jump at the interface represents up to 70% of the total temperature jump for r ≈ 0.2
µm and remains non-negligible for radii up to about 10 µm.

Using Eqs. 4.4–4.9 and rearranging the expressions of the temperature jumps, the
heat transfer rate Qd through a single drop is commonly expressed as

Qd = �Tπr2(1 − rmin
r )

δcoat
kcoat sin2 θadv

+ rθadv

4kl sin θadv
+ 1

2 hi (1−cosθadv)

(4.10)

The growth rate G = dr
dt of any given drop is usually deduced from a simplified

quasi-static energy balance using Eq.4.2 for the expression of the volume of the
drop:

Qd = d

dt

(
ρl

4

3
πr3

(
2 − 3 cos θadv + cos3 θadv

4

))
Llv = ρlLlvπr2(2 − 3 cos θadv + cos3 θadv)G

(4.11)

As already pointed out by Miljkovic et al. [31], this model is valid for both
hydrophobic and hydrophilic cases as the volume of the drop is calculated exactly
for a spherical cap of any contact angle. On the other hand, the expression used by
Kim and Kim [21], based on an approximate rate of volume variation, is valid only
for hydrophobic configurations.

The growth rate of a drop can then be deduced from Eqs. 4.10 and 4.11:

G = dr

dt
= A1(1 − rmin

r )

A2 r + A3
(4.12)

with:

A1 = �T

ρLlv(2 − 3 cos θadv + cos3 θadv)
(4.13)

A2 = θ

4kl sin θadv

(4.14)

A3 = δcoat

kcoat sin2 θadv

+ 1

2hi (1 − cos θadv)
(4.15)

An example of the growth dynamic of a single drop is reported on Fig. 4.3 for
different advancing contact angles and the same other parameters than the ones
considered in Fig. 4.1. For all cases, after a small delay, the drop starts to grow in a
slightly S-shapedmanner that tends to a linear asymptote (in log–log representation).
The asymptotes are roughly parallel (for high drop radii the conduction effect within
the drops is prevalent) and the curves are translated to the right according to the
contact angle. The growth delay at small radius increases with the contact angle
as the curvature effect (in particular) reduces the growth rate at low radii. More
the surface is hydrophilic, smaller is the time necessary to reach a given radius. For
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Fig. 4.3 Evolution of drop curvature radius according to time for different advancing contact angles
(�T = 1 K, Tsat = 373 K, δcoat = 100 nm, kcoat = 2 W m−1 K−1, and hi = 15.7 MWm−2 K−1

(f = 1))

example, it will take about 10−3 s for a nucleus to grow up to 10µm for an advancing
contact angle of 20◦, while this time rises to more than 10 s for an advancing contact
angle of 160◦. This difference is mainly due to the thermal conduction resistance
through the drop, that is more important for high contact angle. For a given curvature
radius, drops on a hydrophobic substrate present bigger liquid volumes than on a
hydrophilic one. As the total volume needed to increase the drop radius is higher in
hydrophobic configuration, a more long time is necessary to condense.

So, in order to maximize the heat transfer, it appears at first that it is more inter-
esting to use hydrophilic surface. However, in that case, a major issue will be the
evacuation of the biggest drops. This evacuation is mandatory in order to renew the
nucleation sites (see Sect. 4.1.1.4) and to avoid the formation of a continuous liquid
film.

The secondmain parameterwhichmay have a strong effect on the growth dynamic
is the condensation coefficient f, especially in the case it has a small value (Fig. 4.4).
Indeed, in the case of pure water (i.e., without non-condensable gas) it is usually set
to one at atmospheric pressure but it can be less at lower pressure [4, 28] (it can be
noticed that even a small amount of non-condensable gas can change significantly
the value of the interfacial heat transfer coefficient hi ). So, the precise determination
of f remains mandatory to well predict the heat transfer rate through small droplets.
For instance, according to Fig. 4.4, the time necessary to reach a radius of 1 µm is
more than one order of magnitude higher for f = 0.01 than for f = 1.

Experimentally, this individual growth rate model is difficult to validate, because
when adropbecomesobservable (i.e., typicallywhen it reaches a radius of about a few
microns) it has already coalesced a great number of times with other non-observable
drops; the growth rate is no more governed only by condensation process. So, in
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Fig. 4.4 Evolution of drop radius according to time for different condensation coefficients (θadv =
85◦, �T = 1 K, Tsat = 373 K, δcoat = 100 nm, kcoat = 2 W m−1 K−1 and hi = 15.7 MW m−2

K−1 (f = 1))

order to obtain reference data of the growth rate of a single droplet, some authors
have conducted numerical works.

By order of complexity increases, the available approaches include:

– Neumann boundary condition on drop liquid–vapor interface (in replacement of
classic imposed temperature one), along with simple quasi-static conduction and
Dirichlet condition on the liquid–solid interface,

– Thermocapillary convection considering the flow inside the drop in quasi-static
regime,

– The dynamic of the growth (i.e., the deformation of the liquid drop with time) with
transient convection and diffusion phenomena.

For example, Phadnis and Rykaczewski [36] analyzedmore particularly the effect
of stationary Marangoni convection on heat transfer in a single droplet using finite
elements method. They compared 2 numerical situations for static drops (the con-
densation dynamic process was not considered). In the first one, they computed a
pure conduction case with a convective boundary condition at the liquid–vapor inter-
face and in the second one, they took into consideration the Marangoni effect. They
obtained in this latter case an increase in the heat transfer rate by a factor up to 6
(compared to the case withoutMarangoni effect) in the case of a single drop of radius
1 mm. Nevertheless, as the increase is far more limited for the smaller drops and—
see below—the big drops are rare, the global heat transfer rate increase is found to
be limited: they reported an increase of less than 30% in this global heat transfer
coefficient compared to the pure conduction case.

The transient resolution of the drop growth dynamic was only recently achieved
duemostly to the important computational resources involved in such shape evolving



4 About Phenomenology and Modeling of Dropwise Condensation 79

coupled non linear problem. Xu and et al. [55] solved the heat transfer problem
in the liquid phase coupled to the flow problem in both vapor and liquid phases,
taking into account interfacial mass transfer and drop deformation (prediction of
interface motion along with liquid domain deformation). This comprehensive model
was used to study the impact of fluid motion inside the drop on heat transfer. The
authors shown that flow pattern in growing drop differs strongly from the quasi-static
ones for pure vapor condensation. An increase up to a factor 4 in individual drop
heat transfer compared to pure conduction case was obtained for large drops. They
also showed that the mass flow through the liquid–vapor interface is the dominant
factor responsible of the strong convection. The critical radius where convection
starts to have a significant influence on droplet growth was then determined for
different subcooling temperatures and contact angles. The criterion chosen to define
this critical radius was a difference in the heat transfer rate greater than 5% compared
to the pure conduction hypothesis. For contact angles from θadv = 90◦ to θadv = 140◦
and sub-cooling between 1 and 7◦ C, the critical radius ranges from 0.5 to 20 µm.
Droplets have smaller critical radii under larger subcooling temperature or larger
contact angle.

Moreover, no model are yet available taking into account the thermal conduction
into the substrate and the direct heat transfers between the vapor and the substrate.
However, taking them into account could lead to non-negligible modifications of
both the temperature field near the droplet and the heat flux at/near the triple line.
This point remains to be analyzed more deeply in future works.

It is now clear that simple models that lead to explicit and tractable expressions
of drop growth rates are probably oversimplified and may present bias or give unre-
alistic growth rate values. On the other hand, comprehensive models, even if they
are convenient for the detailed study of a single drop, have not yet allow to generate
simple expressions of heat and mass transfers at drop scale.

4.1.1.3 The Interactions with Other Drops

As they growor if theymove, the drops interactwithmany other drops andmergewith
them. The coalescence of two drops begins when they come into contact, the point of
contact being located on the substrate, in the triple line region, for hydrophilic cases,
while it is at a given height for hydrophobic configurations. Calling di j the minimum
distance between liquid–vapor interfaces of drop i and drop j , the contact criterion
can be written as follows for hydrophilic and hydrophobic surfaces, respectively:

di j − (ri + r j ) sin θadv ≤ 0 (4.16)

di j −
√

(ri + r j )2 − (ri − r j )2 cos2 θadv ≤ 0 (4.17)
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Generally, the drop-size distribution covers about 7 orders of magnitude, namely
from a few nanometers to several centimeters. So, coalescence events imply mostly
drops of very different radii and thus, huge differences in volume (volumedistribution
can be spread on more than 20 orders of magnitude). For sake of simplicity, let us
consider first the coalescence of two identical drops. The two drop surfaces touch
each other at the contact point and a liquid bridge forms. The surface enclosing this
bridge is curved differently than the remaining of the drops surface: in the liquid
bridge zone, the surface tension force differs and the liquid starts to move toward the
contact zone resulting in the growth of the liquid bridge and leading eventually to an
elongated ellipsoidal shape of the resulting drop. This latter will then progressively
return to a spherical cap shape in absence of external forces or for small enough drops.
Three main forces drive the liquid behavior and thus the coalescence duration:

– The interfacial tension force that induces liquid pressure gradients and thus liquid
movement such as minimizing the interfacial area, regularizing the curvature and
accommodating static or dynamic contact angle constraints;

– The viscous force that impedes fluid flow;
– Inertia force that limits fluid accelerations.

The two latter effects act as damping factor and thus limit the fluid displacement.
As the main driving force acts on drop interface, it is thus expected, as it has been
experimentally observed [5, 10], that the center of mass of the resulting drop will be
located at the center of mass of the parent droplets.

In the case of an asymmetric coalescence event between two droplets of different
radii, an additional effect takes place. Indeed, the internal pressure in the twodrops are
different. As the liquid pressure varies like the inverse of the radius, it is higher when
the drop is small. The more the drop-size ratio is significant, the more the movement
of the fluid could be qualitatively described as the liquid contained in the smallest
drop is “injected” into the largest one. In other words, momentum conservation
associated with the surface tension force leads the smallest drop to move toward the
mass center of the big one.

Most of the existing dropwise condensation models consider instantaneous coa-
lescence events although coalescence is a temporal phenomenon whose duration
depends on the size of both the parent drops, the coalescence time being longer when
the drops are large and close in size. Recently, numerical simulations of coalescence
events by a VOF method were carried out by Adhikari [3] in order to analyze the
validity of the quasi-instantaneous coalescence hypothesis, with particular attention
on the impact of this hypothesis on heat transfers. The author identified two mecha-
nisms that impact heat transfers: a direct mechanism linked to the stabilization time
of the drop following coalescence and an indirect mechanism linked to the oscillation
of the foot of the resulting drop on the surface, causing cleaning of the area close to
the drop (and thus modifying the heat transfers). Taking these two mechanisms into
account leads to a 15–20% increase in heat transfer compared to the instantaneous
coalescence model in the most unfavorable case tested (i.e., coalescence between
two large drops). Thus, it could be necessary to take into account the effect of the
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transient phase of the coalescence on the heat transfers if the number of coalescence
events between large drops is high.

4.1.1.4 The Drop’s Departure

The critical radius rmax beyondwhich drops start tomove on the surface is an essential
parameter, which drives the global heat transfers during condensation in dropwise
regime (see next section), as well as the critical heat flux leading to the transition
from dropwise to filmwise regime. The drops are pinned on the surface by the force at
the triple line. The critical radius rmax is the radius at which another force unbalance
this pinning force.

Several forces can displace the drops, themost common ones being the gravity and
the shear stress. Rose [38] in 1988 proposed a simple correlation based on capillary
length to evaluate rmax for droplet in a gravity field:

rmax = K
√

σlv

ρl g
(4.18)

where K is equal to 0.4 for steam condensation on a vertical flat plate.
Taking into account the contact angle hysteresis and considering that the triple line
is an ellipse, the formulation of the equivalent critical radius for a single drop on a
vertical plane is expressed as follows [21]:

rmax =
√
6 c (cos θrec − cos θadv) sin θ

π(2 − 3 cos θ + cos3 θ)

σlv

ρl g
(4.19)

where c is a constant that depends on the shape of the drop and the inclination of
the substrate surface. Different values of c were then proposed by several authors,
as reported in Table4.1. β in the work of Extrand and Kumagai [17] represents
the length to width ratio of the substrate area wetted by the drop, derived from the
assumption that the contact line is an ellipse and experimentally validated on several
fluid–substrate couples.

Thus, in order to reduce this radius of departure (cos θr − cos θadv) must be as
small as possible. So far, in literature, the smallest values of rmax have been obtained
on superhydrophobic surfaces.

When gravity force is too small or does not exist as it is the case for instance in
horizontal configuration or in space applications, a wettability gradient on the surface
can be used to create an additional driving force. In the case of a 1D wettability
gradient in the x direction, Mancio Reis et al. [27] established the following relation
allowing to correlate the driving force to the contact angle hysteresis:
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Table 4.1 Values of the constant c in Eq.4.19 according to different authors

Ref. c

Extrand and Kumagai [17] 0.23 + 1.04β

Brown et al. [7] π/2

Dussan and Chow [14] 1.0

Wolfram and Faust [53] π

El Sherbini and Jacobi [15] 48/π3

Fθ (xG, t) = σlvR(xG, t)π

2
[cos θadv(xG + R(xG, t)) − cos θrec(xG − R(xG, t))]

(4.20)
where xG is the position of the center of mass of the drop and R is the footprint
radius. The drop is then set in motion when the footprint radius satisfies Fθ > 0.

The use of a wettability gradient to displace a drop has been successfully realized
in several studies [25, 26, 32] for drops radius down to 1mm. Nevertheless several
limitations can be highlighted:

– The length of displacement is limited to a few times the footprint diameter of the
drops when the contact angle hysteresis is not weak;

– The coating used to obtain the wettability gradient usually exhibits a limited life-
time.

Shear stress on the drop liquid–vapor interface induced by an imposed gas flow is
another way to decrease the critical departure radius. Among the pioneering work,
one can cite the ones of Tanner et al. [48] and O’Bara et al. [33] who observed
significant enhancement of the heat transfer along with an early removal of the drops
according to the increase of the vapor velocity. However, O’Bara et al. [33] also
shown that high velocities can also change the drop shape and flatten them leading
to the reduction of the heat transfer coefficient due to the increase of the surface
covered by these big drops.

Over time, several studies on the effect of vapor velocity [11–13, 49] have been
carried out using various substrates and producing different conclusions. Although
it is well accepted that increasing the vapor velocity reduces the departure radius
(inducing, most of the time, an improvement in the heat transfer), the extent of the
improvement and the dependence of this improvement to the steam velocity remain
unclear. It is very difficult to rigorously compare these studies as the drag force
depends on the velocity profile in the vicinity of the drops which is usually not
measured directly, the usual measured data being flow rate or punctual readings in
a cross section. Tancon et al. [47], recently proposed a neat evaluation of the effect
of the vapor velocity on the departure radius of the droplets. The experiment were
conducted with pure steam, on a vertical sol-gel-coated aluminum substrate leading
to an advancing contact angle of around 87◦. The vapor average velocity ranged
from 2.7 to 11 m s−1 along with the centimetric dimension of the test channels led
to turbulent regime. The drag force acting on the drop was classically expressed
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as the product between the fluid kinetic energy, the drop frontal area and the drag
coefficient Cd :

Fd = 1

2
ρvv

2
vCd (θe − sin θe cos θe) r

2 (4.21)

where θe = cos−1 (0.5 cos θadv + 0.5 cos θrec) (in radian) and vv the mean vapor
velocity in the cross section.

The drag coefficientCd of the droplet was obtained from a fit of the data generated
using CFD calculations of the flow in the channel for low Reynolds numbers (i.e., in
the range 100–1000) in turbulent regime. The expression of Cd was then:

Cd = 5.6053
[
(Lc/ ldr )

−4/3 Re−1/6
dr

]
+ 0.1754 (4.22)

where Lc/ ldr is the ratio between channel height and droplet height and Redr =
ldrvvρv/μv . Eq. 4.22 is in agreement with Brown–Lawler equation [6].

Then the balance between gravity force, adhesion force, and drag force allow to
express the drop departing radius:

rmax = −C + √
C2 + 4AB

2B
(4.23)

with
A = 2cσlv sin θe (cos θrec − cos θadv) (4.24)

B = 2 − 3 cos θe + cos3 θe

3
πρl g (4.25)

C = 1

2
ρvv

2
vCd (θe − sin θe cos θe) (4.26)

This mechanical force balance has been validated with direct visualization results.
The authors show that for a velocity of 11ms−1 the drag force has the samemagnitude
as gravity and allows a reduction of the drop departure radius of more than 33%

4.1.2 Drops Population Models

The drop population on a substrate is usually described in term of drop-size (mostly
the curvature radius) distribution. Several difficulties can thenbe highlighted tomodel
this drop-size distribution.

– The first one is the huge number of droplets that have to be considered. Indeed, the
nucleation sites density is in the order of 109–1015 m−2. Even if these nucleation
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sites are not all active simultaneously, the total number of drops per unit of substrate
area is expected to be very high.

– The second main difficulty is that the radii of the drops vary on several orders of
magnitude, typically from 10−8 to 10−2 m.

– The third difficulty is the dynamic nature of the drops life and the very small
timescales associated (e.g., interface displacement, sweeping, heat diffusion…) in
the range 10−9–100 s.

Indeed, a given nascent drop can collide with a big one during the first coalescence
event and thus reach very quickly the critical drop radius leading to its departure
(and maybe other coalescence events). By contrast, another nascent drop can coa-
lesce many times with other small drops before the resulting one reaches rmax. The
resulting drop-size distribution on the substrate is thus a function of each of the drops’
lifecycle.One should note that “droppopulation”design in fact a “stationary”or “time
averaged” distribution. There are 2 possible ways to tackle these classes of problem:
(a) use hypothesis to write a macroscale model (e.g., Population Balance Models)
then solve it, (b) use a “tracking of events” strategy over an extended period of time
then extract macroscale data; themodels of such distribution should take into account
a large number of events. Furthermore, the modeling is constrained by the multiple
time and space scales that should be respected to calculate the considered phenomena.
Consequently, direct CFD-like approaches of dropwise condensation are not feasi-
ble. On the other hand, a way to model the drop-size distribution on the substrate
by considering drops at individual level remains still possible if strong assumptions
can be made. Many papers have been published developing such Individual-Based
Models (IBM) [8, 23, 30, 43, 45, 54, 56] (sometimes named lagrangian models). In
all these works the following main assumptions are made:

– The nucleation sites density is known a priori and nucleation sites are then ran-
domly distributed on the surface;

– The substrate temperature is supposed to be constant and uniform;
– The contact angle is imposed to the advancing contact angle value during all the
drop’s growth process;

– If a nucleation site is not covered by a drop, a nucleus instantaneously appears on
it;

– The nuclei are formed with a radius rmin corresponding to the unstable equilibrium
radius of a drop forming on a cold substrate with an imposed contact angle θ .

– The individual drop grows accordingEq.4.12 between two successive interactions.
– Only binary drop interactions are considered (either due to growth or to sweep-
ing). Nevertheless, cascading coalescences can take place, i.e., several successive
coalescence events can be considered during a time step.

– When two drops collide, they coalesce instantaneously to form a new drop located
at the center of mass of the two parent drops.

– When the radius of a drop reaches an imposed value rmax, this drop is set in motion
in a given direction, and then sweeps the surface of the substrate.

Despite these simplifying assumptions, as well as parallel and adapted numerical
implementation, the calculation time is usually very important or even prohibitive.
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Additionally, as the nucleation sites density is rather high and the number of indi-
viduals to consider grows like the square of the domain size, IBM approaches are
limited in term of domain size and thus in term of maximal drop radius. Moreover,
very small drops imply using an extremely small time step (see Fig. 4.3). As the
observation time should be long enough to obtain the “stationary” distribution, a
compromise should be made between the number of nucleation sites and the deter-
mination of the size distribution of the smallest drops. For these reasons, very few
data are available in literature on the distribution including drop-size less than one
micrometer; moreover no experimental data are available for validation purpose.
So, most of the literature reported data are limited to the distribution of drop of radius
greater than a few micrometers. In that case, the calculated distribution can be com-
paredwith the one obtainedwith the reference law developed byRose and coworkers.
Noticing that experimental observations of drop population remains roughly iden-
tical whatever the magnification of the camera, and using geometrical argument on
how to pack circles on a plane, Le Fevre and Rose [22] correlated the fraction of the
substrate area covered by drops to (r/rmax)

1/γ , where γ is an empirical constant to
determine. Few years later, Rose and Glicksman [40] derived an expression of the
drop-size distribution for “visible” drops (i.e., drops greater than few micrometers):

N (r) = 1

3πrmaxr2

(
r

rmax

)−2/3

(4.27)

All papers reporting results obtained from individual-based modeling highlight a
good adequacywith this law for drops greater than 10µm,whatever are the conditions
considered in the simulations or the experiments (wettability, subcooling, …).

As the objective of the modeling is to access to the drop-size distribution, some
authors proposed to not follow each individual drop but to write a balance equation
directly in terms of drop population density. These statistical type approaches were
first used to determine the drop-size distribution of the smallest drops, i.e., smaller
than the ones considered in the Rose and Glicksman correlation. This population
balance model (PBM) has been proposed by Wen and Jer [52] in 1976 and is widely
used in the literature [1, 21, 31, 44, 51]. The common assumptions associated to
PBM are:

– The nucleation sites are regularly placed on the substrate and are separated by a
distance equal to the average distance derived from the nucleation sites density:
re = 1√

4Ns
;

– Only the distribution of dropswhose size is in the range rmin < r < re aremodeled.
This implies that modeled drops do not move from their nucleation sites and do
not coalesce with other pinned drops (i.e., they can coalesce with droplets that
sweep the substrate).

– The growth of the modeled drops is only due to the condensation of pure vapor.
– The drops may be swept away by the moving drops of radius equal to rmax with a
constant renewal characteristic time.
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– The distribution function N(r) of Rose and Glicksman (Eq.4.27) is used for the
large drops (r > re).

Using these hypotheses, a simple balance equation was established to determine
the drop-size distribution n(r) according to the drop radius from the following rea-
soning. Considering a class of drop-size comprised between r1 and r2, at steady
state, the balance of the number of individuals belonging this size class is given by
Eq.4.28:

A n(r1)G(r1) = A n(r2)G(r2) + S n̄ δr (4.28)

The rate of drops entering this class due to the growth by condensation (left-hand side)
is equal to the sum of the rate of drops leaving this class because of the condensation
(first right-hand side term) plus the rate of drops’ disappearance (second right-hand
side term). This latter term is due to the sweeping of the surface by the moving drops
of radius above or equal to rmax (see Sect. 4.1.1.4). In Eq.4.28, A is the condensing
surface area, S is the surface renewal rate by moving drops (m2 s−1) and n̄ is the
average of n over the interval [r1, r2].

By reducing the width δr between r1 and r2 toward zero, the following differential
equation is obtained:

d(G(r)n(r))

dr
+ n(r)

τ
= 0 (4.29)

where n(r) is the drop-size distribution (defined only for rmin < r < re) and τ = A
S is

the renewal characteristic time. This latter is defined as the time required by moving
drops to sweep the entire surface area. As the sweeping of the surface affects all
the drops whatever are their sizes, this renewal characteristic time is supposed to be
independent of the drop radius, and thus is constant.

To solve this differential equation, as τ is unknown, two additional conditions
are needed. For that purpose, the continuity of the drop-size distributions N (r) and
n(r), corresponding, respectively, to large and small drops, as well as the continuity
of their derivatives are imposed at r = re, the drop-size distribution of Rose and
Glicksman (Eq.4.27) being used for the large drops:

n(re) = N (re) = 1

3πrmaxr2e

(
re
rmax

)−2/3

(4.30)

(
d log n(r)

d log r

)
r=re

=
(
d log N (r)

d log r

)
r=re

= −8

3
(4.31)

Using Eq.4.12 for the growth rateG(r), alongwith the associated A1, A2 and A3 con-
stant expressions (Eqs. 4.13–4.15), the resolution of Eq.4.29 leads to the following
expression of the drop-size distribution n(r):

n(r) = N (re)
G(re)

G(r)
eB(r)+C(r) (4.32)
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with:

B(r) = A2

τ A1

[
r2e − r2

2
+ rmin(re − r) − r2min ln

(
re − rmin

r − rmin

)]
(4.33)

C(r) = A3

τ A1

[
(re − r) − rmin ln

(
re − rmin

r − rmin

)]
(4.34)

and with:

τ = 3r2e (A2 re + A3)
2

A1(11 A2 r2e − 14 A2 re rmin + 8 A3 re − 11 A3 rmin)
(4.35)

It is noteworthy to compare the IBM and PBM. IBM relies on tracking individual
drops over space and time until a global stationary state is reached; then the drop-size
distribution can be derived by post-processing the results. On the other hand, PBM is
based on the a priori construction of a model of drops population and its resolution.
However, both models consider the same modeling of the heat transfers through a
single droplet (see Sect. 4.1.1.2) and use several other common hypotheses. Indeed,
in both approaches:

– The substrate temperature is supposed to be constant and uniform;
– The drops nucleate with a radius rmin and grow with an imposed contact angle
(advancing contact angle) during condensation process;

– The drops grow at a rate given by a simplified drop energy balance (e.g., Eq.4.12)
between two successive coalescences;

– When the radius of a drop reaches a given value rmax, this drop is set in motion in
a given direction, and then sweeps the surface of the substrate.

It is noteworthy to review also the main differences between IBM and PBM:

– IBM use the same mechanisms for all drops, while PBM is constructed by juxta-
posing n(r) up to re and N (r) above and up to rmax, these two latter distributions
being obtained from completely different frameworks;

– While drops of any sizes may coalesce in IBM either with a neighboring drop
pinned on the surface or with a moving one, the PBM approach prohibits coales-
cence for the drops of radius smaller than re (these ones can interact only with
moving drops of radius rmax).

The results obtained with both approaches are compared in the following section.
Analyses of the effect of some of the assumptions made on the drops life cycle are
also proposed for both the drop-size distribution and the heat transfers.
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4.2 Drop-Size Distribution According to Individual-Based
and Population-Based Models

As already pointed out, IBMandPBMare used to calculate the drop-size distribution.
As experimental drop-size distribution for the smallest droplets are not yet available,
only cross comparisons are possible. To compare the results obtained using both
IBM and PBM, it is mandatory to use configurations as close as possible. Thus, a
PBM and a IBM [23] were implemented using the classical assumptions described
in previous Sect. 4.1.2 with a specific care taken to limit as much as possible the
differences between the two simulated configurations. Thus, for both IBM and PBM,
the following assumptions have been used:

– The wall substrate is isothermal;
– The gas phase is constituted by pure vapor at atmospheric pressure;
– The drops form with a radius rmin calculated from Eq.4.1;
– The nucleation sites density value Ns is set (we emphasize that fixing Ns is equiv-
alent to impose the average distance 2re between 2 neighboring nucleation sites);

– For IBM calculations the nucleation sites are randomly distributed with respect to
this average value;

– The drop growth model used is the one described in Sect. 4.1.1.2.

Note that one of the mains drawback of IBM is the computation time. Indeed, the
necessity of simulating large substrate area to get a sufficient sampling of the biggest
drops together with the high value of nucleation sites density lead to a very high
number of drops to simulate. Moreover, these drops interact with each other at a
very high frequency. So, the time step used in the simulation has to be as small as
possible to take into account all coalescence events. Finally, the simulation should
be continued until a global stationary regime is obtained.

Most of the studies available in the literature consider relatively high maximum
radii of the drops (and so large surfaces) in order to compare numerical results with
experimental ones. In consequence, the time step δt is generally set to a relatively
high value and the distribution of the smallest drop-sizes cannot be determined. As
the aim is to compare our IBM approach to the PBMone, it is mandatory to use a time
step small enough to capture all coalescence events for drops of size as small as rmin.
At the end of each time step, the next coalescence event is located and the time step is
adjusted accordingly; thus all coalescence events are taken into account. However, to
keep the computation time reasonable, a minimum value of δt is imposed, typically
δtmin = 10−5 s (see [23] for details).

Somedifferences cannot be bridgedbetween the used IBMandPBM.For instance,
the nucleation sites density is the same for both models but for IBM the site are
randomly placed to obtain an homogeneous distribution of the distance between two
neighboring sites while they are equally spaced for PBM. It can be also noticed that
in the IBM, when a drop reaches the radius rmax, it is set in motion on the surface at
an imposed velocity in a given direction and interacts with other drops until it leaves
the modeled domain.
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Fig. 4.5 Comparison of drop-size distributions obtained from both models (θadv = 85◦, �T = 1
K, Tsat = 373 K, δcoat = 100 nm, kcoat = 2 Wm−1K−1 and hi = 15.7 MW m−2 K−1)

We defined and set a reference case that is suitable for quantitative comparisons
between IBM and PBM while maintaining an acceptable computation time (i.e.,
few days on a simple workstation using a standard Matlab® code). The computa-
tional domain is a square of edge 340 µm with 2025 nucleation sites (leading to
a nucleation sites density Ns = 1.56 × 1010 m−2). The advancing contact angle is
θadv = 85◦ and the subcooling is �T = 1 K. As the fluid considered is pure water,
the condensation coefficient is set to f = 1. Typical value of coating parameters are
arbitrarily imposed, i.e., a thermal conductivity kcoat = 2Wm−1 K−1 and a thickness
δcoat = 100 nm. The maximum drop radius is set to rmax = 65 µm and the velocity
of the drops that sweep the surface is fixed at 0.01 ms−1.

First, the reproducibility of the IBM results has been checked, aswell as their inde-
pendence to the numerical parameter δtmin and the total number of initial nucleation
sites Nns (at constant nucleation sites density) [23]. A video showing the behavior
of the calculated drops on the surface can be seen on Youtube.1 It can be noticed
that the number of coalescence events is very large, in the order of one million per
second, although the modeled domain is limited.

The drop-size distribution obtained from both approaches are reported on Fig. 4.5.
It can be pointed out that for the biggest drops (radius greater than 10 µm), the
IBM results are consistent with the Rose and Glicksman law (Eq. 4.27) that has
been experimentally validated many times. This confirms the relevance of the IBM
approach, even if it does not ensure that the calculated distribution of the small drops
is right.

Below 10 µm, the 2 models start to disagree. Overall, the differences between the
2 distributions increase by going towards the small radii and reach more than one

1 https://www.youtube.com/watch?v=W4sgNEoCwuo.

https://www.youtube.com/watch?v=W4sgNEoCwuo.
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order of magnitude for r around hundred nanometers. The IBM exhibits 3 different
behaviors. For the smallest drops (below one micron), the drops-size distribution
follows a power law with a weak absolute value of the exponent (− 1

3 ). Indeed,
such very small drops may coalesce only with rather big or moving ones and those
events are not very frequent. So, they grow mainly by vapor condensation . For
the drops greater than 10 µm, the drop-size distribution is almost identical to the
one predicted by the Rose and Glicksman law which involves both mechanisms of
growing (i.e., coalescence and condensation). However a weak difference can be
highlighted in the slopes: −2.4 for IBM while Rose and Glicksman gives − 8

3 (see
Eq.4.31). Finally, between these sizes, the contribution of the coalescence in the
growth dynamic increases progressively and the transition from one driving process
of growing to the other is progressive.

Between rmin and re, PBM results exhibit a N-shaped curve with one maximum
at rmin and the other slightly below re. The IBM gives clearly different results than
PBM for drop radius less than re. This latter approach (Eq.4.29) assumes a constant
renewal characteristic timewhatever the drop-size, that only depends of the sweeping
rate by the moving drops. This hypothesis seems to be the main reason which can
explain the discrepancies between the 2 models. Indeed, this constant value of τ

implies that the small drops (r < re) do only coalesce with the ones that sweep the
surface. But one can reasonably expects that even 2 small drops can coalesce if the
distance between their respective nucleation sites is less than 2re. Also this drop may
also coalesce with a second one (small or not) that has already coalesced and is thus
no more centered on its nucleation site. So, the second drop could be very close to
the first (small) drop.

Using Eq.4.29, the renewal characteristic time τ was calculated according to the
drop radius r from the IBM results (Fig. 4.6). The value of τ obtained from Eq.4.35
is also reported in its definition domain (i.e., from rmin to re). As it can be seen on
the figure, the renewal characteristic time calculated from the IBM results increases
from 10−4s for the smallest droplets to about 10−2 s at r = re, and to more than 1s
for the biggest drops. According to Eq.4.35, as illustrated, τ should be about 10−2 s
for all drops of radius less than re. So, taking into account the coalescences of small
drops (lower than re) leads to a smaller renewal characteristic time τ . The difference
is important and goes up to 2 orders of magnitude for the smallest drop-sizes.

To continue this analysis and better understand the role of coalescence on the small
drops renewal characteristic time, the disappearing term n

τ
in Eq.4.29 is broken down

into two terms according to the involvedmechanism. The differential equation which
governs the drop-size distribution is rewriten as:

d(G(r)n(r))

dr
+ n(r)

[
1

τc(r)
+ 1

τsw(r)

]
= 0 (4.36)

where the renewal characteristic times τc and τsw related to drop radius r are asso-
ciated to coalescence events between pinned drops (called “coalescence” in the next
§) and to the sweeping loss, i.e., coalescence events between a pinned drop and a
moving drop (called “sweeping” in the next §), respectively. These 2 characteristic
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Fig. 4.6 Global renewal characteristic time obtained from both models (θadv = 85◦, �T = 1 K,
Tsat = 373 K, δcoat = 100 nm, kcoat = 2 W m−1 K−1 and hi = 15.7 MW m−2 K−1)

times were derived from the IBM simulation as we have counted separately the coa-
lescence and sweeping events for each drop-size. When a global stationary regime is
reached, the rate of disappearance (or appearance) due to coalescence or sweeping
are extracted. Each characteristic time is then simply the ratio between the number of
individuals in the considered size-class and this rate of disappearance. The variations
of these different characteristic times with respect to the drops radius are reported
on Fig. 4.7.

Except for the largest drops, the coalescence characteristic time τc is largely
smaller than the sweeping one τsw. This indicates that the coalescence events are
muchmore frequent than the sweeping ones. This is particularly true for small drops.
Moreover, the global renewal characteristic time τ (Fig. 4.6) calculated usingEq.4.29
is almost identical to the coalescence characteristic time τc (Fig. 4.7). Such a behavior
shows that the sweeping is very often negligible in the drops renewal rate, except for
the biggest drops (i.e., r > 20 µm). For example, the drop population in the class
around 1μm is renewed with a characteristic time τc of 10−3 s while it is about 0.1 s
for τsw. Thus the drops are renewed only one times due to the sweeping when they
are renewed one hundred of times due to the coalescence events. The assumption
that small droplets do not coalesce in the PBM appears therefore not acceptable in
that case.

The influence of the surface wettability on the renewal characteristic time τ is
reported on Fig. 4.8 according to the drop radius. Whatever the advancing contact
angle in the range [45◦; 140◦], the conclusionmade previously about the great impor-
tance of coalescence events in the small drops-size distribution remains valid. Indeed,
the renewal characteristic time grows by several orders of magnitude when the drops
radius is increased from rmin to rmax. A vertical shift of the curves is observed with
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Fig. 4.7 Characteristic times of coalescence and sweeping obtained thanks to the IBM numerical
results as a function of the drop radius (θadv = 85◦, �T = 1 K, Tsat = 373 K, δcoat = 100 nm,
kcoat = 2 W m−1 K−1 and hi = 15.7 MW m−2 K−1)

Fig. 4.8 Global and sweeping renewal characteristic times obtained for different contact angles
as a function of the drop radius (�T = 1 K, Tsat = 373 K, δcoat = 100 nm, kcoat = 2 Wm−1 K−1

and hi = 15.7 MW m−2 K−1)

respect to the wettability: more the surface is hydrophilic, more the renewal charac-
teristic time is weak. This is due to the growth dynamics of each single droplet which
is faster when the contact angle is small (Fig. 4.3). As a consequence, the frequency
of interaction between the drops is greater. In any case, the effect of the sweeping is
always negligible, except for the drops of radius close to rmax.
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So, the 2 approaches allowing to determine the drop-size distribution conduct
to differences in the results up to several orders of magnitude, especially for the
distribution of the smallest drop radii. These differences can be explained by the use
of a constant renewal characteristic time whatever is the drop radius in the PBM.
In the following, the influence of the differences between the drop-size distributions
obtained with IBM and PBM on the global heat transfer prediction is quantified and
analyzed.

4.3 Heat Transfer

4.3.1 Heat Flux Distribution According to Drop-size

From any given drop-size distribution •(r) together with the model of heat transfer
through a single droplet described in Sect. 4.1.1.2, it is possible to calculate the heat
flux ( Wm2 ) associated to any radius range [r1, r2]:

q(r1, r2) =
∫ r2

r1

•(r)Qd(r) dr (4.37)

When related to IBM, •(r) is simply n(r) while with PBM •(r) is a piecewise
function: n(r) (Eq. 4.32) below re and N (r) (Eq. 4.27) above. For instance, the global
heat flux can then be determined by:

q =
∫ rmax

rmin

n(r)Qd(r) dr for IBM (4.38)

q =
∫ re

rmin

n(r)Qd(r) dr +
∫ rmax

re

N (r)Qd(r) dr for PBM (4.39)

The impact of drop-size distribution on heat flux variation according to drop radius
can then be analyzed. As the drop-size distributions obtained using IBM and PBM
clearly differ, particularly for the small radii (see Sect. 4.2), significant differences
in terms of heat flux are expected. The heat flux associated to each drop radii were
computed and results are reported on Fig. 4.9. The frontier between “small” and
“large” drops (according to PBM) is represented by the dashed line. The curves
behavior is fairly similar, but, as it was expected, an important discrepancy between
the 2 approaches for the “small” drops and a relatively good agreement for the “large”
drops can be observed.

The contribution of each of the drops’ family (i.e., small drops and large drops) to
the global heat flux can be determined by integrating from rmin to r (with r varying
from rmin to rmax) the curves represented on Fig. 4.9 using Eq.4.37. We obtain the
cumulatives of the heat flux reported on Fig. 4.10. It can be highlighted that in the
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Fig. 4.9 Heat flux distribution according to r obtained thanks to the 2 different approaches (θadv =
85◦, re = 4 µm, rmax = 65 µm,�T = 1 K, Tsat = 373 K, δcoat = 100 nm, kcoat = 2Wm−1 K−1

and hi = 15.7 MW m−2 K−1)

Fig. 4.10 Comparaison of the the heat flux q(rmin, r) obtained by the 2 different approaches
(θadv = 85◦, re = 4 µm, rmax = 65 µm, �T = 1 K, Tsat = 373 K, δcoat = 100 nm, kcoat = 2 W
m−1 K−1 and hi = 15.7 MW m−2 K−1)
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Fig. 4.11 Relative deviation (IBM basis) between the cumulative heat fluxes (PBM approach
minus IBM one) as a function of drop radius (θadv = 85◦, re = 4 µm, rmax = 65 µm, �T = 1 K,
Tsat = 373 K, δcoat = 100 nm, kcoat = 2 W m−1 K−1 and hi = 15.7 MW m−2 K−1)

considered configuration both models predict that the heat flux is mainly evacuated
by drops between 1 and 10 µm (70% for the PBM and 60% for the IBM). However,
in this drop radius range, the 2 curves plotted on Fig. 4.9, although they both present
a maximum in this range, differ significantly: the PBM curve presents a more sharp
shape than the IBM one which is more smooth and below the PBM curve. Thus, as
these differences lead to important changes on the cumulative heat fluxes (Fig. 4.10),
it appears particularly important to use accurate model of the drop population in this
drop-size range in order to predict the global heat flux correctly.

To go further in the analysis of the effect of the difference between the IBM and
PBM drop-size distributions, we calculated the relative deviation between the cumu-
lative heat flux obtained by both approaches. The results are reported on Fig. 4.11.
For the small drops, the relative deviation reaches more than −85% for r ≈ 0.1µm.
This means that for drops below this size, IBM predicts heat flux much higher than
PBM. Fortunately, in the considered configuration, these drop-sizes have a relatively
low contribution to the total heat flux.

Between approximately r = 1µmand r = re, the relative deviation varies sharply
because (i) the PBM predicts higher population in the drop classes close to re (see
Fig. 4.5) and (ii) because these drop classes are those that mainly contribute to the
global heat flux (see Fig. 4.9 and/or Fig. 4.10).

Above re, the relative deviation decreases as the slopes of drop population distri-
butions differ (i.e., − 8

3 for PBM (Eq.4.31) and −2.4 for IBM). It reaches a value of
about 34% when all drop-sizes have been considered (i.e., q = 121.4 kW m−2 for
PBM and q = 90.6 kW m−2 for IBM). This value remains relatively low because of
compensations between the different drop-size zones. Indeed, it can be observed that
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the relative difference varies from−85% up to 70% to finally end at 34%. Compared
to IBM, PBM strongly overestimates the contribution to the global heat flux of the
drops included in the interval [0.1 µm, re] and clearly underestimates this contribu-
tion when considering the drops below or above this radius interval.

From these results, several conclusions can be made:

– The 2 approaches are overall disagreeing to each other, especially for the “small”
drops. The overall relative deviation in the global heat flux is non-negligible, even
if it remains relatively moderate (i.e., 34%) for the considered configuration;

– This moderate global deviation is due to compensations between the different
drop-size zones, the “local” deviation being much more important;

– Both approaches predict that the majority of the heat flux is evacuated by drops
having a radius close to re.

4.3.2 Parametric Analysis

In order to go further in the analysis, the influence of 3 main parameters (i.e., the
ones that could a priori be adjusted experimentally) has been determined: advancing
contact angle θadv , nucleation sites density Ns and maximum drop radius rmax.

The variations of the heat flux obtained thanks to both approaches as a function
of the advancing contact angle are reported on Fig. 4.12. Both IBM and PBM predict
that decreasing θadv leads to a strong increase of the heat flux. For instance, the heat
flux value is approximately 3 times higher for θadv = 45◦ than for θadv = 140◦.

For a given drop radius, the drop volume (and thus the thickness of the liquid layer)
is much lower in hydrophilic configuration. As a consequence, the thermal resistance
by conduction within the liquid is lower, and the heat flux is thus higher. Note that
here, θadv and rmax are decoupled and rmax is held constant, which is generally not
the case in experiments (see Sect. 4.1.1.4). The differences between PBM and IBM
results are found to be significants for θadv varying from60◦ to 110◦, with amaximum
deviation of about 35%.

As pointed out previously, the 2 approaches are mainly in disagreement for the
size distribution of the small drops. So, an analysis of the contribution of these small
drops to the total heat flux has been conducted for the 2 approaches. The results
are reported on Fig. 4.13. PBM predicts that, despite a global heat flux that varies
by a factor 3 (see Fig. 4.12), the contribution of the small drops remains constant at
about 37% of the total heat flux for any advancing contact angle θadv . On the other
hand, IBM approach shows an increase of the contribution of the small drops with
the contact angle (from 20% for θadv = 45◦ to almost 45% for θadv = 140◦). So, in
hydrophilic situation the global heat flux is high but the contribution of small droplets
is low. In hydrophobic situation it is the contrary: the global heat flux is low and the
contribution of the small drops is much higher. As a result, the heat flux evacuated
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Fig. 4.12 Variations of heat fluxes versus advancing contact angle—IBM/PBM comparison. (re =
4 µm, rmax = 65 µm, �T = 1 K, Tsat = 373 K, δcoat = 100 nm, kcoat = 2 W m−1 K−1 and
hi = 15.7 MW m−2 K−1)

Fig. 4.13 Contribution of small droplets to the global heat flux in function of the advancing contact
angle—IBM/PBMcomparison. (re = 4µm, rmax = 65µm,�T = 1K, Tsat = 373K, δcoat = 100
nm, kcoat = 2 W m−1 K−1 and hi = 15.7 MW m−2 K−1)
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by the small droplets is higher for low contact angles (i.e., θadv < 90◦) than for high
contact angles (i.e., θadv > 90◦).

In order to better quantify the deviation between the contributions of the small
drops to the total heat flux obtained with the two approaches, the relative deviations
of PBM results to IBM results have been determined and are reported on Fig. 4.14.
The deviations between the total heat fluxes are also reported on the same figure.
As already mentioned, the most important deviation between the global heat fluxes
are found at intermediate contact angles (i.e., around θadv = 90◦). For small drops,
the deviation is large for hydrophilic surfaces (about 70%) and then decreases for
hydrophobic surfaces. This remains consistent with the previous results (Fig. 4.13):
for hydrophilic surface the contribution of small droplets is weak, so even a great
difference between the two approaches leads to a moderate discrepancy between the
global heat fluxes. By contrary, for hydrophobic configurations, the contribution of
small drops is higher, and thus the two curves on Fig. 4.13 have the same behaviors
for θadv > 120◦.

To summarize the results of this analysis on the effect of θadv on the global heat
transfer:

– The highest heat fluxes are obtained for hydrophilic surfaces (about 3 times greater
for an advancing contact angle of 45◦ than for a advancing contact angle of 140◦);

– For the considered configuration (rmax = 65 µm and Ns = 1.56 × 1010 m−2), the
contribution of the small droplets remains moderate (i.e., less than 50%) for all
contact angles;

– The global deviation between the 2 approaches is the most important for the inter-
mediate contact angles (around 90◦). For small drops, the deviation is particularly
important when the contact angle is weak.

The other parameters on which it is possible a priori to act experimentally are the
maximum drop radius (by imposing for instance an external force) and the density of
nucleation sites (by realizing micro or nano structures on the surface). The respective
deviations between the heat fluxes, as well as between the contributions of small
droplets to these heat fluxes, obtained with population balance approach to the ones
obtained with individual-based approach are reported on Figs. 4.15 and 4.16. The
deviations increase when rmax and Ns increase, with a slight nuance for the rmax

parameter where the overall deviation reaches an asymptotic-like value of about
45% for the global heat flux and 70% for the contribution of small droplets.

Both approaches show that (i) increasing Ns and (ii) decreasing rmax lead to
an important increase of the heat flux (Figs. 4.17 and 4.18). In order to maximize
the heat transfers, it is therefore interesting to increase Ns and decrease rmax as
much as possible. The heat flux enhancement is more pronounced for the smallest
values of rmax which may be difficult to obtain experimentally. Finally, the heat flux
improvement ismore or less constant with the increase of the nucleation sites density:
an increase of one order of magnitude of Ns leads to a gain of more than 100% for
the heat flux. However, if the decrease of rmax reduces the deviation between the
2 approaches, conversely, the increase of Ns causes an increase in this deviation.
Regarding this latter remark, it must be remembered that variations of Ns lead to
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Fig. 4.14 Relative deviation (IBM basis) between the global heat fluxes as well as the contribution
of small drops in function of the advancing contact angle (re = 4 µm, rmax = 65 µm, �T = 1 K,
Tsat = 373 K, δcoat = 100 nm, kcoat = 2 W m−1 K−1 and hi = 15.7 MW m−2 K−1)

Fig. 4.15 Relative deviation (IBM basis) between the global heat fluxes and between the contri-
butions of small drops as a function of the maximum drop radius rmax (θadv = 85◦, re = 4 µm,
�T = 1 K, Tsat = 373 K, δcoat = 100 nm, kcoat = 2 W m−1 K−1 and hi = 15.7 MWm−2 K−1)
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Fig. 4.16 Relative deviation (IBM basis) between the global heat fluxes and between the contri-
butions of small drops as a function of the nucleation sites density NS (θadv = 85◦, rmax = 65 µm,
�T = 1 K, Tsat = 373 K, δcoat = 100 nm, kcoat = 2 W m−1 K−1 and hi = 15.7 MWm−2 K−1)

Fig. 4.17 Variations of heat fluxes versus maximum drop radius rmax—IBM/PBM comparison.
(θadv = 85◦, re = 4 µm, �T = 1 K, Tsat = 373 K, δcoat = 100 nm, kcoat = 2 W m−1 K−1 and
hi = 15.7 MW m−2 K−1)
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Fig. 4.18 Variations of heat fluxes versus nucleation sites density Ns—IBM/PBM comparison
(θadv = 85◦, rmax = 65 µm, �T = 1 K, Tsat = 373 K, δcoat = 100 nm, kcoat = 2 W m−1 K−1

and hi = 15.7 MW m−2 K−1)

a modification of the frontier between small and large drops (the frontier being at
re = 1√

4Ns
). The increase of Ns leads to a smaller contribution of the small drops to

the global heat flux, because the drop-sizes that mainly contribute to the heat flux
remain around few µm (and therefore gradually belong to the class of large drops
when Ns is increased).

4.4 Conclusion

Dropwise condensation allows to reach very high heat transfer coefficients, up to sev-
eral hundred thousand of W m−2 K−1. Modeling the heat transfer in such a regime
implies to predict the drop-size distribution on the surface, with drop radii spread
over 6 or 7 orders of magnitude. Moreover, a heat transfer law through each sin-
gle drop is needed whatever the size of this single drop. For all these reasons, CFD
numerical simulations at drop scale of dropwise condensation are prohibited because
of calculation time.
From experimental point of view, the drop-size distribution is very difficult to access
because of both small characteristic times and huge difference between the radii that
must be measured simultaneously. Only the distribution of drops greater than few
microns have been measured up to now, well predicted by the correlation of Rose
and Glicksman [40].
So, drastically simplified theoretical approaches have been developed to calculate
both the heat flux through a single drop and the size distribution of the smallest
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drops (population balance model). Unfortunately, results given by these theoretical
approaches have not yet been validated since no reference data exist.
So, during last decade, with the increase in computing capabilities, individual-based
models were developed as an alternative to the population balance model to compute
drop-size and heat transfer. The individual-based model consists in following each
drop in its life cycle (born, growth, interaction with other drops and departure), mak-
ing strong simplifying assumptions in order to limit the calculation time. Comparison
of individual-based model and population balance model was thus carried out in the
present paper, using a common set of assumptions. Important discrepancies have
been highlighted in the drop-size distributions that can be critical from heat transfer
point of view especially for radii close to half of the mean distance between two
nucleation sites. Without prejudging the accuracy of the individual-based approach.
The assumption of a renewal characteristic time due only to sweeping and thus inde-
pendent of drop radius used in the population balance models has been demonstrated
to be main cause of discrepancy and thus is questionable to dropwise condensation
modelling. Although the important differences in the drop-size distributions, the pre-
diction of the global heat transfer by both approaches can be fairly close, depending
of the input parameter set.
Thus, further works are needed to make the dropwise condensation models more
reliable and their predictions more accurate in the future, particularly for situations
where the improvement of the heat transfer (by increasing the nucleation sites density
and/or reducing the departure radius) will make more crucial the role of the smallest
drops in the global heat transfer coefficient.
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Chapter 5
Spreading, Wetting and Drying
of Human Blood

Houssine Benabdelhalim and David Brutin

Abstract Weemphasize the recentworks onhumanblooddrops andpools spreading
then drying. Several studies have been carried out to investigate these coupled
phenomena on crime scenes and for biomedical obvious interest. The aim of the
forensic studies is to improve Bloodstain Pattern Analysis (BPA) methodologies in
order to improve the elucidation rates, while the aim of biomedical studies is to detect
disease using a drop of whole human blood. After presenting the blood physical and
biological properties, we present the different mechanisms involved in the spreading
and the evaporation of this complex fluid composed of bio-colloidal particles. Later
the drying dynamics of drops and pools is be detailed. The effect of the surrounding
relative humidity and temperature on the spreading and drying dynamics is explained.
Also, the influence of substrate nature on the spreading dynamic and the final pattern
is compared, since we are dealing with blood wetting surfaces of totally different
nature. While substrates are mainly clean and smooth with microscope glass plates
with or without coatings for biomedical studies, however in forensic science, the
substrates are often rough with wood floors, tiles.

Keywords Pool · Drop · Drying · Spreading · Bloodstain pattern analysis

5.1 Human Blood Properties

Blood is a fluid tissue, permanently conveyed in the circulatory system in a unidirec-
tional flow imposed by the cardiac pump. It has several physiological functions: diffu-
sion of oxygen and nutrients to all tissues of the body, removal of carbon dioxide and
metabolic wastes, transport of immune system cells, transport of hormones, partic-
ipation in the body’s thermoregulation and hemostasis. Human blood is a complex
biological fluid composedof a liquidphase, plasmaand suspended cells (bio-colloids)
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Fig. 5.1 Organizational chart showing the components of whole human blood

[39] Fig. 5.1. Plasma, the fluid in which blood cells are suspended, is an aqueous
solution of components that vary widely in size.

Erythrocytes, also called red blood cells, are the most abundant blood cells. Red
blood cells have a biconcave disc shape, with diameter of 7, 7±0, 7μm. The volume
proportion of red blood cells present in the blood is given by a dimensionless quantity,
hematocrit. In a healthy adult subject, hematocrit ranges from 38 to 46% for a woman
and 40–50% for a man. Under pathological conditions, the hematocrit may fall as
low as 20% and rise to about 70%.

Leukocytes, also called white blood cells, are cells of the immune system. Due
to their low physiological number in the blood, they contribute little to the mechan-
ical properties of the blood. Platelets or thrombocytes play a major role in primary
hemostasis; they are involved in coagulation. They are of little hemorheological
importance because they are very small components that do not interact with each
other under normal conditions.

It has been known since the 1950s that whole human blood is a non-Newtonian
fluid [15], and in particular that it has marked shear-thinning properties (its viscosity
decreases as the shear rate increases). Its behavior depends on hematocrit [40] and
temperature [1]. These mechanical properties have different origins:

• The viscosity of blood is partly related to that of plasma, which due to the different
proteins in solution is about twice as viscous as water.

• The ability of erythrocytes to form in the presence of certain molecules in solution
weakly coherent aggregates in the form of rolls (rouleaux) gives the blood shear-
thinning properties. Indeed, these rouleaux tend to disintegrate when the shear
increases, resulting in a drop-in viscosity Fig. 5.2.

• The deformability of erythrocytes also contributes to the rheology of high
shear blood Fig. 5.2, which results in a Newtonian behavior at high shear rate
characterized by a plateau, a constant relative viscosity.

As shown in Fig. 5.2, with hematocrit 45% and a temperature of 37 °C, the relative
viscosity of the blood as a function of shear rate reaches a plateau for values greater
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Fig. 5.2 Viscosity of whole human blood (NP curve), red blood cells suspended in 11% albumin-
Ringer solution (NA curve) and hardened red blood cells in 11% albumin-Ringer solution (HA) as
a function of shear rate [10]

than 200 m s−1, and it measures between 4 and 5 mPa s. Also, blood has a density
that varies between 1020 and 1060 kg m3 and, this variation is due the hematocrit
level, which depends on the individual. The surface tension is similar to that of water,
γblood = 69.8 mN m−1 at 22◦C, determined with the pendant drop method [6].

5.1.1 Spreading, Wetting and Evaporation of Human Blood
Drops

When a drop of liquid is deposited on an ideal substrate without an initial velocity it
will spread, at the equilibrium, the smaller ones have a spherical cap shape under the
effect of surface tension, while the larger ones and pools are flattened by gravity. The
competition between gravity and surface tension is given by the number of Bond, as
follows:

Bo = ρgr2

γ

where, γ, the surface tension (in mN. m−1) The radius of the contact line is r, ρ and h
are the density and height of the drop, respectively. An important value of the number
of Bond corresponds to the effects of gravity dominating those of surface tension.
The value Bo = 1 corresponds to a critical size called capillary length and is written
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Fig. 5.3 Representation of the different possible cases depending on the radius at equilibrium a a
droplet r ≤ lc, b a pool r � lc, and c an infinite stretch of liquid [7]

as follows:

lc =
√

γ

ρg

To determine the relative importance of the surface tension, lc is compared with the
radius of the contact line, as shown in Fig. 5.3. In the figure, θ represents the contact
angle.

Thewettingof a dropof a volatile liquid ismost often accompaniedby evaporation.
The evaporation of a drop is defined as the passage of the liquid to its vapor form.
It can be seen from a molecular point of view, as the transfer of molecules from
the liquid to the surrounding, while on a macroscopic scale, it is defined as a flux
that crosses the interface (liquid/vapor). This phenomenon exists when the partial
pressure in the gas is lower than the saturation pressure. Evaporation persists as long
as the saturation pressure is not reached, and it is controlled by the diffusion of vapor
into the environment. In this case, we call it purely diffusive evaporation.

When a drop evaporates in contact with a substrate, we notice the appearance of
the triple line motion and the change in the local evaporation flux. The flux profile
varies along with the interface and changes according to the contact angle, therefore,
depending on the shape of the drop, three situations can be distinguished [7]:

– if 0◦ < θ < 90◦, the evaporation flux is minimal at the top of the drop, grows
with r and diverges near the triple line [13]

– if θ = 90◦, the evaporation flux is uniform along with the interface [18]
– if 90◦ < θ < 180◦, the evaporation flux is minimal at the triple line andmaximal

at the top of the drop.
Different modes of evaporation exist, depending on the dynamics of the triple line

and the contact angle [7]. These modes have an influence on the internal flow, hence
the mass transfer. Two modes can be distinguished according to Picknett and Bexon
[30]:

– the drop evaporates with a constant contact surface; the contact line is pinned,
and the angle decreases over time Fig. 5.4

– the drop evaporates with a constant contact angle; the contact radius decreases
over time Fig. 5.4. This mode is characterized by a recession of the contact line.

In certain cases of complex evaporation, the two modes can be alternated “Stick–
slip motion”. The first stage is during which the contact line is pinned to the surface,
and the contact angle decreases until the receding contact angle. The second stage
starts with a constant contact angle, the contact line recedes until a certain contact
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Fig. 5.4 The two evaporation modes according to the dynamics of the contact line [7]

radius is reached. Then this periodic process is repeated until equilibrium is reached.
Shanhan and Sefiane give an explanation to the Stick–slip motion based on the Gibbs
free energy. Also, we have the mixed-motion case, both modes happen at the same
time [22].

These two dynamics described above depend on the roughness and the hetero-
geneity of the surface, as well as the temperature and humidity. Bridi and Vu have
shown according to the wetting of the surface (Glass-Teflon) [2], the evaporation rate
is linear with time in the case of a water droplet that has a contact angle θ < 90◦,
and non-linear in the case where θ > 90◦.

Sobac and Brutin study the influence of substrate properties [36], for a wide range
of contact angles (from 17 to 135°) and five different fluids, in the case of pinned
contact line. They describe the effect of contact angle on evaporation dynamics:
contact angles less than 40◦ have a negligible effect, unlike angles greater than 40◦.
Also, they give a universal relation of the evolution of the drop mass, independent
of the drop size and the initial contact angle.

Evaporation gives rise to convective mechanisms within the drop [7], such as
thermogravity convection and thermocapillary convection, which induce flows inside
the drop.

Thermogravity convection is due to the variation in density ρ with temperature
(density decreaseswith an increase in temperature). Thepresenceof a vertical temper-
ature gradient leads to an ascent of the fluid from the hottest part to the coldest part.
As the fluid cools, it goes back down. This leads to a circular flow. The number
of Rayleigh Ra characterizes thermogravity effects by comparing the Archimedean
buoyancy force to the dissipative forces:

Ra = βgL3�T

να

where β is the coefficient of thermal expansion, ν is the kinematic viscosity, L is the
characteristic length, and α, is the coefficient of thermal diffusion.
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Thermocapillary convection is due to the variation of the surface tension γ with
temperature.Adifference in temperature leads to a difference in surface tension, since
the surface tension decreases with an increase in temperature. This surface tension
gradient generates a flow known as “Marangoni flow”, which will set the liquid in
motion from the hottest to the coldest area. TheMarangoni Ma number characterizes
the thermocapillary effects by comparing the surface force to the dissipative forces:

Ma = − dγ
dt L�T

ρνα

TheMarangoni flow results from a surface tension gradient, which may be due to the
temperature gradient as presented above, or to the local change in the composition
of the dispersions (colloids or polymers), known by solutal convection [37]. Also, it
can be caused by the presence of surfactants [16].

The spreading of a drop on a solid substrate can be characterized by the evolution
of the radius r(t) and the apparent contact angle θ(t) over time, until the flow comes to
a complete stop. The competition between forces: capillary, inertial, gravitational and
viscous determine its dynamics during the different phases that characterize the flow.
Spreading can be affected by temperature, humidity, surface nature and rheological
behavior of fluids and their compositions. Surrounding conditions affect wetting,
spreading and evaporation, since the viscosity and surface tension of the fluid are
dependent on temperature, and the evaporation is a function of relative humidity
(RH) and temperature (T). The contact angle and the triple line are affected by the
substrate characteristic. Solid substrates are not ideal (smooth and homogeneous),
they can be chemically heterogeneous and rough. Also, substrates can be porous,
in this case, the spreading dynamics is largely influenced by the permeability of the
pores. The rheological behavior of fluids is important for both, wetting and spreading.
The fluid may exhibit Newtonian or non-Newtonian behavior: shear-thinning, shear-
thickening and yield stress fluid. Fluid behavior is characterized by models that give
stress and viscosity as a function of shear rate.

The dynamics of drop spread in a total wetting situation is investigated by Tanner
in the case of small drops (negligible gravity effect) of a non-volatile fluid [38]. For
these small drops, the dynamic results fromabalance betweenviscous dissipation and
capillary forces (viscous dissipation in the zone near the contact line). He assumed
that the radius of curvature of the interface is large enough in front of the drop
thickness, which allows the theory of lubrication to be applied. The drop takes the
shape of a spherical cap of volume V = (π/4)r3θ. With r the radius of contact with
the substrate, and the contact angle θ is given by Tanner’s relation θ3 ∼ cte×Ca. The
capillary number Ca = μUγ−1 represents the relative importance of effects due to
viscosity and those due to capillarity. He predicted a slow growth of the drop radius
over time r(t) ∼ t1/10, and a decrease in the angle of contact θ(t) ∼ t−3/10.

Gravity plays an important role in determining the geometry of large drops and
their spreading dynamics. Unlike the first case, the drops will be flattened in the
central part and their curvature is localized near the edges. The spreading law is
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given by Lopez r(t) ∼ t1/8, in the case of a non-volatile fluid that spreads on an
ideal substrate [25]. This law results from a balance between viscous dissipation in
the bulk of drop and variation in potential energy. Cazabat and Stuart studied the
spreading of a drop of silicone oil [9], and they observed a law of variation with an
exponent 1/10 at short times, in this case, the radius is small in regard to the capillary
length r < lc, from which the capillary effects remain dominant. At longer times,
the radius becomes larger than the capillary length, we are moving into a regime
dominated by the forces of gravity with an exponent 1/8.

After, we briefly discussed the spreading and evaporation of a drop of a liquid,
and its different modes of evaporation, and also the internal flows that can take
place with the evaporation. Now we are interested in drops of human whole blood.
The understanding of these phenomena in the case of a drop of blood is of crucial
importance. Given its great interest in biomedical applications, specifically in disease
detection, and in forensic applications by crime scene investigators.

The dynamics of spreading and evaporation of blood droplet is given by Bou-
Zeid and Brutin [5]. They realize an exhaustive study on blood droplet that spread
over a clean glass substrate. A blood droplet spread by following two regimes, one
controlled by capillary forces and a second controlled by viscous dissipation near the
contact line. A blood droplet wets the substrate keeping a spherical cap shape with
a contact angle at equilibrium equal to 20°. Also, they investigated the influence of
relative humidity, RH, spreading is rapid at high evaporation rates (lowRH), contrary
to low evaporation rates (high RH).

The first spreading regime results from a competition between capillary forces and
viscous dissipation near the contact line. In Fig. 5.5, the curves obtained for different
RHs merge, hence the absence of the influence of humidity. The evolution of the

radius r(t) is described by a power law r∗(t) = k
(

t
td

)n
, with a factor k = 2, 29×10−2

and a wetting factor n = O, 65 ± O, 11 obtained by fitting all the curves. r∗ is the
normalized radius, td = 4πμ/γRf , is the viscous capillary characteristic time, which
is used to normalize the time in this first regime.

The first regime is dominated by capillary forces and gravity is negligible Table
5.1, which gives a dynamic with a wetting factor n = O, 65 ± O, 11. The same
dynamics are observed for a fluid with a viscosity of 10 mPa s. This shows that
bio-colloids do not have a remarkable effect in this first spreading regime [23].

A competition between viscous dissipation and the pressure difference (between
the saturated pressure at the droplet interface and the air pressure) characterizes the
spreading dynamics of the second regime Fig. 5.6. The evolution of the radius over

time is given by a power law like the first regime r∗(t) = k
(

t
tF

)n
, with awetting factor

n = O, 19±O, 03. The time was scaled by the total evaporation time tF = 4RTm0
π�PDfDdiff

,
predicted by the use of the pure evaporation model as the process is limited by water
diffusion.

The second regime is governed by the viscous dissipation near the contact line
Table 5.1. The drop during spreading keeps the shape of a spherical cap with a
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Fig. 5.5 Normalized drop radius, (r(t) − R0)/(Rf − R0) as a function of normalized time, t/tD,
for RH varying from 8 to 90%. The inset graph is a magnification of t/tD from 0–100 [5]

Table 5.1 Estimation of characteristic dimensionless numbers for the two regimes of blood drop
spreading at R = 65% [5]

Number Formula Signification Regime 1 Regime 2 Ration 1/2

R (mm) – Mean radius 3, 18 4, 54 0, 7

H (mm) R(1 −
cos(θ))/sin(θ)

Mean height 1, 05 0, 41 2, 5

U (mms−1) – Mean velocity 1, 92 0, 11 17, 4

Re ρUh/μ Inertia/viscous 0,209 0, 004 44, 4

Ca μU/γ Viscous/capillary 2, 75 × 10−4 1, 58 × 10−5 17, 0

Bo ρgh2/γ Gravity/capillary 0,160 0, 024 6, 5

We ρU2h/γ Inertia/capillary 5, 74 × 10−5 7, 41 × 10−8 774

Fr U2/gh Inertia/gravity 3, 59 × 10−4 3, 00 × 10−6 120

St μU/ρgh2 Viscous/gravity 1, 72 × 10−3 6, 38 × 10−4 2, 7
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Fig. 5.6 Normalized drop radius, (r(t)−R0)/(Rf −R0) as a function of normalized time, t/tF, for
different humidities [5]

negligible gravity effect shown by the calculation of the Bond number, less than 1
for both regimes Table 5.1.

In this experiment, the evaporation mass flow is not uniform along the surface
of the drop and tends to diverge near the contact line. This will cause temperature
gradients on the surface, hence a gradient of surface tension leads to a Marangoni
flow inside the droplet [19]. This flow will transport the colloids to the edge near the
contact line, which evaporates faster, and so the bio-colloids accumulate, forming a
layer of biological deposition. The contact line moves radially with a speed of Ucl

and then it becomes pinned. Proteins in the blood will anchor the contact line to the
solid substrate.

At low relative humidity (high evaporation rate), Bou-Zeid and Brutin notice an
increase in the evaporation rate near the contact line Fig. 5.7a. Unlike the case where
we have a high HR Fig. 5.7b, this will intensify the transport of colloids to the contact
line, resulting in an increase in flow velocity near the contact line [5].

This section presents the evaporation and spreading of blood, in the case of a
blood droplet that spreads gently on a glass substrate. In which the effect of humidity
on the rate of evaporation was taken into account. In the next section, we will present
the final evaporation phase, which is mainly characterized by gelation, adhesion and
crack formation, and by a complex pattern at the end of evaporation (total drying).



114 H. Benabdelhalim and D. Brutin

Fig. 5.7 Schematic representation of spreading drops for the case of: a R = 10% and b RH =
80%. Initially, the blood drop has a spherical shape, and at equilibrium, the drop has the shape of
a spherical cap. The arrows indicate the velocity and evaporative flux of water vapor from the drop
surface to the surroundings in the vicinity of the triple line. The dashed square marks the area close
to the triple line, where the drop geometry can be approximated by a wedge [5]

5.1.2 Drying of Human Blood Drops

A blood drop dries on a glass substrate by following five stages until it is completely
dry [6], in the end, only the non-volatile constituents, the bio-colloids, remain.Drying
of the blood drop is characterized by two regimes, a first regime driven by convection,
diffusion andgelation, and a seconddrivenbydiffusion through the pores of the gelled
bio-colloids, with a lower evaporation rate than the first regime [35].

As described above, the presence of protein in the blood promotes contact line
pinning, and the internal flow leads the bio-colloids to the edge of the drop forming a
ring. This phenomenon is known as the “coffee-ring effect”, observed and described
experimentally by Deggen et al. [12]. Evaporation continues with an increase in the
local concentration of the bio-colloidal particles φs, then the particles aggregate to
form a gel at the edge of the drop [29], which propagates inwards of the droplet.
This mechanism characterizes the first regime, which is clearly shown in Fig. 5.8, a
ring appears at time τC1 resulting in a high concentration of RBCs, and the central
surface remains liquid. Then we have a transient regime that is characterized by the
gelation of the center with a decrease in the rate of evaporation, as shown in Fig. 5.8,
a shrinkage of the liquid part (image τC2 and τG). And finally, a second regime in
which an amount of liquid remains trapped within the gelled cellular matter and dries
with a very long evaporation rate.

Figure 5.9 clearly shows the different regimes. The first regime presents a non-
linear decrease compared with the evaporation of pure liquid due to the perturbations
caused by gelation, with an evaporation rate equal to 5.2 μg/s. The last regime is 56
times slower than the first regime, since the liquid phase diffuses through the pores.
A competition between evaporation and gelation drives this process, therefore, the
authors define two distinct characteristic time. τG defined as gelation time, taken at
the end of the sol–gel transition, and τD the desiccation time, which corresponds to
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Fig. 5.8 Drying mechanism
of blood droplet (drop
diameter D0 = 8, 6 mm,
initial mass m0 = 17, 3 mg,
final mass mf = 3, 51 mg at
room temperature 22,0 °C
and surrounding humidity
42%. τ0 represent a deposit
time, τG first time of
nucleation of cracks, τC2
time of nucleation of cracks
at center, τG gelation time,
τF total drying time [35]

the time needed for the drying of a drop, which contains solvent only, given by the
relation [35]:

τd ≈ θ0ρR0S0
4
(
dm
dt

)
t=0

Developed by assuming the case of pinning contact line, and a spherical cap shape.
Where ρ the density of the fluid, m the mass and V, S and R, respectively, are the
volume, surface and radius at time t. Also, they develop a relation for the gelation
time, which corresponds to the time of the transition between the two regimes:

τG ≈
(
2, 036

D

)
m0

2/3

where D represents the coefficient of diffusion. In their experiment, they obtained
for the first regime a coefficient equal to 5, 5 × 10−7m2/s, and for the last regime
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Fig. 5.9 Mass m, drying rate [dm/dt] and solid mass concentration ∅s as a function of time for
a drying drop of blood under the same condition as Fig. 5.1. Regime 1: drying regime driven by
convection, diffusion, and gelation. Regime 2: drying regime only driven by diffusion [35]

9, 8 × 10−9m2/s. These two values agree to the two extreme cases, pure water
diffusion and diffusion through a colloidal gel [28].

The drop mass has an influence on the different regimes, which characterize the
drying of the blood drop [35], the duration of the last regime becomes longer as the
mass increases. Since the increase in mass leads to an intensification of the thickness
of the gel deposit, as a result, more liquid is trapped and diffusion through the pores
becomes longer.

The final pattern of a blood droplet disposed on a glass substrate contains cracks
[6], as shown in Fig. 5.8. These are formed when the liquid diffuses through the
pores of the gelled matter [22]. As described earlier, the gelation starts at the edge
of the droplet and propagates toward the center. As a result, cracks also form at the
edge, and during the drying process, they will spread toward the center. Sobac and
Brutin observed in their experiments that the first cracks nucleate at a certain critical
particle concentration of 29.6% [35].

The dynamics of crack formation during drying depends on the mechanical
stresses resulting from the competition between evaporation and adhesion to the
substrate [26], and the thickness of the gel layer [3]. Indeed, during evaporation, a
porous matrix is formed by the aggregation of particles, so the systemwill be defined
by the two interfaces shown in Fig. 5.10. A gel–substrate interface, where adhesion
takes place, and a gel–air interface, where the solvent evaporates. A capillary pres-
sure, Pcap, is created in the liquid phase caused by the presence of a menisci at the
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Fig. 5.10 Representation of the drying process of a colloidal system, which results in the forma-
tion of porous matrix [22] (left). Just after disposition, the system is characterized by dispersion
suspension (right). A packed colloidal system takes shape during drying, known as porous matrix.
r and r’ denote the curvature of the menisci before and after shrinkage, respectively

gel–air interface.

Pcap = αγs,acos(θ)

rp

where γs,a surface tension, rp pore radius and α ≈ 10 geometric constant. With the
evaporation, the curvature of the menisci increases, thus creating a depression in the
solvent. The latter has two major effects, it leads to solvent migration to the surface
and also to the shrinkage of the porous matrix which is counteracted by adhesion
to the substrate. As a result, a tensile stress develops [24]. During evaporation, this
stress becomes important, and it relaxes by forming cracks through the release of
energy.

The final pattern is influenced by the characteristics of the substrate [8] and also
by the relative humidity [4], see Figs. 5.11 and 5.12 (right), respectively. Brutin et al.
[8] have studied the drying of drops of blood on gold and aluminum substrates, and
they showed that the thermal diffusivity of the substrate has no influence, however,
substrate wettability has an important influence on the evaporation dynamics, hence
on the final pattern. The initial contact angle on a glass substrate is θ = 15◦ with a
non-uniform evaporation rate. However, it is almost equal to 90° for a gold substrate
(θ = 91.9◦), in this case, the evaporation rate is uniform along with the interface [9],
resulting in an absence of Marangoni flow. Blood remains homogeneous, and with
evaporation, the particles move toward the interface by means of a radial flow that is
created inside the drop. These particles compact forming a shell, which undergoes a
sol–gel transition, and a glassy skin appears on the surface of the blood drop Fig. 5.11.
The final pattern obtained on metallic substrates has a complex morphology, results
from the existence of buckling instabilities [34, 27], and the fact that the center of
the drop is composed only of air.
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Fig. 5.11 a Shape evolution of blood droplet, which dries on gold substrate with an initial contact
angle θ = 91.9◦ b The final pattern of blood droplet on gold substrate [34]

Fig. 5.12 (left) Composition of final pattern of blood droplet dries on glass substrate [6]. (right)
Final pattern obtained from the drying of blood droplets with the same mass on a glass substrate
under variable humidity. The fine periphery is delimited with the two yellow dashes [4]

Brutin et al. in their study on the drying of blood drops give a detailed description
of the final pattern of a blood droplet [6] Fig. 5.12 (left). The pattern is mainly
characterized by three distinct regions: a central part composed of small cracks, a
corona formed by the accumulation of bio-colloids, which is composed of cracks and
mobile plaques, and finally a well-defined border (a periphery) adhering to the glass
substrate. Themorphology of this pattern is highly dependent on the relative humidity
RH of the surrounding Fig. 5.12b. The increase in RH (decrease in evaporation rate)
changes the mechanical properties of the gel, such as the adhesion energy, which
decreases according to Griffith’s theory. As a result, the mobile plaques becomewide
with a lower adhering part, for RH values ranging from 13.5 to 50%, and for RH
values above 50%, the mobile plaques are small with a most important adhering part.
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This result is due to buckling instabilities [27], whichwill be quickly overcome by the
adhesion of the gel to the substrate. Also, a change in the evaporation rate leads to a
change in the internal flow,whichmakes the thinner peripherywider Fig. 5.12 (right).
In general, for the same droplet volume, we can have several patterns depending on
the humidity of the surrounding.

5.1.3 Stages of Human Blood Pool Spreading, Wetting
and Drying

After a deadly blood-shedding event, blood pools are one of the important evidences
that can be found at crime scenes. Pools represent the accumulation of an important
quantity of blood on a substrate. From a pool of blood, the investigator or the blood-
stain pattern analysts (BPAs) canmake two simple conclusions by just observing, the
first, if the pool is still in liquid state, the event is recent, and the second, if the pool is
completely dried, the event must have taken place some hours or days ago. But these
deductions are not reliable, and they can’t propose them as evidence in front of the
courts. Recently, courts have begun to require scientifically validated evidence for the
reconstruction of crime scenes. Hence, need to understand the spreading and drying
of blood pools from a physics and biomedical point of view. Several researchers
investigated this topic, we can notice the pioneer works of Smith et al. about the
time reconstruction of blood pools [33], the studies of Laan et al. on the morphology
of drying blood pools, in which they describe the drying of blood with exhaustive
manner [20], and also the works of Ramsthaler et al. and Laber and Epstein on the
drying of blood pools [31] and the influence of substrate nature on coagulation [21],
respectively [32].

Laan et al. have investigated the drying of blood pools, as result, a morphological
characterization of the dryingwas given [20]. They follow the drying of several blood
pools with less than 4.5ml of volume over time, on linoleum surfaces. They show that
the kinetics of mass variation is similar and repeatable under different conditions,
as well as morphological changes. These changes are distinguished by five stages
Fig. 5.15, with different aspects related to the dominant phenomena:

(1) When a given volume of blood is deposited on a substrate, it has a dark red
color, and the bio-colloids are distributed homogeneously. At the same time
as the blood spreads until it reaches equilibrium, evaporation takes place and
coagulation occurs, leading to a change in color to a light red. Laber andEpstein
have shown that the total clotting time of blood pools depends on the substrate
on which they are poured, and their volume [21]. A pool with a small volume
on human skin clots rapidly compared with a pool on wood. Also, there are
other parameters that may influence clotting, such as temperature and relative
humidity, were not considered in their study.

(2) If the blood is ex-vivo, hemostasis will occur that is characterized by the coag-
ulation and formation of the fibrin web, which led to the gelation. The latter
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is the passage from the liquid state to the gel state. This stage begins with the
gelation of the rim, after this front will propagate until the total gelation of the
pool in the fourth stage. The drying of blood pools is similar to that of a gel,
since the drying of both leads to a sol–gel transition.

(3) At the same time as the gel propagates toward the center of the pool, another
front is formed characterized by a black color and the presence of cracks. It is
defined as the drying or desiccation front. And during this stage, both fronts,
drying front and gelation front, continue to propagate toward the center of the
pool.

(4) At this stage, the pool is completely gelled, and evaporation will take place
through the pores, and also the drying front continues to propagate toward the
center. It should be noted that this front does not evolve uniformly, as can be
seen in Fig. 5.13 (linoleum) and Fig. 5.14 (floor wood). Hence, the center of

Fig. 5.13 Time lapse of a drying pool of blood from a healthy person, at 22 °C with a relative
humidity of 32% [20]
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Fig. 5.14 Time laps of a drying pool of blood (m = 4,83 g ± 0.6%, Hct = 41,5%) on varnished
a and unvarnished b floor wood, at 21◦C with a relative humidity of 60%, showing the serum
separation and the five drying stages

pools is not a geometric center, but the earlier the point where all the cracks
some together.

(5) At the end, the pool has a black color, which represents a total visual drying
time. And during this stage, the last volatile components continue to evaporate,
and the cracks spread until they reach the center of the pool. As a result, some
flakes detach and separate from the pool.

The final pattern of a completely dried pool, the total drying time and the duration
of each stage are a function of the temperature, relative humidity, the nature of the
substrate, the composition of the blood and the size and shape of the pool.

Fig. 5.15 Phase separation during the spreading and drying of 20 pools of blood with a mass of
4.83 g ± 0.6%, on varnished floor wood, under three different temperatures (21, 29 and 37 °C) and
relative humidity levels ranging from 20% up to 90% with a step of 10%. The blood is taken from
the same donor with a hematocrit level of 42.8% ± 2.7%
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A blood pool on a non-porous substrate clots naturally and separates into two
phases, liquid and cellular. The liquid phase, called serum, does not contain the
same components as the plasma since some of it was consumed during coagulation.
Separation is characterized by sedimentation of the cellular components due to their
density, which is higher than that of serum. Under certain conditions, the serum
spreads outside of the main blood pool, as shown in Fig. 5.14. Laber and Epstein
in their study about clotting (coagulation) time of blood pools mention that for few
pools, serum started to spread out of the edge of the main pool, and it is related to
the fact that the blood is flowing down a slope. Ramsthaler et al., assumed that this
serum spreading is due to the volume of the pool, and it is present for volumes greater
than 10 ml. This phenomenon is encountered in crime scenes, and its understanding
allows a reliable reconstruction of crime scenes, hence the need for further studies
to give a more detailed scientific explanation.

Based on the fact that phase separation exists naturally and does not depend only
on the volume of the pool, and assuming that the spread of the serum is due to an
external factor. We choose to investigate this phenomenon, by taking a constant pool
mass (volume), with varying environmental conditions and substrate types. In order
to tackle the influence of blood composition on coagulation and spreading, blood is
taken from the samedonor in goodhealthwith hematocrit level ofHct = 42%±2.7%.

The blood is collected in neutral 9ml tubes, without any anticoagulant or activator,
and the blood pool is created directly after collection to avoid blood clotting and to
simulate a real bloody event.

Figure 5.14 shows the drying of two blood pools with the same mass (4.83g ±
0.6%) on varnished and unvarnished wood, hence a smooth and a rough surface,
respectively. The two pools are created under the same conditions, a temperature of
21◦C and a relative humidity of 60%. By observation, we can say that the type of
surface has an important role, on the smooth surface we have a remarkable sepa-
ration of the serum, however, on the rough surface, the serum spreads a little bit.
In Fig. 5.14a, the serum separation started at 22 min after creating the pool, and it
stopped after 3 h 50 min, the separated serum represents 24% from the total area of
the pool. Also, the total area of the pool obtained at equilibrium on varnished floor
wood is greater than the final area on unvarnished floor wood. So, we can put the first
conclusion, the separation of serum depends on the nature of the substrate on which
the pool was created. To confirm our observation, we performed other experiments,
keeping the same type of substrates and modifying the environmental conditions. As
results, we had the same observation.

To investigate more the serum separation, we have created 20 blood pools with
the same mass on a varnished substrate, under three different temperatures (21,
27 and 37 °C), and the relative humidity was varied from 20 to 90% with a 10%
step. The results obtained are shown in Fig. 5.15. The blue box represents the case
without serum separation, and the red box represents the opposite case. As we can
see in the figure, phase separation only occurs at high relative humidity levels. In our
study, at relative humidity (RH) levels above 50%. At a constant temperature, e.g.,
21 °C, this separation increases as we increase RH. Also, the increase in RH leads
to an intensification of the spreading of the pool, with the same mass we have an
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equilibrium area of 25.9 cm2 at 20% and 116.9 cm2 at 90%. This is due to the fact
that the increase in RH slows down evaporation, hence the main pool and serum can
spread further. This effect is observed also on blood drops, which we presented in
Sect. 5.2.1.

The rate of evaporation increases with an increase in the temperature. Hence, the
pool dries more quickly.

As a conclusion and according to our results, the phase separation and the
spreading of the pools are related to the nature of the substrate, relative humidity
and temperature. Despite the presence of this phenomenon at high relative humidity
levels, we have the same drying morphology with the five stages. In this study, we
investigated the separation phenomenon, using blood taken from the same healthy
donor, and the pools were created on non-porous substrates. Our next step will be to
understand the local mechanism that triggers it and to investigate the role of porosity
and hematocrit levels.

5.1.4 Drying of Human Blood Pools

In this section, we will be interested in the patented method developed by Smith et al.
on the temporal reconstruction of blood pools, which can be used by investigators
in crime scenes [33]. This method is based on the understanding of the dynamics
of human blood drying, and the monitoring of the drying front during the third and
fourth stages described above. The evaporation of a blood pools does not correspond
to a one-dimensional system of mass and heat transfer as in the case of the stretch of
liquid Fig. 5.3. Smith et al. have shown that in the case of pools, the triple line, the
shape and the volume of the pools influence the evaporation rate. All these parameters
are closely related to the advancement of the drying front. Mainly in their work, they
related the evaporation rate J∗ to the evolution of the drying front, therefore, they
were able to determine a constant evaporation rate using only the wet surface. And
by incorporating the different parameters that act in the evaporation of pools, they
obtained a constant value of the diffusion coefficient Dblood that does not depend on
the shape, and volume of the pools, Dblood was determined under the same external
drying conditions.

The drying of pools of human whole blood corresponds to the evaporation of
volatile blood components, mainly water. The decrease in mass during the drying of
blood pools has the same dynamics, for any type of surfaces and also under different
relative humidity level [20]. Before reaching 60% of the initial mass, the drying of a
blood pools shows a linear loss ofmass over time, like that of a water pool dried under
the same conditions Fig. 5.16. At this stage, the liquid phase evaporates at the surface
of the blood pools, without any change in the shape of the pools, hence the variation
in mass corresponds to a variation in height. After this stage, the loss of mass of a
pool of water continues to decrease in a linear manner until total drying, 0% of the
initial mass. However, for blood pools, drying stops at 23% under dry conditions (low
humidity). This value corresponds to the quantity of non-volatile components present
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Fig. 5.16 Normalized mass as a function of normalized time of the blood and water pools. Exper-
iments were carried out at 20 or 30% humidity, on linoleum or oak wood surfaces. The hematocrit
values of the blood ranged between 44.7 and 49.3% [33]

in the blood, and it is according to hematocrit level, which explains the variations
observed on the graph due to the initial hematocrit value.

The analysis of the evaporation rate J∗ of blood pools of differentmasses according
to the remaining water allows to investigate deeply the loss of mass. This evaporation
rate corresponds to a mass diffusion flow. Figure 5.17 shows the drying dynamics
of five human blood pools of different initial masses and hematocrit level, under a
temperature of 23 °Cand relative humidity of 20%on the same substrate, a tile.Noting
that the curve of m = 0.30g corresponds to a large drop, which explains the high
evaporation rate, their dynamics was given in detail in Sect. 5.2.2. The evaporation
dynamics of the other pools is similar to those of the alumina gels studied byDwivedi
[14]. After the creation of blood pools, the evaporation rate decreases rapidly during
spreading and coagulation, until the beginning of the second stage (Gelation). Then,
evaporation will take place at a constant rate characterized by a plateau until the
end of the third stage (Rim desiccation). Finally, from the fourth stage, evaporation
takes place in the porous medium, therefore, the evaporation rate decreases until total
drying.

As can be seen in Fig. 5.17, the rate of evaporation decreases as the mass of the
pool increases. A largemass results in a larger contact surface area. The phase change
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Fig. 5.17 Evaporation rates of pools having various initial masses (mi), drying at 20% humidity,
T = 23 ± 1 °C, on the same surface, a tile [33]

produces humidity surrounding the pool, which slows down evaporation. Therefore,
the larger the size, the more difficult it is for the aqueous phase to transform into
vapor, since the surface is already saturated.

The drying of a blood pool has the same dynamics as alumina gels, and the
evaporation rate can be strongly influenced by the size of the pool. Also, the latter is
dependent on the shape of the pool. Smith et al. showed that the evaporation rate of
21 blood pools with the same initial mass mi is different. accordingly, they developed
a shape factor named L∗ to take into account the shape of the pools, and it is given
by the following equation:

L∗ = A

hP

with A, the area (in m2), h, the height (in m) and P, the perimeter of the pool (in m).
The height is estimated using the following approximation:

h = V

A

V is the volume (in m3), it can be calculated with the following equation:

V = m

ρ
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The evaporation rate is a mass flow rate per unit area, which has been calculated in
the first part by using the total area. However, by using the wet area, i.e., a monitoring
of the drying front by image processing software, Smith et al. were able to determine
a constant evaporation rate independent of the pool size. This evaporation rate can
be expressed as a function of the transfer coefficient, since the evaporation process
takes place across an interface. Assuming that the blood pool is in the open air and at
a temperature below the boiling point of water, and the ambient pressure is normal,
the mass transfer equation can be given by [11]:

j∗ = Ki
MPw

RT

with Ki the transfer coefficient from the liquid to the gas state (in kg m−1), M the
molar mass (in kg mol−1), Pw the saturating vapor pressure of water at the surface
(in J m−3), R the universal gas constant (in J mol−1 k−1) and T the temperature (in
K). This equation shows that in the case of the evaporation of blood pools, the rate
of evaporation depends on the temperature and the humidity. The saturating vapor
pressure of water is given as a function of temperature by the Antoine equation [17].
The evaporation rate equation can be written as follows:

Ki = j∗
RT

MPw

The transfer coefficient represents the velocity of movement of a species from
one phase to another. A high value of Ki implies a fast mass transfer, otherwise
a slow mass transfer. The connection of the transfer coefficient with the diffusion
coefficient allows to link the evaporation of a blood pool to Fick’s law. In order to
obtain a diffusion coefficient, Smith et al. multiplied the transfer coefficient by the
Knudsen layer, LK. The latter represents the thin evaporation layer of the vapor close
to the liquid, it was used as the characteristic length, and is given by the following
equation:

Lk = kT

πd2Pa

where k is Boltzmann’s constant (in m2 kg/s2k), T is temperature, d is molecular
diameter and Pa is atmospheric pressure.

As we said before, the drying of blood pools depends on the shape of the pool. In
order to tackle its effect on the calculation of the diffusion coefficient, the shape
factor is taken into account. As results, the transfer coefficient Ki of the four blood
pools is weighted by the shape factor root L∗1/2 and the characteristic length LK. The
diffusion coefficients obtained for each pool are presented in Fig. 5.18 as a function
of the amount of water remaining in the blood. The four curves have the same plateau
with an approximately constant value equal to 1.10−9 m2 s−1. This value represents
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Fig. 5.18 Evaporation rate of water weighted by (RTLkL∗1/2)/(MPw) against the percentage of
water left in pools having different initial masses (mi), drying at 20% humidity, T = 23 ± 1 °C, on
the same surface, a tile [33]

the diffusion coefficient of blood pools noted Dblood, under a temperature of 23 °C
and a relative humidity of 20%. In Fig. 5.18, at the beginning and at the end of
drying, the values do not follow this plateau. Directly after deposition of the pool on
the substrate and before coagulation, the dynamics of the drying is the same as that
of water, which explains the decrease in the evaporation rate, hence the coefficient
of diffusion, during this first phase. After reaching the plateau, the drying of blood
pools has the same dynamics as that of a gel. At the end of the drying process, the
image processing software is unable to detect the wet surface, therefore the values
of the evaporation rate are biased at the end.

This important result shows that the drying of blood pools is a complex problem,
involving several parameters such as blood composition, environmental conditions,
substrate nature and the shape and size of the pools. Smith et al. through their studies
were able to show that the drying process of a blood pool follows the same dynamics
of a gel dried under the same conditions. Also, taking into account the influence of
shape and size on evaporation through shape factor and the monitoring of the wet
area, they determined a blood diffusion coefficient denoted byDblood. This coefficient
is determined under a temperature of 23 °C and a relative humidity of 20%, however,
further studies are needed to determine it under different conditions of temperature
and relative humidity. Mainly, the increase in temperature leads to rapid evaporation,
hence a higher diffusion coefficient. Relative humidity affects evaporation, so that
its increase causes a decrease in Dblood. Therefore, fundamentally, we can say that
shape, temperature and humidity are the key parameters to understand the drying of
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blood pools. Unfortunately, this is not the case since the geometry of the pool plays
an important role during this process. As we know, a round pool evaporates faster
than a thin, large pool, since the thin evaporation layer of the vapor near the liquid,
Knudsen layer, saturates faster in the former case.

The correlation found between the diffusion coefficient Dblood and the transfer
coefficient Ki has practical applications in crime scene investigation, and fromwhich
Smith et al. have developed a reliable and patented model for the temporal recon-
struction of crime scenes, which we will discuss in detail below. Currently, blood-
stain pattern analysts (BPAs) need tools that are non-destructive, reliable and based
on scientifically confirmed methods, and also that can be easily brought to crime
scenes. And the evolution of the drying front during the drying of blood pools is
of a great interest for BPAs, as it can be followed over time by photography. Also,
photography is one of the most used tools in crime scenes. Therefore, the aim of
their study was to implement a method that allows to get the time in which the pool
was created, from its drying morphology and by using the diffusion coefficient.

Under constant drying conditions, with a temperature of 23 °C and a relative
humidity of 20%, the evaporation rate of blood pools can be calculated using the
constant value Dblood = 1.10−9 m2 s−1:

J∗ = Dblood
MPw

LkRTL∗0.5

L* is obtained by: L*= Ai
hP

where Ai is the total area of the pools, and P its perimeter, both can be calculated
from a simple picture of a pool Fig. 5.13. h is the thickness, it is estimated from the
calculation of the average of 30 different pools created under the same surrounding
conditions, and it is equal to 1.44 ± 0.19 mm. From a picture of a pool of blood,
we can have the variation of the wet area, i.e., the advancement of the drying front.
So, making a relation between the latter and the variation in mass seems necessary,
since, in a crime scene, we cannot have mass. Figure 5.19 shows the normalized
variation in mass versus variation in wetted area, of three pools of different masses.
As results, the three curves overlap, and they have the same tendency. In this figure,
Ai = Atot and mi = hAiρ is the initial mass of the blood pool. The adjustment gives
the following function:

m

mi
= 1 − α

[
1 −

(
A

Ai

)]β

with α = 0.78 and β = 0.16 are the fitting parameters.
Now we have the wet area as a function of mass. The time at which the pool was

created can be estimated by integrating this last function in relation to the evaporation
rate given by:
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Fig. 5.19 Normalizedmass as a function of normalizedwet area for different pools having different
initial masses (mi), drying at 20% humidity, T = 23 ± 1 °C, on the same surface, a tile [33]

J∗ = δm

δtAi

δm = mi − mx and δt = tx − ti, tx the time in which the picture was taken, and Ax

the wet area at time tx. At t_i = 0 s, the expression of tx is given by:

tx =
αRkbT2A0,5

0 h0,5ρ
[
1 −

(
At
A0

)]β

πd2MP0,5
t DbloodPwPa

This correlation is verified for many pools of different shapes and sizes dried under
the same conditions, and it has an average error on the estimate of the creation time
of the pools of 5%.

5.2 Conclusion

As evidenced in this chapter, whole human blood is a reality complex fluid that
spread, wet and then dry not only depending of course on the substrate nature but
also depending on the surrounding conditions. We evidenced the influence of the
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relative humidity on both the blood phase separation that occurs at high humidi-
ties. The perspectives of a better understanding of blood behavior on substrates are
obvious for biomedical applications that need perfect reproducibility. As requested
by courthouses in Europe and the USA, a better knowledge is also needed in forensic
sciences in order to avoid justifying a criminal decision on the BPA guess or own
experience. This is why, in 2015, the Bloodstain Pattern Analysis discipline has been
included as a branch of NIST in order to gain more scientific rigor.
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Chapter 6
Evaporation Effect on the Contact Angle
and Contact Line Dynamics

Vadim S. Nikolayev

Abstract This chapter shows how evaporation and condensation can modify the
wetting conditions. First, we review the microscopic-scale phenomena acting near
the contact line: Kelvin effect, hydrodynamic slip, vapor recoil, surface forces, and
interfacial resistance. Then we address the theory of liquid flow in the wedge under
evaporation at partial wetting conditions, more common in practice than complete
wetting. The importance of the correct formulation of the boundary conditions at
the contact line is shown. Two main evaporation regimes are addressed next. First,
the evaporation into a pure vapor atmosphere is considered (like in bubble growth
in boiling). It is controlled by the flow in the liquid. In the presence of contact line
receding, this problem is solved by asymptotic matching of the three liquid regions:
(i) the microregion near the contact line controlled by the phenomena described
above, (ii) the intermediate region where the surface tension competes with the
viscous effects, and (iii) the macroregion controlled by the liquid bulk effects. The
asymptotic matching results in an expression for the apparent contact angle that
depends both on the evaporation rate and on the contact line velocity. From such an
analysis, the contact line receding dynamics caused by evaporation can be found.
The theory is then compared to the available experimental data. Finally, we consider
another regime of wedge evaporation, that in the atmosphere of the neutral gas,
controlled by the vapor diffusion in the diffusion boundary layer. As the evaporation
is weaker in this case, its effect on the apparent contact angle is smaller. However,
we show how it depends on the key parameters of evaporation, e.g., the boundary
layer thickness.

Keywords Partial wetting · Evaporation · Diffusion · Kelvin effect · Contact line
dynamics
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Ca capillary number
D diffusion coefficient of vapor in the non-condensible gas, [m2/s]
e Euler number � 2.71
f accommodation coefficient
h liquid layer thickness [m]
In modified Bessel function of the first kind of the order n
J mass evaporation flux, [kg/(m2·s)]
K curvature, [m−1]
k heat conductivity [W/(m·K)]
Kn modified Bessel function of the second kind of the order n
L macroscopic length scale, [m]
L latent heat, [J/kg]
l length [m]
� characteristic length scale [m]
M molar mass [kg/mol]
m mass [kg]
n normal vector to the interface
P surface force energy [J/m2]
p pressure [Pa]
q heat flux [W/m2]
R radius of drop base, [m]
r radial distance, [m]
Ri interfacial thermal resistance, [(K·m2)/W]
Ri
di f f interfacial kinetic resistance, [s/m]

Rg universal gas constant [J/(mol·K)]
R dimensionless interfacial resistance
S spreading coefficient, [N/m]
T temperature [K]
t time [s]
V volume, [m3]
v liquid velocity [m/s]
W interfacial energy [J/m2]
w width of dewetting ridge [m]
x, y, z cartesian coordinates, [m]

Abbreviations

CL Contact Line

Greek symbols

β dimensionless slip length
� difference
δ modified capillary number
γ Marangoni coefficient, [N/(m·K)]
� thickness of diffusion boundary layer, [m]
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μ liquid shear viscosity, [Pa·s]; chemical potential, [J/kg] (in sec. 6.1.2.2 only)
ν liquid kinematic viscosity [m2/s]
	 liquid 1D flux [m2/s]
φ interface slope
� disjoining pressure, [Pa]
ρ density [kg/m3]
σ interface tension [N/m]
θ contact angle
ε dimensionless deviation from equilibrium

Superscripts

i interfacial

Subscripts

ad adsorption
app apparent
CL contact line
K Kelvin
L liquid
micro microscopic
S solid heater or substrate
s slip
sat saturation
V Voinov or vapor

6.1 Introduction

Evaporation and condensation phenomena aremetwidely both in everyday life and in
various industrial processes. Some evident everyday examples are the water boiling
in one’s kitchen, linen drying in open air or the morning dew disappearance on the
windshield of a car. As industrial examples, one can list the steam generation for
turbines used in power plants and the two-phase cooling of microprocessors with
heat pipes used now in every laptop computer and mobile phone. One can recall also
the spray cooling in high-power heat exchangers or the drying of solvent during thin
film coating based on the colloidal solutions. In all these cases, a solid surface in
contact with the liquid can be partially dried so that the triple liquid-gas-solid contact
lines appear.

The experimental studies of the evaporation effect on wetting are difficult and
thus quite rare; for this reason, this chapter is mainly theoretical. Some experimental
data are, however, discussed in Sect. 6.2.5 below.

The contact line problem is a particular case of the free-interface problem, which
can be theoretically considered; thanks to the Laplace equation
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�p = Kσ (6.1)

that defines the local interfacial pressure jump

pV − pL = �p, (6.2)

in terms of the surface tension σ and its curvature K ; the pressures at the interface
on both sides of it are denoted pV (vapor) and pL (liquid).

Note that the physical phenomena presented in this chapter remain invariant with
respect to the sign of the mass exchange so the presentation below applies to the
condensation case as well.

The mass exchange rate is always limited by the slowest dynamic phenomenon.
For this reason, the physics of evaporation differs depending on the gas composition.
One can consider two limit cases. In thefirst, the gas is air (or another non-condensible
gas) with a relatively small vapor density. This is a case of drying in open air in the
absence of substrate heating. The slowest dynamic phenomenon is the vapor diffusion
necessary to evacuate the vapor from the gas-liquid interface to the gas bulk. The
diffusion occurs in a boundary layer that forms near the interface. Farther away, the
convection takes over.

In the second case, the gas is a pure vapor of the evaporating liquid and the
evaporation occurs because of the substrate heating. The diffusion is not relevant
here and the evaporation is limited only by the heat supply rate. Evidently, the mass
exchange is much stronger in the second case. This is the case, e.g., of bubble growth
in boiling.

In a tiny vicinity of the contact line called microregion hereafter, the liquid forms
a curved wedge. Such a geometric singularity causes a strong increase of evaporation
in its vicinity, which is one of the motivations for the studies of contact lines in the
presence of phase change. There is another, perhaps even more important reason for
the interest in the microregion. As will be discussed in Sect. 6.1.1, the singularity of
themass transfer causes a strong curvature that leads to a large apparent contact angle
(i.e., the slope of the gas-liquid interface at a macroscopically measurable scale). In
other words, evaporation can lead to a non-negligible change in wetting conditions.
This change is controlled by effects that act at the microscopic scale. The objective
of this chapter is to show how this apparent angle can be determined and to analyze
its dependence on the system parameters.

The two-dimensional geometry is considered below. This is justified by a much
stronger curvature of the gas-liquid interface in the plane perpendicular to the solid
than in the plane parallel to the solid.

This chapter is structured as follows. First of all, a qualitative picture explaining
the evaporation impact on the contact angle is given. In the following sections, the
microscopic phenomena that are important in the microregion but negligible on the
macroscopic scale are considered. Themain part of the chapter is devoted to two limit
cases of evaporation: first, the evaporation to the pure vapor and next, the isothermal
liquid drying in the atmosphere of another gas.
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Fig. 6.1 Liquid wedge at
evaporation. The fluid flow is
shown by the blue arrows vapor

solid
θmicro

liquid

θappA

BJ

6.1.1 How Evaporation Can Modify the Wetting Conditions?

First of all, one shouldmention that the evaporation cannot influence the static contact
angle because it is controlled by the balance of intermolecular forces that are in most
cases attractive and thus tend to prevent evaporation (see [45] for an extended dis-
cussion). Evaporation can only impact the apparent contact angle, i.e., that observed
macroscopically. To understand this impact, let us begin with a qualitative consider-
ation of microregion. There are two physical reasons for the difference between the
apparent and microscopic contact angles. Both reasons are linked to the strong evap-
oration in the microregion. The first is related to the viscous pressure drop caused
by the liquid flow. The second is the vapor recoil effect. We discuss here only flow-
induced apparent contact angle. The vapor recoil will be discussed in Sect. 6.1.2.4.

Consider two points A and B on the vapor-liquid interface of the wedge at evapo-
ration, with point B closer to the contact line than point A (Fig. 6.1). Evaporation is
the strongest in the contact line vicinity, so there is a liquid flow toward the contact
line to replenish the liquid loss. Because of the viscosity, a pressure drop appears, so
there is a difference between the liquid pressures at points A and B:

pA
L > pB

L .

On the other hand, the vapor flow is much quicker, so the pressure pV at the vapor
side of interface is spatially homogeneous. From Eqs. (6.1–6.2), one concludes that
K B > K A, so that the interfacial curvature grows toward the contact line. Note that
the curvature is a rate of change of the interface slope along the interface (it is its
geometrical definition). This means that the slope varies sharply near the contact
line, which can cause a strong difference between the microscopic contact angle
θmicro and the macroscopic (apparent) contact angle θapp. This effect has first been
discovered by Wayner et al. [58] and studied by many other researchers. Initially,
it was, however, incorrectly attributed to the impact of surface forces discussed in
Sect. 6.1.2.3.
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Fig. 6.2 Variation of the
tangential component of the
liquid velocity in the close
vicinity of a solid in case of
the a no-slip boundary
condition and b in case of
the hydrodynamic slip. The
slip length geometrical
definition is shown

b)a)
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6.1.2 Relevant Microscopic Phenomena

Evidently, near the contact line, the distance between the liquid-vapor interface and
the solid is very small. This is why several effects, otherwise completely negligible,
become important in this region.

6.1.2.1 Hydrodynamic Slip

For a hydrodynamic problem, one needs to define the boundary conditions, in
particular, on the solid surface. One evident condition is the non-penetration of the
liquid into the solid. The normal to the surface component of the liquid velocity vz
is thus zero (cf. Fig. 6.2a for the reference system). Usually, one considers that the
liquid molecules stick to the solid, so the tangential to the surface component vx
of the liquid velocity is zero. This is referred to as the no-slip condition (Fig. 6.2a).
When the surface is non-wettable, the statistical physics of liquids [21] shows that the
liquid can slide along the solid when the tangential hydrodynamic stress is large. This
phenomenon is characterized by the slip length ls defined with the Navier boundary
condition (Fig. 6.2b)

vx = ls
∂vx

∂z
. (6.3)

One needs tomention that the slip of liquid along the solid substrate is well confirmed
experimentally [43], and measurements permit to determine the slip length within
10nm accuracy [6]. The slip length can also be obtainedwith themolecular dynamics
simulations. More detailed discussion on this phenomenon may be found in the
review articles [30, 32]. The characteristic value of ls is of the order of 20nm. The
slip effect is expected to be important at a distance �s ∼ ls/θmicro from the CL where
θmicro is a contact angle assumed to be small here. It appears in the denominator
because the slip length is measured along the z axis. For small θmicro, �s � ls .

6.1.2.2 Kelvin Effect

The Kelvin effect, sometimes called the Gibbs-Thomson effect [31], provides a
dependence of the local temperature Ti of the vapor-liquid interface on the local
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interfacial pressure jump �p. It depends on the interface curvature (cf. Eq. 6.1) and
on several other factors discussed in the next sections. Consider a portion of the
liquid-vapor interface that may globally be out of equilibrium. The portion is, how-
ever, assumed to be at local equilibrium, so the following equality holds for the
chemical potentials of the phases:

μV (pV , T i ) = μL(pL , T
i ) (6.4)

A similar expression can be written for a flat liquid-vapor interface at equilibrium at
the temperature T i , where both liquid and vapor pressures are equal to p0 = psat (Ti )

μV (p0, T
i ) = μL(p0, T

i ). (6.5)

Let us develop now both sides of Eq. (6.4) into the Taylor series around p0 by using
the thermodynamic relation (

∂μ

∂p

)
T

= 1

ρ
,

where ρ is the density. With the help of Eq. (6.5), one readily obtains

pV − p0
ρV

= pL − p0
ρL

. (6.6)

By using Eqs. (6.2, 6.6), one gets

pV = p0 − �p
ρV

ρL − ρV
. (6.7)

In what follows, we assume the smallness of the difference |pV − p0| � p0.
For the pure vapor case, one can make use of the Clausius-Clapeyron equation

dp

dT

∣∣∣∣
sat

= LρLρV

Tsat (ρL − ρV )
, (6.8)

where L is the latent heat and Tsat = Tsat (pV ). With the relations

dp

dT

∣∣∣∣
sat

= p0 − pV
T i − Tsat

and (6.7), one gets the final expression for the local equilibrium interface temperature
as a function of pressure jump

T i = Tsat

(
1 + �p

LρL

)
. (6.9)
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For the evaporation into the open air, one can use the ideal gas equation for the
vapor

pV = ρi
V

RgT

M
, (6.10)

p0 = ρ0
RgT

M
, (6.11)

where ρ0 is the saturation vapor density in the air over the flat interface at equilibrium,
Rg is the gas constant and M , vapor molar weight. By using these expressions in
Eq. (6.7), one finally obtains the local equilibrium interfacial vapor density ρi

V as a
function of pressure jump under the assumption ρi

V � ρL

ρi
V = ρ0 − �p

Mρ0

ρL RgT
, (6.12)

Note that only the local (and not global) equilibrium hypothesis was used. This
means that the quantities T i , ρi

V are allowed to vary along the interface while fol-
lowing the variation of �p.

6.1.2.3 Surface Forces

Consider a thin liquid film of a homogeneous thickness h on a solid substrate at
equilibrium (Fig. 6.3).

The liquid is surroundedby its vapor and the system is at the saturation temperature
Tsat given by the bulk vapor pressure. The excess free energy W (appearing due to
the existence of interfaces) per unit area is

W (h) = σSL + σ + P(h), (6.13)

where the first two terms on the right side are the tensions of the solid-liquid and
vapor-liquid interfaces, respectively. The term P(h) is the energy of the surface (or
thin film) forces [22] that appear because of the molecules of the solid “feel” the
vapor-liquid interface. It is a differential contribution (proportional to the difference
of liquid and vapor densities) of the interactions of the liquid and vapor molecules
with those of the solid. Evidently, the h scale at which P(h)matters is defined by the

Fig. 6.3 Thin liquid film on
a solid substrate vapor

liquid

solid
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range of intermolecular interaction. Usually, this distance does not exceed several
tens of nm. Obviously, P(h → ∞) = 0.

The limit h → 0 may be attained at partial wetting. It is evident that W (h → 0)
has to be finite in this case. It has been postulated by Brochard-Wayrt et al. [8] that

W (h → 0) = σSG, (6.14)

which corresponds to the energy of the dry (bare) solid-gas interface. Equations
(6.13, 6.14) then lead to the constraint P(h → 0) = S, where

S = σSG − σSL − σ (6.15)

is the spreading coefficient. A more general case [59, 60] P(h → 0) ≥ S is adopted
here. The inequality can be justified by the existence of a residual monolayer of fluid
molecules at the solid surface that can modify the surface energy so W (h → 0) >

σSG .
With the account of the surface forces, the Laplace equation (6.1) becomes

�p = Kσ + �(h), (6.16)

where � is called the disjoining pressure related to P via

� = −∂P

∂h
. (6.17)

In general, the disjoining pressure includes contributions from dispersion, electrical
double layers, electrostatic and structural forces [22]. Within a conventional for the
contact line problem approach [45, 58], only the dispersion component (neglecting
the retardation effect) is accounted for. This is justified for h � 10 nm

�(h) = A/(6πh3). (6.18)

The Hamaker constant A is positive for conventional couples of solid surfaces and
fluids. For the “high-energy” metal or oxidized surfaces, its value is A ∼ 10−20 −
10−19 J.

Because of singularity of Eq. (6.18) at h → 0, such a � dependence usually
results in a configuration where the solid is covered with a continuous (wetting or
adsorption) film, of at least nanometric thickness had , so that the vapor contact with
the bare solid is nonexistent. Such a situation corresponds to the complete wetting
case. When a liquid wedge configuration is forced by the macroscopic liquid shape,
the wedge ends by the film (Fig. 6.4a). Another solution [17], where the contact line
exists even for the complete wetting case, prevails when the evaporation rate is higher
than a threshold [48], so that the film dries out (Fig. 6.4b) and h(x) ∼ √

x near the
contact line x = 0.
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Fig. 6.4 Wedge shape in the microregion: a for complete wetting at equilibrium; b for complete
wetting and strong evaporation (with the dried wetting film) [17]; c for the partial wetting (the dotte
dline corresponds to the solution b)

At equilibrium, the wedge geometry appears at partial wetting (Fig. 6.4c), where
S < 0.At a distance from the contact line,where the surface forces vanish (where h �
100 nm), the meniscus slope is θY defined by the Young formula cos θY = 1 + S/σ .
At a smaller scale (h ∼ 1 nm), the meniscus forms a contact angle θmicro linked to
θY via the expression [60]

cos θmicro = 1 + S − P(h → 0)

σ
= cos θY − P(h → 0)

σ
. (6.19)

Note that the assumption (6.14) results in θmicro = 0; amore general case is considered
here.

Todescribe the partialwetting configuration at equilibrium, the disjoiningpressure
must be regularized at small h, e.g., [26]

�(h) =
{
C1h + C2, h ∈ (0, hm)

A/(6πh3), h ∈ (hm,∞)
(6.20)

Indeed, �(h) needs to be integrable at h → 0; P(h) would be infinite otherwise,
which is nonphysical. The constant hm is of the order of several nm and defines the
position of the maximum of the �(h) function; C1,2 are the constants defined from
the continuity of �(h) at h = hm as

C1 = (A − 4πh2m P(h → 0)/(2πh4m),

C2 = (6h2mπ P(h → 0) − A)/(3πh3m),

where P(h → 0) can be determined from θmicro and θY via Eq. (6.19).
At h ≥ hm but still in the contact line vicinity, the interface follows the

√
x

law, which cross-overs to the straight wedge shapes both at h < hm and at larger
h (Fig. 6.4c) but of different slopes. The slope near the contact line is θmicro. Farther
away, it is equal to θY at equilibrium (cf. Eq. 6.19) and is different from it when the
phase change occurs.

The above approach has been developed in the “local” approximation, where P is
assumed to be independent of the spatial variation of h (i.e., of its spatial derivatives).



6 Evaporation Effect on the Contact Angle and Contact Line Dynamics 143

Fig. 6.5 (a) Vapor recoil
force. (b) Effect of the vapor
recoil on the apparent
contact angle

A more adequate but also more complicated non-local approach [51] (where P is
considered to be a functional of h(x)) gives a correction to (6.19) at large θY . In
particular, θmicro �= 0 even for P(h → 0) = S. For small angles, the results of the
local and non-local approaches are essentially the same.

6.1.2.4 Vapor Recoil

Let us consider now a portion of the liquid-vapor interface of area A at evaporation
conditions; see Fig. 6.5a. Every fluid molecule evaporated from the liquid interface
causes a recoil force analogous to that created by the gas emitted by a rocket engine. It
pushes the interface toward the liquid side in the normal direction. This force appears
because the fluid necessarily expands while transforming from liquid to gas phase.
Obviously, the stronger the evaporation rate, the larger is the vapor recoil force.

During the time dt , the fluid mass dmV changes state from liquid to vapor. This
mass can be expressed as

dmV = ρV dVV = −ρLdVL , (6.21)

where dVL(dVV ) is the volume change of the liquid (vapor). As a consequence, the
interface displacement is dl = −ndVL/A, where n is the unit vector normal to the
interface and directed into the liquid.

The conservation of momentum for the control volume shown in Fig. 6.5a reads

(vV + vi )dmV + prdt A = 0, (6.22)

where pr is the vapor recoil force per unit area, vi = dl/dt is the velocity of interface
and vV = −ndVV /(Adt) is the velocity of vapor with respect to the interface. By
using this expression together with Eq. (6.21), the Eq. (6.22) can be rewritten as

pr = nJ 2

(
1

ρV
− 1

ρL

)
, (6.23)

where
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J = 1

A

dmV

dt
(6.24)

is the mass evaporation flux.
Note thatpr is directed toward the liquid both for evaporation (J > 0) and conden-

sation (J < 0) cases. The vapor recoil pressure enters the pressure balance equation
as [38]

Kσ = �p + pr , (6.25)

where pr = |pr |. In addition to the Kelvin term (6.9), a vapor recoil term appears in
the interface temperature expression [4].

T i = Tsat

[(
1 + �p

LρL

)
+ J 2

2L

(
1

ρ2
V

− 1

ρ2
L

)]
. (6.26)

The vapor recoil effect causes an increase in the apparent contact angle just like
the viscous pressure drop discussed in Sect. 6.1.1. Indeed, the vapor recoil is the
largest near the contact line (where J is very large, cf. Fig. 6.5b). As the curvature K
increases with pr , according to Eq. (6.25), the slope changes strongly in the contact
line vicinity [38], which causes a difference between θapp and θmicro, just like in the
pressure drop caused effect described in Sect. 6.1.1. The relative contribution of this
effect is especially strong near the liquid-vapor critical point [39], where it causes
the boiling crisis: the apparent contact angle growth induces the growth of dry area
under the bubbles, which, in turn, triggers the complete heater dewetting.

6.1.2.5 Interfacial Kinetic Resistance

Up to now, we have considered the interface at a local equilibrium. This assumption
holdswhen phase change rates are smaller than some generally quite high value. Even
for modest average evaporation rates, high local evaporation rates can be attained in
the contact line vicinity.

The non-equilibrium effects can be analyzed with the Schrage molecular-kinetic
theory of evaporation [9] by using the ideal gas assumption for the vapor. According
to this theory, the statistical distribution of the speeds of molecules is the Maxwell
distribution. If the average vapor velocity is zero and the vapor is at temperature TV ,
the mass flux perpendicular to a plane is

pV

√
M

2πRgTV
.

When the vapor flows with a velocity vV perpendicularly to a plane, it is evident
that the mass fluxes J+ along vV and J− against to vV should differ and depend on
vV because the velocity distribution becomes asymmetric. The expressions for them
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read

J+ = �(a)pV

√
M

2πRgTV
, (6.27)

J− = �(−a)pV

√
M

2πRgTV
, (6.28)

where
�(a) = exp(−a2) + a

√
π[1 + erf(a)] � 1 + a

√
π

for a small

a = vV√
2RgTV /M

= J

pV

√
RgTV
2M

.

The latter equality is obtained by using the vapor mass flux expression J = vVρV

and the ideal gas equation.
Consider now the liquid-vapor interface at evaporation. It is assumed that a part of

molecules that come to the interface can be reflected by it, so that the actual incoming
flux arriving back to the liquid is smaller than J−

JL = f J− = f �(−a)pV

√
M

2πRgTV
, (6.29)

where f is called the evaporation coefficient. At equilibrium (J = 0), the incoming
flux would be equal to the outgoing flux

JV = f p0

√
M

2πRgT i
. (6.30)

The case J > 0 differs from the case J = 0 only by a smaller value of JL (given by
Eq.6.29) while JV remains to be given by Eq. (6.30). Evidently, T i = Tsat (p0). By
writing J = JL + JV one obtains

J = 2 f

2 − f

√
M

2πRg

(
p0√
T i

− pV√
TV

)
. (6.31)

The temperature is assumed to be continuous (T i = TV ) so the small interfacial
temperature jump [16] thatmay exist in some particular cases (like strong evaporation
into vacuum) is neglected, so that Eq. (6.31) becomes finally
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J = 2 f

2 − f

√
M

2πRgT i
(p0 − pV ). (6.32)

For the (isothermal) evaporation into the open air, one can again use Eqs. (6.10–6.11)
to obtain

ρi
V = ρ0 − J Ri

di f f , (6.33)

where ρi
V is the interfacial vapor density; Ri

di f f is called the interfacial kinetic resis-
tance and is defined as

Ri
di f f = 2 − f

2 f

√
2πM

RgTsat
. (6.34)

The value of evaporation coefficient can be set to unity which is verified experimen-
tally [33].

For the pure vapor case, thanks to Eq. (6.8), one can linearize Eq. (6.32) bywriting

p0 − pV = LρLρV

Tsat (ρL − ρV )
(T i − Tsat ),

that results in the expression

T i = Tsat + Ri JL, (6.35)

where Ri is the interfacial thermal resistance:

Ri = 2 − f

2 f

Tsat
√
2πRgTsat/M(ρL − ρV )

L2ρLρV
. (6.36)

By combining the above expressionwith Eq. (6.26), one canwrite the final expres-
sion for the local temperature of the vapor-liquid interface

T i = Tsat

[(
1 + �p

LρL

)
+ J 2

2L

(
1

ρ2
V

− 1

ρ2
L

)]
+ Ri JL. (6.37)

as a function of �p and J that can also vary along the interface.
One should note that Ri is typically is a tiny quantity, so that its effect is notable

only at extremely high heat fluxes that can occur in the microregion.

6.1.3 Liquid Flow in the Wedge

The full Navier–Stokes equations in a wedge with a free curved boundary (i.e., the
gas-liquid interface) are quite complex to solve. In particular, no analytical approach
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Fig. 6.6 Geometry of the
general contact line problem.
The chosen direction of the
normal to the interface is
shown

is possible in a general case, so that the only possible approach is numerical. However,
the numerical algorithms describing such a problem are still insufficiently developed.
The rare existing studies [1, 55] concern mainly the moving contact line problem
with no phase change. Fortunately, there is a powerful tool for such studies: the
lubrication approximation developed independently by [40] and [50] to study the thin
film hydrodynamics. It is based on the smallness of the Reynolds number (because
of the small film thickness). The inertial terms in the Navier–Stokes equations are
thus unimportant and the hydrodynamics can be described by the Stokes equations
in 3D,

∇ pL = �v,

∇ · v = 0,
(6.38)

where v is the liquid velocity and∇ = (∂/∂x, ∂/∂y, ∂/∂z) is the 3Ddifferential oper-
ator. As described in the following sections, these equations can be further simplified
by considering the liquid layer in the thin film approximation.

Note the essential role of the viscosity in the contact line region (Sect. 6.1.1). For
this reason, the theoretical approaches based on the inviscid flow approximation are
not relevant and will not be considered here.

In general, the contact line problem should be considered as transient: evaporation
causes the progressive drying of the substrate.However, a stationary regimewhere the
contact line is pinned by a defect on the solid is equally possible: the liquid is supplied
to the microregion from the liquid bulk to compensate exactly the evaporation losses.

To consider the apparent contact angle, a 2D geometry in the x − z plane (Fig. 6.6)
is sufficient. For thin fluid layers, the fluid is supposed to move mainly along x axis,
i.e., vx � vz , where v = (vx , 0, vz). In addition, the vx variation across the layer is
assumed to be much larger than along it: ∂vx/∂z � ∂vx/∂x . The Stokes equations
then reduce to
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∂pL
∂x

= μ
∂2vx

∂z2
, (6.39)

∂pL
∂z

= 0. (6.40)

By taking the z derivative of (6.39) and using (6.40), one arrives at the equation
∂3vx/∂z3 = 0, the solution of which is

vx = C1 + C2z + C3z
2, (6.41)

where C1,2,3 are independent of z. They are to be determined from the boundary
conditions. The first of them defines the tangential stress at the free vapor-liquid
interface z = h(x) to be equal to the surface tension gradient induced (Marangoni)
stress

μ
∂vx

∂z
= ∂σ

∂x
. (6.42)

The volume flux 	 flowing through the film at a given position x

	 =
h∫

0

vx (z)dz (6.43)

serves as the second equation. The third condition is given by Eq. (6.3). The back
substitution of the solution into Eq. (6.39) written at the vapor-liquid interface results
in

μ	 = ∂σ

∂x

(
h2

2
+ hls

)
+

(
h3

3
+ h2ls

)
∂�p

∂x
, (6.44)

where the equality ∂�p/∂x = −∂pL/∂x has been used. It assumes the constant gas
pressure which can be justified by the small gas viscosity and density with respect
to those of the liquid, so that the gas pressure gradient is much smaller.

By using the fluid mass conservation, 	 can also be expressed via the component
vn = v · n of the liquid velocity normal to the vapor-liquid interface (positive when
directed along n, see Fig. 6.6)

	 �
x∫

xCL

vn(x)dx . (6.45)

Eq. (6.45) can thus be rewritten as

vn = ∂	

∂x
, (6.46)
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where vn is related to the evaporation flux J (6.24) at the interface via the mass
conservation law

J = (vi − vn)ρL . (6.47)

The normal interface velocity

vi = −∂h

∂t

[
1 +

(
∂h

∂x

)2
]−1/2

� −∂h

∂t
, (6.48)

is considered to be positive if directed inside the liquid (as the vector n in Fig. 6.6).
Here the small-slope approximation is applied.

By injecting (6.44, 6.47), and (6.48) into (6.46), one arrives finally at the expres-
sion [37]

∂

∂x

{
1

μ

[
h

(
h

2
+ ls

)
∂σ

∂x
+ h2

(
h

3
+ ls

)
∂�p

∂x

]}
= −μ

(
∂h

∂t
+ J

ρL

)
. (6.49)

In the same, small-slope approximation, the curvature

K = ∂2 h

∂x2

[
1 +

(
∂h

∂x

)2
]−3/2

(6.50)

can be approximated as K � ∂2h/∂x2, and Eq. (6.25) reduces to

σ
∂2 h

∂x2
= �p + pr . (6.51)

If both the slip, Marangoni, and vapor recoil effects are neglected, Eq. (6.49) takes
a simpler form

σ
∂

∂x

(
h3

3

∂3 h

∂x3

)
= −μ

(
∂h

∂t
+ J

ρL

)
. (6.52)

The theory can be generalized to the 3D case by writing

σ∇ ·
[
h3

3
∇(∇2 h)

]
= −μ

(
∂h

∂t
+ J

ρL

)
, (6.53)

where ∇ = (∂/∂x, ∂/∂y) is the 2D differential operator and h = h(x, y, t).
One can distinguish several cases related to the CL motion. When the wedge is

immobile and stationary, ∂h/∂t = 0. On the other hand, the CLmotion is convenient
to consider in the reference where CL is immobile, in which, instead of the ∂h/∂t
term, one has

∂h

∂t
− vCL

∂h

∂x
, (6.54)
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where the CL velocity vCL is assumed to be positive at liquid receding. The ∂h/∂t
term describes now only the slope change. For a large liquid volume, this term is
much smaller with respect to the second, at least in the CL vicinity. This is why in
the next section it is neglected.

6.1.4 Boundary Conditions

Equation (6.49) is the fourth order differential equation. To solve it, one needs four
boundary conditions. In the partial wetting case considered here, two of them are
geometrical constraints defined at the CL

h(x → 0) = 0,

∂h/∂x |x→0 = θmicro.
(6.55)

They are sufficient to describe the macroscopic liquid shape. However, in the micro-
scopic and intermediate regions (i.e., for the wedge geometry), other conditions need
to be imposed. The third boundary condition is given by the matching of the pres-
sure to its macroregion value, i.e., at x → ∞. The interfacial pressure jump in the
macroregion is expected to be much smaller than in other regions because of much
smaller K and J . For this reason, the condition

�p(x → ∞) = 0 (6.56)

is applied.
The fourth boundary condition is not straightforward. It comes from the regularity

of all the variables at the contact line. Indeed, from the physical point of view, the
measurable quantities cannot be infinite. It can be proven mathematically (cf. the
online supplementary material to the work of [28]) that a regular solution indeed
exists for the case of the pure vapor.

The fourth boundary condition is specific to each mode of evaporation. How-
ever, some general features can be determined, in particular, the J asymptotics. We
start from Eq. (6.49), in which ∂h/∂t is replaced by −vCL∂h/∂x as discussed in
Sect. 6.1.3. To comply the evaporation in the open air with no substrate heating, the
Marangoni term is omitted for this derivation (a more complete derivation can be
found in Sect. 6.2.1 below). One can integrate Eq. (6.49) (with the substitution of
from 0 to x and tend x to 0 by assuming the finiteness of J (x → 0). One readily
obtains

x
∂�p

∂x
= μ

lsθmicro

[
vCL − J

ρLθmicro

]
. (6.57)

If the pressure does not diverge at CL (i.e., �p saturates at x → 0), the left-hand
side is zero, so

J (x → 0) = θmicroρLvCL . (6.58)
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In the important particular case of immobile contact line, J (x → 0) = 0.
Equation (6.58) shows that a regular solution can be obtained at the contact line,

in spite of the no-slip boundary condition imposed at the solid-liquid interface: at
the microscopic scale, the interface advances (vCL < 0) by the curvature driven
condensation (J < 0) or recedes (vCL > 0) by evaporation (J > 0). Equation (6.58)
is easy to interpret: in the reference of the fluid wedge, the whole amount of the fluid
flow created by the entrainment by the moving substrate is spent as a mass exchange
at the liquid-vapor interface.

Consider now the case of the isothermalCLmotionwith nooverallmass exchange.
When the contact line advances (vCL < 0), the mass flux at the CL is negative, so
that condensation occurs in the vicinity of the CL. It means that J (s) should change
sign farther away from the CL, so that evaporation occurs there. It should exactly
compensate the condensedmass.Apossibility of such an effectwas already discussed
[44, 49]. Such an effect is discussed in detail in [29].

As the fourth boundary condition, one can use the finiteness of pressure at the
CL. Equation (6.57) suggests a form [25, 37]

x
∂�p

∂x

∣∣∣∣
x→0

= 0. (6.59)

Note the role of the Kelvin effect that is responsible for the explicit form of the
fourth boundary condition. If the Kelvin effect is neglected, the pressure jump at the
contact line cannot be identified explicitly, thus requiring application of asymptotic
methods of solution instead of a generally simpler numerical treatment. Thefiniteness
of pressure and of evaporation flux at the CL clearly shows that the Kelvin effect
alone is sufficient to regularize all the physical quantities.

6.2 Evaporation into Pure Vapor

Now that all the basic “bricks” of microscale phenomena are explained, one can
consider two most important regimes of evaporation listed in Sect. 6.1. First, the
evaporation of liquid into the atmosphere of its pure vapor is discussed. It is an
important case met in numerous industrial applications oriented to cooling, like
growth of bubbles in boiling, heat pipes, and sessile drop evaporation during the
spray cooling.

Near the contact line, the interfacial temperature T i can vary along the interface
according to Eq. (6.37), so the Marangoni stress

∂σ

∂x
= −γ

∂T i

∂x
, (6.60)

can be important. Here γ = −dσ/dT is positive for pure fluids.
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A large amount of work has been done by many researchers to understand this
regime. One can cite the works [2, 19, 34, 35, 45, 48, 54] as the main milestones.

Since the vapor heat conductivity is much smaller than that of the liquid, the heat
flux into the vapor can be neglected, and the interfacial energy balance reads

qi
L = L J. (6.61)

Now, one can see the mass evaporation flux is completely defined by the heat
transfer in the liquid in this regime: the liquid heat flux is spent to compensate the
latent heat of vaporization.

Similarly to the above hydrodynamics approach, one can use the thin film approx-
imation to simplify the heat transfer problem in the contact line vicinity. First, the
thermal inertia of the thin film is small and can be neglected so the problem to solve is
stationary. Second, the heat convection can be neglected at small scales with respect
to the heat conduction, so the temperature distribution in the liquid obeys the equation

∇2TL = 0. (6.62)

The boundary conditions are the fixed temperature both on the solid (where the
superheating �T is fixed) and on the free interface:

TL(z = 0) = Tsat + �T,

TL(z = h) = T i .
(6.63)

One can use the small-slope approximation to solve this problem. The solution that
satisfies the boundary conditions (6.63) results in the heat flux

qi
L = kL

Tsat + �T − T i

h
. (6.64)

at the free interface.
By comparing Eqs. (6.61) and (6.64), one can see that the problem is local in

this regime: the mass flux at coordinate x depends on the substrate and interfacial
temperatures at the same point.

By combining Eq. (6.64) with Eqs. (6.37, 6.61), one obtains the flux

J = �T − �pTsat/(LρL)

L(Ri + h/kL)
− Tsat

2L4ρ2
V

(�T − �pTsat/(LρL))
2

(Ri + h/kL)3
(6.65)

under an assumption that the vapor recoil term in Eq. (6.37) is small (which is true
in most cases).

All the terms of the fourth order set of differential equations (6.49, 6.51) for the
unknown functions h(x) and �p(x) are now completely defined.
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6.2.1 Fourth Boundary Condition

To provide the temperature continuity, the interfacial temperature should be equal to
that of the solid at the contact line. Equation (6.37) thus results in

�p(x → 0) = LρL

Tsat
(�T − Ri J (x → 0)L) − J (x → 0)2ρL

2

(
1

ρ2
V

− 1

ρ2
L

)
.

(6.66)
Similarly to Sect. 6.1.4, to obtain J (x → 0), Eq. (6.49) (now containing the
Marangoni term) is integrated from 0 to x , where x is infinitesimally small. This
results in

− γ
∂T i

∂x
+ θmicrox

∂�p

∂x
= μ

lsθmicro

[
θmicrovCL − J )

ρL

]
. (6.67)

The T i derivative can be obtained by developing Eq. (6.64) into the Taylor series
around h = 0

∂T i

∂x
= −Lθmicro

kL
J, (6.68)

where Eq. (6.61) is accounted for. The substitution into Eq. (6.67) results in the
expression

x
∂�p

∂x
= μ

lsθmicro

[
vCL − J

(
1

θmicroρL
+ lsLθmicro

μkL
γ

)]
. (6.69)

By injecting the value of J from Eq. (6.65) into Eq. (6.69), one obtains a differential
equation for �p. Its solution [25] is quite straightforward and, for this reason, is not
detailed here. From it, one obtains explicitly that �p saturates at x → 0, so that the
Eq. (6.59) indeed holds. Note that such behavior is different from the CL dynamics
[18] for nonvolatile liquids, where the pressure boundary condition cannot be written
and the limit (6.59) is nonzero.

Finally, Eqs. (6.59, 6.69) result in

J (x → 0) = vCL

(
1

θmicroρL
+ lsLθmicro

μkL
γ

)−1

. (6.70)

The pressure boundary condition is easily obtained by substitution of Eq. (6.70) into
Eq. (6.66).

In the particular case of the immobile contact line, J (x → 0) and

�p(x → 0) = LρL�T

Tsat
. (6.71)

This formula is similar to the complete wetting case [47]. In such a situation, J also
vanishes at the left domain border (which corresponds to the flat film at x → −∞, cf.
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Fig. 6.4a). In this case, the boundary condition exactly coincides with the condition
(6.71)written, however, for x → −∞. Note that for Ri = 0 andwhen the vapor recoil
effect is neglected, Eq. (6.71) describes also the moving CL case, cf. Eq. (6.66).

The evaporation flux (6.70) is proportional to vCL .When the contact line advances
(vCL < 0), the heat flux at the CL becomes negative. It means that J (x) changes sign
and condensation occurs in an extremely small vicinity of the CL.

As the fourth boundary condition, one can use either the pressure derivative (6.59)
or directly the pressure value (6.66) with the substitution of the mass flux (6.70).

6.2.2 Asymptotic Analysis for Immobile Contact Line

The asymptotic analysis is helpful to provide some general idea of the behavior of the
apparent contact angle because it results in analytical expressions. They are possible
to obtain for some simple problem statements by neglecting secondary physical
effects.

6.2.2.1 Partial Wetting and Small Superheating

One of the main goals of a microregion model is the apparent contact angle. It turns
out to be possible to obtain an analytic result for its variation with �T when it is
small enough. This result is possible for the “minimal complexity” problem, while
accounting only for the Kelvin effect, which is auto-sufficient to relax the contact
line singularity. The set of equations to be solved is the following:

σ
∂2 h

∂x2
= �p, (6.72a)

∂

∂x

(
h3

3

∂�p

∂x

)
= μ

kLTsat
L2ρ2

L

�p − LρL�T/Tsat
h

(6.72b)

with the boundary conditions (6.55, 6.56, 6.71). The scales σ/(LρL), LρL and Tsat
are used to make the lengths, the pressure jump and the superheating dimensionless,
respectively. The dimensionless counterparts of Eq. (6.72) read

∂2h̃

∂ x̃2
= � p̃,

∂

∂ x̃

(
h̃3

3

∂� p̃

∂ x̃

)
= N

� p̃ − ε

h̃
, (6.73a)

� p̃(x̃ → ∞) = 0, (6.73b)

h̃(x̃ = 0) = 0, � p̃(x̃ = 0) = ε, (6.73c)

∂ h̃/∂ x̃ |x̃=0 = θmicro, (6.73d)

where N = μkLTsat/σ 2 and ε = �T/Tsat .
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We seek a solution by expanding the pressure jump � p̃ and shape h̃ in a regular
perturbation series in ε [25]:

� p̃ = p̃0 + ε p̃1 + O(ε2), h̃ = h̃0 + εh̃1 + O(ε2). (6.74)

One needs to substitute (6.74) into the set (6.73) and collect terms of the same order
in ε. In the zeroth order, one obtains p̃0 = 0 and h̃0 = θmicro x̃ .

The equation for p̃1

h̃0
∂

∂ x̃

(
h̃30

∂ p̃1
∂ x̃

)
= α2( p̃1 − 1), (6.75a)

p̃1(x̃ = 0) = 1, (6.75b)

p̃1(x̃ → ∞) = 0, (6.75c)

where α = √
3N/θ2

micro, does not contain h̃1. One can easily obtain its solution (e.g.,
with theWolframMathematica software) in terms of themodifiedBessel functions
I1, K1 of the first order

p̃1(x̃) = 1 + C1
K1 (α/x̃)

x̃
+ C2

I1 (α/x̃)

x̃
. (6.76)

where C1,C2 are integration constants. Since I1(·) diverges at infinity, the boundary
condition (6.75b) requires C2 = 0. Since K1(z → 0) ∼ z−1, the second constant
C1 = −α is determined from (6.75c); the solution for � p̃(x̃) is thus

� p̃ = ε − ε
α

x̃
K1

(α

x̃

)
+ O(ε2). (6.77)

The condition (6.75b) turns out to be satisfied automatically since K1(z → ∞) →
0 exponentially. According to Eqs. (6.73a), the slope at infinity can be found by
integrating � p̃,

θapp = θmicro + αε

∞∫
0

[
1

z2
− 1

z
K1 (z)

]
dz = θmicro + αεπ

2
.

By returning to the dimensional variables, one obtains the final expression for
the apparent contact angle in terms of the microscopic contact angle within the first
order approximation:

θapp = θmicro + π�T

2σθ2
micro

√
3μkL
Tsat

. (6.78)
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One can see that θapp varies linearlywith the superheating.Note that the slope diverges
for θmicro → 0, i.e. the complete wetting, which is a well-known behavior [47]. The
asymptote (6.78) is shown in Fig. 6.10c below.

A similar result can be obtained in the framework of another approach where
the Kelvin effect is neglected but both the hydrodynamic slip (Sect. 6.1.2.1) and
interfacial thermal resistance (Sect. 6.1.2.5) are accounted for [24]

θapp = θmicro + 3μ�T

ρLLσθ3
microR

i
f

(
ls

Ri kL

)
,

where f (·) is a function of the order one. Note that the simultaneous introduction of
both these effects is necessary to relax the contact line singularity. It is even possible
to extend this result for larger �T [3, 19]

θ4
app = θ4

micro + 12μ�T

ρLLσ Ri
log

(
eθmicrols
θappRikL

)
. (6.79)

However, a practical implementation of thismodel ismore complex than the approach
based on the Kelvin effect.

6.2.2.2 Partial Wetting and Large Superheating

We consider again the set (6.72) but use a different scaling of variables [28]. To find
it, one introduces θapp�K as a reference value for h, where �K is a reference value
for x . By balancing two �p-containing terms in Eq. (6.72b) (the third term is not
meaningful as it can be easily eliminated by shifting of�p by�p(x → 0)), one gets

�K =
√
3μkLTsat
θ2
appρLL

. (6.80)

We, therefore, make the solution dimensionless using

h = θapp�K h̃(x̃) , x̃ = x/�K .

The dimensionless governing equations have the same form as (6.73a–6.73c), where
N is now replaced by 1, and the superheating parameter becomes

ε =
√
3μkLTsat
σθ3

app

�T

Tsat
(6.81)

The boundary condition (6.73d) is replaced by

∂ h̃/∂ x̃ |x̃=0 = θmicro/θapp. (6.82)
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Fig. 6.7 Ratio of the
microscopic and apparent
contact angles as a function
of the superheating
parameter. Numerical
solution: solid line;
asymptotic expansion (6.84):
dashed line
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Like in the previous section, one can proceed by expanding both � p̃ and h̃ in a
regular perturbation series in ε.

One mentions that, with the present scaling, the boundary condition (6.73b) is
equivalent to h̃′(x̃ → ∞) = 1. Therefore, by using this expression to define a back-
ground solution, the asymptotic expansions are

� p̃ = ε p̃1 + O(ε2), h̃ = x̃ + εh̃1 + O(ε2). (6.83)

The solution is exactly like (6.77) but with α = 1. It can be integrated from ∞ to
0, which results in

θmicro

θapp
= 1 − π

2
ε + O(ε2), (6.84)

shown as a dashed line in Fig. 6.7.
Themost important feature of the curve θmicro/θapp(ε) is the existence of a terminal

point εc � 0.297; note that the linear approximation (6.84) overestimates εc by a
factor � 2. When ε approaches εc, θapp � θmicro, which means that the terminal
point can be interpreted as corresponding to the large �T asymptotics. If one fixes
ε = εc in Eq. (6.81), the asymptotic expression for large �T follows:

θapp =
(√

3μkLTsat
εcσ

�T

Tsat

)1/3

. (6.85)

It is natural that at large �T , θapp becomes independent of θmicro, i.e. of its value at
�T = 0. This asymptote is shown in Fig. 6.10c below.

From Fig. 6.7, the terminal point corresponds to θmicro = 0, which means that
Eq. (6.85) is the exact solution corresponding to this case. Since θapp is an increasing
function of θmicro at a fixed �T , Eq. (6.85) provides the precise lower bound for θapp
for a given �T .
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It should be stressed that the specific asymptotic expressions for θapp maybe invalid
when other microscopic effects are accounted for. However, the general tendency
suggested by the asymptotic formulas remains valid. Among such general features,
one can list

• fast growth with �T for small �T and much weaker growth at large �T ,
• strong dependence on θmicro for small �T and a weaker dependence for large �T ,
• increase of the difference θapp − θmicro with μ and decrease with σ .

6.2.3 Parametric Study of the Apparent Contact Angle

In addition to what was mentioned above, in this section we discuss the impact of
other parameters on the apparent contact angle for the case of the immobile CL.
In general, all the fluid parameters impact the apparent contact angle. But some
influence it stronger than the others. The following study has been conducted to
show their impact and explain what it is.

The influence of the two most important parameters, namely, the solid superheat-
ing �T and the microscopic contact angle θmicro is shown in Fig. 6.8. These curves
have been calculated with the above model for the fluid parameters assumed con-
stant. The situation shown in Fig. 6.8 is quite common: θapp grows with both θmicro

and �T .
In the following, we discuss the impact of various microscopic-scale physical

phenomena on the behavior of various parameters in the microregion, including the
most important of them, the apparent contact angle. Unless mentioned specifically,
the numerical calculations discussed here [23] are performed for water at 10 MPa,

Fig. 6.8 Variation of the
apparent contact angle with
�T for different microscopic
contact angle θmicro for water
at 1 atm and ls = 10 nm
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θY = 15◦, ls = 10nm. We use the Eq. (6.72) as a reference and add various effects to
study their impact.

6.2.3.1 Impact of Surface Forces for Partial Wetting

The surface forces can be introduced into the partial wetting theory as explained in
Sect. 6.1.2.3, with the regularized at h → 0 disjoining pressure (6.20). Note that, as
mentioned in Sect. 6.1.2.3, the disjoining pressure leads to the difference between
θmicro, i.e., the slope at a scale smaller than that of the surface forces, and θY , i.e., the
static equilibrium contact angle at a larger (but still nanometer) scale.

The numerical calculations discussed here [26] use the following values related
to the surface forces: θmicro = 1◦, hm = 1 nm and A = 3.7 · 10−20 J.

Examples of the computed shape of the liquid-vapor interface with and without
accounting for the disjoining pressure effect are shown in Fig. 6.9. One can see that
the macroscopic shapes in Fig. 6.9b for the cases � = 0 and � �= 0 are very close.
The curves corresponding to � = 0 and � �= 0 are indistinguishable at this scale
for �T = 0. The impact of the surface forces is visible (Fig. 6.9a) only on a scale
comparable to the characteristic scale (cf. Sect. 6.2.2.2)

�micro
K =

√
3μkLTsat

θ2
microρLL

, (6.86)

which is � 7.2 nm here. The wedge shape follows the trend schematized in Fig. 6.4.
One can check that the variation of the parameters A, hm and θmicro at a fixed θY do
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Fig. 6.9 Wedge shape computed for θY = 15◦ with and without the impact of surface forces. a
Close nanometric vicinity of the contact line. b Large scale view [23]
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not impact the apparent contact angle either [23]. For this reason, in the remaining
part of this chapter, we neglect the surface forces, so that θmicro = θY according to
Eq. (6.19).

6.2.3.2 Impact of the Slip Length

When using the scaling based on �micro
K (6.86), the governing equation including the

slip length can be reduced to the following form by using an approach like in Sect.
6.2.2.2

(h̃ + R )
∂

∂ x̃

[(
βh̃2 + h̃3

) ∂3h̃

∂ x̃3

]
= ∂2h̃

∂ x̃2
− εmicro,

where the slip parameter is

β = 3ls
(θmicro�

micro
K )

.

εmicro =
√
3μkLTsat
σθ3

micro

�T

Tsat

is the dimensionless superheating, and

R = lR
θmicro�

micro
K

. (6.87)

is the dimensionless interfacial resistance (cf. Sect. 6.1.2.5). The scale lR = RikL
is an equivalent thickness of the liquid layer of the same thermal resistance as the
interface. As an example, lR = 2 nm forwater at 10MPa,with Ri given byEq. (6.36).
The constraintR = 0 is artificially imposed here to show the impact of the slip length
alone; the impact of Ri is considered in the next section. Consequently, εmicro and β

are the only parameters defining the behavior of the system.
One can argue that the scales considered in Fig. 6.10a are too small to be physically

reasonable within the continuum mechanics approach. Resolving such small scales
is, however, necessary to find a correct solution at a larger x .

The hydrodynamic slip is well-known to remove the CL singularity for moving
contact line (in the absence of the Kelvin effect). In case of its implementation for the
evaporation with immobile CL [19, 24], similarly to themoving CL case, one obtains
the logarithmically divergent �p(x → 0). While such a divergence is integrable (it
does not case the divergence of integral properties like viscous energy dissipation),
this is still nonphysical as the pressure, being a measurable quantity, cannot be
infinite. The Kelvin effect causes the finite pressure at CL, which is more coherent
from the physical viewpoint. With ls increase, �p decays slower along the wedge
(Fig. 6.10a), so that in the limit β → ∞, the dependence�p(x) approaches a straight
line in the semi-logarithmic scale (indicating the logarithmic pressure divergence)
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Fig. 6.10 Pressure and heat flux spatial variations and the apparent contact angle as a function of
superheating for different slip lengths; R = 0 [23]

and the pressure saturation at x → 0 eventually disappears in the limit β → ∞. For a
fixed x , the pressure jump thus reduces with the ls increase. Since θapp is proportional
to

∫ ∞
0 �p(x)dx , it decreases with ls (Fig. 6.10c).
The liquid-vapor interface heat flux variation along the liquid wedge (Fig. 6.10b)

shows huge heat fluxes localized, however, in a tiny CL vicinity. The maximum of
the local heat flux increases with the slip length. This is due to the fact that pressure
jump (and thus the interface temperature) both saturate at a smaller scale, where
the liquid thickness (and thus the conductive thermal resistance) are smaller so the
flux is larger. However, such flux increase is not strong enough to cause the pressure
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increase. In Fig. 6.10c, the curves θapp/θmicro − 1 vs. εmicro are compared for three
values of β = 0, 0.53 and 2.7. The slopes of the curves for small and large εmicro are
close to those for the case β = 0 described by Eqs. (6.78, 6.85). It is evident that the
apparent contact angle decreases with the slip length, however, the impact of the slip
length is weak for β < 1. This is an expected behavior as the crossover to the regime
controlled by the slip rather than Kelvin effect is expected at β ∼ 1, cf. Fig. 6.11c
below.

6.2.3.3 Impact of the Interface Thermal Resistance

The impact of the interface thermal resistance Ri (see Sect. 6.1.2.5) is studied here.
Figure6.11a shows the interfacial heat flux variation along the liquid wedge for
four different lR values. The length scale at which the flux maximum is attained
remains nearly unaffected by Ri . As expected, the interfacial resistance causes heat
flux reduction. Consequently, the pressure drop becomes smaller, which leads to a
smaller apparent contact angle (see Fig. 6.11b, c).

In Fig. 6.11b, the variation of the parameter θapp/θmicro − 1with the dimensionless
superheating εmicro is shown for three values of R = 0, 0.01, and 1 (which correspond
to lR = 0, 1nm and 10nm for water at 10 MPa and θmicro = 5◦). It is evident that the
apparent contact angle decreases with R , however, the variation is weak. Similarly
to Fig. 6.10c, the curves for R �= 0 look shifted with respect to the curve R = 0. The
slopes for small and large εmicro seem to be the same as for the case Ri = 0. As for
simultaneous account of Ri and ls , they both lead to the θapp reduction (Fig. 6.11c).
An especially fast θapp decrease starts from β = 1.

6.2.4 Simultaneous Contact Line Motion and Evaporation

The contact line receding is quite common at evaporation; its impact on the appar-
ent contact angle thus needs to be investigated. The moving contact line problem is
more complex than its static counterpart. The difficulty comes from the flow caused
by the contact line motion that is not limited to close contact line vicinity. This
becomes evident if one considers a liquid wedge moving along a solid, or rather
solid moving with respect to the liquid wedge (which is equivalent). Because of the
viscous forces, the liquid is drugged by the moving solid not only near the contact
line, but all along the wedge. Thanks to the change of liquid thickness, the hydrody-
namic stress caused by this motion appears to be large only in some vicinity of the
contact line, which is however larger than the vicinity where the evaporation effects
are important. One can show that, in general, three length scales (Fig. 6.12) form an
hierarchy. At the smallest scale, the mass exchange defines the interfacial curvature
and the impact of the contact line motion is negligible. Therefore, this region can be
assimilated to the microregion considered for the immobile contact line (Fig. 6.12a).
Its characteristic size will be called the Voinov length �V ∼ 100 nm for the reasons
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Fig. 6.11 Impact of the interfacial kinetic resistance on the microregion parameters for water at
10 MPa and �T = 0.5 K [23]

that will be evident later on. The macroscopic length scale L is governed by the
capillarity and gravity forces, and possibly the macroscopic fluid motion around the
drop or the bubble (Fig. 6.12c). Typically, L ∼ 1 mm, but it depends on the problem.
In between these two scales lies an intermediate region (Fig. 6.12b) where the impact
ofmass exchange is negligible and the interfacial profile is defined by the flow caused
by the contact line motion; the relevant phenomena here are the surface tension and
viscosity.

Equation (6.49) can describe all the above scales (of course, within the limits of
applicability of the lubrication approximation). If the gravity or other external forces
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Fig. 6.12 Hierarchy of length scales in the moving CL problem with phase change

are important, they should be included in the equation. There are two possible ways
of solving such a problem. In principle, one can calculate it straightforwardly by
numerics. However, this is not easy, as one needs to resolve both small and large
scales, which requires the application of heterogeneous adaptive grids that often
cause numerical instabilities for these nonlinear differential equations. Alternatively,
thanks to the strong scale difference between small and large scales, one can apply a
multi-scale approach. It consists of using a mathematical method called asymptotic
matching two times. First, one couples the micro and intermediate regions and then
intermediate and macro regions to obtain the full solution.

6.2.4.1 Matching of Microscopic and Intermediate Regions

The impact of CL motion will be considered with the “minimal complexity” set
of equations, where among all the microscopic phenomena, only the Kelvin effect
is accounted for [28]. This means that the fluid flow in the wedge is described by
Eq. (6.52) in the reference, where CL is immobile; the ∂h/∂t term is replaced by
two terms (6.54). As the macroregion is not considered, the transient term can be
neglected and only the vCL -containing term remains:
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∂

∂x

(
h3

3

∂�p

∂x

)
= μvCL

∂h

∂x
+ μ

kLTsat
L2ρ2

L

�p − LρL�T/Tsat
h

, (6.88)

where �p is defined by Eq. (6.72a), with the boundary conditions (6.55, 6.56, 6.71).
While comparing two terms in the r.h.s. of Eq. (6.88), one can see that, at large h,
the mass exchange term is small so the contact line motion term defines the wedge
curvature. Inversely, near the contact line, the contact line motion term is smaller.
This kind of behavior is typical for the multi-scale problems.

The asymptotic matching consists of solving two coupled problems. The first
is in the “inner” region (microregion here), and the second, in the “outer” region
(intermediate region here). As discussed above, in the inner region, the problem
(6.72) should be solved (i.e., Eq. (6.88) with no vCL term), while in the outer, the
equation

σ
∂

∂x

(
h3

3

∂3 h

∂x3

)
= μvCL

∂h

∂x
(6.89)

satisfying the boundary condition (6.56). This latter problem describes the moving
contact line with no phase change [17]. According to the asymptotic matching strat-
egy, the behavior at x → ∞ in the inner region should match to x → 0 in the outer.
They should be found during the solution.

After integrating once, Eq. (6.89) reduces to

σ
∂3h

∂x3
= 3μvCL

h2
. (6.90)

Such a problem has an asymptotic (Cox-Voinov) solution first found by [57] far from
the contact line: (

∂h

∂x

)3

= θ3
V − 9Ca log

x

�V
(6.91)

where Ca = μvCL/σ is the capillary number. Two parameters appear here as inte-
gration constants: the Voinov length �V and the Voinov angle θV . Evidently, θV is
equivalent to θapp of Sect. 6.2.2 because it is the apparent contact angle for Ca = 0,
i.e. caused by evaporation only.We introduce it to distinguish from θapp that accounts
now for the contact line motion, cf. Fig. 6.12. Equation (6.91) is valid for all Ca < 0
at liquid advancing. For the receding case (Ca > 0), the situation is more complex;
Eq. (6.91) is valid when the second term on the right-hand side is sufficiently smaller
than the first (below the dynamic wetting transition [13, 52]) because otherwise this
solution cannot be matched to the macroscopic region.

The scaling

�K =
√
3μkLTsat
θ2
VρLL

,

h = θV �K h̃(x̃) , x̃ = x/�K ,

(6.92)
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is similar to that defined in Eq. (6.80) (with θV equivalent to θapp of Sect. 6.2.2.2).
The dimensionless governing equation reads

(h̃′′′h̃3)′ = δ h̃′ + h̃′′ − ε

h̃
, (6.93)

where

ε =
√
3μkLTsat
σθ3

V

�T

Tsat

and

δ = 3Ca

θ3
V

.

To solve this problem, we use an expansion

h̃ = h̃0 + δ h̃δ + O(δ2).

It is injected into Eq. (6.93) and the equations for h̃0 and for h̃δ are written separately.
The equation for h̃0 corresponds to Eq. (6.72) (and to Eq. (6.88) without the first term
in the r.h.s.), and, more generally, to the case of the immobile contact line considered
in Sect. 6.2.2. As we saw this theory results in θV (formerly, θapp) as a function of
�T or its dimensionless counterpart ε. θV is the slope ∂h0/∂x at x → ∞ within the
inner region. Within the scaling (6.92), h̃′

0(x̃ → ∞) = 1.
Consider now the first order, i.e., the outer region equation valid at large x̃ (so the

second term in the r.h.s. of Eq. (6.93) can be abandoned)

h̃′′′
δ h̃

2
0 = h̃δ. (6.94)

According to the asymptotic matching paradigm, the outer region “sees” only the
x → ∞ behavior h̃0 � x̃ in the inner region, so Eq. (6.94) can be easily solved:
h′

δ = − log(x̃�K /�V ). A yet undetermined dimensional “Voinov” length �V plays
role of an integration constant. The full expansion

h̃′ = 1 − δ log(x̃�K /�V ) (6.95)

presents a linearized version of Eq. (6.91). The Voinov length needs to be determined
as a result of the rigorous matching procedure that is easier to make numerically.

The full solution is shown in Fig. 6.13a together with the inner and outer solutions.
It is now evident from Fig. 6.13b that the slope given by the inner problem saturates at
x → ∞ to the Voinov contact angle θV . The curves are shown in a semi-logarithmic
scale, inwhich the outer asymptotic solution (6.95) is a straight line. It can be obtained
as a fit to the full solution at large x̃ . The abscissa of its intersection with the line
h̃′ = 1 gives �V /�K , cf. Eq. (6.95).
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Fig. 6.13 Matching of the micro and intermediate regions [28]

Evidently, the solution of Eq. (6.93) depends on ε, so does �V . This dependence
is shown in Fig. 6.13.

The multi-scale approach developed here for the microregion model based on the
Kelvin effect can be generalized to anymicroregion description. As shown above (cf.
[52] for a review), the hydrodynamic flow generated at the intermediate length scale
is independent of the specific microregion effects discussed in Sect. 6.1. In fact, they
influence the intermediate region only through two parameters, the Voinov length
and Voinov angle. The specific value of �V depends on the microregion model. For
example, for the hydrodynamic slip model in the isothermal case, �V = 3ls/(e θV )

[13]. The complete wetting case is different because �V depends on the CL velocity:
�V = 0.63(A/6πσ)1/2/Ca2/3 [42].

Instead of using the above asymptotic matching approach, the set of Eqs. (6.49,
6.51, 6.65) with the boundary conditions (6.55, 6.56, 6.66, 6.70) can be solved
numerically for the system of interest. However, as Eq. (6.91) shows, the slope
depends (although weakly) on the scale at which it is defined. As a macroscopic
scale, one can use a fixed right boundary xmax of the integration domain, so that the
boundary condition (6.56) is imposed at x = xmax . An example of such a calculation
is shown in Fig. 6.14. It can be checked [26] that it obeys the Cox-Voinov law.

6.2.4.2 Matching to Macroscopic Region: Drop Retraction

The Cox-Voinov law (6.91) is an extremely important result of matching of the
microscopic and intermediate regions (cf. Fig. 6.12). However, a definition of the
apparent contact angle as a slope at a coordinate x is still vague as it depends (although
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Fig. 6.14 θapp as a function
of the wall superheating �T
and the CL velocity
(vCL > 0 at receding)
calculated for water at
atmospheric pressure;
xmax = 10μm and
θmicro = 40◦

Δ

θ

θ

Fig. 6.15 Sessile drop on a
flat substrate

weakly) on an unknown variable x . For practical applications, θapp should thus be
determined at a macroscopic scale. This means that the second matching procedure,
between intermediate and macroscopic regions, should be applied. We discuss next
an example of such a matching for the case of the drop geometry. It was first done
by [42] for the complete wetting case, with no mass exchange. We generalize it here
for any microregion model and show that it can be applied for the evaporation case
(under an assumption).

Consider a drop on a flat substrate (Fig. 6.15), small enough so the gravity does not
impact its shape. Let it be out of equilibrium slowly spreading or retracting to gain
an equilibrium shape, possibly due to the evaporation effect in the microregion. In
the case of cylindrical symmetry, h = h(r, t) (where r = √

x2 + y2), the evaporation
loss in the macroregion is neglected, and Eq. (6.53) reduces to

− 3
μ

σ

∂h

∂t
= 1

r

∂

∂r

{
rh3

∂

∂r

[
1

r

∂

∂r

(
r
∂h

∂r

)]}
. (6.96)

As previously, h is expanded for small Ca
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h = h0 + Cah1 + O(Ca2). (6.97)

Ca = μvCL/σ is defined by using

vCL = −dR/dt (6.98)

in agreement with the adopted sign convention, where R is the radius of CL. As
the drop dynamics is driven by the CL motion, it is evident that in the zeroth order,
Eq. (6.96) reduces to

1

r

∂

∂r

(
r
∂h0
∂r

)
= const,

thus describing the spherical cap in a small-slope approximation

h0 = 2V

πR2

(
1 − r2

R2

)
. (6.99)

The drop volume

V = 2π

R∫
0

hrdr (6.100)

is assumed to remain constant throughout CL motion, which means that the evapo-
ration losses are small with respect to the drop mass. The apparent contact angle can
now be clearly defined from this spherical cap shape as

θapp = − ∂h0
∂r

∣∣∣∣
r=R

= 4V

πR3
. (6.101)

One mentions that to the first order in Ca,

−μ

σ

∂h

∂t
= Ca

∂h0
∂R

,

and Eq. (6.96) reduces to

− 3θapp

(
1 − 2

r2

R2

)
= 1

r

∂

∂r

{
rh30

∂

∂r

[
1

r

∂

∂r

(
r
∂h1
∂r

)]}
. (6.102)

Instead of using the method of [42], it is much simpler to integrate it directly by
applying the boundary condition h1(r = R) = 0 at the contact line, the symmetry
conditions
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∂h1/∂r = 0,

∂3 h1/∂r
3 = 0

at r = 0 and the mass conservation that follows from Eq. (6.100):

R∫
0

h1rdr = 0.

The result for the interface slope is

∂h1
∂r

= 3R

rθ2
app

[
2
r2

R2
+ log

(
1 − r2

R2

)]
. (6.103)

For matching of this solution to the intermediate region, one needs to find its asymp-
totics at x � R − r → 0

(
∂h

∂x

)3

= θ3
app − 9Ca log

(
2e2x

R

)
. (6.104)

By equalizing this expression to Eq. (6.91) (which is the x → ∞ asymptotics coming
from the intermediate region), one obtains the final expression

θ3
app = θ3

V − 9Ca log

(
L

�V

)
, (6.105)

for the apparent contact angle, where the macroscopic scale L = R/(2e2) is now
uniquely defined. Equation (6.105) represents the final result of the multi-scale
approach for the drop geometry; θapp is now uniquely defined as a function of the
system parameters. One can understand at last the definition of the apparent contact
angle as the interface slope obtained by extrapolation of the macroscopic interface
shape to the contact line. It is precisely the contact angle commonly measured in
experiments.

Note that Eq. (6.105) can be used to describe the drop dynamics. The most well-
known example is the drop spreading in the complete wetting case with no mass
exchange, where θV = θmicro = 0. By using the definitions (6.98, 6.101), one obtains
from Eq. (6.105) the scaling

dR

dt
∼ R−9,

that results in the Tanner law [17] R ∼ t1/10.
Equation (6.105) clearly shows how the microregion impacts the macroscopic

behavior. Two parameters come from the microregion, the Voinov angle θV and
length �V . When�T = 0 (no mass exchange), they are constant; θV = θmicro. When
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Fig. 6.16 2D Dewetting
ridge hr

vCL

vr hfθapp
φ

2w

�T �= 0, both these parameters depend on�T . The dependence θV (�T ) is the most
important, cf. Sect. 6.2.3. An example for the dependence of �V (�T ) provided by
the Kelvin effect is shown in Fig. 6.13b.

6.2.4.3 Dewetting

In this section, we briefly consider the dewetting phenomenon. Imagine a classical
(isothermal) case of a liquid film with a straight contact line that forms on a flat
surface, e.g., during a receding of a liquid plug from a capillary slot. If the equilibrium
contact angle is large, the CLmoves, thus leading to the reduction of the film interface
energy. However, the liquid cannot flow into the film because of the high viscous
friction. The receding liquid forms thus a ridge (called also rim) at the film edge
(Fig. 6.16). As the evaporation impacts the apparent contact angle, it is expected to
impact the macroscopic ridge dynamics discussed next.

The first dewetting theory [7] was based on the phenomenological approach to
the contact line motion [17]. For uniformity, it is presented here by using the above
hydrodynamic theory that results in

θ3
app = θ3

V − vCL

v∗ , (6.106)

where v∗ is a constant (logarithmic) term. The theory is developed in the approxi-
mation of the small θapp � 1, so the slope φ of the rear edge of the ridge (Fig. 6.16)
is equally small. It obeys a law similar to (6.106) but accounting for the fact that the
equilibrium φ value is zero

φ3 = vr

v∗ , (6.107)

where vr is the velocity of the rear ridge edge. As mentioned above, all the liquid
from the film of the thickness h f is gathered in the ridge so its area A (in the plane
of Fig. 6.16) growth obeys the law Ȧ = vr h f . Consider the late stages of the ridge
growth, where its height hr � h f . The area is defined as A ∼ hrw, where w is the
ridge half-width, so Ȧ ∼ hr ẇ for slow variation of θapp because hr ∼ wθapp/4. This
means that

ẇ

vr
∼ h f

hr
� 1,
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Fig. 6.17 The calculated
dependency of θV on the
wall superheating �T [27]
calculated for the static
contact angle for FC-72 at
0.04 MPa and θmicr = 8◦
(dotted line) compared to the
theoretical results for
complete wetting [47], solid
line. Their experimental data
(where θ = 8◦) are shown
with circles 0
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which justifies that vCL = vr − 2ẇ � vr . Since h f � hr , θapp � φ. With two latter
equalities, Eqs. (6.106, 6.107) reduce to θ3

app � θ3
V /2 and

vCL � θ3
V

v∗

2
. (6.108)

Equation (6.108) is the central result of this phenomenological approach, which
shows the vCL ∝ θ3

V proportionality but is not able to predict the prefactor.
To obtain the prefactor, one needs a more sophisticated multi-scale theoretical

approach [53] based on the asymptotic matching technique similar to that described
for the drop case (Sect. 6.2.4.2). An additional complication of the dewetting ridge
geometry is its dissymmetry: one needs to match the ridge to the film of a finite
(typically ∼ 50μm) thickness. The matching is possible to do asymptotically under
the above assumption h f � hr . The asymptotic model of [53] has been initially
developed for the microregion model based on the hydrodynamic slip. Its main
asymptotic result can easily be generalized to any microregion description as

Ca = θ3
V

9

[
log

(
aCa1/3

L2

�V h f

)]−1

, (6.109)

where a ≈ 1.094 is a matching constant and L = 2w/e is the characteristic macro-
scopic scale for the ridge case. Equation (6.109) defines the CL velocity. One can
mention the explicit expression for the logarithmic prefactor. The apparent contact
angle obeys Eq. (6.105), where the above L value should be used.

6.2.5 Comparison with Experimental Data

Some typical dependencies of θV on the wall superheating are shown in Fig. 6.17.
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Note a high value of the apparent contact angle for a superheating of several tens of
Kelvin characteristic of the boiling conditions. The agreement with the experimental
data of [47] is reasonably good. The discrepancy between the experimental and
theoretical data can probably be attributed to the neglect of the CL velocity (i.e., of
the second term in Eq. (6.105)). The CL was moving in the experiment; the motion
was not quantified by the authors and thus cannot be properly modeled.

The simultaneous phase change and CL motion was experimentally observed by
[15] in a closed transparent sapphire capillary slot (Hele-Shaw cell) filled with pure
ethanol. The sapphire substrate was heated by the electric current passed through a
transparent indium-tin oxide film deposited on the back sapphire surface. A 60μm
thick ethanol film was laid down by a receding liquid. While the ethanol wets com-
pletely the sapphire at equilibrium, the dewetting phenomenonwas observed at evap-
oration (Fig. 6.18a). The ridge shape was well-approximated by a circular arc (except
at late times where gravity played a role), from which θapp and w were obtained.

The θV values (Fig. 6.18b) were calculated via Eq. (6.105) with L = 2w/e.
According to estimations, �s � �K for the ethanol, where the slip length ls = 20 nm
was used. For this reason, the hydrodynamic slip prevails over the Kelvin effect in
the microregion and �V = �s was assumed. The line in Fig. 6.18b is a theoretical
curve similar to those of Fig. 6.8 calculated for the same parameters (including the
same ls). The agreement is very good, which shows the validity of the above theory.
Figure6.18b shows that the θV values can be high in spite of nearly zero equilibrium
contact angle. Such high θV values are at the origin of the solid wall dewetting.

Once a liquid film is deposited by the moving liquid meniscus, its CL is expected
to recede because of two phenomena. First, according to the theory discussed above,
the contact angle grows, and the substrate dewetting occurs. Second, the liquid in
the CL vicinity vaporizes; there is no flow in the film so its length decreases; in other
words, CL recedes because of the evaporative mass loss. Let us consider now the
relative contribution of evaporative mass loss at the CL. Figure6.18c presents the
experimental CL receding velocity together with the result of Eq. (6.109), which
describes only the first (dewetting) contribution. One can see that, in this particular
experiment, CL recedes mainly because of the contact angle growth via dewetting;
the evaporative mass loss is responsible only for 14% of the CL velocity.

6.3 Diffusion-Controlled Evaporation

It has been shown experimentally [56] that the increase of apparent contact angle
with evaporation rate exists in the case of isothermal drying in the atmosphere of
a neutral gas. One can compare this case to the regime of evaporation to the pure
vapor atmosphere induced by heating considered above. The theoretical description
of drying is more complex as the mass exchange is controlled by the phenomena in
the gas domain, which is generally much larger than the liquid domain that controls
the pure vapor case so natural or forced convection is often important. Another reason
for the increased complexity is the non-locality of evaporation flux: the evaporation
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Fig. 6.18 Evaporation-caused dewetting phenomenon. The dewetting theory results compared to
experimental data on the ethanol film on sapphire [15]

rate at one point of the interface depends not only on the local vapor density, but on
its distribution over the whole liquid-vapor interface. As the mass exchange rates are
generally much smaller at drying, the effect on the contact angle is expected to be
much weaker than in the pure vapor case. For this reason, we consider this regime
more briefly than the pure vapor case.

There aremany theoretical approaches to the drying description. Early approaches
neglect the impact of evaporation on the interface shape (and thus on the impact
on contact angle). One of the first important steps was achieved by [10] who have
obtained the stationary diffusion problem solution in the half-space above a spherical-
cap-shaped sessile liquid droplet posed on a solid substrate with a fixed contact
angle. The success of this solution is due to the integrability of the resulting local
evaporation flux so that the total evaporation rate can be calculated and compared to
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the experiment. The integrability of the background solution for the mass flux (i.e.,
a weaker divergence) is another reason for the weaker effect of evaporation on the
apparent contact angle in this regime comparing to the regime discussed in Sect. 6.2.

In earlier theoretical approaches [5, 20, 41, 46], the evaporation flux distribu-
tion along the interface was imposed independently of the interface shape. The full
coupling of the problems in the vapor and liquid phases through the Kelvin effect
is studied in more recent works [11, 12, 14, 29, 36]. The Kelvin effect is important
as it makes the evaporation flux to be finite at the contact line, cf. Eq. (6.58). It also
causes the impact of evaporation on the apparent contact angle.

6.3.1 Problem Statement

Consider a diffusion boundary layer of thickness � above the thin liquid wedge-
like film. The value of � depends on the gas dynamics in the remaining part of the
space (defined by the natural or forced convection). The film is placed on a flat and
homogeneous substrate in a situation of partial wetting. Its contact line is pinned;
the problem of contact line motion under saturation conditions has been solved by
Janeček et al. [29]. The atmosphere of a non-condensable inert gas surrounds the
substrate and the condensation or evaporation mass exchange with it is controlled by
the vapor transfer in the gas. The gas supersaturation with vapor causes condensation
onto the film, and under-saturation causes its evaporation. The fluid is assumed
to be isothermal, which may be justified when the substrate has a good thermal
conductivity and is maintained at room temperature. For this reason, the temperature
T is equivalent to Tsat used above.

First, some assumptions about the characteristic scale hierarchy need to be made.
One can identify a macroscopic length scale L of the liquid phase. It is related to the
macroscopic-level interface curvature, e.g., the interface curvature radius. Another
macroscopic length scale concerns the gas phase description. It is the diffusion bound-
ary layer thickness �. It is millimetric (for natural convection) or smaller, for forced
convection. For simplicity, we consider the diffusion boundary layer of homogeneous
thickness (band-like). The idea is to find a stationary solution for the vapor diffusion
that can be representative of real microscopic situation. For this, we assume that

L � � � h (6.110)

where h is the wedge thickness, see Fig. 6.19a, b. It is evident that the inequality
(6.110) is violated far enough from the wedge apex (contact line) for any wedge
slope. However, if the slope is small, the region of validity of such a geometry is large.
As for the pure vapor case, the hydrodynamic singularity related to the evaporation
flow is solved at the microscopic scale that we call �K which is typically nanometric
(Fig. 6.19d). An intermediate region (Fig. 6.19c) is needed to match micro and macro
regions. We will see later that, generally, in this case, two intermediate regions need
to be introduced.
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Fig. 6.19 Hierarchy of scales considered in the article and geometries for the vapor diffusion (a)
and hydrodynamic (b-d) problems. Note that the radius of curvature in (b) is assumed to be much
larger than the diffusive boundary layer width � shown in (a)

The equation governing the liquid flow in the wedge is the stationary version of
Eq. (6.52):

∂

∂x

(
h3

3

∂�p

∂x

)
= −μ

J

ρL
, where �p = σK = σ

∂2 h

∂x2
. (6.111)

The interfacial mass flux J is controlled by the vapor diffusion

J = −D
∂ρV

∂z

∣∣∣∣
z=0

, (6.112)

where ρV = ρV (x, z) now varies in space and D is the coefficient of the vapor
diffusion in the ambient gas. The vapor diffusion equation reads
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∂2ρV

∂x2
+ ∂2ρV

∂z2
= 0. (6.113)

The boundary conditions for the liquid phase are discussed in Sect. 6.1.4: h(x →
0) = 0 and ∂h/∂x |x→0 = θmicro at the CL, the vanishing curvature for from CL,
K (x → ∞) = 0, and the regularity of all hydrodynamic quantities at the CL, which
is equivalent to J (x → 0) = 0.

Within the small wedge slope approximation, the liquid-gas interface seen from
the large scale of the gas atmosphere is assumed to coincide with the line z = 0, x ≥
0, as shown in Fig. 6.19a. This assumption is valid for a liquid heightmuch lower than
the boundary layer thickness, i.e., for x � �/θmicro. As θmicro is a small angle, the
model is valid over a distance to the contact line much larger than �. The boundary
conditions for the diffusion equation are defined at the upper and lower boundaries
of the diffusion layer. At the upper boundary z = �

ρV (x, z = �) = ρ0 + �ρ, (6.114)

where ρ0 is the vapor density at thermodynamic equilibrium for a flat liquid-gas
interface, �ρ is the deviation from the equilibrium vapor density; �ρ < 0 corre-
sponds to evaporation. The vapor cannot penetrate into the solid boundary (z = 0
and x < 0)

∂ρV

∂z
= 0. (6.115)

The vapor density at the liquid-gas interface can deviate from ρ0 because of two
reasons: (i) the interfacial pressure jump (Kelvin effect) and (ii) the interfacial kinetic
resistance Ri

di f f defined by Eq. (6.34). Equations (6.12, 6.33) can thus be combined,
so the boundary condition

ρV (x, z = 0) = ρ0 − �p
Mρ0

ρL RgT
− J Ri

di f f , (6.116)

is imposed for x ≥ 0. In the following sections, we focus on the diffusion controlled
regime; the impact of the kinetic interfacial resistance can be found in [12].

6.3.2 Kelvin Effect and Dimensionless Formulation

The microregion size (Fig. 6.19) for the case of the singularity relaxation with the
Kelvin effect can be easily obtained with a scaling analysis [29] that results in

�K = 1

ρL

√
3μMρ0D

θ3
microRgT

. (6.117)
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For the analysis below, the dimensionless abscissa is x̃ = x/�K . The liquid height
is scaled as h̃ = h/(θmicro�K ), and the dimensionless flux, as J̃ = 3μJ/(θ4

microσρL).
The dimensionless lubrication equation reads

∂

∂ x̃

(
h̃3

∂3h̃

∂ x̃3

)
= − J̃ . (6.118)

Density deviation is reduced as ρ̃ = (ρV − ρ0)/C , with

C = ρLσθ4
micro�K

3μD
. (6.119)

The z and�variables are reducedwith �K and the dimensionless boundary conditions
for the diffusion problem for z̃ = 0, x̃ ≥ 0 are

∂ρ̃

∂ z̃
= − J̃ , (6.120)

ρ̃ = −h̃′′. (6.121)

The trivial boundary condition (6.115) is valid for z̃ = 0, x̃ < 0.

6.3.3 Weak Evaporation Approximation

The deviation from equilibrium ε = �ρ/C is assumed to be small; the variables are
expanded in a regular perturbation series. At the zero order corresponding to the
straight wedge in thermodynamic equilibrium, h̃0 = x̃ , J̃0 = 0 and ρ̃0 = 0;

h̃ = x̃ + εh̃1 + O(ε2), J̃ = ε J̃1 + O(ε2), ρ̃ = ερ̃1 + O(ε2).

Note that ε is negative during evaporation and positive during condensation, so J̃1
and h̃1 are always negative.

The first order problem is described by the fluid flow equation

∂

∂ x̃

(
x̃3

∂3h̃1
∂ x̃3

)
= − J̃1, (6.122)

with the boundary conditions J̃1 = h̃1 = h̃′
1 = 0 at x̃ = 0 and h̃′′

1 = 0 at x̃ → ∞.
The diffusion part of the first order problem remains as above.

There is no analytical solution and the problem should be solved numerically. A
direct numerical solution of the problem would be complicated as a nonlinear 1D
fluid flow equation needs to be coupled to the 2D vapor diffusion problem in a stripe.
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For this reason, it is more convenient to solve the 2D problem analytically by using
the boundary integral method. It consists of reducing the 2D differential equation
(6.113) to the integral over the domain boundary by using theGreen function [12]. By
redefining the density variable as ρ̃1 − 1, all the boundary conditions except those at
z̃ = 0, x̃ ≥ 0 become trivial; only the integral over this portion involves the boundary
condition (6.120). The interfacial density ρ̃1(x̃, z̃ = 0) over it can be expressed as a
function of the mass flux as

ρ̃1(x̃, z̃ = 0) = 1 −
∞∫
0

G0(x̃ − x̃ ′) J̃1(x̃ ′)dx̃ ′, (6.123)

where

G0(x̃) = 1

π
log

∣∣∣∣∣∣∣∣
exp

(
π x̃

2�̃

)
− 1

exp

(
π x̃

2�̃

)
+ 1

∣∣∣∣∣∣∣∣
is the Green function for the stripe geometry.

By combining Eqs. (6.121–6.123), one gets the governing integral equation

x̃3
∞∫
0

∂G0(x̃ − x̃ ′)
∂ x̃

J̃1(x̃
′)∂ x̃ ′ = −

x̃∫
0

J̃1(x̃
′)∂ x̃ ′ (6.124)

that can be solved numerically [12]. Once J̃1 is known, the slope can be computed
with Eq. (6.122).

6.3.4 Impact of the Thickness of Diffusion Boundary Layer

One of the most important parameters that impacts the evaporation rate and thus the
apparent contact angle is the thickness � of the diffusion boundary layer; its impact
is studied here.

Because of the presence of the length scale � � �K , one identifies two interme-
diate regimes of different asymptotic behavior. The first intermediate region ranges
from �K to �, while the second goes from � to L . As we do not discuss here the
coupling to the macroregion, L is considered to be infinitely large.

Within both intermediate regions, theKelvin effect can be neglected, whichmeans
that ρV at the interface is constant and equal to the saturation density ρ0; ρ̃ = 0. This
is a “Deegan-like” [10] diffusion problem in the 2D boundary layer geometry that
admits an analytical solution [12]:
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J̃1(x̃) = − 1

�̃
√
2

√
1 + coth

(
π x̃

2�̃

)
. (6.125)

Unfortunately, the fluid flow part of the problem, Eq. (6.122), cannot be solved
analytically. For this reason, the asymptotic solutions are considered. The asymptotic
expressions for the flux are different for two intermediate regions. The limit x̃ � �̃

J̃1(x̃) � − 1√
π�̃x̃

. (6.126)

describes the first intermediate region, while the limit x̃ � �̃

J̃1(x̃) � − 1

�̃
, (6.127)

describes the second intermediate region. The scaling (6.126)was originally obtained
[10] for the thin 3D axisymmetric drop and infinite boundary layer. However, the
present solution is different because the geometry is 2D, so the asymptotic solutions
are always�-dependent (the solution for the stationary diffusion problem in 2D does
not exist in the infinite domain). Instead of �, the solution of Deegan et al. [10] is
controlled by the drop diameter. The flux diverges at the contact line, as expected: it
cannot describe the microregion dominated by the Kelvin effect.

One can get the curvature and the slope after successive integrations of Eq. (6.122)
with the above asymptotic expressions for J̃1 andby applying the boundary conditions
to determine some of the integration constants [12].

Consider the first intermediate region 1 � x̃ � �̃. The asymptotic solution for
the curvature is

∂2h̃1
∂ x̃2

� −4

3

1√
π�̃x̃3

. (6.128)

while the slope is
∂ h̃1
∂ x̃

� 8

3

1√
π�̃

(
1√
x̃

− 1√
C1

)
, (6.129)

where C1 corresponds to the dimensionless size of the microregion, so C1 ∼
1 is expected. For the second intermediate region �̃ � x̃ � L , by integrating
Eq. (6.127), one gets

∂2h̃1
∂ x̃2

� − 1

�̃x̃
(6.130)

for the curvature and
∂ h̃1
∂ x̃

� − 1

�̃

[
log

(
x̃

�̃

)
+ C2

]
, (6.131)
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Fig. 6.20 Matching of microregion and first intermediate region [12] for different �̃

for the slope, with an integration constant C2. At �̃ � C1, the slopes (6.129) and
(6.131) should match at x̃ ∼ �̃. This matching results in

C2 = C3

√
�̃/C1 (6.132)

with a constantC3 ∼ 8/(3
√

π) � 1.5. Its exact value and those of the other constants
can be determined by matching to the microregion model.

The microregion asymptotic solution cannot be obtained analytically. Instead,
the constants C1 and C2 that enter Eqs. (6.129, 6.131) are determined by solving
numerically Eq. (6.124), which is valid inmicroscopic and both intermediate regions.

The numerics shows that in themicroregion, ∂ h̃1/∂ x̃ ∼ −x̃/
√

�̃ (Fig. 6.20a). The
�̃−1/2 scaling is important to match the asymptotics (6.129) in the first intermediate
region. The departure from the linear behavior corresponds to the end ofmicroregion.

The first intermediate region is described by Eq. (6.129) that involves a character-
istic length C1. It can be obtained numerically by plotting (Fig. 6.20b) the quantity

� = 3/8(π�̃)1/2
∂ h̃1
∂ x̃

− x̃−1/2

that is expected to be constant (� = −C−1/2
1 ) in the first intermediate region, cf.

Eq. (6.129). Figure 6.20b shows the x̃-independent region only for �̃ � 1, which is
exactly the criterion of existence of the first intermediate region. From the numerical
value� � −1.37, one getsC1 � 0.53, so that the precisemicroregion size is 0.53�K .

To analyze the large-scale behavior (in the second intermediate region), one needs
to renormalize the slope data of Fig. 6.20. It is done in Fig. 6.21a. Note that the
microregion behavior cannot be seen on these curves (the scale is too large).

A logarithmic variation of ∂ h̃1/∂ x̃ is observed for x > �, as predicted by
Eq. (6.131). The integration constant C2 = −�̃ ∂ h̃1

∂ x̃ (x̃ = �̃) is obtained by fitting
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Fig. 6.21 Behavior of the interface slope in the intermediate regions: matching of the first and
second intermediate regions [12]

Eq. (6.131) to the numerical results (see dashed lines in Fig. 6.21a) and taking the
intersection of each fit with the dash-dotted line x̃ = �̃. The parameterC2 is given in

Fig. 6.21b as a function of �̃. For �̃ � 1, the law (6.132) indeed holds, C2 = χ
√

�̃,
where χ = C3/

√
C1 � 2 is a constant. By usingC1 � 0.53 obtained above, one gets

C3 � 1.46.

6.3.5 Apparent Contact Angle

The main result of such a model is the behavior of the interface slope observed at
the macroscopic length scale L . According to Eq. (6.131), the slope depends on the
distance x from the CL

∂h

∂x
� θmicro − 3μD�ρ

ρLσθ3
micro�

[
χ

√
�

�K
+ log

( x

�

)]
. (6.133)

This expression means that the apparent contact angle that should be obtained as a
result of the matching to the macroregion (Sect. 6.2.4.2), logarithmically depends
on the macroscopic scale L (i.e., the interfacial curvature radius), similarly to the
moving contact line problem.

Suppose that the logarithmic term in Eq. (6.133) can be neglected. One then
obtains an approximate expression of the slope that is independent of the scale L and
can thus be associated with the apparent contact angle

θapp � θmicro − 3χ√
�K

μD

ρLσθ3
micro

�ρ√
�

. (6.134)
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On the other hand, Eq. (6.134) can also be obtained by tending x̃ → ∞ in Eq. (6.129),
i.e., within the first intermediate region because it is the “in-between” result. In this
case, one gets instead of 3χ � 6 the coefficient 8/

√
πC1 � 6.2. Two values are very

close, which is not surprising because both intermediate regions are matched (in the
asymptotic sense) for x̃ → ∞ for the first and x̃ → �̃ for the second. The agreement
shows simply that the matching has been performed correctly.

Note that Eq. (6.134) is the result of the intermediate regions where microscopic
effects are negligible. Therefore, its form is independent of the microscopic singu-
larity relaxation mechanism. Similarly to the pure vapor case and moving CL, the
microscopic details impact only the microregion length scale �K .

Equation (6.134) is very close to the result of Berteloot et al. [5] (one needs to
drop the independent Cox-Voinov term in their Eq. (13) since they considered the
moving CL case. The boundary layer thickness � is included in their parameter J0.
Unlike the approach presented here, Berteloot et al. [5] introduced a microscopic
scale phenomenologically, and found the numerical prefactor 3χ = 8. In the present
approach, the scales are matched rigorously, and a more precise value of 3χ � 6 is
obtained. Note that Berteloot et al. [5] considered only the first intermediate region
x � �. The approach described here reveals another logarithmic term that was
implicitly neglected by them.

6.4 Conclusions

While not impacting the contact angles at the nanoscale, evaporation causes an
increase of the apparent (experimentally measurable at the macroscale) contact angle
that leads to a change of the wetting properties (both dynamic and static) as if this
change were induced by a surface modification. The control of this phenomenon is
possible via the control of the local evaporation rate in a tiny vicinity of the contact
line by choosing the degree of non-equilibrium. The specific way of control depends
on the phase change regime. Two limiting regimes have been considered above.
Strong evaporation (and, accordingly, a strong change of the wetting properties) can
be achieved at evaporation into the atmosphere of pure vapor. In this case, the evap-
oration rate is controlled by the superheating �T of the heater with respect to the
saturation temperature for the system pressure, like e.g., in boiling. The contact angle
depends on many system parameters but the most important dependence is on �T
and on the static contact angle (i.e. on that at�T = 0). Another limiting regime, that
of slow evaporation, is achieved at isothermal drying in the under-saturated atmo-
sphere of a non-condensible gas. It is controlled by the vapor diffusion within the
diffusion boundary layer. The main control parameters here are the under-saturation
�ρ (with respect to the saturation vapor density for the system temperature), the
thickness of the diffusion boundary layer (defined mainly by the externally imposed
flow velocity), and of course, the static contact angle.

Because ofmany reasons, it is difficult tomeasure the contact angles at evaporation
conditions. Some of these reasons are the continuous variation of the contact angle,
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the optical aberrations in the presence of thermal gradients, and the necessity of
simultaneous thermal control and optical observations.

It is, however, possible to predict the contact angles theoretically. The hydrody-
namic flow caused by evaporation induces a contact line singularity similar to that
caused by the contact line motion. For this reason, the contact angle calculation
is a delicate issue and calculation error can be high if the problem is approached
incorrectly. Like in the contact line motion problem, several approaches are possible
to relax the singularity. At complete wetting, the continuous wetting film approach
is possible so the actual triple contact is absent. In a much more common case of
partial wetting, one can use a model based on the simultaneous action of two effects:
the hydrodynamic slip and the kinetic resistance. Another approach consists in the
account of the Kelvin effect that is self-sufficient to relax the singularity. The Kelvin
effect can be used alone or in any combination with other effects. The models based
on the Kelvin effect present an evident advantage of providing the finite values of the
evaporation flux and liquid pressure at the contact line. These values can be defined
a priori and serve as boundary conditions for calculations.

Amulti-scale approach is a powerful tool for an accurate and numerically efficient
contact angle calculation that is necessary to describe the evaporation (in some cases)
for the static and always to describe the contact line motion that is often caused by
evaporation. By using the multi-scale approach, one can explicitly define all the
parameters (both microscopic and macroscopic) to find the apparent contact angle
that is a function of the specific geometry of wetting (drop, bubble, tube, ridge, etc.).
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Chapter 7
Leidenfrost Effect and Surface
Wettability

Prashant Agrawal and Glen McHale

Abstract The Leidenfrost effect is a case of thin-film boiling where a drop of liquid
levitates on a surface heated to temperatures significantly higher than the liquid’s
boiling point. When the drop contacts this superheated surface, a thin film of vapor
(typically around 100 microns) forms instantaneously between the surface and the
drop. The vapor layer supports the weight of the drop and thermally shields it from
immediate evaporation. Due to the absence of direct contact between the drop and
the surface, the Leidenfrost effect represents the case of a perfectly hydrophobic
surface. In this chapter, we discuss the effect of surface wettability on the onset of
this thin-film boiling state. We discuss passive methods, such as surface texturing,
and active methods, such as using external fields to alter and control the transition
to the Leidenfrost effect. The absence of a contact line provides extremely high
mobility to these levitating drops and virtually eliminates friction. We discuss how
this reduced friction can, in one case, reduce viscous drag on solid objects and, in
another case, by introducing an asymmetry in the vapor flow, induce self-propulsion
of levitating drops.

7.1 Introduction

Consider a drop, with a radius smaller than the capillary length, on a perfectly smooth
surface (Fig. 7.1a). The drop assumes a spherical cap shape with an equilibrium
contact angle θe to minimize the total surface free energy. θe is defined by the balance
of three interfacial energies: solid–liquid (σsl ), liquid–vapor (σlv) and solid–vapor
(σsv), and through energy minimization θe is given by Young’s law as:
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Fig. 7.1 Drop states on a surface: a Equilibrium contact angle on an ideal smooth surface with
equilibrium contact angle θe; b Drop in a Wenzel state on a rough surface with apparent contact
angle θW , idealized as a surface with pillars; cDrop in a Cassie-Baxter state on a surface with pillars
apparent contact angle θCB ; d Drop in a Leidenfrost state with apparent contact angle θL over a
superheated surface undergoing continuous phase change

cosθe = σsv − σsl

σlv
. (7.1)

A low θe implies that a liquid has a higher affinity to adhere to and wet the
surface. However, real surfaces are rough where the contact line undergoes a stick
and slip motion. Surfaces are characterized by an advancing (θadv) and a receding
(θrec) contact angle and the difference between these angles is termed as the contact
angle hysteresis of a surface. These rough surfaces can be modeled as a surface
patterned with pillars (Fig. 7.1), where the drop can wet the surface in one of two
configurations or a combination of them. In the first configuration (Fig. 7.1b), the
liquid penetrates the pillared surface and is in complete contact with the solid surface.
This is called the Wenzel state and the apparent contact angle of the drop (θW ) is
given by cosθW = rscosθe, where rs is the roughness ratio defined as the ratio of area
of the rough surface to the area of the flat surface [1]. As rs > 1, theWenzel equation
suggests that the roughness makes an intrinsically hydrophilic surface (θe <90°)
more hydrophilic (θW < θe), and, similarly, an intrinsically hydrophobic surface
(θe >90°)more hydrophobic (θW > θe). Although a droplet in aWenzel state appears
more hydrophobic, these surfaces have a high contact angle hysteresis and, therefore,
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are not very water repellent in the sense that the droplet is not easily removed from
the surface by tilting it at an angle to the horizontal.

In the second configuration (Fig. 7.1c), the liquid rests on top of the pillars with air
pockets between the liquid and the base surface. This is the Cassie-Baxter state and
the (cosine of the) apparent contact angle (θCB) is given by a surface area weighted
average of cosθe and cos180◦, i.e., cosθCB = φscosθe−(1−φs), where φs is the solid
surface area fraction and (1 − φs) is the air surface area fraction. Due to minimal
contact with the solid surface, a drop in a Cassie-Baxter state has a high contact
angle and a low contact angle hysteresis [2]. From the Cassie-Baxter equation, we
can infer that as the contact area between the drop and the pillars decreases, the
apparent contact angle increases, i.e., as φs → 0, θCB →180°. The extreme case of
superhydrophobicity will be a zero contact between the pillars and the drop. This
situation can be realized by continuously injecting vapor between the drop and the
surface such that it supports the drop’s weight (Fig. 7.1d). Here, due to zero contact
with the surface, the surface is in a perfect water-repellent state, i.e., θL =180° and
has no contact angle hysteresis. The critical factor in achieving this state of perfect
hydrophobicity is sustaining the layer of air/vapor between the liquid and the surface.
This can be achieved by either pumping air through a porous material [3–6] or using
thin-film boiling via the Leidenfrost effect [7] (Fig. 7.1d).

The onset of the Leidenfrost regime can be identified by looking at drop evap-
oration times on a heated substrate at different temperatures (Fig. 7.2a). A drop
below the saturation temperature on a substrate undergoes slow evaporation. The
rate of evaporation rapidly increases as the temperature of the substrate approaches
the saturation temperature. Above the saturation temperature, bubbles form at the

Fig. 7.2 Methods of identifying Leidenfrost temperature: a Measuring the drop evaporation life-
time for a sessile drop on a heated surface; b Measuring the surface heat flux in pool boiling
experiments
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liquid–solid interface, which results in a rapid phase change of the liquid, signifi-
cantly reducing the drop lifetime. This nucleate boiling regime also corresponds to an
increased heat flux from the substrate as the rapid phase change of the liquid extracts
significant latent heat from the surface. On further increasing the temperature, the
boiling enters a transition regime, where the heat flux drops as the increased bubble
formation starts partially shielding the drop from the superheated surface. As a result,
the drop lifetime may see a slight increase in this brief transition regime. At higher
temperatures, the heat flux from the surface is sufficient to form a constant layer of
vapor between the drop and the substrate. In this film-boiling regime, the drop is
thermally and physically shielded from the superheated substrate, which eliminates
bubble nucleation and increases the drop’s lifetime significantly. The temperature
at which this sudden increase in the drop’s lifetime is observed is identified as the
Leidenfrost temperature. Above the Leidenfrost temperature, the drop lifetime starts
decreasing again.

Another method of determining the Leidenfrost temperature of a liquid-surface
combination is through pool boiling (Fig. 7.2b). A pool of liquid on a heated substrate
undergoes a similar phase change transition with temperature, where the different
boiling phases are identified by the heat flux from the surface. Below the satura-
tion temperature, the heat flux increases slowly with the substrate temperature. As
bubble formation starts in the nucleate boiling regime, the heat flux increases rapidly,
reaching a maximum critical heat flux. In the transition boiling regime that follows
next, the bubble nucleation starts partially shielding the substrate as bubble growth
resists liquid re-wetting, which limits heat transfer. As the Leidenfrost regime sets in,
the heat flux drops significantly, due to complete thermal insulation from the vapor
layer, resulting in a minimum in the heat flux from the surface.

The Leidenfrost effect is not just limited to (evaporating) liquid drops levitating
on solid substrates but is also observed with sublimating ices on solid substrates
[8]. Moreover, the underlying substrate need not be a rigid material, as levitation
of evaporating liquids and solids can also be obtained on non-evaporating heated
liquid baths [9, 10]. Another subset of the Leidenfrost phenomenon is the inverse
Leidenfrost effect, where the substrate undergoes a phase change to continuously
levitate a non-evaporating liquid drop [11, 12] or a solid object [13]. Therefore, the
levitating objects can be evaporating liquids like water [14], acetone [9], benzene
[15], nitrogen [16], oxygen [17], non-evaporating liquids like silicone oil [12, 18]
and solids like dry-ice undergoing sublimation [10, 19], elastic hydrogels [20] or
non-evaporating rigid blocks [13]. The substrates can be rigid solids like copper,
steel, brass, Pyrex, silicon, sapphire glass, evaporating solids like dry-ice [21], non-
evaporating liquids like silicone oil [9, 22, 23], molten metals [24] and evaporating
liquids like water [16, 25] and liquid nitrogen [11, 12, 18, 26]. Figure 7.3 summarizes
the different configurations of the levitating object and the substrate in a Leidenfrost
state. In this chapter, we will discuss the classical Leidenfrost state of an evaporating
liquid over a heated rigid solid substrate.

In the following sections, we first briefly discuss the dynamics of a sessile liquid
drop on a heated solid surface in the Leidenfrost state. We discuss drop shape and
hydrodynamic factors that govern the shape of the vapor layer separating the drop



7 Leidenfrost Effect and Surface Wettability 193

Fig. 7.3 Different types of Leidenfrost phenomena: a1 A drop with radius R < lc on a slightly
curved stainless steel surface at 300 °C; a2 A gravity flattened water puddle R > lc on a silicon
surface [27] (Reprinted from [A. Biance, C. Clanet and D. Quéré, “Leidenfrost drops”, Physics of
Fluids 15, 1632–1637 (2003)] with the permission of AIP Publishing); a3 Vapor dome in a water
puddle of volume 3 mL [28] (Reprinted from [G. Paul, I. Manna, P. K. Das and P. K. Das., “For-
mation, Growth, and Eruption Cycle of Vapor Domes beneath a Liquid Puddle during Leidenfrost
Phenomena.” Applied Physics Letters 103, 084101 (2013)] with the permission of AIP Publishing);
a4 R134a droplet on a ratchet surface. Magnified view of the liquid–vapor interface of water on
the brass surface at 460 °C [29] (Reprinted figure with permission from [H. Linke, B. J. Alemán,
L. D. Melling, M. J. Taormina, M. J. Francis, C. C. Dow-Hygelund, V. Narayanan, R. P. Taylor,
and A. Stout, “Self-Propelled Leidenfrost Droplets.” Physical Review Letters 96, 154502 (2006)]
Copyright 2006 by the American Physical Society); b1 Time sequence of contact of a hydrogel
sphere on a surface at 215 °C [30] (Reprinted figure with permission from [S. Waitukaitis, K. Harth
and M. van Hecke, “From Bouncing to Floating: The Leidenfrost Effect with Hydrogel Spheres.”
Physical Review Letters 121, 048001, 2018] Copyright 2018 by the American Physical Society);
b2 A dry-ice platelet levitating and self-propelling on a ratchet surface at 450 °C [19] (Reprinted
from [G. Dupeux, T. Baier, V. Bacot, S. Hardt, C. Clanet and D. Quéré, “Self-Propelling Uneven
Leidenfrost Solids.” Physics of Fluids 25, 051704 (2013)] with the permission of AIP Publishing);
b3 A dry-ice platelet on a flat surface (320 °C) with a small weight placed asymmetrically. The
mass tilts the platelet slightly such that the ice self-propels [19] (Reprinted from [G. Dupeux, T.
Baier, V. Bacot, S. Hardt, C. Clanet and D. Quéré, “Self-Propelling Uneven Leidenfrost Solids.”
Physics of Fluids 25, 051704 (2013)] with the permission of AIP Publishing); c1 Acetone drops on
a water bath (70 °C) [25] (Reprinted from [S. D. Janssens, S. Koizumi and E. Fried, “Behavior of
Self-Propelled Acetone Droplets in a Leidenfrost State on Liquid Substrates.” Physics of Fluids 29,
032103 (2017)] with the permission of AIP Publishing); c2 Depiction of velocity vectors (left) and
temperature (right) for a liquid levitating on a liquid [31] (Reprinted from International Journal
of Heat and Mass Transfer, 128, L. Qiao, Z. Zeng, H. Xie, H. Liu, and L. Zhang, “Modeling
Leidenfrost Drops over Heated Liquid Substrates”, 1296–1306, Copyright (2019), with permission
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Fig. 7.3 (continued) from Elsevier); d1 Self-propulsion of a dry-ice hovercraft on water [10]
(Adapted from [M. Shi, X. Ji, S. Feng, Q. Yang, T. J. Lu, and F. Xu, “Self-Propelled Hovercraft
Based on Cold Leidenfrost Phenomenon.” Scientific Reports 6, 28574 (2016)], licensed under CC
BY 4.0); d2 Propulsion of a ‘Leidenfrost glider’ on a shallow water layer [13] (Reprinted from [H.
Sugioka and S. Segawa, “Controllable Leidenfrost Glider on a ShallowWater Layer.”AIP Advances
8, 115209 (2018)] with the permission of AIP Publishing)

and the surface. Next, we discuss liquid, substrate and environmental properties that
affect the Leidenfrost temperature. We especially focus on decoupling the effects of
surface roughness and surfacewettability on the Leidenfrost temperature. Finally, we
discuss the applications of the Leidenfrost effect, which utilize the unique properties
of the extreme superhydrophobicity/perfect hydrophobicity.

7.2 Leidenfrost Drop Dynamics

ALeidenfrost drop is an extreme case of superhydrophobicity as it is in a completely
non-wetting state on a surface. An idealized Leidenfrost drop can be imagined as a
sessile drop resting on a surface with θe =180°. However, for large drops gravity
distorts their shape, which is critically important in dictating heat transfer dynamics,
as it affects vapor layer thickness, drop evaporation rates and substrate temperature
distribution.

Leidenfrost drops with a radius R smaller than the capillary length lc (lc =√
σlv/ρlg, where g is the acceleration due to gravity and ρl is the density of liquid)

assume a quasi-spherical shape on the surface, where the liquid–vapor interface near
the surface is flattened, with a contact radius Rc, due to gravity (Fig. 7.3a1). This
drop shape is analogous to liquidmarbles [32], where there is a gain in surface energy
(σlvR4

c/R
2) due to the lowering of the drop’s gravitational potential energy (ρlgR3δ)

by a length scale δ. Equating these two energy differences provides a typical length
scale for the contact radius: Rc ∼ R2/ lc. Drops with R > lc form disk-like puddles
(Fig. 7.3a2), where a balance of Laplace pressure (2σlv/h) and hydrostatic pressure
(ρlgh2/2) result in a puddle height h = 2lc [27]. This approximation of puddle height
is not valid for values of R ∼ lc as the Laplace pressure from the drop’s equatorial
curvature squeezes the drop and results in a slightly larger h [32]. In the case of
puddles, the contact radius is equal to the puddle’s radius: Rc = R.

The phase change of the liquid due to the heat transfer from the substrate feeds
the vapor film, which supports the drop’s weight. Given the typical scale of vapor
layer thickness lv ∼ 100μm and substrate temperatures less than 1000 °C, thermal
conduction through the vapor layer is the primary mode of heat transfer. Radiative
heat flux from the heated surface, given by σS(T 4

s − T 4
sat ), where σS is the Stefan’s

constant, Ts is the substrate temperature and Tsat is the saturation temperature of the
liquid, can be ignored as its magnitude is comparable to thermal conduction only
above 1000 °C [33]. Assuming that most of the heat transferred from the surface
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(∝ πR2
cks�T/ lv , ks is the thermal conductivity of the substrate) is used as the latent

heat of evaporation (∝ πR2
cρvLv0, where L is the latent heat of evaporation of the

liquid and ρv is the density of vapor), typical evaporation flux from the liquid–vapor
interface (v0) can be written as:

v0 = ks�T

lvρvL
. (7.2)

Temperature measurements of the drop have shown that its temperature is close
to the liquid’s boiling point [27], therefore, �T = Ts − Tsat . This vapor flows out
radially between the liquid–vapor interface and the surface. Using the lubrication
approximation and assuming a radially symmetric Poiseuille flow, the radial velocity
of the flow (vr ) can be written as [34]:

vr = z(z − lv)

2νρv

dpv

dr
, (7.3)

where ν is the kinematic viscosity of the vapour, z is the vertical coordinate, r is
the radial coordinate and pv is the pressure in the vapor layer. Using the continuity
equation (∇ ·v = 0) with the boundary condition of vapor influx vz = −v0 at z = lv ,
the governing equation for pressure distribution in the vapor layer is obtained as:

1

r

d

dr

(
rl3v

dpv

dr

)
= −12νρvv0. (7.4)

To obtain estimates for the vapor layer thickness, let us assume a flat liquid–vapor
interface, i.e., a constant lv . Consequently, on integrating Eq. (7.4) from r = 0 to
r = Rc, the radial pressure distribution in the vapor layer is obtained as:

pv(r) = patm + 3νρvv0

l3v

(
R2
c − r2

)
. (7.5)

Equation (7.5) integrated over the drop’s contact radius will be equal to the drop’s
weight, which in conjunction with Eq. (7.2) provides the vapor layer thickness. For
drops with R > lc [27, 34]:

lv =
[
3νks�T R2

4Lρlglc

]1/4

. (7.6)

Equation (7.2) is a simplified 1Dmodel for the heat flux that assumes that the heat
transfer and evaporation occur from the contact area (πR2

c ) only. This assumption
is valid for drops with R > lc, however, for drops with R < lc evaporation occurs
from the entire surface of the drop. In this case, the typical scale of the temperature
gradient is modified to �T/R and, therefore, the heat transferred from the surface
is proportional to πR2ks�T/R. Therefore, for drops with R < lc, the vapor layer
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thickness is obtained as [27]:

lv =
[
νks�TρlgR4

Lσ 2
lv

]1/3

. (7.7)

From Eqs. (7.6) and (7.7) it is seen that the vapor film thickness decreases with a
decrease in the drop radius. Therefore, as a drop evaporates its vapor layer thickness
continuously decreases with time.

Equation (7.5) provides additional information regarding the morphology of the
liquid–vapor interface near the surface. The pressure field underneath the drop is
maximum at the center and radially decreases toward its edge. This high pressure
at the center can overcome the surface tension of the liquid and distort the liquid–
vapor interface to form a pocket of vapor (Fig. 7.4a). We can infer from Eq. (7.5)
that larger drops will have a higher pressure at the center, therefore, a bigger vapor
pocket (Fig. 7.4b). In large puddles, these vapor pockets become unstable and rise
within the liquid as a bubble (Fig. 7.4c, d) and burst at the upper liquid–air interface
(sometimes termed as a ‘chimney effect’) [28]. Although Eqs. (7.6) and (7.7) assume
a flat liquid–vapor interface, the theoretical estimates provide a good approximation
to the scale of mass fluxes [27, 35] and average vapor layer thicknesses measured
experimentally via X-ray imaging [36, 37], optical interference [38] and equivalent
capacitance [39]. Nevertheless, the accurate shape of the vapor layer and the whole
drop can also be obtained numerically (Fig. 7.4e) [40, 41].

The above-described models assume a static system where we do not consider
dynamic flow inside the drop. The flow inside the drop could originate because
of natural convection, viscous drag from the escaping vapor or Marangoni flows
due to temperature differences between the top of the drop and the liquid–vapor
interface [33]. However, the typical scale of these flows (∼10 cm s−1) is not signif-
icant, compared to surface tension forces, to alter the shape of the drop or heat
transfer dynamics. However, these internal flows affect a drop’s movement on the
surface. Large drops have axisymmetric counter-rotating toroidal internal flows and
mostly remain stably positioned, apart from minor fluctuations. However, small,
milli-metric-sized droplets have a single asymmetric toroidal flow which causes the
droplet to roll on a perfectly level surface in random directions like a ‘wheel’[42]

To initialize and sustain a vapor film underneath a Leidenfrost drop, the drop
requires a continuous supply of latent heat from the surface. This heat transfer intro-
duces a local cooling inside the substrate, as seen in Fig. 7.4f [43]. In situations
where the residence time of a drop on the surface is very short, for example in drop
impact, some surfaces maintain isothermal conditions [44, 45], while some surfaces
show some local cooling [46, 47]. However, for higher drop residence times, this
local cooling becomes significant, which can be as strong as 80 °C for low thermally
conductive materials [43]. Using simulations van Limbeek et al. showed that the
temperature field in the substrate depends on the drop size and the liquid–vapor inter-
face geometry, as seen in Fig. 7.4g, h [43]. In the limit of infinite thermal conductivity,
the substrates maintain isothermal conditions.



7 Leidenfrost Effect and Surface Wettability 197

Fig. 7.4 Vapor layer geometry underneath a Leidenfrost drop and its effects: a Interference patterns
for a water drop (top view) at the surface temperature of 245 °C. Drop size rmax = 1.2 mm [38]
(Reprintedfigurewith permission from [J.C.Burton,A.L. Sharpe,R.C.A.VanDerVeen,A. Franco,
and S. R. Nagel, “Geometry of the Vapor Layer under a Leidenfrost Drop.” Physical Review Letters
109, 074301 (2012)] Copyright 2012 by the American Physical Society); b Interference patterns
for a drop with rmax = 2.7 mm [38] (Reprinted figure with permission from [J. C. Burton, A.
L. Sharpe, R. C.A. Van Der Veen, A. Franco, and S. R. Nagel, “Geometry of the Vapor Layer
under a Leidenfrost Drop.” Physical Review Letters 109, 074301 (2012)] Copyright 2012 by the
American Physical Society) c, d Puddles of water on Duralumin substrate at 300 °C (top view).
One or several bubbles can be observed in the puddle, depending on its size. The bubbles rise in
the liquid and burst at the upper liquid-vapor interface [27] (Reprinted from [A. Biance, C. Clanet
and D. Quéré, “Leidenfrost drops”, Physics of Fluids 15, 1632–1637 (2003)] with the permission
of AIP Publishing); e Numerically calculated Leidenfrost drop shapes for water drops of size
Rmax = 0.1lc, 0.5lc, 1lc, 1.5lc, 2lc, 2.5lc, 3lc, and 3.5lc, where lc is the capillary length of water
[40] (Reprinted figure with permission from [B. Sobac, A. Rednikov, S. Dorbolo, and P. Colinet,
“Leidenfrost Effect: Accurate Drop Shape Modeling and Refined Scaling Laws.” Physical Review
E - Statistical, Nonlinear, and Soft Matter Physics 90, 053011 (2014)] Copyright 2014 by the
American Physical Society); f Interferometric images of the reconstructed temperature field for an
ethanol drop on a quartz plate with Ts = 330 °C [43] (M. A. J. van Limbeek, M. H. K. Schaarsberg,
B. Sobac, A. Rednikov, C. Sun, P. Colinet, and D. Lohse, “Leidenfrost Drops Cooling Surfaces:
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Fig. 7.4 (continued) Theory and Interferometric Measurement.” Journal of Fluid Mechanics 827:
614–39 (2017) reproduced with permission from Cambridge University Press); g Temperature field
in a quartz plate (Ts = 330 °C) underneath ethanol drops, numerical (left) vs experiments (right)
for drop size (g) R = 0.87 lc and (h) R = 2.28 lc. Arrows indicate the relative magnitude and
direction of heat flux [43] (M. A. J. van Limbeek, M. H. K. Schaarsberg, B. Sobac, A. Rednikov, C.
Sun, P. Colinet, and D. Lohse, “Leidenfrost Drops Cooling Surfaces: Theory and Interferometric
Measurement.” Journal of Fluid Mechanics 827: 614–39 (2017) reproduced with permission from
Cambridge University Press)

7.3 Factors Affecting Leidenfrost Temperature

As discussed before, the Leidenfrost temperature is determined when a stable vapor
film is present between the liquid drop and the superheated surface. The stability
of this vapor film, and therefore, the Leidenfrost temperature, can be controlled by
altering liquid properties, environmental conditions and surface properties.

a. Liquid properties

The surface tension of the deposited liquid is important in determining the Leiden-
frost point. As surface tension is a measure of the cohesive force between molecules
of a liquid, a liquid with a low surface tension will require a lower temperature
for phase change. Therefore, hydrocarbons like acetone, methanol and isopropanol
have a Leidenfrost temperature of around 150 °C, on a stainless steel substrate
(Fig. 7.5a1) [48, 53], while high surface tension liquids like water have typical
Leidenfrost temperatures of around 250 °C on stainless steel (Fig. 7.5a1). The effect
of surface tension on the Leidenfrost temperature can be extended to impure liquid
drops, for example, water drops contaminated with salts or surfactants. The pres-
ence of salts increases the surface tension of water, therefore resulting in increased
Leidenfrost temperatures [54], whereas ionic surfactants like sodium dodecyl sulfate
(SDS) and hexadecylcetyltrimethylammonium bromide (CTAB) reduce the surface
tension of water resulting in reduced Leidenfrost temperatures on different surfaces
(Fig. 7.5a3) [49, 55].

The deposition method of the drop also affects the Leidenfrost temperature. For a
drop gently placed on a surface, the vapor pressure has to support only the weight of
the drop or the gravitational potential energy of the drop mass. However, if the drop
is released at a certain distance from a surface or strikes the surface with a non-zero
velocity, the vapor pressure has to account for the additional kinetic energy of the
drop to ensure a non-contact deposition. As a result, with an increase in velocity of
the impacting drop the Leidenfrost temperature also increases [56, 57]. In the case
of such impacting drops, the Leidenfrost temperature is referred to as the dynamic
Leidenfrost temperature and is an important quantity for characterizing surfaces for
applications in spray cooling and spray combustion [37, 58].

The initial temperature of the liquid drop (Tli ), or liquid sub-cooling, before depo-
sition on the surface also affects the Leidenfrost temperature. The temperature of a
drop in a Leidenfrost state is close to the saturation point of the liquid (Tsat ) [27].
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Fig. 7.5 Different factors affecting Leidenfrost temperature: a1Evaporation rates of a heptane drop
of different sizes (D0) on stainless steel plate [48] (Reprinted from International Journal ofHeat and
Mass Transfer 34(7), T.Y. Xiong andM. C. Yuen, “Evaporation of a Liquid Droplet on a Hot Plate”,
1881–1894, Copyright (1991), with permission from Elsevier); a2 Evaporation rates of a water drop
of different sizes (D0) on stainless steel plate [48] (Reprinted from International Journal ofHeat and
Mass Transfer 34(7), T.Y. Xiong andM. C. Yuen, “Evaporation of a Liquid Droplet on a Hot Plate”,
1881–1894, Copyright (1991), with permission from Elsevier); a3 Measured drop evaporation
times for water drops with different concentrations of surfactant sodium dodecyl sulfate (SDS) on
a stainless steel surface at different temperatures [49] (Reprinted from [Y.M. Qiao and S. Chandra,
“Experiments on Adding a Surfactant to Water Drops Boiling on a Hot Surface.” Proceedings
of the Royal Society A: Mathematical, Physical and Engineering Sciences 453 (1959): 673–89]
with permission from The Royal Society (U.K.)); b1 Variation of the Leidenfrost temperature
with non-dimensional acceleration due to gravity 
, non-dimensionalized by g = 9.81 m s−2 [50]
(Reprinted figure with permission from [L. Maquet, M. Brandenbourger, B. Sobac, A.-L. Biance,
P. Colinet and S. Dorbolo “Leidenfrost drops: Effect of gravity”, EPL, 110, 24001 (2015) with
permission from IOP publishing); b2Water drops deposited on a heated polished aluminium surface
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Fig. 7.5 (continued) (Ts = 105 °C) at different surrounding pressures [51] (Reprinted figure with
permission from [D. Orejon, K. Sefiane and Y. Takata, “Effect of Ambient Pressure on Leidenfrost
Temperature.” Physical Review E - Statistical, Nonlinear, and Soft Matter Physics, 90 (5): 1–6
(2014)] Copyright 2014 by the American Physical Society); b3 Effect of the frequency of an AC
signal on suppression of the Leidenfrost state of isopropanol drops on an anodized aluminum plate
at 80 V (for both AC and DC) [52] (Reprinted from [O. Ozkan, A. Shahriari and V. Bahadur,
“Electrostatic Suppression of the Leidenfrost State Using AC Electric Fields.” Applied Physics
Letters 111, 141608 (2017)] with the permission of AIP publishing)

Therefore, a sub-cooled liquid drop will require an initial additional specific heat
input proportional to Cp(Tsat − Tli ), where Cp is the specific heat capacity of the
liquid, over the latent heat of vaporization. This additional heat has to be supplied
rapidly by the substrate till the drop reaches a steady-state temperature of Tsat , while
it is levitating. For substrates with high thermal conductivity, transfer of this addi-
tional energy occurs almost instantaneously, and therefore, liquid sub-cooling does
not significantly impact the Leidenfrost temperature [15]. However, for substrates
with low thermal conductivity, like glass, liquid sub-cooling can increase Leidenfrost
temperatures by over 200 °C [59].

Finally, the effect of the drop volume on the Leidenfrost temperature has been
found to be inconclusive. Experiments by Baumeister et al. on flat surfaces suggest
that the drop volume does not affect the Leidenfrost temperature [60]. However,
recent studies by Duursma et al. on microtextured surfaces show a significant effect
of drop size on the Leidenfrost temperature [61]. Additional experiments and simula-
tions are required to provide insight into the dynamics of drops on thesemicrotextured
surfaces, especially the geometry and the role of the liquid–vapor interface on these
microtextured surfaces.

b. Environmental conditions
The Leidenfrost temperature can be controlled through external fields. For

example, increasing the gravitational field increases the Leidenfrost temperature
as the weight of the drop (or hydrostatic pressure) increases (Fig. 7.5b1). There-
fore, a higher temperature is required to produce sufficient vapor to balance
this increased drop weight [50]. Similarly, the Leidenfrost temperature can
also be altered by changing the surrounding pressure around the drop [62, 63].
By lowering the surrounding pressure, the saturation temperature of the liquid
decreases. As a result, the evaporation rate increases and the pressure required
to initiate and sustain levitation is obtained at a lower Leidenfrost temperature
(Fig. 7.5b2) [51, 64].

Low-frequency vibrations of the order 100 Hz can suppress the Leidenfrost
effect at a surface acceleration of 100g. At surface temperatures just above
the Leidenfrost temperature, vibrations increase the frequency of intermittent
contact of the drop with the heated surface forcing a transition from film boiling
to contact boiling [65].

Electric fields also provide another method of suppressing the Leidenfrost
effect. When a potential difference is applied across a slightly charged drop
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and the surface, the liquid–vapor interface and the surface act like two plates
of a capacitor separated by an insulator vapor layer [66]. This configuration is
similar to electrowetting, where an electric field is used to modify the wetting
properties of a surface [67]. In electrowetting, the presence of charges at the
interface increases surface wetting allowing control over the contact angle of
the liquid. In the case of Leidenfrost drops, electrohydrodynamic forces acting
on the liquid–vapor interface introduce instabilities that lead to direct contact
with the surface leading to contact boiling (Fig. 7.5b3) [52, 66, 68].

c. Surface properties
The Leidenfrost state sets in after the transition boiling regime where the

liquid tries to re-wet the surface.Once the drop enters the Leidenfrost regime, the
requirement for sustaining levitation on a surface is the continuous production
of a vapor layer with sufficient pressure to balance the weight of the drop.
Considering the onset and sustenance of the Leidenfrost state, the following
surface properties affect the Leidenfrost point of a liquid drop on a surface: (1)
Surface thermal conductivity, (2) Surface roughness or porosity and (3) Surface
wettability or wickability. Table 1 summarizes key experimental works where
the effect of surface properties on the Leidenfrost temperature was investigated.

Inmany cases these three properties are interdependent, however, with recent
progress in manufacturing techniques these properties can be de-coupled and
their effects on the Leidenfrost point can be isolated. The types of surfaces that
can be manufactured are bare substrates, nanoporous sheets, micro-structures
on surfaces, micro-pillars on surfaces and surfaces with different wettabilities.

I. Thermal conductivity

Let us consider an extremely smooth surface with infinite thermal conductivity
heated to the Leidenfrost temperature of a liquid TL . As mentioned in Sect. 7.2,
when a drop is deposited on this surface at a given temperature, the surface is cooled
locally underneath the drop. Due to its infinite thermal conductivity, the substrate
remains isothermal at TL , i.e., zero temperature gradients. This also implies that
the liquid requires a local surface temperature of TL for levitation. Let us consider
another extremely smooth surface but with finite thermal conductivity. Here, due
to local cooling by the drop and the substrate’s finite thermal inertia, there will
be local temperature gradients in the substrate. Therefore, to obtain a local surface
temperature of TL for maintaining levitation, the substrate has to be heated to a
higher temperature, which practically implies a higher Leidenfrost temperature. For
example, stainless steel has a lower thermal conductivity than copper and, therefore,
shows higher Leidenfrost temperatures [69]. The formation of oxide layers on copper
decreases the transfer of heat from the surface and shows slightly higher Leidenfrost
temperatures than polished aluminum [15]. The difference in Leidenfrost temper-
atures is more pronounced with a larger difference in thermal conductivities. For
example, the Leidenfrost temperature of the water on Pyrex glass is about 515 °C,
while on stainless steel of the same roughness, it is about 305 °C [59]. However,
these studies do not account for the effect of parameters like surface wettability on
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the reported Leidenfrost temperatures. As such some studies also report no signifi-
cant effect of thermal conductivity on the Leidenfrost temperature despite an order
of magnitude difference in thermal diffusivities [70].

II. Surface roughness

A real surface can be idealized as a surface with pillars, where the height and
spacing between the pillars determine the roughness of the surface. For a drop levi-
tating on these pillars, the height of the pillars increases the effective vapor layer
thickness. The spacing between the pillars, or pillar density, also allows an easy
passage for the vapor to leak to the atmosphere. These two effects can reduce the vapor
pressure sustaining the drop weight. The pillars can also act as protrusions, which
can increase the frequency of intermittent contacts with the surface, requiring higher
Leidenfrost temperatures. The dominating mechanism which affects the Leidenfrost
temperature depends on the scale of roughness, primarily the pillar spacing. It is
important to mention here that surface roughness also affects surface wettability. In
this discussion, we will consider experimental findings where the effects of surface
wettability are not significant or have been isolated from surface roughness. The
effect of surface roughness from surface wettability can be isolated by either using
low surface tension liquids [53, 59, 74], or using machined surfaces and materials
with similar wettabilities [45, 75, 76].

Twocompeting effects determine theLeidenfrost temperature for drops onpillared
surfaces (Fig. 7.6a). When a drop is placed on a heated pillared surface, the drop
forms a meniscus with the pillars, which induce a surface adhering capillary pres-
sure, Pc = 2σlvcosθ/ l p, where l p is the scale of pillar spacing. This capillary adhe-
sion is resisted by the vapor pressure generated due to liquid phase change, which
flows out radially underneath the drop. Assuming a Poiseuille flow, this vapor flow
(typical velocity V ) is resisted by shear losses due to the vapor layer thickness
(pressure drop scales as νV/ l2v ) and shear flow between the pillar spacing (pressure
drop scales as νV/ l2p). Therefore, although surfaces with a smaller pillar spacing
increase capillary adhesion, the vapor pressure underneath the drop also increases as
the resistance to flow increases. For surfaces with typical pillar spacing ≤100 µm,
higher Leidenfrost temperatures are obtained due to a decrease in vapor pressure
with increasing pillar spacing. Kwon et al. fabricated pillars (width 10 µm and
height 10 µm) with pillar spacings varying from 3.3 to 100 µm [71]. These surfaces
are superhydrophilic and showed an increase in the Leidenfrost temperature from
300 °C to 370 °C (Fig. 7.6b). Duursma et al. reached the same conclusion experi-
mentally, but attributed the increase in Leidenfrost temperature with pillar spacing
to a reduced effective area for heat transfer from the surface to the drop, supported
by numerical simulations (Fig. 7.6c) [61]. The effect of vapor leakage on increased
Leidenfrost temperatures is also seen in levitation on stainless steel meshes [73]. An
increase in separation between wires increases the size of the air gap in the meshes
that reduces the vapor pressure necessary for levitation, and thus results in higher
Leidenfrost temperatures (Fig. 7.6d). Porous materials with increasing porosity also
show an increased Leidenfrost temperature [74]. Reduced pressures due to vapor
leakage increase the Leidenfrost temperature for wetting methanol drops. The role
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Fig. 7.6 Effect of surface roughness on Leidenfrost temperature: a Schematic representation of
a drop on a micro-pillared surface. Capillary adhesion on the pillared surface is countered by the
escape of vapor between the pillars [71] (Reprinted from [H.M.Kwon, J. C. Bird andK.K.Varanasi,
“Increasing Leidenfrost Point UsingMicro-NanoHierarchical Surface Structures.”Applied Physics
Letters 103, 201601 (2013)] with the permission of AIP Publishing); b Transition to Leidenfrost
state on surfaces with different pillar spacing. The dashed line is a guide to the eye [71] (Reprinted
from [H. M. Kwon, J. C. Bird and K. K. Varanasi, “Increasing Leidenfrost Point UsingMicro-Nano
Hierarchical Surface Structures.” Applied Physics Letters 103, 201601 (2013)] with the permission
of AIP Publishing); c Leidenfrost temperature on micro-pillared Si surfaces with varying pillar
spacing for different drop volumes [61] (Reprinted from G. Duursma, R. Kennedy, K. Sefiane, and
Y. Yu, “Leidenfrost Droplets onMicrostructured Surfaces.”Heat Transfer Engineering 37 (13–14):
1190–1200 (2016) with permission from Taylor & Francis Ltd, http://www.tandfonline.com)); d
Leidenfrost transition temperature with open area s2. Insets show a depiction of a plain weave
mesh and an image of a #50 stainless steel mesh at bottom [73] (Reprinted fromMaterials Letters,
176, N.R. Geraldi, G. McHale, B.B. Xu, G.G. Wells, L.E. Dodd, D. Wood, and M. I. Newton,
“Leidenfrost Transition Temperature for Stainless Steel Meshes”, 205–208, Copyright (2016), with
permission fromElsevier); eLeidenfrost temperature on pillared surfaceswith varying pillar spacing
[72] (Reprinted from International Journal of Heat and Mass Transfer, 139, S.H. Kim, G. Lee,
H.M. Kim and M.H. Kim, “Leidenfrost Point and Droplet Dynamics on Heated Micropillar Array
Surface.”, 1–9, Copyright (2019), with permission from Elsevier)

http://www.tandfonline.com
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of thermal conductivity at higher porosities is also speculated to contribute to this
increase in Leidenfrost temperature [74].

However, a monotonic increase in the pillar distance does not increase the Leiden-
frost temperature monotonically (Fig. 7.6e). Kim et al. varied pillar distances from
5 µm to 2560 µm (height 20 µm and diameter 20 µm) and observed a maximum
Leidenfrost temperature at a pillar distance of 320 µm [72]. At smaller pillar spac-
ings, the increase in Leidenfrost temperature was attributed to the reduction in vapor
pressure due to vapor leakage. At larger pillar spacings, the drop interacts with the
base substrate and generates enough vapor pressure to sustain levitation, and, there-
fore, the Leidenfrost temperature starts decreasing after a pillar distance of 320 µm.
At a pillar distance of 2560 µm, the Leidenfrost temperature approached that of the
polished surface as the drop hardly interacted with multiple pillars and sees only the
base substrate.

Using micro-machining and surface coatings, Kim et al. isolated the effect of
surface wettability and surface roughness [45]. Surface wettability using Au, SiO2

and nanoporous coatings on Si wafers was controlled across flat smooth surfaces
and micro-pillared surfaces. At a pillar spacing of 500 µm, the pillars (height 15 µm
and diameter 5 µm) act as protrusions and increase the frequency of intermitted
contact of the liquid–vapor interface with the surface. As a result, all surface coatings
with micro-pillars have a higher Leidenfrost temperature than those on flat surfaces,
irrespective of the surface wettability.

Here we have not discussed the Leidenfrost temperature on surfaces with
nanoscale roughness as in all cases we observed that the wettability of the surface
changes significantly on the introduction of a nanoscale coating or roughness. In such
cases, the wettability of the surface dominated the increase in Leidenfrost temper-
ature [77]. The role of surface roughness in increasing intermittent contacts cannot
be ruled out to some extent.

III. Surface wettability

As discussed in Sect. 7.1, the Leidenfrost regime sets in after intense hetero-
geneous bubble nucleation on the surface. Surface cavities are believed to act as
activation sites where bubble nucleation starts [83]. Bubbles from such multiple
nucleation sites grow, merge and detach from the surface depending on the surface
superheat. After bubble departure, the liquid re-wets these nucleation sites and the
process repeats. Therefore, bubble nucleation and the tendency of the liquid to re-wet
the surface after bubble departure, i.e., surface wettability [84], is crucial in affecting
the Leidenfrost temperature.

The surfacewettability of an ideal smooth surface is governed by its surface energy
that is an intrinsic material property. Experiments on extremely smooth surfaces have
shown that the Leidenfrost point increases with increasing wettability. For example,
experiments by Nagai et al. with water on sapphire glass (contact angle ≈90°) and
stainless steel (contact angle ≈60°) showed a lower Leidenfrost temperature for
sapphire due to a lower surface wettability [53]. Similar observations with water on
polished aluminum (contact angle ≈78°) and PTFE coating on aluminum (contact
angle ≈122°) were reported (Fig. 7.7a) [78].
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Fig. 7.7 Effect of surface wettability on Leidenfrost temperature: a Evaporation times of
water drops on the surfaces with various wettabilities. Inset shows drop boiling on surfaces
at a temperature Ts = 130 °C: hydrophilic (θe = 10°), bare aluminum (θe = 78°),
hydrophobic (θe = 122°) and superhydrophobic (θe = 157°) [78] (Reprinted from Applied
Thermal Engineering, 167, Q. Ma, X. Wu, T. Li and F. Chu., “Droplet Boiling on Heated
Surfaces with Various Wettabilities”, 114703, Copyright (2020), with permission from Elsevier);
b Evaporation time on different oxidized zirconium-textured surfaces [79] (Reprinted fromNuclear
Engineering and Design, 278. S.H. Kim, H.S. Ahn, J. Kim, M.H. Kim and H.S. Park, “Exper-
imental Study of Water Droplets on Over-Heated Nano/Microstructured Zirconium Surfaces”
367–76, Copyright (2014), with permission from Elsevier); c Evaporation time of droplets on
surfaces with ZnO rods of different sizes: 38.5 ± 10.4 nm, 133.1 ± 60.7 nm, 257.9 ± 100.4 nm
[80] (Reprinted from Materials Chemistry and Physics, 217, T. Kano, T. Isobe, S. Matsushita
and A. Nakajima, “Hydrophobicity and Leidenfrost Point of ZnO Nanorod Array Combined
with Nanoscale Roughness on the Topmost Surface”, 192–98, Copyright (2018), with permis-
sion from Elsevier); d Non-wetting probability of a drop on a micro-pillared superhydrophilic
surface as a function of substrate temperature. The inset shows the contact between the pillars
and the drop [81] (Reprinted by permission from Springer Nature: Springer, Nature Commu-
nications, “Non-Wetting Droplets on Hot Superhydrophilic Surfaces”, S. Adera, R. Raj, R.
Enright and E.N. Wang, 2013); e Drop evaporation times for different surface temperatures.
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Fig. 7.7 (continued) LBL is the nanoporous SiO2 surface [45] (Reprinted from [H. Kim, B.
Truong, J. Buongiorno and L. W. Hu, “On the Effect of Surface Roughness Height, Wettability,
and Nanoporosity on Leidenfrost Phenomena.” Applied Physics Letters 98, 083121 (2011)] with
the permission of AIP Publishing); f Heat flux on the surface of an immersion heater with four
different coatings: superhydrophilic (SHL), hydrophilic (HL), hydrophobic (HB) and superhy-
drophobic (SHB). Inset shows the SEM image of the superhydrophobic nanoparticle coating, scale
is 1 µm [82] (Reprinted by permission from Springer Nature: Nature, Nature, “Stabilization of
LeidenfrostVapourLayer byTexturedSuperhydrophobic Surfaces”, I.U.Vakarelski,N.A. Patankar,
J.O. Marston, D.Y.C. Chan and S.T. Thoroddsen, 2012)

As mentioned in Sect. 7.3 c II, on real surfaces, surface wettability depends on the
surface roughness. Introducing micro-scale roughness via surface oxidation [79],
micro-pillars [45], laser irradiation [76] can increase the wettability of a surface
and therefore demonstrate a higher Leidenfrost temperature (Fig. 7.7b). Similarly,
micro-scale roughness in the form of pillars and holes [85], coated nanorods [80] and
ribs [75] can decrease surface wettability and show a lower Leidenfrost temperature
(Fig. 7.7c). However, there is a unique exception to this observation. Pillared surfaces
demonstrating superhydrophilicity at room temperature showed remarkable non-
wetting properties at lower temperatures than on flat surfaces [81]. This effect is
not due to the Leidenfrost phenomenon as there is a distinct solid–liquid contact
(Fig. 7.7d). Due to the arrangement and size of the pillars, vapor permeability through
these features is very low. Therefore, vapor leakage at these relatively low superheats
is low, which increases the vapor pressure underneath the drop and does not allow
the drop to collapse on the surface texture.

Nanoscale roughness can push surface wettability to its extremities, i.e., create
superhydrophilic and superhydrophobic surfaces. The nanopores on the rough
surface act as heterogeneous bubble nucleation sites. The bubble nucleation tempera-
ture for a nanopore cavity (scale rp) can be estimated by equating the Young–Laplace
pressure across the bubble interface (�p = 2σlv/rp) with the Clausius–Clapeyron
equation, which characterizes the phase transition of a liquid ( dpdT = L

T�v
, where �v

is the specific volume change) [83]:

Tnucleation = Tsatexp

(
2σlv�v

rpL

)
. (7.8)

From Eq. (7.8), the nucleation temperature of bubbles for water on a 20 nm
pore size is about 218 °C [45], which implies that bubbles nucleate easily on
nanoporous surfaces compared to flat surfaces. However, material wettability deter-
mines whether this bubble nucleation is observed as nucleate boiling or as thin-film
boiling. For example, with intrinsically hydrophilic materials, nanoscale roughness
in the form of nanowires [86], nanotubes [87], nanoparticles [78] and nanostruc-
tures [79] makes surfaces superhydrophilic and, therefore, significantly increases
the Leidenfrost temperatures (Fig. 7.7e). This significantly increased wettability is
attributed to a higher wickability of the surface due to increased capillary suction
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pressures in the surface nanopores. Combining macro-scale features with nanostruc-
tures is also seen to increase the Leidenfrost temperature drastically. For example,
in the experiments by Kim et al., micro-pillars coated with nanoparticles showed
significantly higher Leidenfrost temperatures than flat surfaces coated with the same
nanoparticles despite similarwettabilities [45]. Though increased intermitted contact,
due to the micro-pillars, is credited to this observation, a relatively higher surface
wickability could also be the reason behind the increased Leidenfrost temperatures.
For example, hierarchical micro/nanoporous mesh-like surface textures demonstrate
no Leidenfrost limit (up to approximately 600 °C) due to a combined effect of vapor
leakage and high surface wickability [88, 89].

Similarly, nanostructures coated with intrinsically hydrophobic materials make a
surface superhydrophobic. For example, salinized nanoparticles and nanocones on
a surface increase the static contact angle of the surface to about 165° (advancing)
and 160° (receding). These nanopores on the surface trap a layer of air, termed as a
plastron [90]. Given the intrinsic low wettability of the coating material, water is
unable to displace this layer of air, unless external pressure is applied [91, 92], or
via diffusion over time [93, 94]. As a result, a drop rests in a Cassie-Baxter state on
the surface with reduced contact with the surface texture. This reduced contact area
also results in a reduced heat transfer rate. Therefore, on these superhydrophobic
surfaces, the nucleate boiling and transition boiling regimes are hardly observed
above the saturation temperature. A drop’s evaporation rate steadily reduces with
surface temperature (Fig. 7.7a, f) and the drop undergoes a smooth transition to
the Leidenfrost state [82]. As the drop evaporation rate does not give an indication
of the onset of the Leidenfrost state, interferometric measurements of a drop’s base
indicate that a complete vapor layer is formedat temperatures just above the saturation
temperature (around 130 °C). The drop’s mobility also increases significantly at this
temperature, indicating a transition to the Leidenfrost state [95].

7.4 Applications

The presence of a stable vapor layer between the solid and the liquid provides lubri-
cating properties between the two phases. As a result of the physical and chemical
properties of this vapor layer, several applications of the Leidenfrost effect have been
explored recently (Fig. 7.8).

a. Drop self-propulsion

For a drop in the Leidenfrost state over a surface, the surface acts as a zero contact-
angle hysteresis surface. The vapor layer acts as a lubricant and provides extreme
mobility to the levitating drop. As a result, the drop can be propelled using small
forces. These forces can take the form of externally applied fields such as surface tilt-
induced gravity, electric [107] andmagnetic [17] fields, or propulsion can be achieved
passively by introducing an asymmetry in the flow of the vapor on which the drop
levitates (Fig. 7.8a1, a2, a3). First demonstrated by Linke et al. [29], Leidenfrost
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Fig. 7.8 Applications of Leidenfrost effect: a1 Position (x) of water drops self-propelling on
a hot superhydrophobic ratchet vs time (t) at different temperatures [102] (Reprinted from [G.
Dupeux, P. Bourrianne, Q. Magdelaine, C. Clanet and D. Quéré, “Propulsion on a Superhy-
drophobic Ratchet.” Scientific Reports, 4, 5280 (2014)], licensed under CC-BYNC-ND 4.0); a2
Side view of a drop of volume 60 mL propelling on a ratchet at 85°C. The bar represents 2 mm
and successive photos are 0.28 s apart [102] (Reprinted from [G. Dupeux, P. Bourrianne, Q.
Magdelaine, C. Clanet and D. Quéré, “Propulsion on a Superhydrophobic Ratchet.” Scientific
Reports, 4, 5280 (2014)], licensed under CC-BYNC-ND 4.0); a3 Self-propulsion of an acetone
drop (volume 200 µL at Ts = 400 °C. Image also shows the drop on the crenelated cross-section
of the herringbone structure [103] (Reprinted figure with permission from [D. Soto, G. Lagubeau,
C. Clanet, and D. Quere, “Surfing on a Herringbone.” Physical Review Fluids, 1, 013902 (2016)]
Copyright 2016 by the American Physical Society); a4 CNC machined turbine-inspired substrate
(Reprinted from [G.G.Wells, R. Ledesma-Aguilar,G.McHale andK. Sefiane. 2015. “ASublimation
Heat Engine” Nature Communications, 6, 9390 (2015)], licensed under CC-BY 4.0); a5 Concept
of a Leidenfrost engine operating between the substrate temperature Ts and ambient tempera-
ture [34] (Reprinted from [G.G. Wells, R. Ledesma-Aguilar, G. McHale and K. Sefiane. 2015.
“A Sublimation Heat Engine” Nature Communications, 6, 9390 (2015)], licensed under CC-BY
4.0); a6 Time sequence of a disc of dry-ice with radius 2 cm (top panel) and a drop of water
supporting a metal plate (bottom panel) rotating on the turbine-inspired surface at Ts = 500 °C.
The panels show a sequence over time, showing the rotation of the disc [34] (Reprinted from
[G.G. Wells, R. Ledesma-Aguilar, G. McHale and K. Sefiane. 2015. “A Sublimation Heat Engine”
Nature Communications, 6, 9390 (2015)], licensed under CC-BY 4.0); a7 Snapshot of a rotating
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Fig. 7.8 (continued) paper-based Leidenfrost rotor [104] (Reprinted from [H. Xu, A. Thissandier,
R. Zhao, P. Tao, C. Song, J. Wu, W. Shang, and T. Deng, “Self-Propelled Rotation of Paper-
Based Leidenfrost Rotor.” Applied Physics Letters 114, 113703 (2019)] with the permission of AIP
Publishing); b1Heated sphere (15 mm) in a fluorinated liquid at temperature above the Leidenfrost
temperature (left panel) and below the Leidenfrost temperature (right panel) [105] (Reprinted figure
with permission from [I.U. Vakarelski, J.O. Marston, D.Y.C. Chan and S.T. Thoroddsen, “Drag
Reduction by Leidenfrost Vapor Layers.” Physical Review Letters, 106, 214501 (2011)] Copyright
2011 by the American Physical Society); b2 Variation of drag coefficient with Reynolds number
for different spheres: Open (blue) data points are at 25 °C for steel (square), tungsten carbide
(triangles) and agate (circles). Solid (red) points are spheres heated to 200 °C.Heated ascending steel
spheres are denoted by red crosses [105] (Reprinted figure with permission from [I.U. Vakarelski,
J.O. Marston, D.Y.C. Chan and S.T. Thoroddsen, “Drag Reduction by Leidenfrost Vapor Layers.”
Physical ReviewLetters, 106, 214501 (2011)]Copyright 2011 by theAmericanPhysical Society); c1
Representation of self-ionization ofwater in aLeidenfrost state [106] (Reprinted from [R.Abdelaziz,
D. Disci-Zayed, M.K. Hedayati, J.H. Pöhls, A.U. Zillohu, B. Erkartal, V.S.K. Chakravadhanula, V.
Duppel, L.Kienle andM.Elbahri, “GreenChemistry andNanofabrication in a Levitated Leidenfrost
Drop.” Nature Communications, 4, 2400 (2013)], licensed under CC-BY-NC-ND 3.0); c2 Particle
size distribution of the gold nanoparticles [106] (Reprinted from [R. Abdelaziz, D. Disci-Zayed,
M.K. Hedayati, J.H. Pöhls, A.U. Zillohu, B. Erkartal, V.S.K. Chakravadhanula, V. Duppel, L.
Kienle and M. Elbahri, “Green Chemistry and Nanofabrication in a Levitated Leidenfrost Drop.”
Nature Communications, 4, 2400 (2013)], licensed under CC-BY-NC-ND 3.0); c3 Formation of
gold nanoparticles without any reducing agent in a Leidenfrost drop from gold salts. As the drop
evaporates the color of particles changes from yellow to red [106] (Reprinted from [R. Abdelaziz,
D. Disci-Zayed, M.K. Hedayati, J.H. Pöhls, A.U. Zillohu, B. Erkartal, V.S.K. Chakravadhanula, V.
Duppel, L.Kienle andM.Elbahri, “GreenChemistry andNanofabrication in a Levitated Leidenfrost
Drop.” Nature Communications, 4, 2400 (2013)], licensed under CC-BY-NC-ND 3.0)

drops undergo self-propulsion when placed on ratchet-like heated textured surfaces.
Several mechanisms have been proposed to explain this self-propulsion, such as
jet thrust, Marangoni flows [108], thermal creep-induced drag force [109] and drag
due to vapor rectification [8, 29]. However, vapor rectification-induced drag force has
been numerically [8, 25, 110, 111], analytically [34, 42, 103, 112] and experimentally
[25, 34, 42, 103] proven to be the main mechanism for self-propulsion of levitating
liquids and solids. As discussed in Sect. 7.2, on a flat surface the vapor flow is
radially symmetric. The surface asymmetry rectifies the flow of the exiting vapor
in a preferential direction. This redirected vapor produces a viscous drag on the
levitating liquid (or solid) and propels it in a specific direction, achieving terminal
speeds of the order of 100 mms−1 [113–115]. Apart from ratchet-textured surfaces
[110, 116–122], self-propulsion is obtainedonnon-parallel structures [123], nano and
macro-textured substrates [124–127], herringbone-like [103, 128] and herringbone-
ratchet-like [113] textured surfaces. Additionally, superhydrophobic coatings can be
used to lower the temperature at which self-propulsion is observed [35, 102]. In this
‘cold’ Leidenfrost regime, although the drop is not levitating, it encounters a very
low pinning force from the surface. As such, the vapor flow at temperatures even
below the saturation temperature is sufficient to propel the drop (Fig. 7.8a1).

An asymmetry in the flow of vapor can also be introduced by an asymmetric mass
distribution of the levitating object. For example, asymmetrically placed blocks of
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dry-ice self-propel when placed on a heated surface [25]. A similar self-propulsion
is observed in millimetric-sized drops on flat surfaces. Due to the nearly radially
symmetric vapor flow, large drops have symmetric counter-rotating internal flows.
However, as the drop size reduces, this flow symmetry is disrupted, and a single
internal rotating flow remains. This rolling drop entrains the surrounding air asym-
metrically, which tilts its base and leads to self-propulsion in a precise but randomly
determined direction [42].

The above-mentioned concepts of linear self-propulsion can also be extended to
rotate levitating liquids and solids. For example, turbine-inspired textured substrates
(Fig. 7.8a4) can rotate liquids and solids and transfer this torque to surface tension
coupled non-volatile solids (Fig. 7.8a5, a6) [34, 35]. Similarly, asymmetric mass
distribution can be used to rotate levitating dry-ice blocks [25] and water-fed paper
rotor (Fig. 7.8a7) [104].

The concept of self-propulsion can find potential applications in drop and mate-
rial transport in microfluidics systems. Recently, this self-propulsion mechanism has
shown potential utility in thermochemical biomass reactors to transport cellulose-
based particles passively at 750 °C for pyrolysis,without the use of active components
like injectors and conveyors [120]. Recent work on selective heating of substrates
with micro-patterned heating elements [129] has opened opportunities for precise
control of drop motion without the need for macro-textured features [130]. The tech-
nique provides a precise electrical control of substrate heating while using thermally
induced vapor rectification for drop propulsion. Additionally, these self-propelling
drops function like a heat engine, converting temperature differences into mechan-
ical motion (Fig. 7.8a5). The low-friction characteristic of this self-propulsion can
lead to the development of micro-scale engines, where material wear due to solid
friction is a significant problem. At macro-scales such ‘Leidenfrost engines’ can also
be used in extreme gravity, temperature and pressure environments, such as mining,
space and planetary exploration, due to their reduced structural complexity [34, 35].
As self-propulsion of both solids and liquids can be achieved, such engines can use
ices of H2O, CH4 and CO2 on other planetary bodies for thermal energy harvesting
for early human explorers.

b. Drag reduction

Hydrodynamic drag due to liquid flow over a surface comprises of two compo-
nents: wake drag due to normal stresses on the body and skin friction due to shear
stresses because of fluid viscosity. For example, a solid sphere moving in a liquid at
Re < 0.5 has a drag coefficient given by CD = 64/Re, due to a no-slip boundary
condition with the liquid. The drag coefficient on a superhydrophobic sphere reduces
as the continuous liquid–solid interface is replaced partially by a liquid–vapor inter-
face (due to the plastron), which introduces a slip boundary to the flow [131–136]. As
an extreme case, if the liquid–solid interface is replaced completely by a liquid–vapor
interface then the drag coefficient reduces by 33%, showing a significant reduction in
the skin friction on the sphere [131]. Such a continuous vapor layer can be sustained
by heating the sphere above the Leidenfrost temperature (Fig. 7.8b1). These Leiden-
frost vapors layers can reduce the drag by almost an order of magnitude, compared
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to cold spheres [105, 137, 138]. Even at sub-Leidenfrost temperatures, the collapse
of the plastron can be limited by supplying a low superheat (Ts − Tsat ≤ 25 °C)
and an 80–90% reduction in drag can be obtained compared to an unheated superhy-
drophobic surface for turbulent flows 26,100≤ Re ≤ 52,000 (Fig. 7.8b2) [139, 140].
Here, superhydrophobic coatings on such spheres increase the stability of the vapor
film between the liquid and the sphere surface, either as a fully formed Leidenfrost
vapor film or as a plastron [82]. This allows better control and study of heat transfer
properties as the surfaces are devoid of different boiling transitions and associated
heat fluxes.

iii. Drop reactor

The above applications of Leidenfrost drops exploited the physical attributes of
the vapor film. Another recent application scope utilizes chemical attributes of the
Leidenfrost drops. Experiments by Gilbert and Shaw demonstrated that water under-
goes self-ionization, into hydroxyl (H3O+) and hydronium ions (OH−), and charge
separation due to a fast rupture of the liquid–gas interface [141]. This process is
enhanced by the presence of salts or extreme pressure and temperature [142, 143].
Similar charge separation is observed at the liquid–vapor interface of a Leidenfrost
drop [106]. The hydronium ions are carried away by the vapor while the drop is
left with the hydroxyl ions (Fig. 7.8c1). Thus, a Leidenfrost drop acts as a chem-
ical reactor, wherein the excess hydroxyl ions act as reducing agents. Consequently,
metal cations in corresponding salt solutions can be reduced to metal atoms without
the addition of any reducing agents. The atoms can then coalesce to form clusters
and nanoparticles. For example, palladium nanoparticles can be synthesized using
a Pd precursor aqueous solution, charcoal supports and a hot plate [144]. Simi-
larly, plasmonic gold nanoparticles (Fig. 7.8c2, c3), zinc-oxide (ZnO) nanoparticles,
copper-oxide (CuO) nanorods and platinum nanoparticles can be synthesized using
their corresponding salt solutions. Moreover, by using additional reducing agents
like citric acid or sodium hydroxide solutions, nanoporous superhydrophilic metals
can be fabricated [106, 145].

These Leidenfrost reactors can also be used to create nanoscale coatings [106].
For example, high-performance indiumoxide (In2O3) and zinc-oxide (ZnO) thin-film
transistors were prepared as an alternative to traditional spray pyrolysis techniques
[146]. The process is akin to a chemical vapor deposition procedure where the depo-
sition occurs out of the vapor film and the crystal formation occurs on the substrate
[147]. Additionally, Leidenfrost drops can initiate colloidal assembly during drop
evaporation, where a Leidenfrost drop acts as a confining geometry. Silica particles,
along with carbon black nanoparticles when inserted in a Leidenfrost drop, form
microgranules after the drop dries out. These microgranules comprise packed silica
particles and demonstrate photonic properties in the full visible range of light, with
potential applications in developing color pigments [148].
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7.5 Summary

The onset of the Leidenfrost state of a liquid droplet on a superheated surface is
directly linked to the surface wettability. In principle, surface wettability depends
on the physical and chemical nature of the surface, i.e. surface roughness (physical
nature) and intrinsic surface wettability (chemical nature of an extremely smooth
surface). Isolating the effect of this physical and chemical nature of the surface
is extremely challenging, but critical to understand and control the onset of the
Leidenfrost regime for applications in metal forming, heat exchangers, microfluidics
and drag reduction. The consensus is that an increase in surface wettability increases
the Leidenfrost temperature. Here, multi-scale superhydrophilic surfaces provide
the highest Leidenfrost temperatures as a combined result of frequent intermittent
contactswith the surface andhigh capillarywicking.On the other endof the spectrum,
superhydrophobic surfaces decrease Leidenfrost temperatures, due to low surface
adhesion.
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On the Development of Icephobic
Surfaces: Bridging Experiments
and Simulations
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8.1 Introduction

Ice formation on surfaces is a common phenomenon occurring in the presence of
water at temperatures below the freezing point, and can negatively impact many
aspects of our lives. Atmospheric icing, which forms due to the natural presence
of water as small liquid drops or vapor in the air, can cause damage to ground
transportation, airplanes, power lines, and communication systems (e.g., telephone
and cable television line operations) and other man-made structures and devices.

For example, ice accretion on aircraft (Fig. 8.1) can affect the proper functioning of
aerodynamic surfaces, increasing drag, and increasing stall speed (the slowest speed
an aircraft can maintain level flight) [1], as well as probes and sensors, leading, e.g.,
to incorrect engine power settings.

A recent accident caused by in-flight ice formation occurred at Clarence Center,
New York, on February 12, 2009. As a result of extended ice buildup on the aircraft
wings and windshield, the aircraft crashed, resulting in the death of 50 people. Over
the years, other fatal accidents have also occurred, such as that of January 9, 1997,
involving the Embraer EMB-12RT, due to a formation of thin rough glaze/mixed ice
coverage on the wings leading edge, and that of March 22, 1992, in Flushing, New
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Fig. 8.1 Wing of an airplane with accretions of glaze ice. Title: Ohio National Guard. Author: The
National Guard. Source https://flic.kr/p/2irysRE. License: CC BY 2.0. Description: “Airmen work
on a C-130H Hercules, spraying it with deicing fluid during a snowstorm, Feb. 07, 2020, at the
179th Airlift Wing, Mansfield, Ohio.”

York, in which 27 deaths occurred due to ice accumulation under the aircraft wings
[2].

Icing is also a problem on the ground in cold regions, either at high latitudes or in
mountain areas. Indeed, ice and snow accumulation on overhead power grid compo-
nents such as conductors, ground wires, and insulators can cause power line collapse
and black-outs that may last several hours; this is both a severe inconvenience for
the users, and a source of economic losses for energy operators [3]. The destructive
effects of icing phenomena on overhead power lines (Fig. 8.2) are attributable to the
excessive ice or snow accumulation, which can lead to electrical flashover or aeroe-
lastic instabilities: one example is galloping, a self-excited vibration of transmission
line under the action of wind load, eventually causing damages to conductors or
structural collapse [3]. Additionally, ice removal from power lines and wind turbines
can be a dangerous operation for technicians [4].

The atmospheric icing events affecting ground structures and operations can occur
inmany parts of theworld, includingNorthAmerica, Europe, Asia, and SouthAfrica.
Such events are recurrent in some countries (USA, Canada, Iceland, etc.) occasion-
ally causing a serious socioeconomic impact. While they are less frequent in other
countries, but can still cause serious damage to overhead electric lines (Sweden,
Spain, South Africa, Italy, etc.) [5].

https://flic.kr/p/2irysRE


8 On the Development of Icephobic Surfaces … 237

Fig. 8.2 Atmospheric icing of the overhead power line. Title: IMG_0337. Author: KOMUnews.
Source https://flic.kr/p/4cEson. License: CC BY 2.0

For example, from January 4 to 10, 1998, a major ice storm caused catastrophic
damage to power lines in easternCanada and the northeasternUnited States, resulting
in power losses. The storm destroyed and damaged 3,000 km of power lines, 4,000
power transformers, and 1,000 steel towers [6, 7]. More than 3 million utility
customers lost power in Canada and 1 million in the northeastern United States.
The estimated damages were $4.4 billion [8].

Two other examples of atmospheric icing occurred in Northern Iceland on
September 10 and December 29, 2012. In both the events, two wet snowstorms
accompanied by strong winds (20–40 m/s) caused an extreme wet snow load on
power transmission and distribution lines. This led to the breakage of many wooden
poles. During the events, in the worst cases, the inhabitants of the affected areas
remained without electricity for several days [9].

In the southwestern region of Sweden, during February 1999, there were outages
of the power line lasting up to 6 hours. The triggers were low temperatures and
strong winds which gave rise to ice accretion, followed by flashovers. Indeed, if ice
or snow accretion is followed by a period of thaw, service experience indicates that
the likelihood of an electrical outage because of flashover is high [5].

https://flic.kr/p/4cEson
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8.1.1 Atmospheric Icing

Atmospheric icing on structures is commonly classified into three main categories,
based on the atmospheric conditions leading to ice formation: in-cloud icing, precip-
itation icing, and hoar frost [5]. In-cloud icing occurs due to small micron-sized
drops, typically in the range of 10–40 μm. These drops are found in clouds, as
the name suggests, or in fog; the amount of liquid water mass present in the unit
volume is expressed by the liquid water content (LWC), with values in the range
0.1–3 g/m3. When their temperature reduces to below the freezing point, the drops in
the cloud become supercooled, i.e., they are in a metastable liquid state (see detailed
discussion in Sect. 8.2) and start freezing after impact on a solid surface (e.g., the
aircraft aerodynamic surfaces). Precipitation icing phenomena are caused by larger
supercooled drops in the rain (with a sub-millimeter or millimeter diameters) and
snowflakes that precipitate on ground structures. Hoar frost, or simply frost, origi-
nates from water vapor because of direct deposition (vapor-to-solid) or a two-step
condensation-freezing (vapor-to-liquid-to-solid) process.

An additional classification is based on the ice type and properties, spanning
glaze ice, rime ice, snow (wet and dry) and frost, illustrated in Fig. 8.3. According
to the technical brochure periodically released by the International Council on Large
Electric Systems (CIGRE) [10], in precipitation icing, wet and dry snow and glaze
ice due to freezing rain can be observed; for in-cloud icing, both glaze and rime
ice can be observed. The main properties of the different ice types are listed and
discussed here below.

Glaze ice (Fig. 3a) is translucent and has the highest density (up to 900 kg/m3).
Typically, it is icicle-shaped and its adhesion to surfaces is very strong. In precipita-
tion icing, raindrops pass through a region of the atmosphere characterized by thermal
inversion (change in the normal tendency of the air to cool downwith altitude). Glaze
ice formation originates at temperatures close to the freezing point [5, 11].

a. Glaze ice b. Rime ice c. Snow d. Frost

Fig. 8.3 Pictures of tree branches with different ice formation: a Glaze ice. Title: Glaze ice from
freezing rain (29 January 2009) (Newark, Ohio, USA) 38. Author: James St. John. Source https://
flic.kr/p/Qz1EDZ. License: CC BY 2.0. b Rime ice. Title: Rime ice. Author: Yellowstone National
Park. Source https://flic.kr/p/qU7mMN. License: Public Domain 1.0. c Snow. Title: Snow. Author:
Eneco Muino. Source https://flic.kr/p/r9TgJR. License: CC BY 2.0. d) Frost. Title: Frost. Author:
Beni Rupp. Source https://flic.kr/p/NCrmXv. License: CC BY 2.0

https://flic.kr/p/Qz1EDZ
https://flic.kr/p/qU7mMN
https://flic.kr/p/r9TgJR
https://flic.kr/p/NCrmXv
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Rime ice originates at lower temperatures below −5 °C, when supercooled
drops almost instantaneously freeze upon contact with a surface (Fig. 3b). Its char-
acteristic white color is caused by the presence of air bubbles, which remain trapped
due to the rapid freezing process. Rime ice can have a variable density ranging from
150 to 700 kg/m3. There are two types of rime: soft rime and hard rime. When the
air temperature is between −5 and −10 °C and the wind speed oscillates between 5
and 15 m/s, soft rime grows (150–300 kg/m3). If, on the other hand, the temperatures
range is from −10 to −15 °C and the wind speed oscillates between 15 and 25 m/s,
a denser and more compact structure (with fewer air bubbles) originates that is the
hard rime (300–700 kg/m3) [5, 11, 12].

Dry snow forms (Fig. 3c) at a temperature below freezing and accumulates on
surfaces at low wind speeds. It is easy to remove from surfaces and its density ranges
between 50 and 100 kg/m3 [3, 13]. The main difference between wet and dry snow
is the presence of liquid water inside the flakes (absent in dry snow), which can be as
high as 40% of the total mass.Wet snow density can span from 100 to 850 kg/m3. The
high density is mostly because it formswhenwind compresses the snow deposited on
the surfaces, making the growth more compact. Wet snow generally forms between
0.5 and 2.0 °C. The formation process takes placewhen, precipitating, the snowflakes
cross different layers of air having higher temperatures at lower altitudes. If the air
temperature exceeds 0 °C near the ground, the snowflakes begin to melt, and liquid
water appears in between ice crystals. Wet snow easily adheres to surfaces when the
internal content of liquid water is between 15 and 40% [3, 10, 13] due to capillary
forces.

Frost is formed by the deposition process ofwater vapor present in the air (Fig. 3d).
It usually has a density of less than 100 kg/m3, and is easy to remove from surfaces
(due to low adhesion) and appears as a collection of small crystals [3, 10].

8.1.2 From Traditional Methods to Surface Strategies
Against Icing

Regardless of the type of ice, frequent problems related to icing require effective and
efficient systems to control ice formation and accretion. The systems are normally
classified as anti-icing, when ice formation is prevented, or de-icing, when ice is
intermittently formed and then removed.

The traditional methods involve the use of thermal energy for heating surfaces,
antifreeze liquids and mechanical vibrations. However, these methods are often
energetically or economically demanding [13], or may require human intervention.

As traditional methods have drawbacks, passive surfaces and coatings have
attracted interest. The goal in this case is to ensure that any formed ice adheres
weakly and can debond naturally due to gravity or other external forces, thereby
requiring no energy input and being able to be used in conjunction with traditional
methods. However, for industrial use, these surfaces require modifying the surface
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topography and chemistry at the micro-/nano-scale in a way that is easy to manufac-
ture, cost-effective and durable. This remains a challenge and motivates the current
chapter.

8.1.3 Existing Literature and the Goal of This Chapter

Recently, several reviews have already discussed the role of surface strategies against
ice formation [14–18]. Schutzius et al. [14] analyzed the key aspects of ice forma-
tion and discussed rational strategies to develop icephobic surfaces. Amirfazli and
Antonini [15] discussed the relationship between superhydrophobicity and icepho-
bicity to highlight that different mechanisms are involved in ice formation and can be
addressed to control it, underlining the strong impact of environmental conditions on
the icing process. Stone [16] focused on the comparison between “classical” superhy-
drophobic textured surfaces and liquid-infused porous surfaces (referred to as SLIPS
or LIS), where an infused liquid strongly wets and is retained within a porous mate-
rial, creating a liquid layer at the interface that strongly reduces ice adhesion. Huang
et al. [18] specifically looked into the potential of coatings for aerospace applications,
thus discussing engineering relevant coatings on metals (e.g., aluminum), analyzing
them in the framework of aerospace anti-icing and de-icing requirements, e.g., in
terms of durability. Irajizad et al. [17] and Shen et al. [19] described the different
techniques to evaluate the performance against ice, highlighting how discrepancies
may arise from different measurements and different laboratories.

Performing a simple but revealing “Scopus” query, we found that in 2020 alone,
there were more than 700 publications related to the terms “icephobic” and “anti-
icing surfaces”, with an impressive expansion of the field over the past 10 years
(see Fig. 4a)—the use of different terminology will be discussed in Sect. 8.3. By
sorting the publications as experimental or numerical, we found that approximately
two-thirds of the studies use an experimental approach, and one-third a numerical
approach (see Fig. 4b).

Despite the existence of such an extremely rich literature resulting from the signif-
icant efforts of scientists and engineers on understanding and tackling the problem
of icing, we have noticed that a large gap still exists in the analysis and correlation
between experimental and numerical approaches. The challenge lies in the inherent
complexity of ice formation, amultiscale process, where nanoscale interactionmech-
anisms (10–9 m such as wetting and adhesion) on the surface with characteristic
micro and nano-topography (10–9–10–6 m) induce macroscopic effects up to the size
of drops (10–3 m) on large structures (100–102 m scale). Such a large-scale span
makes it difficult to create robust and reliable models to predict ice formation and to
design icephobic surfaces.

To tackle this point, we have conceived this chapter as structured in three main
parts: in Sect. 8.2, we introduce the key concepts of nucleation physics, which is
fundamental to the mechanism of icing. In Sect. 8.3, we discuss the different surface
strategies against icing, based on some of themost recent approaches. In Sect. 8.4, we
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Fig. 8.4 Overview of anti-icing and icephobic surfaces research, using publication statistics as
extracted from Scopus. a Number of published documents from 2010 to 2020, identified using
as search queries ALL (“icephobic” OR “icephobicity”), ALL (“anti-icing surface”), and both. b
Share of publications related to experimental vs. numerical approach. Publications were classified
searching for the words “numerical” and “experimental” in the title, abstract, or keywords, e.g.,
TITLE-ABS-KEY (experimental). The query was performed on scopus.com on January 3, 2021

present numerical tools that are being developed to model ice behavior on surfaces,
with the major objective of bridging the gap between theory and experiments.

8.2 Nucleation Physics: Key Concepts

Themechanismof ice nucleation is a stochastic process, influenced by various factors
related to phenomena occurring at different time and spatial scales. This complicates
the analysis of results from experiments, which have to be conducted under rigorous
control of temperature, humidity, cooling rate, water purity, etc.

Understanding ice nucleation requires elaborating on the concept of metastability.
Based on thermodynamic principles, the ice phase at 0 °C is stable, and supercooled
water is in a metastable state. This means that it can persist for a long time if there is
no large-scale disturbance in the system.Metastability is thus related to the transition
from a less ordered phase (liquid water) with high entropy to the new phase (solid
ice) with highly ordered molecules at lower entropy; entropy must be reduced for ice
formation to occur. This is reflected in the existence of the energy barrier between the
metastable state and the equilibrium state. To overcome the energy barrier a driving
force is required, which is the chemical potential difference between the solid and
liquid phase, �μ = μs − μl , where the subscripts s and l indicate the solid and
liquid phase, respectively. In the case of liquid to solid phase change, the chemical
potential is the difference between the equilibrium freezing temperature, at a given
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Fig. 8.5 Homogeneous nucleation explained by presenting two states of a system. In state A, the
system is composed only of supercooled liquid water. In state B, a cluster of water molecules in the
solid phase (ice embryo) is established within the supercooled liquid

pressure, and the effective freezing temperature at which phase change occurs, i.e.,
�Ts = T f − T .

Ice nucleation is classified into two categories: homogeneous and heteroge-
neous nucleation, respectively. Most natural nucleation processes are heterogeneous,
because the stable phase grows on top of an external nucleation seed such as impu-
rity or a surface; by contrast, homogeneous nucleation takes place entirely in the
metastable phase (Fig. 8.5). The absence of pre-existing nucleation seed in homoge-
neous nucleation implies that a cluster of the stable phasemust develop spontaneously
before the liquid can crystallize; this process requires the overcoming of a very high
free energy barrier; therefore, homogeneous nucleation is a rare event. Since the
principal interest in this chapter is ice formation on solid surfaces, the focus will
be on the fundamentals of heterogeneous ice nucleation. Homogeneous nucleation
is only used to introduce the concept of nucleation and help develop a theoretical
framework to understand nucleation, namely classical nucleation theory.

8.2.1 Classical Nucleation Theory

Classical Nucleation Theory (CNT) has found application to many areas, where the
nucleation of a new phase from the parent metastable phase is observed. CNT was
first introduced for drop condensation of supercooled water vapor [20]. Subsequent
developments enabled its application to the crystallization of supercooled liquids [21,
22]. Although simplifying assumptions are made in CNT, it does a remarkably good
job at reproducing observed trends, and has compared well to molecular dynamics
simulation results [23]. According to CNT, clusters of crystalline atoms of any size
are treated as macroscopic objects whose growth or collapse can be predicted using
a simple set of equations, as discussed below.
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8.2.1.1 Homogeneous Ice Nucleation

CNT relies on the use of two fundamental concepts, which are introduced here: the
Gibbs free energy barrier of freezing, �G f , and the rate of nucleation, J , associated
with the kinetics of ice nuclei formation. In order to illustrate the Gibbs free energy
barrier, we define two states,A andB of the same system (Fig. 8.1). StateA comprises
only supercooled liquid water (metastable phase). In contrast, in state B, an unstable
equilibrium between the supercooled liquid water and a cluster of water molecules
in the solid phase (ice embryo) is established. The Gibbs free energy represents the
change in interfacial free energy as the system is transformed from state A to state B;
it, therefore, can also be interpreted as the barrier needed to be overcome for freezing
to occur, and is given by

�G f = ρV�μ + γiwA

where ρ, V , γiw, and A are the ice embryo density, embryo volume, ice-water
interfacial tension, and embryo surface area, respectively, while�μ is the difference
in chemical potential between the liquid and ice phases that drive the freezing process.
For an embryo that is assumed to be spherical, V and A can be further simplified
using well-known expressions for a sphere.

Since the solid phase (ice embryo) is more stable than that of the liquid phase,
�μ < 0, and �G f is the sum of two terms: (i) a negative volume term, driving
toward phase change, which increases with the volume of ice embryo and (ii) an
opposing positive surface term, related to the energy needed to produce a newwater–
ice interface γiw(4πr2).

Note that �G f is a function of r , and by differentiating, we can find that the
surface term is predominant (increasing function) up until a critical ice embryo radius
rcri t = 2γ /ρ�μ is reached, at which the free energy barrier reaches its maximum

�G∗
f = 16πγ 3

iw

3(ρ�μ)2
. This means that an ice embryo is unstable below the critical radius

and is required to surmount this critical value to be able to grow (Fig. 8.6).
Taking into account that the chemical potential �μ is proportional to the latent

heat of freezing, h f , and liquid supercooling degree�Ts , we canwrite�μ = h f
�Ts
T f

.
As a result, the critical Gibbs free energy barrier can be expressed as

�G∗
f = 16πγ 3

iw

3h2f
(

�Ts
T f

)2 .

This equation indicates that the larger the supercooling, the easier is for the ice
embryo to surmount the barrier and grow. Also, it explains why �Ts is a driving
cause for ice nucleation.

The second important factor is the ice nucleation rate, J [m−3s−1], which is the
rate at which molecules are accumulated on an ice embryo, and consequently is an
estimate of the probability of freezing. It assumes that there is no correlation between
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Fig. 8.6 Gibbs free energy
change as a function of ice
embryo radius. The ice
embryo is metastable below
a critical radius,
corresponding to the free
energy barrier, above which
freezing takes place

successive events increasing or decreasing the number of molecules of ice embryo.
Also, it is assumed that the most active nucleation site dominates ice nucleation;
once an ice cluster overcomes the critical size, ice formation in the liquid continuous
spontaneously. If these conditions are met the ice nucleation rate, which is the time-
independent probability per unit time per unit volume of forming a critical nucleus,
is given by the following expression:

J ≈ kBT

h
exp

(
−�G∗

f

kBT
− �gact

kBT

)
,

where kB is the Boltzmann constant, h is Planck’s constant, and �gact is the
activation energy barrier associated with the transfer of water molecules across the
ice–water interface. Equation reveals two crucial aspects of ice nucleation. First,
the ice nucleation rate is strongly (exponentially) dependent on temperature. Thus,
an increase of 1 K in supercooling increases the ice nucleation rate by 2–3 orders
of magnitude. Second, the two terms in the exponent indicate the existence of two
energy barriers; the first term is associated with the Gibbs free energy barrier and
the second term is related to �gact , an energy barrier associated with self-diffusion
in water. This second barrier takes into account the reduced mobility of molecules at
the interface, which delays the transport of molecules leaving the liquid phase and
joining the solid phase. For low supercooling (�Ts < 30K ), �gact has a negligible
effect and nucleation rate can be expressed by the more familiar expression J ≈
kBT
h exp

(−�G∗
f

kBT

)
.

For high supercooling (�Ts > 30K ), the term �gact also needs to be included,
and ice nucleation is considered as needing to overcome two energy barriers. Moving
toward strong supercooling and below a critical temperature (spinodal), Tsp, the free
energy barrier for nucleation is zero, and the liquid phase changes spontaneously
into a solid one in a very short time.
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8.2.1.2 Heterogeneous Ice Nucleation

Heterogeneous ice nucleation, which is nucleation that occurs in the presence of
foreign material, is the most common process for ice formation. It can take place
at a higher temperature than that of homogeneous nucleation, because of impurities
that act as nucleating agents and facilitate the formation of critical ice nuclei. From
a thermodynamic standpoint, heterogeneous ice nucleation occurs due to a decrease
in the energy barrier needed for freezing. Thus, the energy barrier for heterogeneous
nucleation will be lower than that of the homogeneous freezing barrier, i.e.:

�G∗
f,het < �G∗

f,hom.

The presence of nucleation agents on a surface favour heterogeneous nucleation.
These agents depend on surface characteristics, such as topography and chemical
composition. Thus, all these factors should be considered when designing icephobic
materials. To account for surface effects, it is usual to express the heterogeneous
nucleation barrier as [24]:

�G∗
f,het = f

(
cos(θiw),

r

r∗
i

)
�G∗

f,hom,

where f is analytically described using

f

(
cos(θiw),

r

r∗
i

)
= 1 +

⎛
⎝1 − cos(θiw)

(
r
r∗
i

)

g

⎞
⎠

+
(
r

r∗
i

)3
[
2 − 3

( r
r∗
i

− cos(θiw)

g

)
+

( r
r∗
i

− cos(θiw)

g

)]

+ 3cos(θiw)

(
r

r∗
i

)2
(( r

r∗
i

− cos(θiw)

g

)
− 1

)
.

Thus, f accounts for surface wettability and texture, through the ice-water contact
angle, θiw; the surface radius of curvature, r , non-dimensionalized through the crit-

ical ice embryo radius, r∗
i , the function g =

(
1 +

(
r
r∗
i

)2 − 2cos(θiw) r
r∗
i

)1/2

. This

equation predicts that the value of f varies from 0 to 1 and thus, �G∗
f,het varies

from 0 to �G∗
f,hom . This equation is the best theoretical estimate of heterogeneous

nucleation and provides comprehensive information of the factors influencing both
homogeneous and heterogeneous nucleation. It indicates that the icephobic perfor-
mance of a surface can be modified by tuning characteristics such as topography,
crystal structure, and chemical composition, in such a way to tweak the interfa-
cial tension and contact angle. That is an essential step to analyze ice nucleation



246 I. Tagliaro et al.

experiments involving water on the surface and to evaluate the potential icephobic
performance of the surface.

8.2.1.3 Shortcomings of Classical Nucleation Theory

One of the most significant advantages of classical nucleation theory is its simplicity.
However, its predictions are not always in agreement with experimental results. A
significant criticism directed to CNT is that the application of bulk thermodynamics
properties to microscopic systems is not accurate. For example, the theory prediction
for the free energy barrier, given by the equation, varies as γ 3

iw. Thus, a small change
of the ice-water interfacial tension, γiw, leads to significant variation of the free
energy barrier. Also, according to the capillary approximation, ice embryos have a
spherical shape, while in reality, this is not always true. Depending on the shape,
the value of interfacial ice-water tension, γiw, assumed by CNT, can differ from the
real one. Several improvements on CNT have been proposed for specific cases, in
the form of corrective factors to the CNT equations; moreover, several alternative
theories—phenomenological, kinetic, and microscopic—have been developed [25].
However, due to its simplicity, CNT continues to be the most popular framework for
the design and analysis of the experimental and theoretical work on ice nucleation.

8.3 Latest Advances on Surface Strategies Against Icing

In the past decade, research related to the development of surfaces against ice has been
booming, as clearly illustrated in Fig. 4a. The terminology is, however, not always
consistent. By checking the publications in the past 10 years, themost commonwords
are: (i) “icephobic surfaces” or “icephobicity” (72% of papers), and (ii) “anti-icing
surfaces” (22%); the remaining papers (6%) used both expressions.

The absence of a standard nomenclature is common in a newly emerging field.
Also, different terminologies are due to different strategies that have been investigated
and developed.

Surfaces can have functional properties against ice if they reduce ice adhesion
stress (typically <100 kPa) [26–29], suppress the nucleation temperature, or delay
the freezing time [30–33], but also if they promote liquid water removal from the
surface by drop rebound or shedding before freezing can occur [34–37]. As such,
anytime the expressions “icephobicity” and “anti-icing surfaces” are used, it must
be clarified which of the above functionalities is being targeted.

In accordance with the majority of studies, in this chapter, we preferentially use
the term “icephobicity”, which we have also selected for the chapter title. Following
the analogy with classical anti-icing and de-icing systems, the term “icephobicity” is
used to describe the anti-icing or de-icing properties of a surface [38–41]. The term
“anti-icing surfaces” will be primarily used for surfaces that are able to prevent ice
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formation, whereas the term “de-icing surfaces” for those that favor ice detachment
due to reduced adhesion [38, 42].

8.3.1 Ice Adhesion

To understand how ice adheres to surfaces, many parameters need to be consid-
ered. As noted by H. Sojoudi et al. [43], it is necessary to identify what triggers
ice formation and the environmental conditions in which it occurs (e.g., humidity).
Different types of ice may form (for example, glaze ice or rime ice, wet snow, etc.)
with different adhesion and cohesion strengths [13]. It is also necessary to consider
the type of surface on which the ice forms, as each surface has specific mechan-
ical, physical, and chemical properties that influence the acting forces, the types of
interactions, and therefore the degree of ice adhesion to the surface.

The interactions between any substrate and ice deposited or grown on it are
governed by a combination of forces, with the prominent ones being van der Waals
forces, electrostatic forces, hydrogen bonding forces, and mechanical adhesion [44–
46]. Capillary forces, e.g., in cases of wet snow, may also play a role. Finally, the
presence of a liquid water at the ice-substrate interface (normally referred to as
quasi-liquid layer, QLL, or liquid-like layer, LLL) may be relevant, as discussed in
Sect. 8.4.

In the following paragraphs,we discuss various approaches andmaterials to obtain
icephobic surfaces.

8.3.2 Icephobic Surfaces

Icephobicity has been pursued following several different experimental approaches.
Successful methods exploit surface chemical modification using molecules with low
energy groups to obtain icephobic behaviors (i.e., fluorinated molecules) [26, 47–
52]. Alternatively, hydrophobic polymeric surfaces have been studied as a promising
solution for anti-icing applications. In principle, low permittivity, a measure of the
electric polarizability, allows hydrophobic polymer surfaces to lowermolecular inter-
actions (i.e., electrostatic forces) with water. Soft deformable materials have also
been demonstrated to have icephobic potential [46, 53–64] because of a reduction
in ice adhesion. The presence of lubricating liquids or free molecules that can flow
in the materials was found to promote the sliding of water and ice at the inter-
face in organogels and SLIPS (superhydrophobic liquid-infused porous surfaces)
[63, 65–67]. Chemical surface patterning has helped in controlling the phenomenon
of condensation and subsequent ice propagation due to ice bridges [68–71]. More-
over,many approaches based on bio-inspiration have developed interesting solutions,
such as the application of antifreeze proteins (AFP) [72–84]. All these approaches,
schematically illustrated in Fig. 8.7, are discussed in the next sub-sections.
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a b c
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Fig. 8.7 Different approaches for icephobic applications; a surface modified with fluorinated
molecules; b soft deformable material; c surface chemical patterning; d organogel; e SLIPS; f
surface modified with antifreeze proteins

8.3.2.1 Fluorinated Materials

The most common and widely studied classes of anti-icing materials are fluorinated
and siloxane-based polymers. Thanks to their exceptional low surface energy, due to
–CF3 groups, much lower than liquid water (<72 mN/m), they are natural candidates
for anti-icing applications (Table 8.1).

The icephobicity of PTFE, poly(tetrafluoroethylene), for example, has been
widely studied. Moreover, oxide surfaces (i.e., Al2O3, SiO2, TiO2) or metals are
good substrates to host reactions between hydroxide surface groups and function-
alizing molecules to obtain fluorinated materials, where the group orientation has
attracted attention.

Yang et al. [48] systematically investigated the icephobic properties of a series of
fluoropolymer materials including: (i) pristine PTFE plates, (ii) sandblasted PTFE

Table 8.1 Surface energy of
materials (values reported
from Ref. [46])

Material Surface energy (mN m−1)

– CF3 group 6

– CH3 group 21

PTFE 20

PDMS 22

PVDF 25

Al >100

Steel >100
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plates, (iii) PTFE coatings of different kinds. Smooth fluorinated surfaces were
found to have very little ice adhesion (~100 kPa) if compared to a bare Al surface
(~1500 kPa), while rough fluorinated surfaces showed a slightly worse behavior
(~200 kPa). Fluorinated coatings on the other hand showed a higher ice adhesion
ranging from 600 to 1300 kPa.

In other studies, anodized Al with a PTFE deposited coating, to combine low
surface energy with micro-scale roughness, showed ice adhesion as low as ~140 kPa,
decreasing with the increase of anodization cycles [49].

Very high morphological non-homogeneities such as micrometric Porous Super-
hydrophobic Polyvinylidene Fluoride (PVDF) were found to produce negligible ice
accretion on wind turbine blades [50] due to the low adhesion and limited contact
area between water drops and coating.

Although morphology plays a critical role, good anti-icing properties have also
been obtained by orienting fluorinated functionalizing groups. By creating cova-
lent bonds between surfaces and functionalization molecules, it is possible to grow
uniformmonolayers of self-assemblingmolecules, thus orienting fluorinated or other
hydrophobic groups in the desired direction. Driving the low free energy groups
toward the water interface allows maximizing the water repellence effect and, in
principle, ice adhesion (Fig. 8.8).

The importance of molecule orientation has been investigated in flexible dangling
fluorinated chains, with higher molecular mobility with respect to PTFE and other
rigid structures. Water repellency was found to be connected to the molecular aggre-
gation state, which is related to the polymer molecular weight dispersity [51]. Other
studies proved that limiting the chain mobility through a crosslinked polymer layer
underneath a thin upper layer of fluorinatedmolecules prevents local rearrangements,
fixing the structure in themaximized state ofwater repellency. This approach resulted
in lowering the contact angle hysteresis and ice adhesion by sixfold compared with
the bare silicon and steel substates [26].Alternatively, 1H, 1H, 2H, 2H-perfluorodecyl
acrylate has been crosslinked with divinylbenzene aiming at preventing the inward
orientation of fluorinated groups, thus obtaining a consistent reduction on the contact
angle hysteresis,�θ [52]. These functionalization approaches are based onwet chem-
istry or chemical vapor deposition which are sometimes difficult to scale up for
industrial purposes.

Fig. 8.8 Self-assembly of functionalizing molecules forming a monolayer on a solid surface
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The more relevant papers in the field of anti-icing based on fluorinated mate-
rials date until 2015. More recently, fluorinated surfaces appear to be less appealing
in comparison to other cheaper and environmentally safer alternatives, e.g., non-
fluorinated siloxane-based materials.

8.3.2.2 Soft Deformable Materials

Polymers with an inorganic backbone, such as siloxane-based elastomers, have been
studied as promising anti-icing solutions. Only a few examples of C-based elastomers
have been reported as possible candidates for anti-icing purposes [53, 57].

The mechanism involved in elastomer icephobicity has been attributed not only
to the low surface energy, related to methyl groups, but also to their viscoelastic
properties [58]. Being a deformable soft material has been proved to impact on both
wetting and ice adhesion [58].

Rheological properties, often determined by assessment of storage and loss
moduli, are highly influenced by the crosslinking degree and by themolecular weight
of polymeric chains. While the molecular weight is an intrinsic characteristic of the
polymer, the crosslinking degree can be tuned by means of adjusting amounts of
crosslinking agents or playing with the vulcanization kinetics.

The idea at the base of the low interaction between water and soft deformable
materials (e.g., siloxane) is that, by tuning rheological-mechanical properties, not
only are wetting properties modified [59], but low adhesion strength can also be
achieved. This concept has been more in detail explored by means of tuning the
material viscoelastic properties [60].

It has been reported that the best siloxane-based icephobic materials must have
a low glass transition temperature (Tg). Lower Tg means more molecular flexibility
and mobility of chains, which results in a softer material with low surface energy
and thus lower ice adhesion [46].

Moreover, a low elastic modulus promotes easy detachment of ice under low
applied loads. The critical shear stress of fractures has been demonstrated to decrease
with the shear modulus [60].

Wang et al. [61] show that there is a dependence of ice adhesion stress on
moduli and thickness of polydimethylsiloxane (PDMS).The high difference in elastic
modulus between ice and PDMS leads to a concentration of stress building up on
the front line, which enables easy detachment of ice from the elastomeric surface.
Larger thickness corresponds to larger vertical displacements leading to increased
stress.

Liu et al. [62] characterized the anti-icing behavior of soft PDMS with different
elasticmoduli, tuning thematerial elasticity by addingdifferently terminated siloxane
molecules to the pristine PDMS. Ice adhesion stress on soft PDMS was found to be
extremely low (~10 kPa at −5 °C).

Beemer et al. [63] have developed PDMS viscoelastic gels with tunable elastic
modulus, by modifying the amount of different molecular weights of non-reactive
trimethyl terminated PDMS, reporting ice adhesion stress of ~5 kPa.
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Moreover, interface deformation and stiffness inhomogeneity of the substrate
is recently being studied for boosting icephobicity. The introduction of a PDMS
sponge-like structure was found to produce a dramatic reduction of ice adhesion
stress [64]. Sandwich-like PDMS sponges with modulated elastic modulus result in
low ice adhesion stress as low as ~1 kPa. He et al. [54] explained this behavior as
a combination of nano- micro- and macro-effects, related, respectively, to surface
chemistry, hierarchical surface structure, and maximization of the driving forces of
crack initiation and propagation. More specifically, nanoeffects originate from the
atomistic nature of the ice-solid interface,which is governed by surface chemistry.On
the other hand, micro-effects are induced by the topography, creating a Cassie-state
behavior and macro-effects are introduced by material sponge-like structures.

Irregular arrangements of polymer morphology were also found to be relevant
in weakening ice-surface interactions. Yu et al. [55] found out that the occurrence
of a microphase separation of PDMS containing polyacrylate copolymers is able to
create PDMS chains aggregated on the top of the polymer surfaces, which have the
effect of lowering ice adhesion.

A PDMS two-phase composite material showed very low ice adhesion (~2 kPa)
[56]. The material was made of a softer PDMS micrometric phase dispersed in a
continuous PDMS harder phase. The coating exploits the localization of the elastic
energy at the interface to promote the ice sliding on the substrate. According to the
mechanism proposed in the study, by applying a shear rate of 1 mm s−1, ice is firstly
detached from the soft dispersed phase, generating an elastic stress field that enables
the detachment from the continuous harder phase.

More recently, other approaches to soft material wetting use the concept of poroe-
lasticity [85]. Poroelasticity has been explained as the effect of the solvent flowing
through the network, when the material undergoes compression. When crosslinked,
siloxane-based polymers can be seen as a three-dimensional network of molecules,
where non-crosslinked molecules can flow and migrate to the material surface [86].
Recent work has suggested that compressibility effects (i.e., poroelasticity) could
play roles for swollen networks and gels. When the elastic network undergoes
compression, the solvent flows through the network causing local changes to the
relative concentration of solvent and the network. It has been seen that, for large
drops and long timescales, wetting is dominated by the effect of poroelasticity. On
the other hand, viscoelastic response dominates for small drops or short timescales.
In this scenario, wetting and adhesion have been correlated to poroelasticity. As such,
the effect of poroelasticity in the context of icing requires further investigation, to
understand if the migration of non-crosslinked molecules at the ice-solid interface
affects ice adhesion and ice detachment mechanism.

Combined siloxane-fluorinated strategies are also promising alternatives. Peng
et al. [87] produced icephobic coatings of branched PDMS crosslinked with fluo-
rinated polyhedral oligomeric silsesquioxane. The material showed low ice shear
strength: the authors proposed that the patterned microstructure can facilitate stress
concentration and promote microcracks development between ice and coating
surface.
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Recent studies based on siloxane as icephobic materials mainly focus on PDMS
copolymers or composite materials, mixing and combing the above-mentioned
approaches [88–90].

8.3.2.3 Organogel

In addition to elastomers, siloxane-based materials have also been used for the
production of organogels. Organogels are semisolids with an organic liquid (immis-
cible with water) immobilized inside the crosslinked network of gelator aggregates.
The network act as a slow-release reservoir of liquid to sustain the durability of the
surface [63]. Organogels have recently been used for icephobic applications due to
the low shear modulus and the presence of lubricating liquid which promotes the
sliding of water and ice at the interface, similar to SLIPS (superhydrophobic liquid
infused porous surfaces) and LIS (liquid-infused surfaces) [91–94].

Golovin et al. [65] have suggested that the insertion of small miscible polymeric
chains (lubricant) in the network induces ice slippage at the interface. The author
obtained ultra-low ice adhesion organogels (0.15 kPa) by changing the crosslink
density of PDMS.

Wang et al. [66] have designed an organogel icephobic coating by swelling
crosslinked polymer networks with liquid paraffin. Paraffin swollen crosslinked
PDMS exhibits low ice adhesion stress (~2 kPa) at −30 °C and also down to −
70 °C.

Organogels were also demonstrated to be a durable and reliable solution in harsh
conditions [67].

8.3.2.4 Surface Chemical Patterning

Surface chemical patterning is a promising route to control a variety of phase-change
phenomena, and is not limited to icing. For example, Rioboo et al. [68] showed exper-
imentally that the position of the active nucleation sites in boiling can be controlled
through chemical patterning of smooth surfaces. Nature also shows some examples
of surface patterning for water collection [95]: the desert beetle Stenocara collects
water from mist by a specific patterning of the overwings (elytra) on its back. A
near-random array of hydrophilic bumps (~0.5 mm in diameter, ~0.5–1.5 mm apart)
are located over an otherwise wax-coated, hydrophilic region. This pattern enables
optimal collection andmobility of drops down the insect back to capture the drinking
water.

In the context of icing, the idea of surface patterning has been used by Boreyko
et al. [69, 70] to investigate and control the two-step condensation-freezing process
on a smooth surface. Specifically, they focused on possible strategies to target the
phenomenon of ice bridging. Ice crystals on surfaces, formed by frozen drops, harvest
water from neighboring liquid drops creating ice bridges. Such bridges propagate
across the surface and lead to the complete freezing of the condensate drops. This
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is clearly a critical cascade process: once nucleation is triggered on a part of the
solid surface, ice bridges lead to freezing of the entire surface, even on hydrophobic
surfaces with isolated drops.

Chemical patterning can help to control the phenomenon of condensation and
subsequent ice propagation. Boreyko et al. [69] fabricated and tested surfaces with
hydrophilic circles (10 μm, 20–80 μm apart) and lines on a hydrophobic back-
ground. They first found that there is an optimal spacing between hydrophilic spots,
as a compromise between two competing requirements: on one hand, the need to
separate the hydrophilic spots from each other, to increase the distance between
condensation locations of isolated drops and reduce the ice-bridging effect; on the
other hand, increase the number (and thus the density) of hydrophilic nucleation
spots, to avoid undesirable and uncontrolled condensation on hydrophobic areas.
For the investigated circular geometries, surfaces with a center-to-center distance
four times higher than the hydrophilic spot diameter provided the best results in
reducing the freezing front propagation speed (typically of the order of 10 μm/s).

Also, intentionally triggering icing at early stages may be desirable [69]: since
the separation between drops decreases with increasing duration of condensation,
early frozen drops are not close enough to neighbor drops and thus do not initiate
the cascade ice-bridging process.

Finally, the formation of isolated ice islands can also be advantageous to promote
ice shedding: as shown by icing wind tunnel tests [71], shedding of small isolated
ice requires lower aerodynamic forces, when compared to the shedding of a compact
ice front, as typically observed on hydrophilic surfaces.

8.3.2.5 Antifreeze Proteins

While searching for new strategies for icephobicity, we may need to turn back once
again to nature and try to mimic strategies that have emerged through evolution in
living organisms. One of such strategies is based on the presence of the so-called
antifreeze proteins (AFPs) or ice-binding proteins (IBPs) [72, 73, 77–79]. Although
the two terms are sometimes found as synonyms, strictly speaking, IBPs is the more
general term to indicate proteins that bind ice and modify its structure; AFPs are a
class of IBPs, used for proteins with specific antifreeze functionality.

AFPs can interact with ice crystals, modifying their shape, to control ice formation
[80, 81]: specifically, AFPs functions are classified as “freeze avoidance”, when
crystal growth is prevented, and “freeze tolerance”, when the growth of harmful
large crystals at the expense of smaller ones, a process known as Ostwald ripening, is
inhibited [80, 82, 83]. Such property enables organism survival even under exposure
to subfreezing temperatures, which may, in absence of AFPs, lead to the organism’s
injury or death [79].

AFPs affect ice nucleation and growth mainly by thermal hysteresis (TH) and ice
recrystallization inhibition (IRI or simply RI) [80, 82, 83]. In TH, AFPs promote
a freezing point depression, with the freezing point lower than the melting point.
TH activity may range from 0 to 2 °C in moderately active AFPs, and 2–13 °C in
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hyperactive AFPs. In IRI, AFPs act as inhibitors of the ripening effect. In our daily
lives, we have all experienced ripening when storing ice-cream in the freezer for a
long time: due to ripening, ice crystals grow and affect the macroscopic rheology of
ice-cream, which loses its initial pleasant softness and becomes harder and harder.
AFPs can either slow or stop ripening, and for this reason, AFPs can be used in the
food industry to preserve the quality of ice cream [84].

Although AFPs have been studied for more than 40 years, the mechanism under-
pinning AFPs functions is still debated: we refer the reader to Refs. [79, 83] for a
comprehensive discussion. Nonetheless, the generally accepted mechanism is called
the so-called adsorption-inhibition mechanism. AFPs can bind to specific planes of
a growing ice crystal, leading to ice crystal growth on a curved surface between two
adjacent adsorbed proteins [74]. Based on the classical nucleation theory discussed
in Sect. 8.2, this condition is energetically unfavorable and causes a depression in the
freezing point, without affecting the energetics of melting; this leads to TH activity.
The same mechanism may also explain IRI activity. Indeed, AFPs with TH activity
also show IRI.However, there is not yet an understanding of how IRI andTHactivities
scale [77].

In the past few years, there have been attempts to fabricate anti-icing surfaces on
solid substrates, such as aluminum [75] and glass [76]. Gwak et al. [75] used the
AFP from the Antarctic marine diatomChaetoceros neogracile (Cn-AFP) and bound
it to an aluminum substrate, taking advantage of an Al-binding peptide (ABP). An
aluminum surface coated by ABP-Cn_AFO was reported to decrease significantly
the supercooling degree, before water freezes on the surface. Proteins can be easily
denatured via temperature. In their study, Gwak et al. used trehalose, a disaccha-
ride (i.e., sugar consisting of two molecules of glucose) to retain water molecules,
helping proteins maintain their conformation under dehydration conditions and thus
extending their lifetime, which is in the order of few days.

Along the same line, Kasahara et al. [76] fabricated a polypeptide-coated glass
with polyethylene glycol. They reported that the combination of the polypeptide with
polyethylene glycol led to a decrease of water supercooling on the surface, and of
frost growth, compared to bare glass.

To conclude, there are still many open questions on the AFPs functions. However,
we have just started to scratch the surface of the complex interaction phenomena
between biomolecules and water or ice: there is certainly the opportunity to improve
our understanding and thus provide a rational framework for the design of AFP-
inspired anti-icing surfaces.

8.3.3 Experimental Testing for Anti-Icing Surfaces

8.3.3.1 Ice Adhesion Tests

The starting point of ice adhesion test analysis is that there is no standard and univer-
sally recognized method for uniquely measuring ice adhesion. Each ice adhesion
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measurement is often only comparable within the same laboratory conditions and a
comparison between tests fromdifferent test rigs is not straightforward. In this regard,
a measurement will more reliable when the experimental conditions are similar to
real application conditions.

Ice adhesion stress (ζadh), or the area normalized tangential force required to
remove ice from a surface it is adhered to, is assumed to be determined by surface-
ice intermolecular interactions. At the macroscale, these interactions are quantified
using the concept of surface energy, which typically comprises polar (electrostatics
and hydrogen bonding) and dispersive (van der Waals interactions) surface energies.
For a given surface, the polar and dispersive surface energies are calculated from
liquid wettability, i.e., expressions relying on contact angle measurements with polar
and apolar liquids, respectively. ζadh is then defined as the work per unit area needed
to overcome these surface energies.

For example, in the case of tensile separation (e.g., when a surface is turned upside
down and a drop detaches) the work of adhesion is Wt = γlv(1 + cosθr ), where θr
is the receding contact angle [96]. A similar expression can be derived for shear
separation (Ws), e.g., when a surface is tilted and a drop slides off, by replacing θr
with contact angle hysteresis [97]; for polar surfaces, additional polar contributions
are incorporated into the surface energy, but ζadh is still traditionally predicted from
wettability alone for all surfaces.

Usingwettability to predict ζadh assumes that, as the surface-energy characteristics
of water and ice are very similar [98], their removal characteristics are likely to be
highly correlated. In practice, however, this method has led to contradictory results
with papers showing ζadh being best predicted by either Ws [99] or Wt [100], or
neither [39]. This is because ζadh depends on fundamental intermolecular interactions
between both ice-surface and ice-ice atoms. The stress response of (solid) ice is,
therefore, different from (liquid) water [101]; water cannot resist shear stress but ice
removal from a surface involves a complex combination of shear and tensile stresses
acting at the interface [102], which needs to be considered. For example, inducing
pockets of high interfacial stress can accelerate ice fracture and reduce ice adhesion
[103]. Thus, accurately predicting ice adhesion requires that we look beyond simple
wettability-basedmeasures and take both the interface and the bulk icemicrostructure
into account. The common tests used in labs today can be classified as follows:

Horizontal shear test. In thismethod,water is put into containers (with predefined
geometry such as small cylinders) positioned on the sample (Fig. 9a). The sample
is placed in a freezer until the water is completely frozen. A lateral force is then
applied to the ice block and the peak removal force is measured at the moment of
detachment by means of a probe. ζadh is defined as the ratio of peak removal force
to the interface area of ice.

Vertical shear test. Similar to the horizontal shear test but once the ice block has
formed, the substrate is placed vertically, and the force is applied from top to bottom
(Fig. 9b).

Centrifugal adhesion test. A propeller or board is coated with the icephobic
material to be assessed (Fig. 9c). Ice is then made to grow on the upper part of the
propeller by means of supercooled drop spray or inside test containers (as in the
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a. Horizontal shear test b. Ver�cal shear test

c. Centrifugal adhesion test

d. Shear tensile test e. Rota�on shear test

f. Pure tension test

Fig. 8.9 Schematics of ice adhesion test configurations
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previous methods). Finally, the motor is driven with gradually increasing rotational
speed to induce a centrifugal force. The value of centrifugal force, at the moment
of detachment, is divided by the ice-sample contact area to derive the ice adhesion
stress.

Shear tensile test (0° cone test). Two concentric aluminum cylinders are used
with a predefined space between them (Fig. 9d). First, the outer surface of the smaller
cylinder is coated with icephobic material, while the inner surface of the larger
cylinder remains unchanged. The smaller diameter cylinder is then inserted inside
the larger one and the space between the cylinders is filled with water. The system
is then stored in a freezer. Once ice has formed, a tensile force is applied to the
smaller cylinder. Since the adhesion of ice to aluminum (i.e., to the inner surface of
the larger cylinder) is high, the ice will only come off at the ice-coating interface of
the smaller diameter cylinder. The resulting tensile force, measured at the moment
of detachment, is divided by the area of the ice-substrate interface to derive the ice
adhesion stress.

Rotation (or torsional) shear test. This test is analogous to the shear tensile test,
however in this case the internal cylinder is not extracted but is made to rotate on
itself by imparting torsion (Fig. 9e).

Pure tension test. Water is frozen between two substrates previously covered
by the icephobic coating and subsequently, a gradually increasing traction force
is applied to the two substrates (Fig. 9f). Alternatively, this test can be performed
by freezing water on a sample previously coated with the icephobic material and
applying a traction force to the ice formed.

8.3.3.2 Experimental Techniques Relevant for AFPs

As we mentioned AFPs, we briefly report here the two main methods used within
the AFP community to assess the performance in icing conditions [77]. The first
method is the so-called ‘splat assay’, in which a water drop impacts onto an ultracold
metal surface from a height higher than 1 m, to attain thin wafers of ice grains;
the temporal evolution of such grains is monitored to evaluate ice recrystallization
inhibition. This method clearly presents some interesting and clear analogies with
the study of water and molten drops on cold surfaces [104–107]. The second method
is the ‘sandwich assay’, where multiple ice crystals are surrounded by solvent and
sandwiched between two glass plates in high sucrose concentrations. Ice crystal
size is monitored during a set time and analyzed to extract the rate constant for ice
recrystallization. The data obtained from the two assays are not directly comparable
due to differences in sample composition and assay conditions. As such, there is
certainly room for improving and standardizing the tests, and possibly combining
techniques used in the icing and AFP-research communities.
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8.4 Numerical Simulations: Bridging the Gap Between
Theory and Experiments

8.4.1 State-of-The-Art in Numerical Modelling

Even though the performance of experimental microscopic techniques is continu-
ously improving, it is still extremely difficult to quantify the influence of a variety of
factors on the ice nucleation experimentally. In theory, computational modeling can
provide insight into physical phenomena, where experimental investigation remains
challenging. However, as icing on surfaces is a multiscale phenomenon (nucleation
occurs at the scale of a few hundred molecules and nanoseconds, whereas a super-
cooled drop is typically on the order of millimetres and seconds or beyond), one
modeling tool cannot accurately model all spatial and temporal scales. Instead, the
literature is broadly split between macroscale continuum modeling and nanoscale
molecular modeling, with little in between, summarized below.

8.4.2 Continuum Modeling: Achievements, Strengths,
and Limitations

Continuum modeling has been used in surface icing modeling primarily for two
scenarios: (a) to study the impact and freezing of supercooled large drops, and (b)
to look at the forces experienced by and stability of formed ice and predict fracture
mechanics. Broadly speaking, the term “continuum modeling” can mean one of two
approaches. The first kind of approach involves directly simulating particles, called
Lagrangian methods. A Lagrangian method directly solves equations of motion for
the trajectory of each particle, and the water drop physics is reproduced by averaging
or sampling across many particles at different locations. This method can directly
obtain the motion trajectory for each particle, and is additionally can reproduce the
dynamics of splashing, daughter drop formation, etc., directly. The second approach
which has been used for the majority of studies in the literature is the Eulerian
method which treats drops as a continuous medium, and uses conservation equations
(typically mass, momentum, and energy). In this case, the resulting set of partial
differential equations are approximated by discretizing the computational domain
into a series of subdomains to resolve the motion of the drop. Inside each subdo-
main, the PDE can be simplified into a set of linear algebraic equations, and the
solution is then obtained by simultaneously solving them numerically. Phase change
(so freezing) is then achieved by specifying turning individual subdomains from
liquid to solid when certain conditions have been met. The most common Eulerian
techniques are Finite Volume Method (FEM) and Finite Element Method (FEM).

There are many well-established continuum codes at this point, from NASA’s
LEWICE [108], FENSAP [109], the recently-developed WISE [110], etc. Each of
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these is usually designed with a specific application in mind (e.g., TURBICE[111] is
used exclusively for wind turbine modeling). These continuum codes can be used to
solve the flow fields, drop trajectory, impact, and ice accretion, and obtain final ice
structures in various meteorological conditions. Therefore, they are able to estimate
the role of parameters such as temperature and drop size variation on the accreted ice
and show how the aerodynamics of the structure is affected by the added ice. Addi-
tionally, these codes have also been sometimes used to optimize anti-icing techniques
by simulating ice fracture as thermal or electric loads are applied. Good reviews on
the modeling of icing in general [112], and for specific applications such as marine
icing [113] already exist. However, continuum modeling cannot take into account
the role of the surface in inducing or delaying nucleation within the supercooled
liquid above it, as this requires high-resolution information about the surface-ice
interactions. Thus, they cannot be used to design or validate new icephobic surface
designs, which is the goal of the chapter.

8.4.3 Molecular Modeling: Achievements, Strengths,
and Limitations

As the intermolecular forces between the ice and surface act at the nanoscale, the
molecular nature of this interface can no longer be ignored. The interfacial dynamics
do not, in reality, occur on the surface as continuum models assume, but over a
region less than a few nanometres thick adjacent to the surface; within this interfa-
cial region, the molecules arrange in semi-ordered layers, existing in neither a fully
liquid- nor solid-like state. The importance of this region on interfacial phenomena
in general and for icing, in particular, is well-documented and is typically accessible
only using molecular modeling, which involves computing the trajectory of each
molecule and updating their velocities using Newton’s second lawwhen they interact
with each other. Molecular Dynamics (MD) tracks individual atoms and computes
interatomic interactions at every timestep, and is highly accurate in reproducing
physical phenomena across the engineering sciences. MD is extremely computa-
tionally expensive to simulate even very small systems (∼106 atoms) for very small
periods of time (∼10−6 s). MD has, however, been widely used to simulate icing
phenomena due to its high accuracy and ability to resolve nanoscale physics. In
the remainder of this section, we focus on summarizing MD results for the three
important issues discussed thus far, namely ice nucleation, surface wettability, role
of interfacial region, and ice adhesion, respectively.
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8.4.3.1 Ice Nucleation

Ice nucleation mechanism is influenced by several independent molecular factors
such as hydrophobicity [114, 115], surface morphology [116], and charge distribu-
tion [117]. A comparative evaluation of experimental results and computer simula-
tions of ice nucleation indicated that ice has higher nucleation rates at the surface
regions with a considerable number of defects. Consequently, the objective of many
MD simulations of ice nucleation is to find and quantify the relation between ice
nucleation rate and the different molecular properties, such as water-surface interac-
tions and surface morphologies. As such, early computational investigations targeted
on clarifying how the surface affected the first layers of water. Pruppacher et al. [118]
summarised the requirements of a good ice nucleation agent (INA). Referring to a
solid surface, these were:

“(a) Hydrophobicity or chemical bond requirement - Given that ice stands united
by hydrogen bonds, ice nucleation was predicted to be favored at surfaces having
available similar hydrogen bonds; (b)Crystallographic requirement—The closer the
crystallographic matching of the surface to ice, the better its ice-nucleating ability
was expected to be (e.g., salts, such as silver iodide, AgI) [117]; (c) Active site
requirement—Ice nucleation could also be induced by the presence of an active
site. An active site could be many things, but most commonly is subdivided into (i)
morphological surface inhomogeneities including corrugations, cracks, or cavities
at the surface; (ii) chemical inhomogeneities in the surface, usually originated by
the presence of foreign ions that are hydrophilic about the rest of the solid surface;
and (iii) electrical inhomogeneities, such as sharply delimited boundaries between
surface regions of different electric field sign”.

Although the criteria listed above can be instrumental in identifying, by MD
simulations, the surfaces promoting or inhibiting ice nucleation, in many cases these
fall short. For instance, the widely accepted notion that ice nucleation agents have
surfaces similar to the surface of ice has recently been questioned [119], and even
amorphous surfaces have been shown to act as good ice nuclei [120]. Water on
crystal surfaces nucleates almost exclusively heterogeneously, with nucleation rates
depending on the surface characteristics. Extensive research work has been focused
on understanding how the surface affecting the first few layers of water (on the order
of a nanometre from the surface), in particular concerning the second criteria listed
above, which is the crystallographic requirement or lattice “mismatch”, where a
surface that has a structure alike with ice and acts as a template for the crystal. Cox
et al. [116] investigated the role of lattice mismatch employing model hexagonal
surfaces. They noticed that, for atomically flat surfaces, a nominally zero lattice
mismatch generated disordered contact layers containing smaller rings and observed
hexagonal ice-like layers only for surfaces with larger lattice constants. They instead
concluded that, rather than comparing the surface lattice structure to that of ice, a good
match between the surface lattice constant and the averaged adjacent oxygen-oxygen
distance in the first liquid layer was a better predictor surface icing characteristics.
This is because the first layer of water is able to change topology and bind to the
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surface as a flat layer (with a fixed oxygen-oxygen distance) without needing to form
hexagonal rings.

In keeping with this theme, various studies provided evidence that contrary to
Pruppacher et al. [118], one surface characteristic alone is insufficient to explain a
material ice-nucleating ability. Glatz et al. [121] placed hydroxyl ions in different
configurations on the surface to determine how charge interacts with other surface
factors and the interfacial water, to influence ice nucleation. Additionally, they used
multiple-sitemodels (whichmodel each atom individually inside thewatermolecule)
in their simulations and were, able to find correlations between the water orientation
(which cannot be obtained using simpler single-site water models which assume the
molecule to be a sphere, and thus lack rotational degrees of freedom) and the ice
nucleation propensity of the surface. They concluded that, in addition to hydrogen
bonding and lattice match, the precise location of the hydroxyl ions played a role
in the probability of the water molecules assuming configurations similar to the
bilayer structure of ice, which in turn increased the probability of ice nucleation.
Fitzner et al. [122] examined the ability of genetic crystalline substrates to promote
ice nucleation as a function of the hydrophobicity and the surface morphology. They
indicated three conditions where a crystalline surface can promote heterogeneous ice
nucleation: (a) The formation of a water overlayer that acts as an in-plane template;
(b) The emergence of a contact layer buckled in an ice-likemanner; and (c) nucleation
on compact surfaces with very high interaction strength.

8.4.3.2 Role of Wettability

Recently Lupi et al. [123], using a coarse-grained single-site water model, found that
rough amorphous surface did not enhance ice nucleation, whereas smooth graphite
surfaces promoted ice nucleation. That was attributed to the fact that the graphite
surface induced a layering in the density profile of water above the surface, while
the rough amorphous surface did not. The same research group using the same
methodology investigated the impact of hydrophilicity on the ice nucleation propen-
sity of graphite surfaces [114]. The hydrophilicity of the surface was modified in
two different ways: first by modifying the water-surface interaction strength; and
secondly by introducing hydrophilic components at the surface. For temperatures
around −60 °C, it was discovered that modifying the interaction potential led to
enhanced ice nucleation and extent layering inwater density profile above the surface,
while increasing the density of hydrophilic components was adverse to both layering
and nucleation ability. Lupi and Molinero concluded that the density layering in a
nanoscopic interfacial region correlated well with ice nucleation efficiency, rather
than the wettability. Interestingly, Li et al. [124] found a similar trend for the nucle-
ation of microdrops for temperatures close to −40 °C. In previous work, Goertz
et al. [125] demonstrated that the viscosity of the interfacial liquid layer is higher
than that of bulk water, the effect being prominent on hydrophilic surfaces. As such,
an increase in viscosity on hydrophilic surfaces decreases the diffusion of water
molecules at the interface, causing an increase of the activation energy barrier �gact
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(which becomes relevant for supercooling higher than 30 °C, as discussed above)
[15].

Cox et al. [126] studied the effects of the interfacial layering by examining the
nucleation rates, with changes induced by varyingwettability via differentmorpholo-
gies. They concluded that interfacial layering of water above the surface could boost
ice nucleation propensity, but only when the surface provided a potential energy
landscape to the water molecules that favored ice-like bilayer structures to form.
They also found ice nucleation to be inhibited at higher wettabilities.

MD studies of heterogeneous icing have additionally shed some light on the
dynamic relationship between surface properties (e.g., lattice structure [122], charge
[117], etc.) and interfacial region properties within the supercooled liquid (e.g.,
density peaks [115], hydrogen bonding [121], etc.) which favor ice nucleation.While
these represent interesting discoveries, an overarching theory of ice nucleation has
still not been developed, and papers still focus on testing one aspect of surface
structure or morphology or chemistry at a time.

8.4.3.3 Understanding the Interfacial Region

Another challenging problem that is potentially tractable for MD simulations is
that of the interfacial region characterization. Unique surface-induced molecular
configurations in the interfacial region have also been shown to be key to minimizing
ice adhesion; examples include: (a) a region of reduced density (up to ∼1.5 Å thick
for the SAM surfaces described earlier [127]) or density-depleted layer (DDL), can
form near smooth hydrophobic surfaces [128], (b) an nm-thick Quasi-Liquid Layer
(QLL) has been observed in simulations involving generic crystal surfaces, analogous
to the lubricant layer on slippery low surface energy surfaces (but which unlike
SLIPS does not deplete with time). Experiments have shown that the formation of
DDL or QLL results in extremely low ice adhesion stress values, far lower than what
surface-energymodels predict [129]. Thus, designing novel icephobic surfaces could
require understanding how to induce adhesion-minimising configurations within this
nanoscale interfacial region. While the understanding of interfacial region structure
has been increasingly advanced in recent years mostly through experimental studies
as discussed in earlier sections, there remain numerous gaps. Given the length scale
and the limitations of experimental studies, molecular simulations provide a useful
alternative tool to get nanoscale insight into the structure and dynamics of this region,
and probe into the formation of DDL and QLL.

In general, the results of the studies above show consistency between simulations
andwater models, reporting QLL thickness of at most 1 nm [130], which is about one
order of magnitude below most experiments. Kling et al. [131] addressed the molec-
ular structure and also the dynamics of the QLL at the ice surfaces as a function
of temperature by MD simulations. Their results highlight substantial differences
between 2D QLL and bulk water, stemming from reduced dimensionality and the
template effect of the underlying bulk ice layers. Furthermore, they showed that a
meaningful characterization of the ice surface originates from concurrently taking
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into account both local andmidrange structural properties as well as dynamical prop-
erties. Thus, although MD simulations have looked at QLL forming at the ice-vapor
interface, there are still open questions with regard to the structure and dynamics of
the QLL in the ice-solid interface.

8.4.3.4 Ice Adhesion

The literature on ice adhesion using MD is limited to very few papers at this point,
and is an area that we identify as poised for growth. Xiao et al. [132] were the first to
investigate ice adhesion purely through molecular modeling, by applying horizontal
and vertical shear tests to an ice block placed onto a silicon or graphene surface.
They reported adhesion stress values between 250 and 450 MPa depending on the
surface, which is two orders of magnitude higher than that observed in experiments.
They attributed this overestimation to the high loading rate used in the simulations
(6–7 orders of magnitude greater than experiment) which is necessary to get the
ice detachment to occur within the timescale of MD simulations. They also inves-
tigated the role of a liquid layer at the interface, and found that it reduced adhe-
sion. Metya et al. [133] studied ice adhesion to SLIPS by adding a lubricant layer
between a graphitic surface and the ice above it, and applying a vertical shear force.
They found that the adhesion stress depends both on the surface patterning and the
lubricant thickness. Bao et al. [134] looked at ice adhesion on single-wall carbon
nanotubes (curved surfaces) and found it to be up to 45% lower than simple (flat)
graphene surfaces. They also reproduced the experimentally observed linear rela-
tionship between wettability (parameterized by carbon-oxygen interaction energy at
the nanoscale) and themeasured adhesion stress, which has since been independently
reported [135]. Finally, a recent study used a surface inspired by “fish skin” to show
that the effect of surface structure could influence the ice adhesion, by creating a
pathway for cracks to propagate, enabling quicker ice rupture and detachment [136],
which has conceptually been observed in the experiment. A common limitation in
the listed studies is the high adhesion stress values reported (>100 MPa) due to the
high loading imposed, and the small parameter space explored in each individual
paper.

While the high loading is a problem that needs to be addressed, a novel way to
rapidly search large parameter space may be to use advanced data science techniques
to investigate high-dimensional data sets. A recent paper [137] attempts to combine
molecular simulationswithMachineLearning (ML), by training a popular supervised
ML algorithm called support vector machines on a dataset of molecular simulation
results, and then using the algorithm to predict ice adhesion (or to be more precise,
probability of detachment for a given pulling force) for a range of surfaces for which
the simulation outcome was not available to the algorithm. This approach showed
encouraging results, indicating that ML algorithms may represent yet another way of
getting around having to runmany computationally expensivemolecular simulations.
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8.4.4 Summary

We have outlined in this section that icing is challenging to study using continuum
simulations, and a high-resolution simulation method such as Molecular Dynamics
(MD) is required. Following a comprehensive review of the MD literature, we have
identified the following research gaps. First, nucleation studies are limited to testing
one surface modification at a time, and a broader approach is needed. Second, the
liquid layer at the solid-ice interface is of keen interest to experimentalists but is
currently understudied usingMD. Finally, designing new icephobic surfaces requires
being able to predict and optimize adhesion stresses bymodifying surface properties,
to design surfaces for which no data exists. This is a complex, multi-factor optimiza-
tion problem; a brute-force approach is not feasible as it would require too many
simulations.

8.5 Conclusions and Perspective on Future Research

In this chapter, we have discussed how research has addressed the problem of icing,
and specifically how surface properties can be tuned to prevent or control ice forma-
tion. Many advances have been done in the past ten years; nonetheless, many chal-
lenges and open questions are still open, both from a fundamental and a technological
perspective.

In the next few years, bridging experiments and simulations will certainly help in
improving our understanding of icing and providing new design rules for innovative
surface solutions. Such a bridging is made possible because of recent progress on
both sides: from an experimental perspective, micro/nano-fabrication capability as
well as new characterization tools down to the nanoscale, and from the numerical
side the increasing computational power of MD.

Nucleation mechanisms take place in nano-to-microsecond time scale and length
scales of a few hundred to thousand molecules. These are difficult to be investi-
gated in experiments. In principle, the scales of these mechanisms are ideal for
Molecular Dynamics (MD) simulations. As a result, several computational studies
provide valuable information about various factors affecting ice nucleation, such as
surface wettability, interfacial structure, and interfacial dynamics. Using this infor-
mation, experiments may be able to improve their design, achieving more reliable
performance. Similarly, experimental results can lead to better targeted and useful
simulations.

Accurately modeling ice adhesion requires both nanoscale information at the
interface as well as macroscale details relating to the bulk ice; this requires a multi-
scale model that couples a high-resolution method for the interfacial region with
a coarse-grained model for the bulk ice microstructure. Therefore, a continuum
mechanics (CM) method (e.g., finite volumes) can be instead used to model the



8 On the Development of Icephobic Surfaces … 265

bulk ice microstructure which we identify as important but is beyond the capabili-
ties of MD, and a hybrid MD-CM model prediction may be directly comparable to
experimental data. Alternative approaches involve the use of machine learning based
approaches [137], which is also likely to grow significantly in the future.

From the experimental standpoint, several techniques nowenable the investigation
of materials and their properties down to the micro- and nanoscale and will find more
andmore use in studying ice interactionwith surfaces. To name a few examples: (i) X-
ray tomography [138], (ii) environmental scanning electron microscopy [93, 139],
(iii) atomic force microscopy combined with localized chemical characterization
techniques such as Fourier Transform Infrared (FTIR) or Raman spectroscopy [18],
(iv) atom probe tomography [140], and (v) nanoscale thermal metrology [141, 142].
Such experimental techniques, in combinationwithMD,will be helpful to investigate
nanoscale phenomena, such as the quasi-liquid layer and its properties, helping to
unravel the fundamental mechanism of ice formation on surfaces that are not yet
completely understood.

In summary, this detailed investigation into the literature highlights not only the
wide range of new developments, but also the vast potential for future growth in
multiple identified areas. We conclude by stating that there’s still plenty of room at
the bottom [143] in the development of icephobic surfaces.
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Chapter 9
A Mesoscale Modeling of Wetting:
Theory and Numerical Simulations

Francesco Magaletti

Abstract This chapter illustrates a mesoscale, Diffuse Interface (DI), modeling of
liquid-vapor systems close to solid surfaces. The model is built upon the Square Gra-
dient Approximation (SGA) of the more general Density Functional Theory (DFT),
to take into account the wetting properties of the solid surfaces and dynamic condi-
tions. The formal derivation of the fluid-solid interaction potential is here reviewed,
showing the connection with the Young-Laplace laws [40, 76] for sufficiently large
bubbles/drops. The final section shows how the model can be numerically exploited
to address the heterogeneous bubble nucleation process, including the description of
thermal fluctuations into the model. Bubbles spontaneously appear during the sim-
ulation thanks to the fluid fluctuations, instead of being ad-hoc patched in the initial
condition, allowing the statistical analysis of the nucleation process in terms of nucle-
ation rate and spatial distribution. This opens the route for a multiscale simulation
strategy, providing a continuum framework bridging the gap between the Molecular
Dynamics (MD) simulations and the macroscopic Computational Fluid Dynamics
(CFD).

Keywords Diffuse interface model · Wettability · Contact angle · Nucleation ·
Fluctuating hydrodynamics

9.1 Introduction

For any multiphase system of fundamental and technological relevance, wetting is
a crucial phenomenon to be considered. Wetting refers to the behavior of a couple
of immiscible fluids when in contact with a solid substrate. This can be found in a
widespread number of industrial and natural areas such as paintings or printing [65],
surface treatment for anti-frosting or for self-cleaning properties [24], penetration
of liquids into porous materials [60], pesticides deposition in agricolture [4], boiling
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[5], cavitation in confined systems [57], and many many others. In most of these
applications the dimension of the droplets or bubbles involved largely exceed the
range of molecular interaction. In these conditions, the classical description à la
Young-Laplace [40, 76] in terms of macroscopic concept such as surface tension,
γLV , and static contact angle,φ, seems rather adequate. The apparent scale separation
can be, in fact, exploited to model the interface between the two fluids/phases as a
mathematical surface of discontinuity (i.e. a sharp interface approximation). As a
consequence, the Gibbs description of the interfacial properties in terms of interfacial
excess quantities assigned to a formal dividing surface [29] is adopted. In this classical
approach, the interface is a free boundary whose position and shape evolves in time.
In the simplest equilibrium case two conditions must be fulfilled, namely: (i) the
Laplace equation

�p = pV − pL = 2γLV

R
, (9.1)

where the case of a bubble with radius R and mean curvature 2/R is illustrated; (ii)
the Young equation

γLV cos(φ) = γSV − γSL , (9.2)

where γSV and γSL are the surface energies at the solid–vapor and solid–liquid inter-
faces, respectively.

Notwithstanding the assumptions of the classical capillarity model are physically
sound, different phenomena are not well captured by this description. A single static
contact angle, for example, is not able to explain the common observation of droplets
suspended in equilibrium on an inclined, or even vertical, plate [14, 18]. The non-
ideality of the substrate induced by surface roughness, even on a length scale much
smaller with respect to the droplet size, produces a non-unique contact angle. The
concept of contact angle hysteresis, with different advancing and receding angles,
needs to be introduced for a satisfactory explanation. Additional parameters need to
be introduced to properly capture the physical nature of the interface phenomena.
When dealing with nanodroplets or nanobubbles, for example, the surface tension
becomes a function of the drop/bubble size, and the celebrated Tolman length is used
to tune this dependence [69]. The authors in [50] showed its crucial effect in order
to properly capture bubble nucleation rates within the Classical Nucleation Theory
framework.

The dynamic case is even trickier, with the moving contact line problem that runs
into the well known theoretical paradox when a no-slip condition for the fluid veloc-
ity is expected [34]. Actually, a rolling motion of the two fluids near the contact line
makes the no-slip assumption kinematically compatible with the motion of the con-
tact line [13], however the velocity field needs to be multivalued at the contact line.
This characteristic, together with the incompressibility and the Newtonian assump-
tions, produce a singularity on the stress and on the energy dissipation rate, making
the no-slip condition dynamically incompatible with the motion of the contact line.
The existence of a precursor film, i.e. a molecularly thin layer of fluid propagating
ahead of the moving contact line, first introduced in the pioneering work by Hardy
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[31], is able to resolve the paradox and the mathematical singularity. Its existence has
been proven on very hydrophilic surfaces by scanning the molecular region through
atomic force microscopy [80] and can be theoretically explained by introducing the
concept of disjoining pressure [23]. A different strategy to avoid the stress singularity
requires the local application of a Navier slip condition in the small contact region,
whose width is on the order of magnitude of the slip length, [12, 33]. Unfortunately
different slip models can reproduce the macroscopic behavior of the flow field by
suitably tuning the model parameters, hindering the definite understanding of the
problem. More recently, Molecular Dynamics (MD) simulations [53, 54, 68] shed
new light on the nature of the physical phenomena occurring at the moving contact
line: local slip and a relaxation dynamic for the stress at the contact region, related to
a friction force at the contact line, are able to connect the continuum modeling per-
spective with themolecular observations at the nanoscale. However, how to associate
a physical meaning to the values of the model parameters is still an open issue.

A very different perspective rises when realizing that the interface between the
two fluids/phases cannot be treated as a sharp discontinuity. MD simulations confirm
the existence of a small (few times the molecular size for temperature sufficiently
below the critical [51]) interfacial region where the density field varies smoothly. The
intrinsic density profile is actually sharper but is smoothed out by the capillary waves
emerging due to thermal fluctuations at molecular scale [7]. The description in terms
of the density field, generally called the Diffuse Interface (DI) approach, naturally
captures all the peculiar features of the interfacial properties emerging at the nano
scale. The size dependence of the surface tension, for example, is reproduced [16,
30], actually showing that the initial Tolman’s approximation of a constant Tolman
length is only valid for quite large critical nuclei. The finite thickness of the interface
together with a diffusive mass transfer across the interface is also able to remove the
singularity on the stress and on the dissipation rate in the problem of the moving
contact line [59].

TheDI approach is the focus of this review chapter andwill be in depth analyzed in
the following sections. In particular, Sect. 9.2 deals with the mathematical derivation
of themesoscalemodeling,while in Sect. 9.3 numerical simulations of heterogeneous
bubble nucleation are illustrated. Finally, Sect. 9.4 draws the concluding remarks and
focuses on the future perspectives.

9.2 The Diffuse Interface Model for Multiphase Systems

As an alternative to the Sharp Interface philosophy, the interface between two immis-
cible fluids can be described as a thin layer where fluid properties change smoothy.
Statistical mechanics [71] provides the link between surface tension and equilibrium
density profile ρ(z) of a planar liquid-vapour interface with normal in the z direction,
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γ = kB T ε2

6m2

∫ ∞

−∞

(
dρ

dz

)2

dz, (9.3)

where kB is the Boltzmann constant, m the molecular mass, T the temperature and
ε the characteristic width of the interface. This expression associates the surface
tension to the transition layer between the two different phases and implicitly calls
the attention to a diffuse interface description of capillary phenomena.

The basic idea can be traced back to Van der Waals (1894—translated by Rowlin-
son in [74]) who suggested to stabilize the vapor-liquid interface byweakly non-local
(gradient) terms in the free energy. The Van der Waals’ Diffuse Interface model is
introduced in terms of an Helmoholtz free energy functional

F [ρ, T ] =
∫

V

(
fb (ρ, T ) + λ

2
∇ρ · ∇ρ

)
dV +

∮
∂V

fw (ρ, T ) d S, (9.4)

where fb is the free energy density (per unit volume) of the bulk fluid at mass density
ρ and temperature T , and the square gradient term is the capillary contribution. As
discussed in [1, 43] this corresponds to a gradient approximation of more general,
non-local descriptions, like those exploited in Density Functional Theory [66]. As
a consequence of the square gradient capillary contribution, at equilibrium, this
model describes a smooth density profile transitioning between liquid and vapor on
a typical scale ε, the thickness of the interface. Finally, the free energy contribution
fw takes into account the fluid-wall interactions describing the wetting properties of
the surface.

In what follows, equilibrium conditions will be derived and manipulated to iden-
tify the relation between the equilibrium density profile and the surface tension. The
isothermal case is considered here for the sake of simplicity, disregarding the tem-
perature T in the following expressions. The interested reader is referred to [25] for
the detailed derivation of the modelling in the most general case. For a closed system
of given mass M0, the constrained free energy functional (Fc) reads

Fc = F + l1

(
M0 −

∫
V

ρ dV

)
, (9.5)

where l1 is the Lagrange multiplier enforcing the mass constraint. By minimizing
the constrained free energy through the application of the functional derivative,

δFc [ρ] = δ

∫
V

(
fb(ρ) + λ

2
∇ρ · ∇ρ − l1ρ

)
dV + δ

∮
∂V

fw(ρ) d S =

=
∫

V

(
∂ fb
∂ρ

− λ∇2ρ − l1

)
δρ dV +

∮
∂V

(
∂ fw
∂ρ

+ λ∇ρ · n̂
)

δρ d S = 0 , (9.6)

the Lagrange multiplier is identified as l1 = μb
c − λ∇2ρ with μb

c = ∂ fb/∂ρ the bulk
chemical potential. It follows that, at equilibrium, the generalized chemical potential
μc must be constant:



9 A Mesoscale Modeling of Wetting: Theory and Numerical Simulations 277

μc = μb
c − λ∇2ρ = const = μeq

c . (9.7)

The boundary term produces the additional requirement

(
λ∇ρ · n̂ + ∂ fw

∂ρ

) ∣∣∣∣
∂V

= 0 , (9.8)

where n̂ is the outward normal, to be read as a non-linear boundary condition for the
density accounting for the surface wettability.

In the case of a flat interface away from the boundaries, Eq.9.7 rewrites

μc = μb
c(ρ) − λ

d2ρ

ds2
= μeq , (9.9)

with ŝ (i.e. ρ = ρ(s)) the normal direction to the interface. After multiplying by
dρ/ds and integrating between the saturation vapor density, ρ∞ = ρV , and a generic
density value, ρ, one has

wb(ρ) − wb(ρV ) = λ

2

(
dρ

ds

)2

, (9.10)

withwb = fb − μeqρ the bulk Landau free energy density, namely the Grand Poten-
tial. Evaluating Eq.9.10 far away from the interface, in the bulk liquid region where
ρ = ρL , the equilibrium property wb(ρV ) = wb(ρL) is obtained. By definition, the
surface tension is the excess grand potential

γLV =
∫ si

−∞
(w[ρ] − w[ρV ]) ds +

∫ ∞
si

(w[ρ] − w[ρL ]) ds =
∫ ∞
−∞

(w[ρ] − w[ρV ]) ds,

(9.11)
where si denotes the position of the Gibbs dividing surface, whose specific defini-
tion is irrelevant due to the equilibrium property w[ρV ] = w[ρL ] . The actual grand
potential density w is defined, as usual, as the Legendre transform of the free energy
and includes the capillary contribution, w = fb + λ/2∇ρ · ∇ρ − μcρ. At equilib-
rium the definition Eq.9.11, combined with Eq.9.10 and the condition μc = μeq ,
yields

γLV =
∫ ∞

−∞

[
fb + 1

2
λ

(
dρ

ds

)2

− μeqρ − wb(ρV )

]
ds =

∫ ∞

−∞

[
wb + 1

2
λ

(
dρ

ds

)2

− wb(ρV )

]
ds =

=
∫ +∞

−∞
λ

(
dρ

ds

)2

ds =
∫ ρL

ρV

√
2λ (wb(ρ) − wb(ρV )) dρ , (9.12)

formally recovering the statistical mechanics result in Eq.9.3.
The connection between the diffuse and sharp interface approaches is shownwhen

considering the case of a spherical bubble in equilibriumwith its liquid. Equation9.7
is rewritten in spherical coordinate, where all the quantities are now function of the
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radial distance r only:

μb
c − λ

d2ρ

dr2
− λ

2

r

dρ

dr
= μeq . (9.13)

By proceeding as for the planar case, multiplying by dρ/dr and integrating between
r = 0, where ρ = ρV and dρ/dr = 0 because of the symmetry, and r = ∞, where
ρ = ρL and dρ/dr = 0 because the uniform liquid phase is reached, the equilibrium
reads

fb(ρL) − fb(ρV ) −
∫ ∞

0
λ
2

η

(
dρ

dη

)2

dη = μeq (ρL − ρV ) . (9.14)

In the above expression it can be recognized the pressure difference between the two
phases by using the thermodynamic definition p = −∂( fb/ρ)/∂(1/ρ) = ρμb

c − fb,

�p = p(ρV ) − p(ρL) =
∫ ∞

0
λ
2

η

(
dρ

dη

)2

dη . (9.15)

The right hand side can be approximated considering that the density variation will
be important only close to the interface, at the bubble radius r = R. Furthermore, the
spherical density equilibrium profile can be approximated by the profile of a planar
interface, thus the remaining integral is approximatively equal to the surface tension
defined in Eq.9.12:

p(ρV ) − p(ρL) =
∫ ∞

0
λ
2

η

(
dρ

dη

)2

dη � 2

R

∫ ∞

0
λ

(
dρ

dη

)2

dη � 2γLV

R
, (9.16)

which recovers the Laplace equilibrium condition, Eq.9.1.
The authors in [25] derived an explicit expression for the fluid-surface interaction

term fw, generalizing the result in [9] where two immiscible fluids of equal density
was taken into account. They showed that fw should follow a strict relation with the
specific equation of state fb(ρ, T ) used to describe the bulk properties of the fluid.

The starting point to derive the proper expression for fw is the geometrical rela-
tion ŝ · n̂ = cosφ, involving the angle between wall-normal and interface-normal
directions (see Fig. 9.1). The equilibrium boundary condition, Eq. (9.8), is rewritten
as

d fw
dρ

+ λ
dρ

ds
cosφ = 0, (9.17)

using ∇ρ = dρ/ds ŝ. Equation (9.10) is used to express the equilibrium interface-
normal density variation, allowing to integrate the above equation as

fw(ρ) = − cosφ

∫ ρ

ρV

√
2λ (wb (ρ̃) − wb (ρV )) dρ̃ + fw (ρV ) , (9.18)
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Fig. 9.1 Sketch of the
capillary forces originating
at the triple contact line. The
vector normal to the wall is
indicated with n̂, while ŝ
indicates the vector normal
to the interface, in the
direction of the density
gradient. The geometrical
relation ŝ · n̂ = cosφ holds
between the vectors and the
contact angle φ. Reprinted
with permission [25]

where fw(ρV ) = γSV is the surface energy of a pure vapor. Similarly, for a pure
liquid with density ρL , Eq. (9.18) provides

fw(ρL ) = γSL = − cosφ

∫ ρL

ρV

√
2λ (wb (ρ̃) − wb (ρV )) dρ̃ + γSV = −γLV cosφ + γSV

(9.19)
corresponding to the Young equation, Eq.9.2, for the equilibrium contact angle. In
the left panel of Fig. 9.2 the equilibrium configurations of a two-dimensional sessile
vapor bubbles at different wetting surfaces (hydrophobic and hydrophilic) are shown.
The measured contact angle corresponds to the prescribed angle φ, enforced through
the boundary condition, Eq. 9.8, as expected.

As an additional feature of this mesoscale model, the fluid-solid interaction also
describes density layering at the solid surface for non neutrally wettable surfaces
(cosφ �= 0). The right panel of Fig. 9.2 reports the wall-normal density profiles of
a liquid in contact with a flat solid wall. In the hydrophilic case the liquid-solid
interaction accumulates fluid at the wall, resulting in a local increase of density.
Conversely, the lower affinity of hydrophobic walls produces a depletion region with
layers of the order of a few nanometers. At nanoscale, layering is a common feature
for liquids in contact with solid walls resulting from the interaction potential of the
different molecules. Oscillations of the density field close to the wall is, in fact,
observed through MD simulations [64] or X-ray scattering experiments [35, 77].
These oscillations are well captured by the more sophisticated, non-local, Density
Functional Theory [20, 66, 67] while, due to the approximations introduced by the
weakly non-local square gradient theory, the observed layering can be understood
as a coarse-grained description of the actual phenomenology. A related approach,
resulting in a similar monotonic density stratification at the wall, is described by
introducing a disjoining pressure into the model, see e.g. [10], where a mean field
theory is used to approximate the effect of the fluid-solid interaction potential.

When dealing with dynamic phenomena, the conservation laws for mass, momen-
tum and total energy, together with the proper boundary conditions, rule the fluid
dynamics of the system
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Fig. 9.2 Left panel: vapor-liquid contact angle for hydrophobic (top) and hydrophilic (bottom)
solid surfaces. Right panel: Adsorption/depletion of the density field occurring in the wall normal
direction, z, as a function of the contact angle. In the main plot the bulk liquid density is ρb =
0.48. All the quantities are properly rescaled with Lennard-Jones units, since an equation of state
reproducing the thermodynamic properties of a LJ fluid [37] is used in this calculation. Hydrophobic
walls, φ > 90◦, show a reduction of the density close to the wall; the opposite behavior is provided
by hydrophilic walls. The inset shows that this layering effect is amplified when the degree of
metastability is increased. Reprinted with permission [25]

∂ρ

∂t
+ ∇ · (ρv) = 0,

∂ρv
∂t

+ ∇ · (ρv ⊗ v) = ∇ · τ ,

∂e

∂t
+ ∇ · (ev) = ∇ · (τ · v) − ∇ · q, (9.20)

where e is the total energy density, sum of the internal, kinetic and capillary energies,
and τ , q are the stress tensor and the heat flux, respectively. The classical procedure of
non-equilibrium thermodynamic [15] allows to identify proper constitutive relations
for these two terms also in the case of non-local free energy functional in Eq. 9.4,
providing an extended version of the Navier-Stokes equations including capillary
contributions

τ = −p I + μ
(
∇v + ∇v

T )
− 2

3
μ∇ · vI + λ

(
1

2
|∇ρ|2 + ρ∇2ρ

)
I − λ∇ρ ⊗ ∇ρ , (9.21)

q = −k∇T + λρ∇ · v∇ρ , (9.22)

where μ and k are the dynamic viscosity and the thermal conductivity of the fluid.
The interested reader is referred to [36, 45] for the detailed derivation.

With respect to the classical Navier-Stokes equations, where the velocity or the
stress and the temperature or the heat flux are enforced at the boundaries, an additional
boundary condition is required due to the higher differential order introduced by the
capillary contributions in the stress tensor. From a physical standpoint the system
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requires the wettability properties to be specified at boundaries, hence Eq.9.8 is
enforced with the definition in Eq.9.18

∂ρ

∂n
= cosφ

√
2 (wb(ρ) − wb(ρV ))

λ
. (9.23)

9.3 Application to the Simulation of Heterogeneous Bubble
Nucleation in Pool Boiling Conditions

The DI approach has been exploited to numerically address the detailed dynamics
of cavitation bubbles [44, 47, 48] and to study bubble evaporation [41, 42, 62]. This
model provides a deterministic description of the two-phase fluid system, which is
a good approximation at the larger hydrodynamic scales. However, at the length
scale of the interface, thermal fluctuations become relevant requiring a stochastic
description of the system [8, 56, 63]. Stochasticity is even more relevant when
dealing with nucleation, i.e. the very first inception of the phase change phenomena.
Liquids, in fact, can resist in superheated (temperature above the boiling point) or
tensile (pressure below the saturation pressure) conditions without the formation
of any vapor bubble for a long time, since nucleation is an activated process: an
energy barrier needs to be surmounted to trigger the phase change process. Thermal
fluctuations are the responsible for such activation, randomly providing large enough
regions with low density acting as nucleation sites.

In order to properly study the detailed characteristics of nucleate boiling, for
example, the spontaneous formation of bubbles is crucial since the spatial and time
distribution of the nucleation sites is, in fact, one of the unknown of the problem. As
a consequence, a deterministic approach where the vapor nucleii are initially patched
might miss the essential features of the nucleation process and affect the results. In
order to properly capture the stochastic nature of bubble formation, the DI model has
been recently coupled with the Fluctuating Hydrodynamics (FH) theory [11, 27, 61].
Originally proposed byLandau andLifshits (L&L) [39] and later developed in several
works such as [19, 22, 55, 58], the FH theory introduces thermal fluctuations in the
continuum framework described by the Navier–Stokes equations for simple fluids.
L&L’s idea was to treat the thermodynamic fluxes, namely, stress tensor and energy
flux, as stochastic processes whose statistical properties can be inferred by enforcing
the fluctuation-dissipation balance (FDB). The original L&L theory deals with linear
fluctuations around equilibrium states but the theory has been generalized to linear
fluctuations around non-equilibrium steady states [70], and also to the unsteady
nonlinear case [19, 81]. More recently FH has been extended to capillary fluids [61]
and applied to study the spinodal decomposition induced by thermal noise [11], the
interface fluctuations near the contact line [3], the nucleation of cavitation bubbles
[25–28] and the onset of nucleate boiling [46].
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The main aspects of the Fluctuating Diffuse Interface (FDI) model are here sum-
marized. The stochastic evolution of the two–phase system is described by the con-
servation laws in Eq.9.20 supplemented with the stochastic forcing terms in the
momentum and energy equations:

∂ρ

∂t
+ ∇ · (ρv) = 0,

∂ρv
∂t

+ ∇ · (ρv ⊗ v) = ∇ · τ + ∇ · τ̃ ,

∂e

∂t
+ ∇ · (ve) = ∇ · [(

τ + τ̃
) · v] − ∇ · (q + q̃

)
, (9.24)

where τ̃ is the stochastic stress tensor, expressed in terms of a delta-correlated white
noise symmetric tensor η(x, t), whose components are

τ̃i j = √
2kB T μ

[
ηi j − δi j

1

3
ηkk

]
, (9.25)

with δi j the Kronecker delta and with

〈ηi j (x, t)〉 = 0,

〈ηi j (x, t)ηi ′ j ′(x′, t ′)〉 = (
δi i ′δ j j ′ + δ j i ′δi j ′

)
δ(x − x′)δ(t − t ′).

Similarly q̃ is the stochastic heat flux, expressed in terms of a different delta-
correlated white noise ζ (x, t), with components

q̃i =
√
2kB T 2kζi , (9.26)

and whose statistical properties follow

〈ζi (x, t)〉 = 0,

〈ζi (x, t)ζi ′(x′, t ′)〉 = δi i ′δ(x − x′)δ(t − t ′) .

The numerical simulation of heterogeneous bubble nucleation has been performed
in [25, 46] by solving the set of stochastic PDEs in Eqs. 9.24, following [2, 17]. A
pseudo-random number generation algorithm [49] provides uniformly distributed
random values that are processed with the Box-Muller transformation [6] to obtain
a sequence of gaussian-distributed numbers to be used as the noise components ηi j

and ζi in each spatial computational point and at each time instant. The complete
simulation is constituted by several runs, each seeded with different gaussian noise,
consisting in a set of statistically independent samples of the non-stationary stochastic
process leading to bubble formation. A statistical analysis is then performed on the
results extracted in each run, to provide the nucleation sites distribution and the
nucleation rate.
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Fig. 9.3 Vapor bubble evolution during nucleate boiling with constant heat flux enforced on the
bottom boundary. The figures refer to one sample randomly extracted from the set of different
simulations in the same condition. Reprinted with permission [46]

Some snapshots extracted from a numerical experiment of boiling are reported in
Fig. 9.3, where the liquid is initially at saturation conditions and the bottom boundary
is heatedwith a constant heat fluxqw. Few small vapor embryos appear in the snapshot
(a) but only the larger ones are able to grow and initiate the phase transition process,
snapshots (b, c). At a later stage, snapshots (d, e), some of the growing bubbles
experience apparent coalescence events, very rapidly producing large vapor regions.
In the meanwhile new bubbles are produced due to the continuously applied heat
flux. Finally, snapshot (f), a vapor layer covers the heated surface.

More advanced information can be extracted by evaluating the relative position
of the bubbles. At variance with the Classical Nucleation Theory expectation, where
the nucleation event is considered rare enough to be approximated as an isolated pro-
cess leading to a uniform spatial distribution of bubbles, the mesoscale simulations
show regions of clustered nucleated bubbles alternated to regions without nucleation
events. This suggests a different nucleation mechanism, in line with the findings in
[73], consisting in an activated instability processwhere the vapor bubbles surmount-
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ing the free energy barrier initiate a local instability that facilitates new nucleations in
the neighboring liquid. The radial distribution function (rdf) shown in the left panel
of Fig. 9.4 quantitatively measures this non-uniform spatial distribution of bubbles.
The rdf at both times shows a pick (rd f > 1) at small distances, suggesting that the
vapor embryos tend to appear close to each other with a higher probability. The pick
is more evident at later times (t = 17,000 in the figure), when some of the embryos
are larger than the critical bubble dimension. The statistical information provided by
the rdf is visually confirmed in the two configurations reported in the insets, where
the top view of the system clearly shows that the bubbles tend to cluster in small
portion of the hot surface or close to bigger bubbles.

The non-uniform rdf is also indirectly related to a high probability of coalescence
between the bubbles because highly clustered embryoswould increase the chances of
collisions. In the right panel of Fig. 9.4 the transition probability of a vapor embryo
with radius R is reported. This probability refers to the chance of a vapor region
with a given size to grow beyond the critical dimension (surmounting the free energy
barrier) and actually initiate the phase transition. As expected, small embryos have a
low probability to survive and most of them, in fact, are re-condensed into the liquid
phase. The effective transition state is determined as the radius associated with 50%
probability of transition. The plot evidences the importance of coalescence events on
the evaporation success rate, showing that almost two thirds of the nucleated bubbles
merged with other bubbles during the process. Coalescence, in fact, extends the life
of a vapor region and enhances the chance to experience a strong rare fluctuation
that locally triggers the evaporation.

9.4 Conclusions

The DI model provides an effective mesoscopic description of liquid-vapor systems
in a continuum framework, capturing the intense—but smooth—density variation in
the narrow interfacial region observed at the molecular level. The interfacial proper-
ties, like the surface tension and the equilibrium contact angle, are shown to be linked
to the equilibrium density profile. Moreover, the model is able to recover the cele-
brated Young-Laplace relations for macroscopic bubbles and drops, hence covering
a widespread range of length scales and bridging the gap between a molecular and
a macroscopic description of the two-phase system. A dedicated effort to assess the
validity of the continuum assumption when dealing with ultrafast (ps-ns)/nanoscale
(nm) phenomena is however still required. Comparisons of continuum theories with
MD results [21, 30, 52, 54, 79] would allow to determine when atomistic effects
start playing a significant role or some hypotheses underneath continuum simulations
break down.

From a computational standpoint, the presented DI model is characterised by
a strongly reduced computational cost when compared with all-atom simulations.
A rough estimate shows that a single fluctuating DI simulation of vapor bubble
nucleation in a cubic domain with 350 nm length, and on a time scale of 10 ns,
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Fig. 9.4 Left: Radial distribution function of the bubble relative position at two different time
instants. The solid blue curve is the rdf calculated from the simulation data while the dashed grey
line at rd f = 1 represents the case of homogeneously distributed bubbles as a reference. The two
insets represent a top view of the bubble configurations, with the dots size reported with the correct
proportion between bubble dimension and wall size. Right: Transition probability as a function
of the embryo radius. Among the reactive trajectories, those bubbles that do not experience any
coalescence event during their dynamics are reported in dark green in the area chart. The percentage
of those whomerged with other bubbles at least once, is reported in light green. The effective critical
radius, Rc = 5.9, is associated with a transition probability of 50%. Reprinted with permission [46]

only costs 10 k core hours. A similar MD simulation, would require 500 million
particles and would cost approximatively 500 k core hours. On the opposite side of
the length scale spectrum, the DI model becomes unaffordable on systems larger
than few microns, even if implemented with advanced Adaptive Mesh Refinement
techniques. Different approaches are then required for the simulation of macroscopic
two-phase flows, such as the DI model with artificially enlarged interface like the
phase-field Cahn-Hilliard model [1], or the Volume Of Fluid (VOF) technique [32,
75].

Given the intrinsic multiscale nature of the wetting phenomena, two strategies
can be envisaged to properly address this complex process: (i) MD and DI paramet-
ric simulations can be performed to extract effective closure relations and ad-hoc
boundary conditions to be imposed to the macroscale fluid dynamics simulations;
(ii) multiscale simulation approaches can be conceived by dividing the domain in
areas of competence, with themacroscopic fields evolvedwith two-phasemacroscale
models, like VOF, while in the triple line regions—where the two phases come in
contact with the wall—increasingly detailed models, like DI or MD, could address
the more complex interactions. None of the two approaches is however error-free.
On one hand, problem-specific conditions occurring during the macroscopic evolu-
tion of the two-phase flow could fall outside the range of validity of the empiric laws
extracted with the parametric simulations. On the other hand, specific strategies need
to be implemented to treat the exchange of information between the two models in
the overlap regions, potentially affecting the results. This subject is recently receiv-
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ing an exponentially increasing interest but still requires huge developments to be
effectively exploited to address real-life conditions [38, 72, 78].
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Chapter 10
Molecular Dynamics Simulations for the
Design of Engineering Processes

Juan Carlos Fernández-Toledano

Molecular dynamics (MD) is the computational technique used to describe the solu-
tion of the classical Newton equation of motion for a set of many particles with the
general objective of studying the dynamical properties of the system. The develop-
ment of MD runs in parallel with the evolution of the modern computational tools
since a first period between the late 50’s to the 70’s [1–6] where the foundations of
this new technique were established and showing that MD could be used to model
real systems with predictions compatible with experimental results. A fast explosion
increment of popularity appeared in the 80’s that continue until the present time
where MD has become a standard tool in many research fields from biotechnology,
development of new materials, chemical reactions, solid physics, and of course, the
analysis of the dynamic of a liquid in contact with a solid plate (wetting dynamics).

The key point to understand the popularity of MD simulations can be found in the
few inputs that we need to introduce to study a particular system. We need to con-
sider the individual blocks that define the system (atoms or molecules) and how these
blocks interact among them (interaction potentials). Then, we just solve the Newton
equations to access the trajectory of the different particles and analyze them using
the framework of statistical mechanics to construct observables that can be compared
with experimental measurements or theoretical predictions. Therefore, once we cor-
rectly set up an MD simulation, we have something very similar to an experimental
systemwhere we measure the different properties (surface tension, viscosity, contact
angles, properties of the interfaces, etc.) or even discover new physical phenomena.
Moreover, we can change with great precision the different elements of the system to
have access to the microscopic mechanism behind the macroscopic properties which
is something completely impossible in a real experiment.
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However, if we think of the huge amount of atoms that a real system contains, we
can visualize the main limitation of the MD simulations: we have a strong restriction
in the size and in the time scale accessible from the simulation. Typically, we can
establish the frontier in the order of one micrometer in size and one microsecond in
time, and then,MD is restringed tomodel phenomena at the nanoscale. Nevertheless,
the advances in nanotechnology since the last two decades have propitiated the devel-
opment of new experimental techniques able to gather very precise measurements
of different systems at the nanoscale, and therefore, we start to have the possibil-
ity to compare directly MD simulations with experimental measurements. Also, the
development of multiscale simulations could provide a very powerful tool to model
realistic macroscopic systems with great precision where MD techniques are used to
model the different interfaces in combination with CFD computations everywhere
else [7–11]. Then, the MD part of the multiscale simulation automatically provides,
for example, the velocity dependence of the contact angles, the slip length, the liquid
structure in the proximities of the plate, etc. With this information, the CFD tech-
nique solves the Navier–Stokes equation for a macroscopic system overcoming the
time and size restrictions of the standard MD simulations.

This chapter is organized as follows. First, we introduce a brief description of
molecular dynamics as well as the different techniques used to measure different
properties of the system. Then, we present two examples of how MD simulations
can be useful in some engineering applications. In the first example, we use MD to
find the possible microscopic mechanism of the so-called hydrodynamic assist, i.e.
the possibility of increasing the coating speed beyond its expected limit bymodifying
the flow in a highly confined liquid. This is an example of how MD can be used to
‘discover’ new physics. In the second case, we use MD simulation to check the
validity of an approximated theoretical equation for the force balance of a contact
line pinned in a heterogeneity.

10.1 MD Description

10.1.1 Newton Equation and Integration Scheme

As we have introduced above, MD simulations basically consist in solving the New-
ton equations for each one of the atoms i that constitutes the simulation

mi
∂�ri
∂t

= �Fi (10.1)

Here, mi and �ri are the mass and the position of each atom i of the system, t is the
time and �Fi is the total force exerted on the atom i as a consequence of the interaction
with other atoms and/or the presence of an external force field. Then, the evolution
of the trajectory of each one of the atoms can be obtained by solving the Eq.10.1.
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The most used technique to solve this equation is the well-known Verlet algorithm
[4] which can be obtained from the Taylor expansion of the atom position �ri around
the time t . As a result, the atom location of an atom i at time t + �t can be computed
from the position of this particle at two earlier time steps, t − �t and t , where �t is
the time step used to integrate the Newton equation.

�ri (t + �t) = 2�ri (t) − �ri (t − �t) + �Fi (t)�t2/mi (10.2)

This integrator has the advantage of being reasonably fast from a computational point
of view and it has great stability with time. In general, the most time-consuming part
of MD simulations is the computation of the interaction between the different atoms
of the system, and therefore, this integrator is used in combinationwith a neighbor list
[12] that can reduce the computation time in one order ofmagnitude. This list contains
the index of the atoms that are close enough to have a non-negligible interaction, i.e.
that have a distance among them lower that some cut-off distance rcut and then, we
can exclude from the calculation all atoms that have almost no contribution to the
force acting over one particular atom. Other equivalent integration schemes provide
identical trajectories than the Verlet algorithm as the Leap Frog algorithm [13] or
the velocity-corrected Verlet algorithm [14] which provides a better estimation of
the atom velocities with more cost in computational time. In general, the standard
velocity-Verlet algorithm is adequate for most MD simulations although for some
applications it could be convenient to use integration algorithms that use high-order
derivatives of the particle position [12, 13]. However, these algorithms should be used
with precaution due to the non-time reversibility and storage and time consumption
cost associate with them in comparison with the standard Verlet algorithm.

Themethods to solveNewton’s equation described above correspond to a situation
where the number of atoms N , the volume V , and the energy E remains constant
during the system evolution, i.e. to the so-called microcanonical ensemble where the
system temperature T can change during the computation. However, in the majority
of the practical situations, we want to study a system where T remains constant and
the energy E is free to evolve. In this case, we use the canonical ensemble where
NVT remains constant during the simulation. To model the canonical ensemble, we
need to introduce an additional element on the simulation to control the behavior of
the temperature: the thermostat. In an MD simulation, the temperature of a system
composed N identical atoms of mass m is defined from the average of the variance
of the atom velocity

〈
v2

〉 = ∑N
i v2

i as

kBT = 1

3
m

〈
v2

〉
(10.3)

Here, kB is the Boltzmann constant. In some cases, we only need to reach the equi-
librium state of a set of atoms at a given temperature T0. For example, when we
focus on the analysis of the equilibrium properties of the system. In other cases,
we are interested in the evolution of the system from equilibrium when we modify
some parameters. Then, the simplest method used to find the equilibrium state at
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some particular temperature consists of the rescaling of the atom velocities by a
factor β = √

T0/Ti during the equilibration of the system where Ti and T0 are the
instantaneous and the target temperature, respectively. Then, we artificially add or
remove energy from the system until we reach a stationary regime characterized by
the fluctuation of the total energy around a constant value that corresponds to the
equilibrium state. This method corresponds to the so-called velocity scaling ther-
mostat [15]. Once we have reached the equilibrium state for the target temperature,
we can remove the velocity scaling thermostat and, if the system is in a real equi-
librium, the instantaneous temperature Ti will fluctuates around the desired value,
〈Ti 〉 = T0. Of course, the trajectories of the atoms during the equilibration process are
non-physical, but this a practical method to artificially drive a system to equilibrium.

When we are interested in the study of more realistic atoms displacement in a
non-equilibrium simulation, as the analysis of a drop spreading over a substrate, a
more sophisticated method is necessary to maintain a constant temperature without
affecting the physics of the problem. In the case of the modeling of the wetting
phenomena, we always have liquids in contact with solid plates that we can use
in practice as a thermostat. If we let the solid atoms to vibrate and to exchange
momentum with the liquid, we can apply the velocity scaling thermostat only to
the solid phase, and then, the collision between liquid and solid atoms will induce
a sufficient heat transfer to maintain the liquid temperature around the target value
T0. This method mimics the energy transfer existent in a real experiment where the
liquid maintains its temperature during a dynamic process due to the interactions
with its environment. Also, it allows us to model realistic systems where the liquid
temperature can vary due to a physical process or even the existence of temperature
gradients.

Another interesting thermostat widely used that also produces realistic trajecto-
ries of the atoms is the well-known Nose–Hoover [16, 17] thermostat that is, in
general, the recommended method when we want to impose the temperature fluctua-
tion around a fix constant value T0. Although this thermostat allows the temperature
fluctuation around the selected temperature, it avoids the presence of temperature
gradients that can have physical meaning in different wetting phenomena.

Other ensembles could be also interesting for many different applications. For
example, the NPT ensemble where the pressure P is kept constant but the volume
is free to vary, or the μVT ensemble where the number of atoms can change during
the simulation meanwhile the chemical potential remains constant [13]. However, in
the different systems presented in this chapter, we will restring the NVE and NVT
ensembles with a velocity Verlet algorithm to integrate the movement equations with
an integration time step of �t = 5 ps.

10.1.2 Interaction Potentials

One of the key elements to perform an MD simulation of a particular system is the
description of the interactions acting over each one of the particles inside the system.
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We can decompose the interactions in four groups: an external force field Vext , the
pairwise interaction Vpair , the bond interaction Vbond and the three-body interactions
V3-body . Then, the total energy of the system E can be expressed as

E = Vext + Vpair + Vbond + V3-body (10.4)

• Vext corresponds to an external field (as gravity or electromagnetic for example)
acting over a set of particles on the system.

• Vpair defines the interaction between two pairs of atoms i and j located at �ri and �r j ,
and its magnitude only depends on the distance between them ri j = |�ri − �r j | and,
in general, it is the most relevant contribution interaction in an MD simulation.
There is a large number of possible pair interactions we can introduce depend-
ing on the system we want to model. For example, neutral non-polar atoms are
typically model with a Lennard-Jones potential that includes the contribution of
a medium-range Van der Waals interaction plus a short-range repulsion to avoid
the atom overlapping. Due to its simplicity, this is a well studied potential able to
describe a phase transition between solid/liquid/gas [18] and widely used to sim-
ulated the wetting phenomena. Charged or polar molecules can be described with
coulombic potentials that decay to zero at much longer distances having more cost
from a computational point of view. Some particular combinations of different
coulombic potentials are used to construct realistic water models like the classical
SPC, SPC/E, and TIP3P potentials [19–21]. For more realistic interactions, it is
possible to use the large database of empirical tabulated potentials that are widely
used to model realistic biological processes [22].

• Vbond defines the details of the interaction of the atoms inside a molecule. The sim-
pler bond interaction is the harmonic potential between atoms inside a molecule,
the finite extensible nonlinear elastic potential (FENE) [23] typically used tomodel
polymers, or dihedral potentials [24] used to define preferred bond angles between
the atoms inside a molecule.

• V3-body is a three-body interaction potential used to obtain the precise behavior of a
system under phase transitions [25] or as an effective potential to perform coarse-
grained simulations as the Stillinger–Weber potential for silicium [26] also used
to model water with remarkably precision but with a fraction of the computational
cost compared with the classic electrostatic models [27].

10.1.2.1 Simplistic Liquid and Solid Model for Wetting MD Simulations

Tomodel the wetting process, we need basically to put a liquid in contact with a solid
substrate. Also, we should be able to modify the affinity between the liquid and the
solid to study a range of different wettabilities. Also, we should allow the exchange
of energy between the liquid and the solid and therefore, we can use the substrate as a
thermostat for the liquid avoiding the introduction of thermostats that can hide some
physical phenomena. Moreover, it could be interesting to change the inner properties
of the liquid as its viscosity or surface tension. A widely used model that contains all



296 J. C. Fernández-Toledano

these ingredients is a simple Lennard Jones liquid formed by linear chains of N atoms
in contact with a solid where the atoms can vibrate to exchange momentum with the
liquid. By tuning the length of the chains (the number of atoms per molecule), we can
modify the viscosity, the surface tension, and control the evaporation of the liquid.
The interaction between the liquid and the solid and then, the solid/liquid affinity,
can be also modeled with a Lennard Jones interaction. The classical expression for
the Lennard-Jones potential is

VLJ (ri j ) = 4ε

((
a

ri j

)12

−
(

a

ri j

)6
)

(10.5)

Here, ε is the depth of the interaction potential between, and a is the distance at
which the potential is zero that defines the effective diameter of the atoms. The
balance between the attractive and repulsive interactions generate a minimum in
the potential located at rmi j = 21/6a. Typically, the standard cut-off distance for the
Lennard-Jones potential used to define the neighbor list is set to rc = 2.5a. In the
different examples provided along with this chapter, for both solid and liquid atoms,
we set as the effective diameter a = 0.35 nm and mass m0 = 12 g/mol that are
typical values for a carbon atom. The depth of the Lennard-Jones potential is set
to ε = CABε0, where the non-dimensional coupling parameter CAB enables us to
adjust the relative affinities between the different types of atoms: solid–solid (SS),
liquid–liquid (LL), and solid–liquid (SL). To reduce the number of parameters in
the simulation, we can set CAB the value 1.0 for both the LL and SS interactions
(CLL = CSS = 1.0), but for the SL interaction CSL , can be tunned to explore a range
of liquid–solid affinities. We set the temperature of the system as T = 33 K and the
depth of the potential to be ε0 = kBT = 4.56 × 10−22 J.

The liquid molecules considered are 8-atom linear chains where the adjacent
atoms are linked by a FENE bond potential

Vbond(ri j ) = −0.5αR2
0 ln

(

1 − r2i j
R2
0

)

(10.6)

where ri j is the distance between the adjacent atoms, α = ε0/Å2 = 0.0456 J/m2 is
the strength of the potential, R0 = 1.4a is the maximum bond length.

The solid is constructed as an arrangement of atoms in a rectangular square-planar
lattice and having a lattice parameter of 21/6a corresponding to the equilibrium
distance defined by the Lennard-Jones potential. The solid atoms are allowed to
vibrate thermally around their initial positions according to a harmonic potential:

Vh(r) = 1000kBT
|�r − �r0|2

a2
(10.7)

where �r0 is the initial position of the solid atoms.
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Initially, we apply a velocity scaling thermostat to all atoms of the system until
the system reaches the target temperature T0 and then, we remove this thermostat
from the liquid atoms before measuring the different magnitudes. In the different
examples provided, the momentum exchange between the liquid and the solid atoms
is sufficient to maintain constant the liquid temperature.

10.1.3 Liquid Characterization

Once we have defined the interaction potential between the different atoms of the
system. all the macroscopic properties as density, surface tension, diffusion coeffi-
cient, or viscosity are not input parameters but magnitudes that emerge as the result
of these interactions. We need then to find strategies to measure these magnitudes as
in a real experiment. Here, we present the different methods used to characterize the
main properties of an MD liquid.

10.1.3.1 Pressure

Irving and Kirkwood [28] derived an exact expression for the calculation of the
pressure tensor in any point of the space by using the microscopic velocities and
forces acting over each atom of the system

Pαβ = 1

V

(
N∑

i

riα fiβ +
N∑

i

miviαviβ

)

(10.8)

Here, α and β are the component (x , y or z) of the tensor, V is the volume of the
considered region, N is the number of atoms inside this region. Finally, viα and fiα
are the α component of the i particle velocity and force, respectively.

10.1.3.2 Surface Tension

To compute the surface tension in MD simulations we use its mechanical interpreta-
tion in terms of the pressure tensor: in the proximities of a flat liquid/vapor interface
which normal is oriented in the z direction, there is an anisotropy between the normal
PN = Pzz and the tangential PT = 0.5(Pxx + Pyy) component of the pressure tensor
with respect the interface. PN is constant across a flat interface and its value is equal
to the liquid pressure in the bulk P0 but PT evolves from P0 in the bulk to a different
value at the interface [29]. Then, the surface tension is simply a measurement of this
anisotropy [12]

σlv =
∫

(PN (z) − PT (z))dz (10.9)
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Here, the integral is performed along the whole liquid–vapor interface. To measure
the surface tension of our liquid, we create a plane liquid slab of 48,840 atoms
surrounded by a vacuum phase, with the surfaces normal to the z axis and periodical
boundary conditions in the x and y directions in a simulation box with dimensions
Lx = 23.2 nm, Ly = 12.25 nm and Lz = 17.8 nm. Then, we compute the pressure
tensor fromEq.10.8 inside bins of thickness dz = 0.5 nmparallel to the liquid/vacuum
interface and we apply the Eq.10.9 to obtain a final value of σlv = 2.84 ± 0.56
mN/m at T = 33 K. In the simulation, the surface tension strongly depends on the
temperature of the system. A temperature increment will lead to a reduction of the
surface tension as in a real system [30]. Also, the emergence of temperature gradient
will produce gradients of surface tension that will induce a Marangoni effect in the
system [31].

10.1.3.3 Diffusion Coefficient and Viscosity

The diffusion is the characterization of the motion of the particles in absence of flow
and it can be expressed in terms of the macroscopic diffusion transport coefficient
D0. In MD simulations, D0 can easily be obtained from the mean-squared distance
over which the particles have moved in a time interval �t , i.e. the mean squared dis-
placement

〈
�r2(�t)

〉 ≡ 〈|�ri (t0 + �t) − �ri (t0)|2
〉
t0
. At long times, the mean squared

displacement of a set of particles at equilibrium depends linearly with the diffusion
coefficient [13] 〈

�r2(�t)
〉 = 6D0�t (10.10)

The formal connection between the liquid viscosity ηL and the microscopic prop-
erties of the liquid atoms is a Green–Kubo equation that links ηL with the integral
of the auto-correlation function of the off-diagonal element of the pressure tensor of
the liquid at equilibrium [13].

ηL = V

3kBT

∫ 〈
Pxy(0)Pxy(t) + Pxz(0)Pxz(t) + Pyz(0)Pyz(t)

〉
dt (10.11)

Where V is the system volume. The values of the computed diffusion coefficient
and liquid viscosity for the considered Lennard-Jones liquid at T = 33 K are D0 =
12.1 ± 0.6 nm2/ns and ηL = 0.270 ± 0.012mPa.s. In the case of a system composed
by spherical particles with short-range interactions (as the Lennard Jones potential),
we can approach the relation between the diffusion coefficient and liquid viscosity
through the Stokes–Einstein equation [12]

D0 = kBT

3πηLa
(10.12)
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Fig. 10.1 a Atom projection in the x-z plane with an example of the bin used to locate the profile.
b Density profile along x with the interface located where the density decays a 50% of the bulk
value. c Circle fitting of the meniscus location to compute the contact angle θ and the contact line
location

10.1.3.4 Liquid Density, Interfaces and Contact Angle

One of the strengths of the MD simulations applied to study wetting in comparison
with other computational techniques is the spontaneous formation of the different
interfaces of the system without the introduction of any additional element in the
computation.

Consider our simple Lennard-Jones liquid confined along the z axis between
two solid plates with periodical boundary conditions in the y direction. At T = 33
K, we have a phase separation between a liquid and a gas (or vacuum) phase if
the simulation box is large enough and then, two free liquid–vacuum interfaces
spontaneously appear along the x direction as shown in Fig. 10.1a. We can compute
the liquid–vacuum profile from the liquid atom positions by projecting all the liquid
atoms onto a single x–z plane. Then, we subdivide this plane into rectangular bins of
thickness dz along the z direction, and we compute the density profile along x inside
of these bins. These profiles have a constant value at the center corresponding to the
value of the liquid density in the bulk ρL = 19.30 ± 0.06 atoms/nm3 (384.6 ± 1.2
kg/m3). In the proximities of the interface, the density rapidly decays to zero (or
the gas density) as represented in Fig. 10.1b. This decay defines the location of the
interface and it can be fitted with a sigmoidal function. The location of the interface
for each bin is set to be where the density decays a 50 % concerning the bulk value
(the equimolar surface). If we repeat this process for each bin we reconstruct the
full liquid–vacuum interface as shown in Fig. 10.1c. Also, the fitting parameters for
the sigmoidal function provide the thickness of the interface associated to each bin
being δ = 1.55 ± 0.05 nm at the center of the meniscus and δ = 2.18 ± 0.05 nm at
the contact line.

Once we have computed the liquid–vapor profile, we can use the same techniques
used in a real experiment to determine the value of the contact angles. Due to the
absence of gravity, the menisci have constant curvature when averaged over time;
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Fig. 10.2 Equilibrium contact angles versus the adimensional coupling parameter

hence, the contact angle and contact line location may be found by fitting an arc of
a circle to the meniscus profile and measuring its tangent at the solid as sketched in
Fig. 10.1c. If we fix the properties of the liquid, the value of the contact angle will
only be affected by the affinity between the liquid and the solid that we can modify
by tuning the coupling parameter CSL for the Lennard-Jones potential as shown in
Fig. 10.2.

10.1.3.5 Flow Diagrams

The different velocity profiles showed in this chapter are obtained from the com-
putation of the full flow diagram of the corresponding simulation. To compute the
flow profiles in the liquid bridge geometry, we project the liquid atoms onto the x–z
plane, which we divided into a squared grid of side 0.5nm. Then, we associate with
each bin the average velocity of the atoms inside along a given time interval. The
flow inside the 3D drops is measured similarly, except that the bins are arranged in
concentric cylindrical shells around the z-axis that crosses the mass center of the
drop.

10.2 Hydrodynamic Assist in Forced Wetting

When a liquid dropmoves along a substrate, experiments show that the contact angles
evolve from the equilibrium value θ0 to a dynamic value θ being the magnitude of
this change depends on the contact-line velocity vcl : the contact angle increases in
the direction of movement (advance angle) and it decreases in the opposite direction



10 Molecular Dynamics Simulations for the Design of Engineering Processes 301

(receding angle). The finding of a precise relation between θ and vcl is the core of the
wetting dynamics problem that has been a source of controversy for at least 50years
[32–36] and it is not fully resolved yet. In the last two decades, MD simulations
have become a valuable tool to study the problem of the wetting dynamics to elu-
cidate the relation between ucl and θ as well as to understand the behavior of the
microscopic contact angle at the molecular level [37–47]. The importance to have a
better understanding of the wetting dynamic lies in the huge number of technological
applications that involve this problem.

Two main models have been developed to model the dependence of the contact
angles with the contact line velocity. The first one is the macroscopic hydrodynamic
theorywhich considers that themain resistance to the contact linemotion comes from
the viscous dissipation of the liquid due to the bending of the liquid–vapor interface
at a scale below that at which the angle is measured, but larger than the length of
the interface [48–50]. This interface bending is then responsible for the deviation
of the apparent angle θapp at the macroscale from the microscopic angle. In the
hydrodynamic approach, the localmicroscopic contact angle is often considered to be
unaffected by the displacement of the contact line and therefore keeps its equilibrium
value θ0. However, a large number of MD simulations have shown clearly that the
microscopic contact angle can be affected by the velocity of the contact line withouth
the interface blending postulated by the classic hydrodynamic theory. Therefore,
another theoretical approach is typically used to explain the relation between θ and
vcl observed in MD simulations. This second model is the molecular kinetic theory
(MKT) which considers that the displacement of the contact line is the result of the
collective motion of the liquid atoms affected by the out-of-balance capillary force
σlv(cos θ − cos θ0) where θ is the value of the microscopic dynamic contact angle.
Then, the MKT considers that θ is truly velocity-dependent and its variation is due
to a local friction force acting at the contact line. Here, the friction is caused by the
interaction of the liquid molecules with the potential energy landscape of the solid
surface [51–53]. The relation proposed between the contact line velocity and the
microscopic contact angle is

ucl = 2κ0λ sinh

(
λ2σlv(cos θ − cos θ0)

2kBT

)
(10.13)

Here, κ0 andλ are the characteristic frequency and length of the thermal displacement
of the liquid atoms in the proximities of the contact linewhich in theMKT framework
must be viewed as a three-phase zone (TPZ), i.e. a finite region in the space where
the solid/liquid, the solid/gas and the liquid/gas interfaces met. In the region of low
contact line velocities, we can substitute the hyperbolic sinus by its argument, and
then, we obtain a linear relationship between the driven force and the contact line
velocity

ζvcl = σlv(cos θ0 − cos θ) (10.14)

where ζ = kBT/(κ0λ3) corresponds with the coefficient for the contact line friction.
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One particular example of a wetting dynamic is the forced wetting case that refers
to any method by which the contact line is driven across the substrate at a constant
velocity vcl . Forced wetting appears in many practical situations as liquid coating
[54], rolling drops on an incline [55, 56] or pushed liquid bridges in a tube [57] among
many other examples. For sufficient large vcl , the advance angle approaches the limit
value of 180◦. This set a maximum value for the contact line velocity vmax

cl which is
critical, for example, in liquid coating where the air is entrained for vcl > vmax

cl [58].
The precise mechanism behind air entrainment is not fully understood, although it
is known that it can be postponed to higher velocities by modifying the flow with
some kind of confinement as it has been observed in curtain coating experiments
which defines what it has been called hydrodynamic assist [59, 60]. MD simulation
of forced wetting has been a powerful tool to understand this phenomenon [44] that
opens the door to optimize forced wetting processes by increases the contact line
velocity over its expected limit.

To understand the role of strong confinement on the dynamic of wetting, we
performMDsimulations of a non-confined system, as the spontaneousdrop spreading
case, and we also model a highly confined geometry as a liquid bridge inside a
microchannel. Then, we compare the relation between θ and vcl in both cases.

10.2.1 Spontaneous Spreading

When a liquid drop is put in contact with a substrate, the out-of-balance capillary
force σlv(cos θ0 − cos θ) drives the contact line towards its equilibrium configura-
tion. In this classic example of the wetting dynamic, the contact angle θ decreases
from an initial value of 180◦ until it reach the equilibrium value θ0. During this pro-
cess, the contact radius rc(t) between the liquid and the solid also evolves between
0 to the final contact radius. The change ratio of the contact radius, i.e. the contact
line velocity vcl = ṙc, is intimately related with the variation of the dynamic angle,
θ(t) ∝ vcl(t).

We study the spontaneous spreading dynamic by creating a Lennard Jones spher-
ical liquid drop of 27,000 8-atommolecules with a radius of 13.9nm after the equili-
bration. Then, we put the drop in contact with a plate composed of 74,748 atoms, we
set the liquid–solid affinity defined by the coupling CSL and we let the drop sponta-
neously spread. Typical snapshots of the spreading process are shown in Fig. 10.3a for
a system with θ0 = 60.5 ± 1.8◦. The measurement of the contact angle and the loca-
tion of the contact line is obtained by using the methods described in Sect. 10.1.3.4.
Figure10.3b illustrates the evolution of the contact radius from an initial zero value
to the equilibrium contact radius. From these curves, we can compute the contact
line velocity by fitting a ratio of polynomials function and computing its analytical
derivative. The fitting function used is represented with dashed lines in Fig. 10.3b
having in all cases a coefficient of determination r2 ≥ 0.97. Figure10.3c shows the
evolution of the contact angle for all the solid–liquid affinities considered. In all
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Fig. 10.3 a Snapshots for the θ0 = 60.5 ± 1.8◦ simulation at different time steps. b Radius of
contact and c dynamic contact angle evolution. The dashed lines represent the fitting used to compute
the contact line velocity and the equilibrium contact angle, respectively

cases, the contact angle has an initial value of 180◦ and it decreases with time until
it fluctuates around the equilibrium value represented with the dashed lines.

From the computed dynamic contact angles and contact line velocities, we can
rationalize the results in terms of theMKTmodel presented in Eq.10.13. Figure10.4a
illustrate the out-of-balance capillary forceσlv(cos θ0 − cos θ) versus the contact line
velocity vcl . In all cases, we observe a linear dependence between bothmagnitudes in
the proximities of equilibrium where vcl is small. Then, we can estimate the contact
line friction coefficient ζ from the slope of the linear fitting in this region. The
resulting contact line friction is shown in Fig. 10.4b and, as expected, the contact line
friction increases with the affinity between the liquid of the solid: as the attraction
between the liquidmolecules and the solid is increased, the displacement of the liquid
in contact with the plate is slower which result in a higher friction.
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Fig. 10.4 a Driven force σlv(cos θ0 − cos θ) versus the contact line velocity for the different solid–
liquid affinities. The lines represent the linear fitting in the low-velocity region.b (θ)3 − (θ0)3 versus
the capillary number. The lines represent the linear fittings

10.2.2 Forced Wetting

We now consider an example of forced wetting in a strongly confined geometry
constructedwith a Lennard-Jones liquid bridge of 6105 8-atoms linear chains trapped
along the z axis between two plates of 16,275 atoms each. We introduce the flow in
the liquid bymoving the plates along the x axis at constant velocity vp but in opposite
directions. Then, the location of the mass center of the liquid remains stationary and
the contact line velocity in the frame of reference of the plate is vcl = −vp. For a
range of solid–liquid affinities modeled with the coupling parameter CSL , we study
different plate velocities and we measure the advance and receding angles computed
with the methods presented in Sect. 10.1.3.4. An example of the variation on the
liquid–vapor interface for θ0 = 95.6 ± 1.7◦ at different velocities of the plates are
shown in the snapshots of Fig. 10.5a.

Oncewe havemeasured the dynamic angles, we can represent the driven force ver-
sus the contact line velocity as we did in the spreading case. As shown in Fig. 10.5b,
we observe a linear relationship between the driven force and the contact line veloc-
ity for all liquid–solid affinities. Then, we can use the linear version of the MKT
from Eq.10.14 to fits the data and extract the contact line friction from the slope.
The resulting contact line friction and its comparison with the spontaneous spread-
ing friction are shown in Fig. 10.5c. As it has been pointed out firstly by Blake et
al. [44] for a similar MD simulation, the measured values of the friction for the
forced wetting case are significantly smaller than the friction computed in sponta-
neous spreading. This reduction of the contact-line friction observed in force wetting
concerning the spontaneous case means a weaker relation between the contact line
velocity and the dynamic contact angles, i.e. in the forced wetting simulations it is
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Fig. 10.5 a Snapshots for the liquid bridge with θ0 = (95.6 ± 1.7)◦ at different contact line veloci-
ties.bDriven force versus contact line velocity. cComparison of the contact-line friction coefficients
measured for spontaneous spreading and forced wetting simulations

necessary to introduce higher contact line velocities in comparison with spontaneous
spreading to reach the same dynamic angle. In both spontaneous and forced wetting
simulations, the interactions and the solid structure are identical but the simulations
reveal significantly different flows. Figure10.6a illustrates the flow diagram during
spontaneous spreading at some time. The tangential flow of the liquid with respect to
the plate is negligible everywhere except in the proximities of the contact line where
the velocity of the atoms matches with the contact line velocity, i.e. there is no slip.
The situation is different for the forced wetting case where the movement of the two
plates generates a steady rotational flow as shown in Fig. 10.6b. Due to the strong
confinement, the tangential velocity of the liquid atoms close to the surface is lower
than the plate velocity. In Fig. 10.6c we represent the tangential velocity profile along
z at the center of the liquid bridge for θ0 = 95.6 ± 1.7◦ and the plates moving at
vp = 7 m/s. We observe the linear profile characteristic for a Couette flow but the
value of the velocity extrapolated at the intersection with the plates is significantly
smaller which reveals the presence of slip.

Blake et al. [44] proposed that the presence of the slip velocity vsli p introduce
a strong shear stress along the whole solid–liquid interface and then, also at the
contact line. Therefore, the shear stress due to the rotational flow introduce a new
force contribution that need to be added to the capillary force σlv(cos θ0 − cos θ).
The extended MKT theory including slip is [44]

vcl = 2κ0λ sinh

[
λ2

kBT

(
σlv(cos θ0 − cos θ) + ζvsli p

)]
(10.15)
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Fig. 10.6 Flow diagrams for a spontaneous spreading with θ0 = 106◦ and b forced wetting with
θ0 = 121◦ with vp = 10 m/s. c Profile of vx versus z at the center of the bridge computed from the
c flow diagram

Fig. 10.7 a Velocity of the first layer of liquid in contact with the plate v1L versus the velocity
of the plate vp . b Comparison of the velocity dependence of the contact angle with the capillary
number Ca

Then, the forced wetting contact-line friction showed in Fig. 10.4c corresponds
indeed to apparent friction containing the effect of the slip. To check this, we can
measure the slip velocities by subtracting to the plate velocity vp the velocity of
the first layer of liquid in contact with the plate v1L that can be obtained from the
flow profiles. In all cases, there is a linear relation between v1L and vp as shown in
Fig. 10.7a. Then, we use Eq.10.15 to determine the real contact-line friction which
is very similar to the values computed for spontaneous spreading where the slip is
absent. Therefore, the discrepancies in the wetting dynamic observed for the spon-
taneous and forced wetting cases can be satisfactory explained due to the effect of
slip.
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In conclusion, themanipulation of the flow can be used to promote slip and then to
increase the contact line velocity beyond its initial limit as it has been experimentally
observed and defined as hydrodynamical assist [59, 60]. We can visualize this phe-
nomenon by solving Eq.10.15 with the values for the contact line friction obtained
for spontaneous spreading and considering λ = 0.43 nm as found for an identical
plate structure [43]. Figure10.7b illustrate the different wetting dynamic computed
for spontaneous spreading and forced wetting for two different wettabilities where
we observe that the effect of the flow can double the maximum contact line speed
compare with spontaneous spreading. Due to the reduction of the slip, the differences
between forced and spontaneous wetting become less pronounced as the solid–liquid
affinity increases.

10.3 Drop Pinning on an Incline

The contact line pinning is another example of an important wetting phenomenon
in different technological areas. The microscopic roughness and heterogeneities on
the surfaces have a macroscopic effect on the resistance of the contact line to move
until the contact angle reaches a critical value. The advancing θa and the receding
θr contact angles define the threshold required by the contact line to advance or
recede, respectively. The difference between these angles determines the hystere-
sis H = θa − θr . Depending on the surface treatment and the liquid involved, the
hysteresis typically lays between few degrees to several tens of degrees [61]. The
hysteresis effect on the pinning can be understood as a resistance force to movement
FH = σL(cos θa − cos θr ) as a consequence of the unbalance Young’s force [35].
Thermodynamically, this pinning force corresponds to local differences on the work
of adhesion between the liquid and the plate.

In some applications, we want to minimize the contact line pinning to promote
the displacement of a liquid over a surface. For example, low hysteresis surfaces are
required to manufacture superhydrophobic coatings [62] or surfaces with guidelines
to have precise control of the liquid displacement [63]. In that case, FH will be
small, and then, a small force will be enough to induce the drop to roll. However,
in other cases, we want to take advantage of the contact line pinning to perform
some operations as the ordered deposition of nanoparticles immersed in a liquid
through the contact line [64]. In this case, we require precise control of the pinning–
depinning process that could be achieved by introducing a surface patterning or
chemical heterogeneities on the solid phase.

One standard experimental method used to characterize this hysteresis consists
of the deposit of a drop on a surface which is progressively tilted by an angle α.
When α is small, the shape of the droplet is deformed but remains pinned on the
substrate. However, when α is larger than the critical tilting angle αc, the droplet
starts to roll. Furmidge proposed the following relation between this critical angle
and the hysteresis force [65]
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Fig. 10.8 a Sketch of a
liquid drop in an incline at
the proximities of the S1–S2
junction. b Top view
snapshot of the simulation at
different times with pinning
for F0 = 99.62 pN and c
without pinning for
F0 = 132.82 pN

mg sin αc = k

2
wFH = k

2
wσL(cos θr − cos θa) (10.16)

where m is the mass of the liquid droplet, g the gravity constant, w the width of the
drop in the direction perpendicular to inclination. The parameter k is the so-called
retention force factor which is typically consider as close to 2 [65].

When the contact line is pinned, the drop remains stationary and then, the net
force acting over the drop must be equal to zero. If the surface is tilted along x , the
force balance in that direction is [66]

mg sin α + γ

∮

CL
dln̂ · êx cos θ = 0 (10.17)

The first term is the gravity contribution, and the second is the total force along the
contact line projected in x .

The force balance showed in Eq.10.17 is essential to determine the conditions
to have contact-line pinning. However, it is experimentally challenging to measure
the distribution of the local contact angles along the contact line when there is an
external force acting over the drop. One strategy to avoid this problem consists in
the study of the ideal problem of a drop pinned in a single ‘defect’ created as the
junction between two ideal substrates S1 and S2 with different wettabilities. Then, it
may be possible to find an approximation for Eq.10.17 using magnitudes that can be
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measured easily in the lab. Figure10.8a. shows a sketch of this simplified geometry
with the junction located at x = 0. Here, the upper half-plane x < 0 is relatively
hydrophilic with an equilibrium angle θ1 while the lower one x > 0 is hydrophobic
and characterized by the equilibrium angles θ2.

De Coninck et al. [66] studied the simplified geometry described above and pro-
posed the existence of three possible scenarios: (a) a part of the contact line just
follows the junction, (b) there is a small part in the central region that penetrates the
hydrophobic, but still a part of the CL remains in the junction and (c) part of the
contact line crosses completely to the hydrophobic. For the case (c) they proposed a
simplification of Eq.10.17 as

mg sin α + γ L(cos θ2 − cos θ1) = 0 (10.18)

where L is the length of the intersection of the contact line. That is an equation
equivalent to the Furmidge formula of Eq.10.16 with k being exactly equal to 2
as reported in experimental studies and where L plays the role of w. Also, all the
magnitudes of this equation are experimentally accessible.

Unfortunately, it is very complicated to check experimentally the validity of the
Eq.10.18 and compare it with the exact result from Eq.10.17 due to the difficulty
to measure the local contact angle distribution along the contact line. However, we
can use MD simulations to model this problem and have access to all the required
magnitudes to perform this comparison.

10.3.1 MD and Pinning

During the last decade, MD simulations applied to the contact-line pinning have
been used to improve our understanding of the pinning force [67], the stick-slip of
the contact line during evaporation [68–70], the pinning of drops with dispersed
nanoparticles [71] and the pinning–depinning process on surfaces with chemical
heterogeneities [72] or flexible nanopillars [73]. Here, we present as an example of
how MD can be used as a real experiment to validate a theoretical approach like the
one presented above.

We consider initially a spherical drop of a Lennard-Jones liquidwith 5000 8-atoms
molecules and a solid of 66,102 atoms. The plane x = 0 splits the plate it two half-
planes S1 and S2 with different wettabilities. Se set the affinities between S1-L and
S2-L to have an equilibrium contact angle of θ1 = 70◦ and θ2 = 135◦, respectively.
Then, we put the drop in S1 close to the junction S1/S2 and we let to spread and reach
equilibrium. Once the equilibrium is achieved, we add an external force to model
the gravity as f0 = f0 sin αêx + f0 cosαêz acting on every liquid atom. Therefore,
the total force acting on the drop is F0 = N f0 where N is the total number of liquid
atoms.Wefix the tilting angleα = 30◦ andwe tune just the force F0 = |F0|. For small
values of F0, the drop will reach a stationary state where the contact line remains
pinned in the junction as illustrated in Fig. 10.8b for F0 = 99.62 pN. When the force
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is larger than a critical value Fc
0 the drop overpasses the junction and rolls over S2

as shown in Fig. 10.8c for F0 = 132.82 pN.
To compute the contact line location and the distribution of the local contact angle,

we first need to determine the location of the liquid–vacuum (L–V) interface as the
region where the density decays a 50% with respect to the value in the bulk and
averaged over 50 instantaneous configurations separated by 5 × 10−3 ns. Then, the
contact line is located as the intersection between the L–V interface and the plate.
Some examples of the averaged contact line pinned on the junction are shown in
Fig. 10.9a–d for different values of the external force F0. From the intersection of
the contact line with the junction, we can measure the length L . We define xm as the
value of x for which we have the maximum thickness in y.

For the computation of the local contact angles, we first calculate the normal
direction to the contact line in each one of the points of this contact line, and then,
we translate this normal line along with the L–V interface at a different height. This
provides the profile associated with each point of the contact line. Then, we fit as
usual a circular arch to the profile and compute the corresponding angle. Figure10.9e
represent an example of the distribution of the contact angles along y for F0 = 79.69
pN. For x < xm the value of the contact angle is constant and equal to the equilibrium
contact angle of the hydrophilic solid S1, θmin = θ1. For x > xm there is a variation
of the local contact angle from the equilibrium value in S1, θ1 to a maximum value
θmax . In Fig. 10.10awe represent θmin and θmax versus the external force F0, wherewe
observe that the value of the angle for x < xm is always equal to θmin = θ1. However,
θmax increases with F0 and for some critical force Fc

0 , θmax = θ2, and the contact line
depins and therefore, the drop can escape from the junction and rolls along S2.

Once we have measured the local contact angles, we can compute numerically
the integral of the second term from Eq.10.17 and in Fig. 10.10b we plot it versus
the expected value F0 sin α. Both contributions of the forces are in almost perfect
agreement and then, the balance between them results in a total net force equal to
zero. We can now compare this result with the approximate Eq.10.18 computed with
the measured values of L , θmin and θmax showed also in Fig. 10.10b. in this case, the
approximated model works remarkably well for the larges forces where the contact
line is pinned and able to cross the junction (as in Fig. 10.9c, d) corresponding with
the case (c) described above and then, where the simplified Eq.10.18 is valid [66]. For
lower forces, a large part of the contact line is trapped at the junction as in Fig. 10.9a,
o slightly penetrate on the hydrophobic solid as in Fig. 10.9a which corresponds with
the cases (a) and (b) described in [66] where the full Eq.10.17 should be used to
describe the force balance.

In this example, we have shown howMD is an interesting tool not only to test the
validity of a theoretical model as the approximate Eq.10.18 but also to characterize
the deviation observed when the system properties move out of the range of the
application required by the theory as illustrated in Fig. 10.10b. Oncewe have checked
Eq.10.18, it is possible to use it to estimate the maximum contact radius rc that a
drop can have to be trapped in a junction between two solids of different wettabilities
by approximating L ≈ 2rc. Therefore, this equation can be useful, for example, to
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Fig. 10.9 Averaged contact line location for a F0 = 6.64 pN, b F0 = 66.41 pN, c F0 = 79.69 pN
and d F0 = 99.62 pN. e Local contact angle versus y for x < xm and x > xm with F0 = 79.69 pN
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Fig. 10.10 a Variation of the minimum and maximum value of the local contact angle around the
contact line with the external tangential force F0 sin α. b Comparison of the tangential contact line
forces computed from Eqs.10.17 and 10.18 versus the tangential applied force

design a surface combining two different wettabilities to avoid the presence of drops
larger than some particular size for a given tilting angle α.

10.4 Concluding Remarks

In this chapter, we have introduced the basis of themolecular dynamic technique, and
we have given a flavor of its interest in engineering applications, providing two par-
ticular examples. On the one hand, we have seen howMD can be used to understand
at the molecular level an experimental observation as the hydrodynamic assist that
helps us to develop theoretical models. In this case, we have seen how the presence
of slip between the liquid and the substrate modifies the wetting dynamics that could
explain why it is possible experimentally to increase the coating velocity beyond its
expected limit in very confined geometries as in the curtain coating method. On the
other hand, we showed an example of MD simulations applied to check the validity
of a proposed theoretical model and how it behaves out of its range of validity. Here,
we have performedMD simulations to test the validity of an approximated force bal-
ance equation for a drop pinned on a junction between two substrates with different
wettabilities.

In summary, MD technique can be used to model any physical phenomena
although, as we point out in the introduction of this chapter, it has strong restric-
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tions in the length and time scale accessible with this technique. Nevertheless, the
improvement in the combinedMD/CFDmethods could circumvent these limitations,
and being a new revolution in our understanding of the physical phenomena behind
many applications that will help us to improve the current technology and develop
new ones unimaginable nowadays.
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Chapter 11
Multi-scale Multiphase Flow
Gas–Liquid–Solid Interfacial Equation
Based on Thermodynamic
and Mathematical Approach

Yukihiro Yonemoto and Tomoaki Kunugi

11.1 Introduction

There existmany interfacial phenomena related to liquid, gas and solid phases around
our daily lives. In the engineering field, the efficiency of industrial devices and
the quality of products which are related to applications of fuel injection, spray-
cooling/coating, heat exchanger, chemical reactor and flotation [1–5] are affected
by interfacial phenomena. If the interfacial phenomena can be completely predicted
by numerical approach, the economical cost is extremely reduced and research and
development for industrial products will be promoted.

At the interfaces betweengas, solid and liquid,many complicated phenomena such
as evaporation, condensation, wetting, and electrokinetic phenomena are observed
[6–8]. These phenomena may be concerned with thermodynamics, heat and mass
transfer and hydrodynamics. However, in the numerical simulation of multiphase
flow, the treatment of the interfacial interaction is very difficult because there are a
lot of physical factors as shown in Fig. 11.1. For example, in the interaction between
the vortex and the bubble, viscosity, density and surface tension of liquid would be
important factors that are related to the breakup of a bubble. In the interaction between
the bubbles, mass transfer and Coulomb force in addition to hydrodynamic force and
liquid properties may be related to bubble coalescence where a liquid film between
bubbles would play an important role [9–12]. The wetting phenomenon is a problem
characterized by interaction among gas, liquid and solid phases. The wettability of
liquid on the solid surface is quite complex because of the fluid motion from gas and
liquid phases, and the solid surface structure influence the phenomenon [13–15].
In addition, such kind of factors is characterized by a wide range of temporal and
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Fig. 11.1 Schematic of
interfacial interactions
among liquid, gas and solid
phases
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spatial scales. At the present time, there are no numerical models that can univer-
sally consider all interfacial problems characterized by gas, liquid and solid phases
although each phenomenon is investigated in detail from experimental, numerical
and theoretical point of views [16–23]. Therefore, the development of a numerical
model to simulate gas–liquid–solid interfacial phenomena that can consider various
temporal and spatial scales is very important.

Although there may be many unresolved problems for the interfacial phenomena,
at least, bubble coalescence that is gas–liquid interfacial problem, and wetting
phenomena that is three-phase problems would contain important fundamental
physics for understandingmore complicated phenomena such as phase change on the
solid surface. Therefore, this chapter mainly focuses on those interfacial problems.

11.2 Gas–Liquid Interfacial Model

11.2.1 Interfacial Interaction on the Basis of Conventional
Approach

With respect to bubble coalescence, there are many studies of experimental, theo-
retical and numerical approaches, and some ideas are discussed for understanding
the phenomena. In the experimental approaches, the effects of specific ion and elec-
trolyte solution on the interaction are investigated [24–31]. From the researches, the
importance of electrostatic interaction between gas–liquid interfaces is revealed. In
the theoretical approaches, bubble coalescence is mainly discussed on the basis of
the lubrication theory where a thin liquid film between two bubbles or two interfaces
is considered [9–12]. This theory is a very popular approach for the interfacial inter-
action. In this approach, the liquid drains from the liquid film, and bubbles finally
coalesce. The drainage of the liquid and the merging of two interfaces means the
film rupture. The mechanism of the film rupture is actually very complicated. In the
bridging-dewettingmechanism [32–35], it is considered that solid particles immersed
in the liquid film induce afilm rupture. In thismodel, the rupture time of the liquid film
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depends on the wettability of the solid particles. However, the theoretical approaches
on the basis of the liquid film concept always premise the existence of the liquid film.
If the liquid film can be realized in multiphase flow simulation, the theory can be
applied as a coalescence model. However, in an actual situation, bubble interaction is
treated as a statistical problem, and is mainly considered by the frequency/efficiency
of coalescence between bubbles [36, 37]. If the scale of the system becomes small,
the statistical approach is no longer available in the multiphase flow simulation.

In the numerical simulation where the scale of the system is not so large, it is
important to consider the geometrical change in the gas–liquid interface. Here, we
show some popular interfacial models.

The first one is the Continuum Surface Force (CSF) model proposed by Brackbill
et al. [38]. In theCSFmodel, the discontinuous interface is interpreted as the interface
which has thickness h as shown in Fig. 11.2. The thickness h enables to define the
continuous function. Therefore, it is possible to integrate the physical values over
the interface. Finally, the surface tension is estimated mathematically by taking the
limitation (h → 0). By this limitation, surface tension is incorporated into Navier–
Stokes (NS) equation as a body force.

The concept of the CSFmodel is based on the Eulerianmethod. On the other hand,
the front trackingmodel is based on not only Eulerian but also the Lagrangianmethod
[39]. In this model, the interface has no thickness. The interface is represented by
somemarkers as shown in Fig. 11.3. Therefore, the interface consists of line-segment
in two dimensions or polygon elements in three dimensions by using markers. These
markers enable tomake the tangential vector bywhich the surface tension is estimated
on the basis of differential geometry. Finally, this surface tension is combined with
the delta function in order to make the surface tension work at the interface, and
incorporated into NS equation.

However, the two models mentioned above cannot treat the interfacial interac-
tion. Specifically, in the CSF model, bubble coalescence is unphysical. In the front
tracking model, the interfacial grid points are added or deducted artificially when the

C1

C2

(a)Discontinuity (b)Continuity

C1

C2

h

Fig. 11.2 Schematic of the interface in CSF (Continuum Surface Force) model
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Fig. 11.3 Schematic of the interface in front tracking model

interface interacts with each other. This is because these models are mainly devel-
oped on the basis of mechanical energy balance where the interface is assumed as
the mathematical interface with zero thickness. Therefore, interfacial physics cannot
be considered on the interface. In order to treat the interfacial phenomena that are
mainly characterized by thermodynamics, an interfacial model that does not depend
on a geometrical approach will be needed.

Recently, the diffuse interface method is a popular approach to simulate multi-
phase flow [40–44]. This method is based on the thermodynamic concept, which
is called the phase-field theory or van der Waals theory [45, 46]. In the phase-field
theory, surface tension is thought as excess energy due to the presence of the interface
as shown in Fig. 11.4.

It is free energy on the interface. Then, the free energy consists of homogeneous
term and gradient term as follows:

Fig. 11.4 Schematic of a
diffuse interface

Liquid

Gas

Excess energy

Interface
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f (φ,∇φ) = f0(φ) + 1

2
k|∇φ|2, (11.1)

where k, n, and φ are the gradient energy parameter [J m−1], normal direction against
the interface [m], and the order parameter [−]. By the gradient term, the interface
has a thickness. The gradient term is concerned with surface tension. The surface
tension γ [N/m] is defined by the following relation:

γ =
+∞∫

−∞
k

(
∂φ

∂n

)2

dn. (11.2)

Although the detailed explanation of the numerical procedure is omitted here,
surface tension force in the NS equation is evaluated by the gradient of chemical
potential which is obtained by the free energy equation. Then, the interface is trans-
ported by convective Cahn–Hilliard equation, which is basically reaction–diffusion
equation.

∂φ

∂t
+ u · ∇φ = ∇ · M∇μ, (11.3)

where φ is taken by concentration of material in the original phase field theory,
and M and μ represent the mobility [mol2 s kg m−3] and the chemical potential [J
mol−1], respectively. The diffuse interface method is widely applied to two-phase
flow simulation and wetting behaviour. Therefore, this method may have a potential
to consider the interfacial interaction. However, in the diffuse interface method, the
interface is transported by the Cahn–Hilliard equation where the mobility is used.
The mobility is basically an ion scale parameter. Thus, the interface should not
be transported by the ion scale which means the vector u in Eq. (11.3) is not the
fluid convection scale. Therefore, the diffuse interface method cannot discriminate
temporal and spatial scales of phenomena. However, the phase-field theory is a
promising theory to be able to consider the interfacial phenomena that are related to
the thermodynamics. The development of an interfacial model on the basis of this
kind of theory is very important in order to describe various physical phenomena
with the consideration of temporal and spatial scales precisely.
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11.2.2 Development of Interfacial Model for Interfacial
Interaction

There are many complicated interfacial phenomena that are characterized by multi-
scale physics with various temporal and spatial scales. In this section, the possi-
bility of the multiscale concept for multiphase flow phenomena is shown as one
methodology [47].

11.2.2.1 Multi-scale Concept and Modeling

In the modeling of the gas–liquid interface, an effect of electrostatic potential due to
contamination such as specific ion on the interfacial interaction is considered because
the existence of the specific ion cannot be ignored from the experimental fact [24–
29]. Then, the free energy equation is reevaluated from a viewpoint of the molecular
scale. Concretely speaking, in the derivation of the free energy, the concepts of the
Lattice gas model and continuum limit are applied. Figure 11.5 shows a concept of a
multi-scale interfacial model. The phase-field theory assumes that the interface has
a finite thickness and is characterized by the free energy. This means that one can
treat various interfacial phenomena related to thermodynamics. Thus, the discussion
of the interfacial modeling is made on the basis of the consideration for the three
assumptions with the images in Fig. 11.5. The first one is that the interface has a finite
thickness like a fluid membrane. This assumption means a mesoscopic interface is
considered between micro and macroscopic interfaces. The second one is that the
interface consists of a few hundred molecules. Then, the last assumption is that the
continuum approximation holds in this interface. By these assumptions, the physical
values can be defined at the interface.

In the present model, molecular motion is expressed by the lattice gas model as
shown in Fig. 11.6. In the lattice gas model, random molecular motion is considered

Liquid

(a)Macroscale

Liquid

Gas

Gas

(b)Mesoscale (c)Microscale

Fig. 11.5 Multi-scale concept for interface
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Fig. 11.6 Schematic diagram of lattice gas model, a Random molecular motion, b Molecular
motion: considered in square or cubic lattice with width l0 [m], c Existence of molecule on lattices:
σi= 1 (Molecular B) and σi = 0 (Molecular A)

in square or cubic lattice with width l0. Then, the variables σ [−] that represent
the existence of the molecules are defined at the lattice points. For example, if the
variable takes unity, molecule B exists at the lattice point. If the variable takes zero,
molecule A exists at the point. On the basis of this concept, the Hamiltonian H of
the molecule is derived as follows [48]:

H = −1

2

∑
i j

Yi j , (11.4)

and,

Yi j = W AA
i j (1 − σi )(1 − σ j ) + WBB

i j σiσ j + W AB
i j

{
σi (1 − σ j ) + σ j (1 − σi )

}
.

(11.5)

Here, each W ij represents the intermolecular potential. Then, from some experi-
mental evidence such as specific ions, we think that the contamination at the interface
will contribute to the bubble interaction, and it is assumed that the contamination
would induce a deviation of charge at the interface as shown in Fig. 11.7. By the devi-
ation of charge, an electric double layer would form around the interface. Therefore,
the electric interaction energy is added to the Hamiltonian as follows:

H = −1

2

∑
i j

Yi j − 1

2

N∑
i

zi eV (r i )σi . (11.6)

Here, it is assumed that the contamination is uniformly adsorbed to the interface
and the adsorption process is ignored.

The Hamiltonian is microscopic interaction energy between lattices. Therefore, in
order to evaluate theHamiltonian as a continuumvalue, the thermodynamic averaging
procedure is taken using the partition function of the molecule. Concretely speaking,
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Fig. 11.7 Electric double
layer at the interface
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the existence of the molecule is statistically averaged at the lattice point by the
following relation:

〈σi 〉0 =
∫

�

σi exp(− H0

kBT
)d�. (11.7)

In Eq. (11.7), H0, kB, T and d � represent Hamiltonian, Boltzmann constant,
temperature and infinitesimal volume in phase space �, respectively. By this aver-
aging procedure, the molecule condition where the existence is evaluated by σ i = 0
or 1 can be interpreted as the local continuum condition. Then, the continuum limit
(l0 → 0) is taken by considering infinitesimal lattice width l0 in order to treat larger
scale. For example,

(
φi − φ j

)
n =

(
l0

φi − φ j

l0

)
n →l0→0 l0∇φ, (11.8)

where φi →φ, φj →φ, and n is the unit vector between lattice (i) and (j). Through
the above discussion, the free energy equation is finally derived.

F =
∫

V

[
f0(ψ) + d

2
(∇ψ)2

]
dV . (11.9)

Here,

f0(ψ) = −a

2
ψ2 + b

4
ψ4 + czi eVψ, (11.10)

a = U − 4kBT

l30
, (11.11)
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Interface
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Gas

Convective scale Diffusion scale

(a)Overall image around interface (b)Local image around interface

Fig. 11.8 Conceptual image for the distinction of temporal and spatial scales: fluid motion and
mass transfer

b = 16kBT

3l30
, (11.12)

c = 1

2l30
, (11.13)

d = U

2l0
. (11.14)

In this equation, the electric potential due to the contamination is included in the
third term in Eq. (11.10). In Eqs. (11.11) and (11.14), U [J] is the intermolecular
potential.

As a next step, the free energy equation is incorporated into the conventional NS
equation. The important point is to discriminate the temporal and spatial scales of
phenomena as mentioned above. For example, consider an interface as shown in
Fig. 11.8.

There is dynamic fluid flow around the interface as shown in Fig. 11.8a. Then,
there is mass transfer through the interface (Fig. 11.8b). The characteristic lengths
may be different from each other. On the basis of this concept, the Chapman–Enskog
expansion is applied to temporal and spatial operators of D/Dt and ∇ using a small
parameter ε.

D

Dt
= D

Dt (0)
+ ε

D

Dt (1)
+ ε2

D

Dt (2)
+ · · ·, (11.15)

∇ = ∇(0) + ε∇(1) + ε2∇(2) + · · ·. (11.16)

Here, the superscript (k) (k = 0, 1, 2, …) represents the scale of the phenomena.
Then, the parameter ε consists of characteristic lengths of interface and fluid motion
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as follows.

ε = δ

L
. (11.17)

In this equation, δ[m] andL [m] represent the characteristic lengths of the interface
and that of the vertical fluid flow, respectively. By substitution of Eqs. (11.15) and
(11.16) into conventional NS equation, the following relation is derived:

ρ
Du
Dt (0)

+ ερ
Du′

Dt (1)
= −∇(0) · T − ε∇(1) · T ′ + ρg. (11.18)

Here, Eqs. (11.15) and (11.16) are considered untilO(ε), where the physical values
in themesoscopic scale are assumed to be represented by velocity u′ and stress tensor
T′ that correspond to the physical quantities at the interface. Moreover, we assume
that the stress tensor is represented by the Maxwell relation. Thus, thermodynamic
pressure is defined by the following relation:

P therm = −
(

∂F

∂V

)
T

I . (11.19)

Finally, by considering that the thickness of the interface is significantly small
compared to a minimum scale of an eddy such as the Kolmogorov scale, and by
performing a simple tensor analysis [47], the multi-scale multiphase flow equation
is derived as follows:

ρ
Du
Dt (0)

+ ερ
Du′

Dt (1)
= −∇(0) · T + ε∇(1) · ( f0(ψ)I) − εd∇(1)ψ

(∇(1) · ∇(1)ψ
) + ρg.

(11.20)

11.2.2.2 Model for Interfacial Interaction

The multi-scale multiphase flow equation is mainly solved by combining two inter-
facial interaction models. One is the contamination at the interface, which is related
to the electrostatic potential. The other is a mass transfer between interfaces. The
importance of the mass transfer is indicated by previous experimental observation of
microbubble flow [49]. In the experiment, microbubble coalescence was observed
and the results indicated that the mass transfer was related to the bubble coalescence.
Figure 11.9 shows an example of the air microbubble coalescence in water flow. The
sampling rate is 7,140 fps and the void fraction is 0.2%. These figures show a time
evolution of microbubble flow. In this experiment, two microbubbles in contact with
each other as shown in Fig. 11.9a–c. The diameter of one bubble is 94 μm, and the
other one is 49μmbefore coalescence. In Fig. 11.9d, twomicrobubbles coalescewith
each other where a yielded bubble diameter is ca. 98 μm. It is found that one bubble
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Fig. 11.9 Image for microbubble coalescence at Re = 4440 with void fraction 0.2 [%] where
electrical conductivity is 4.7 μS/cm

is in contact with the other one until the coalescence of two bubbles. Other than this
case, some patterns for the bubble interaction were observed such as sliding of one
bubble along the surface of another one, and immediate coalescence after the contact
of two bubbles. However, it was very difficult to predict these behaviors with the film
thinning theory, and the result indicated that microbubble coalescence may concern
with other complicated phenomena such as mass transfer [49]. According to Henry’s
law, the amount of a gas dissolved in a liquid is proportional to the gas pressure at
the bubble surface in equilibrium when the system is at a constant temperature. In a
real system, it is difficult to make perfectly purified water where there is no contam-
ination. Therefore, a relationship between the dissolved gas and the contamination
in the liquid would be an important factor in the interfacial interaction. Therefore,
one possible model for the coalescence model can be developed on the basis of the
mass diffusion and the nucleation theory [50], although there may be more possible
mechanisms for the bubble coalescence.

In the coalescence model, the diffusion equation is solved on the basis of some
assumptions.

DC

Dt
= Ddiff∇ · ∇C. (11.21)
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Fig. 11.10 Schematic of bubble interaction and nucleation model for bubble coalescence

In this equation, C and Ddiff represent the concentration [mol m−3] and diffusion
coefficient [m2 s−1], respectively. As shown in Fig. 11.10a, there is a saturation
region around a bubble due to the bubble’s own pressure, and the overlapping region
arises when the two bubbles interact with each other. Thus, it is assumed that the
mass diffusion may arise due to a change in the free energy related to the electric
potential in the overlapping region, then the dissolved gas reaches a steady state
instantaneously when two bubbles mutually interact. In addition, it is assumed that
there is contamination in the liquid, and the contamination induces tiny bubbles in
the overlapping region as shown in Fig. 11.10b. These tiny bubbles induce bubble
coalescence. This concept ismodeled on the basis of the nucleation theory as follows:

rcrit = 2σν0

kBT
(
ln PgA

PgB
+ β0 ln
dust

) . (11.22)

In this equation, 
dust, β0 and rcrit represent the electric conductivity [μS cm−1],
arbitrary parameter [−] and critical radius [m] of the inception for a tiny bubble.
The dissolved gas is simulated by diffusion equation, and rcrit is compared with an
averaged radius rave that is calculated from the amount of the diffused gas in the
overlapping region of the liquid.

11.2.2.3 Numerical Result for Bubble–Bubble Interaction

In the developed interfacial model, the multi-scale multiphase flow equation has two
scales for macroscopic scale denoted by the superscript of 0 and mesoscopic scale
denoted by that of 1. In the strict sense, two different scales must be considered in the
simulation. But in the present test case, mesoscopic scale is only considered for the
sake of simplicity. Thus, the following equations are mainly used with the equation
of continuity for the simulation [47, 50].
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Fig. 11.11 Schematic of the
numerical domain for
microbubble interaction
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ρ
DU
Dt

= −∇(1) · T + −εd∇(1)ψ
(∇(1) · ∇(1)ψ

) + ρg, (11.23)

where T is a stress tensor expressed as T = PI-τ where P is the mechanical pres-
sure and τ is shear stress. The volume tracking method used for capturing the gas–
liquid interface is based on the Multi-interface Advection and Reconstruction Solver
(MARS) method [51]. This volume tracking method is similar to the Piece-wise
Linear Interface Construction (PLIC) [52] algorithm and is on the basis of the VOF
method [53].

Figure 11.11 shows a numerical condition of the test case for bubble interaction.
Two-dimensional simulation is mainly performed. As the boundary condition, X+
and X− are pressure free. Then, the fluid flows from Y+ in the downward direction
and Y− in the upward direction with a constant velocity that eventually yields a
flow denoted by the dashed arrows. By this condition, two bubbles can interact with
each other. Three cases are mainly simulated. In case 1, both the electric potential
and the nucleation theory are not considered. In case 2, only the electric potential is
considered. In case 3, both models are considered. The gravity is neglected.

Figure 11.12 shows the numerical results of the bubble interactions. In case 1,
two bubbles simply coalesce with each other when they interact. This case may
correspond to the simulation with the use of the CSF model. In case 2, the electric
potential is only considered in the interfacial interaction. Two bubbles do not coalesce
due to the repulsive force between the interfaces. In case 3where the electric potential
and the nucleation model are considered, two bubbles flow with keeping a liquid
film between them, and finally coalesce with each other. The timing of the bubble
coalescence between case 1 and case 3 is different. From these results, it is found
that our interfacial model can treat interfacial interaction such as coalescence and
repulsion.
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Fig. 11.12 Numerical results for microbubble interaction. a Case 1: Electric potential V = 0 [V],
b Case 2: V = −1.0 × 10–5 [V], c Case3: V = −1.0 × 10–5 [V] and 
dust = 103.146 [μS cm−1]

One example of the results for the three-dimensional numerical simulation that
was performed for the confirmation of amore realistic situation is shown in Fig. 11.13
[54]. In this case, the model of the interfacial electrostatic potential was only consid-
ered. The thin liquid filmwas observed between twomicrobubble interfaces as shown
in Fig. 11.13a. Then, the pressure in the liquid film is lower than the bulk pressure
around the microbubbles as shown in Fig. 11.13b. This result indicates the important
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Liquid film

(b)

Bubble 0.0500 
0.0320 
0.0140 

-0.0040 
-0.0220 
-0.0400 
[N m-2] Bubble

Fig. 11.13 Microbubble interaction in three-dimensional case (V = −1.0 × 10–5 [V]): a Liquid
film in three dimensions, b Pressure distribution in the liquid film
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knowledge that the bulk liquid flows into the thin liquid film to satisfy the conti-
nuity and maintain a certain thickness of the liquid film. This means that the general
drainage explanation based on the lubrication theory [9–12], which is based only on
hydrodynamics, cannot explain the premise of the existence of a liquid film between
two microbubbles. Thus, the present numerical results could prove that the contam-
ination at the interface (electrostatic potential) is very important with respect to the
bubble interaction.

11.2.2.4 Multi-scale Model for Gas–Liquid Interface Through Micro
to Macro

The modeling discussed in the previous section is mainly focused on the mesoscopic
scale. In this section, a relationship between amacroscopic interface and amulti-scale
multiphase flow equation is discussed [55].

The jump condition is a kind of boundary condition at the interface. There are
two types of jump conditions. One is called the primary jump condition, and the
other is called the secondary jump condition [56, 57]. The primary condition includes
mass,momentum, total energy, and entropy evolution jump condition. The secondary
condition is about entropy jump condition. In the present study, we focus on the
momentum jump condition and call it the conventional jump condition.

The conventional jump condition is mainly derived using mathematical concepts
such as stokes theorem, divergence theorem of Gauss, and differential geometry.
The test volume shown in Fig. 11.14a is used in the concepts. Thus, the conventional
jump condition is obtained by volume integral and surface integration as shown in
Fig. 11.14b. In the derivation, it is thought that the interface has no thickness and
surface tension is the force acting on a line-segment on the surface.

ṁgug + ṁlul − {
(−Pg)ng + τ g · ng

} − {(−Pl)nl + τ l · nl} − 2Hσng + dσ

ds
t = 0,

(11.24)
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(a)Test volume at interface (b)Volume and surface integration

Fig. 11.14 Mathematical concept for the treatment of interfacial jump condition
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where the first and second terms in the left-hand side of Eq. (11.24) represent the
evaporation term, and ṁk(k = g, l) [kg m−2 s−1] is related to mass transfer through
the interface. σ [N m−1], Pk [N m−2] and s [m] are the surface tension coefficient,
pressure, and coordinate along the interface, respectively. The mean curvature is
expressed byH (H = (κ1 + κ2)/2, where κ1 and κ2 [m−1] are the principal curvatures).
nk, t and τ k are the unit normal, unit tangential vectors, and shear stress, respectively.
The jump condition at the interface is characterized by the curvature related to the
shape of the interface, which means that the interface is a mathematical interface
with zero thickness. Thus, the jump condition is considered to be a macroscopic
interfacial equation, and this form is used as a reference for macroscopic interface
in the present study.

The jump condition can be also derived from our interfacial model discussed in
the above section (Eq. 11.20). We call it thermodynamic jump condition. Before the
derivation of the jump condition, two conditions are considered. One is the interface
which has a thickness. This condition means that excess free energy exists in the
interface, and the surface tension coefficient is estimated by integrating an excess
free energy over the interface as expressed in Eq. (11.2). This concept is defined in
van derWaals theory and this formula is actually limited to the flat surface. However,
the formula of free energy is used in the derivation. Then, another condition is that
the jump condition is based on the interfacial coordinate. Based on two conditions,
we model the interface as shown in Fig. 11.15.

From the first condition, the interface is divided into some elemental interfaces
as shown in Fig. 11.15a. From the second condition, the interfacial coordinates on
the elemental interfaces are set as shown in Fig. 11.15b. Here, we focus on the local
interface, thus the bending of the interface is small. The base vectors are assumed to
be orthogonal relation. The mathematical operators become as follows:

Gas

Fluid membraneInterface

n
t1

t2

n

s1

s2

Liquid

Elemental interfaces (0 th to n th)

(a)fluid membrane and elemental interfaces (b) i th elemental interface

Interfacial coordinate

Fig. 11.15 Concept of fluid membrane consisting elemental interfaces, and interfacial coordinate
on an elemental interface
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∇ = t1
∂

∂s1
+ t2

∂

∂s2
+ n

∂

∂n
, (11.25)

∇ · ∇ = (κ1 + κ2)
∂

∂n
+ ∂2

∂s21
+ ∂2

∂s22
+ ∂2

∂n2
. (11.26)

Based on this concept of the interface, the multi-scale multiphase flow equation
is transformed and integrated over the interface. Then, the thermodynamic jump
condition is finally derived as follows:

0 = ṁ(0)
G u(0)

G nG + ṁ(0)
L u(0)

L nL︸ ︷︷ ︸
(a)

+ ε
(
ṁ(1)

G u(1)
G nG + ṁ(1)

L u(1)
L nL

)
︸ ︷︷ ︸

(b)

−[(−PG − επG)nG + nG · τG]︸ ︷︷ ︸
(c)

−[(−PL − επL)nL + nL · τL]︸ ︷︷ ︸
(d)

−nGε(κ1 + κ2)σ︸ ︷︷ ︸
(e)

−ε

(
t1
1

2

∂σ

∂s1
+ t2

1

2

∂σ

∂s2

)
︸ ︷︷ ︸

( f )

+ additonal terms. (11.27)

For the sake of simplicity, detailed expression of the additional terms is omitted. In
Eq. (11.27), πi (=czieVψ) represents the contamination that is related to the electric
potential.

11.3 Gas–Liquid–Solid Interfacial Model

In this section, a situation where a droplet adheres to a solid substrate is discussed
because this situation would be the simplest case of wetting phenomenon. Then, the
multi-scale interfacial model is tried to apply to the wettability problem.

11.3.1 Existing Models for Wetting Phenomena

Considered a situation where a droplet adheres to a solid surface as shown in
Fig. 11.16a, and reaches an equilibrium state, the Young equation holds at the contact
line. However, if an external force affects the droplet like as an inclination of the
solid surface and fluid flow around the droplet, this situation becomes a complex
one. The contact line moves and the dynamic situation occurs.

In the numerical simulation, the wetting problem is treated as the boundary condi-
tion. Figure 11.16b shows a cross-sectional view of a droplet on a solid surface.More
simple approach is the use of the static constant contact angle θs, and then the normal
vector n of the liquid surface near the solid is calculated by the following relation:
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Fig. 11.16 Droplet on a solid surface

n = nwcosθs + tw sin θs, (11.28)

where nw and tw are the unit vectors normal and tangential to the wall, respectively.
Alternatively, there is a model that uses the relationship between the dynamic contact
angle and the velocity of the contact line. For this approach, there are some models
such as the hydrodynamic model [58, 59], Tanner’s law [60], and molecular kinetic
theory [61]. In this kind of approach, the dynamic contact angle is determined from
the contact line velocity [62]. In the recent numerical simulation, the solid–liquid
wall condition is considered on the basis of Navier slip condition (Eq. 11.29) to avoid
stress singularity problem at the contact line [63, 64].

uw = β
∂u

∂y
. (11.29)

The β is a slip coefficient and has a microscopic length scale. Although the slip
coefficient is thought to be related to fluid viscosity, surface roughness, wettability,
etc. [65], this coefficient is actually determined from experiments due to the diffi-
culty in theoretical prediction. In the numerical simulation, the moving contact line
problem is solved by associating Eq. (11.29) with viscous shear stress on the solid
surface and unbalanced Young stress that is related to the contact angle [66].

In the diffuse interface method, some boundary conditions to consider the wetting
problem are proposed. For example, the static contact angle is used to determine the
gradient of the free surface near the contact line by the following relation [67]. The
methodology is similar to the concept in Eq. (11.28).

nw · ∇φ = −|∇φ| cos θs . (11.30)

In this equation, nw and φ are the unit vector normal to the solid surface and
the order parameter that identifies the liquid and gas phases, respectively. The other
model is called the non-equilibrium wetting condition as follows [68].
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−μ f δ
∂φ

∂t
= αnw · ∇φ − σ cos θsg

′(φ). (11.31)

In this equation, δ and α represent the interfacial thickness and a phase field
parameter that are related to surface tension and the interfacial thickness. μf is the
friction factor at the contact line. In this model, the contact line velocity is controlled
by the friction factor. This factor is determined from experimental evidence.

However, the main concept of the above-mentioned models relies on direct or
indirect usage of the experimentally measured contact angle and is just trying to
determine the instantaneous gradient of liquid surface geometrically. If the contact
line motion stops, the gradient of the liquid surface will go back to an initial value.
Therefore, these approaches will not be able to treat wetting behaviors where contact
angle hysteresis occurs, and deformed solid surface due to adhesion without special
additional conditions. The contact angle is not physical value, and the contact angle
should be secondarily determined from some kind of balance like as a force or energy.

11.3.2 Multi-scale Model for Gas–Liquid–Solid Interface

In this section, we try to consider other possibilities in order to treat the wetting
problem that includes solid physical properties. Specifically, the momentum interfa-
cial jump condition has been shown in the previous section, and the interfacial jump
condition is applied to the three-phase contact line problem in order to obtain some
hints for the modeling [69].

At first, we briefly explain how we apply the interfacial jump condition to the
three-phase contact line. The momentum interfacial jump condition is described
by Eq. (11.24). Then, it is assumed that the jump condition holds at each interface
where a point on the contact line is considered as the origin. Thus, the base vectors are
defined on each interface as shown in Fig. 11.17. In this figure, point P is the origin.
The base vectors on liquid–gas and solid–liquid interfaces can be expressed by that
of the solid–gas interface. For example, the base vector on the gas–liquid interface is
associated with that of the solid–gas interface by the rotation of the vector as follows.

Fig. 11.17 Definition of base vectors on each interface
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{
tb = − cos θ ta + sin θna

nb = sin θ ta + cos θna
. (11.32)

Then, the base vector on solid–liquid interface is an opposite direction against the
solid–gas interface. Therefore, the opposite sign is taken as follows:

{
ta = −tc
na = nc

. (11.33)

A force balance at the contact line is considered by integrating the jump condition
within an infinitesimal area.

F =
∫

f dA

=
∫

( f a + f b + f c)dA

= Fa + Fb + Fc. (11.34)

By the substitution of the base vectors forEqs. (11.31) and (11.32) intoEq. (11.33),
the force balance equation is finally derived as follows:

F = nGa

¨

A

[
(
mGbuGb − mLbuLb

)
cos θ + (

PGa − PSa
) + (

PGb − PLb

)
cos θ + (

PLc − PSc
)

− (2Haσa + 2Hbσb cos θ + 2Hcσc) ]dsadw − nGa

∫
σb sin θdw

+ nGa

¨

A

[(
τSa − τGa

) + (
τLb − τGb

)
cos θ + (

τSc − τLc

)]
dA

+ ta

¨

A

[(
mGbuGb − mLbuLb

)
sin θ + (

PGb − PLb

)
sin θ − 2Hbσb sin θ

]
dA+

tGa

∫
(−σa + σb cos θ + σc)dw +

¨

A

(
τLb − τGb

) · ta sin θdA (11.35)

In this derivation, mass transfer through the solid interface is ignored. The normal
and tangential components of surface tension at the contact line appear. It is found that
the contact angle is affected by many physical quantities. This relation may indicate
a kind of boundary condition at the contact line, and may suggest the importance
of the consideration of the solid surface and phase properties because the normal
component of surface tension appears and there are some physical values related to
the solid phase. However, the interfacial jump condition is for the fluid interface.
Therefore, a further discussion for a solid phase will be needed.

The following relation is an equilibrium relation of solid where deformation and
inertia are assumed to be small:
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Fig. 11.18 Schematic of fluid or gas molecules on solid surface

0 ≈ ∇ · σ + ρsb (11.36)

σ, ρs and b are stress component [N m−2], density of solid [kg m−3], and force per
unit mass [N kg−1], respectively. Here, the solid surface is normally considered as a
sharp interface. However, in an actual situation, adsorbed fluid or gas molecules will
exist on the solid surface as shown in Fig. 11.18. In addition, the molecules adjacent
to the solid surface would behave as a solid [70]. This means that some kind of a
thin transition region would exist at the solid interface. Here, the free energy density
of the solid surface can be defined at the solid interface if it can be assumed that the
transition region is smaller than that of the liquid–gas interface. By the assumptions,
the surface energy would be defined by the following expressions.

γsg = dsg

∫ +∞

−∞

(
∂ψsg

∂n

)2

dn, (11.37)

γsl = dsl

∫ +∞

−∞

(
∂ψsl

∂n

)2

dn. (11.38)

Based on the previous assumption of the solid interface, the multi-scale expansion
discussed in the Sect. 11.2.2.1 is applied to Eq. (11.36).

0 ≈ ∇(0) · σ + εs∇(1) · σ sur f + ρsb. (11.39)

The second term on the right-hand side of this equation is assumed to be related
to the solid surface property, and would be an important term for the interaction
between solid and liquid at the interface. It is assumed that this term would affect
the fluid motion as an external force, and the new term is added in the multi-scale
multiphase flow equation like the following relation:

ρ
Du
Dt (0)

+ ερ
Du′

Dt (1)
= −∇(0) · T + ε∇(1) · ( f0(ψ)I)
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− εd∇(1)ψ
(∇(1) · ∇(1)ψ

) − εs∇(1)
t · σ sur f + ρg. (11.40)

In Eq. (11.40), the fourth term on the right-hand side is newly added. If the
surface stress can be modeled by a similar treatment in our gas–liquid interfacial
model, this term may work as a Marangoni-like force because the free energy would
change across the contact line. However, in order to complete this model, further
consideration of a relationship between surface stress and the free energy equation
will be needed because the physics of the solid surface contains plastic and elastic
contribution, and the geometrical effect of surface roughness on the wettability.

11.4 Summary

In this chapter, a multi-scale multiphase flow equation for the gas–liquid interface is
shown for an example of multi-scale modeling. Through the modeling, the bubble
coalescence is simulated as a test case on the basis of the derived equation. Then, the
multi-scale multiphase flow equation for the solid surface problem is discussed by
referring to the idea for the application of interfacial jump condition (sharp interface
model) to the droplet wettability, and for multi-scale expansion. If the thermody-
namic treatment for the interface (diffuse interface model) can be applied to the solid
surface, the present modeling indicates that the newly derived term would work as a
Marangoni-like force due to the variation in the free energy across the contact line.
If the present idea is valid, it indicates that characterization of the solid surface will
be needed because the surface stress must be considered, which is related to the
surface structure and physical properties of plasticity and elasticity. In order to eval-
uate the validity of the present model, further modification and consideration would
be needed. However, the present work indicates the importance that not only fluid
dynamic but also solid property and physics must be considered for understanding
the wetting phenomena, and the temporal and spatial scales should be discriminated.
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Chapter 12
Vapor Nucleation in Metastable Liquids:
the Continuum Description

Mirko Gallo, Francesco Magaletti, Dario Abbondanza,
and Carlo Massimo Casciola

Abstract Liquid–vapor phase change is of importance across a wide spectrum of
fundamental and applied disciplines. The phenomenology of vapor formation is very
complex due to the large range of spatio-temporal scales involved. Here, the micro-
scopic features of vapor embryos nucleation coexist with the macroscopic bubble
dynamics. This multiscale nature of the phenomenon makes nucleation challenging
both from a theoretical and experimental point of view. In this work, we aim to
retrace the state of art of continuum description of liquid–vapor phase change, start-
ing from the classical nucleation theory, which provides a basic description of the
phenomenon up to the phase field description and fluctuating hydrodynamics theory.
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12.1 Introduction

Everyday experience shows that a liquid transforms into a vapor when the pressure is
decreased below a certain threshold—aprocess called cavitation—or the temperature
is raised sufficiently—boiling. This is certainly one of the most common examples
of a phase transition, and it is noteworthy that, despite our familiarity with it, the
process is as yet not fully understood.

Phase transitions are complexmultiscale problems, whose incipit is the nucleation
of embryos of the new phase in the mother phase. Nuclei of the new phase sponta-
neously appear in the liquid due to thermal fluctuations. This observation underlines
the role of microscopic dynamics for nucleation, whose origin rests at the atomistic
level. Despite its microscopic origin, the characteristic time scales of nucleation may
be orders of magnitude larger than the molecular characteristic time. Moreover, once
started, the phenomenon becomes extremely fast, sometimes explosive, in reaching
macroscopic scales. All these properties are characteristic features of the activated
processes, where a free energy barrier keeps the system in the metastable mother
phase and the transition to the new phase occurs due to rare fluctuations—hence
the initial slowness—able to drive the system over the barrier to let it abruptly fall
in a stable free energy minimum. The barrier height, hence the frequency of barrier
crossings, depends on the thermodynamics conditions, i.e., temperature and pressure
and on the level of confinement (e.g., volume) of the liquid [1]. Typical aspect of the
liquid–vapor phase transition is that the fluid inertia may play a significant role in
the overall dynamics, especially for macroscopically large systems.

When vapor nuclei locally appear, the liquid accelerates and its pressure decreases.
Inside the bubbles, the pressure is as low as the vapor pressure (for water at ambi-
ent temperature the vapor pressure is about 2.3kPa) hence they can survive, and
even grow, as long as they remain in low-pressure regions. However, when the flow
transports them in a region with higher pressure, they suddenly become unstable and
collapse.

Collapse is particularly relevant for cavitation, where pressure changes—decrease
and increase—are induced by large scale, inertia-dominated fluid motions. Overall,
vapor bubble implosion encompasses a range of complex phenomena, including large
bubble deformation and topological changes, shockwave emission and propagation
through the liquid, phase transition to and from supercritical conditions, and intense
pressure and temperature peaks on the order of dozens GPa and 1000K, respectively.

The detailed experimental assessment of bubble nucleation dynamics is conceiv-
ably difficult. Quantitative measurements of, e.g., local pressures and temperatures,
bubble sizes at nucleation and their successive dynamics are hampered by the small
space-time scales [2–5] (ns/µs in terms of time and nm/µs in terms of space) and
by the randomness of the individual nucleation processes whose location cannot be
predicted in advance.

On the other hand, developing a fully consistent and comprehensive theory
remains a big theoretical challenge. The current understanding of nucleation phenom-
ena is mainly built upon simplified, quasi-static descriptions like classical nucleation
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theory (CNT) [6]. CNT applies macroscopic thermodynamics to microscopic scales.
Spatially uniform embryos characterized by the thermodynamic properties of the
stable phase (the vapor) are assumed to be separated from the uniform, unstable liq-
uid by a sharp interface across which the relevant thermodynamic properties change
abruptly. Although these assumptions produce qualitatively good results under many
circumstances, they are unsatisfactory from the strictly theoretical point of view and
can be shown to be unable to predict crucial features like, e.g., vanishing free energy
barriers at spinodal conditions. More fundamental approaches, like the density func-
tional theory (DFT) [7], can overcome some of these limitations. Still, they do not
cope with coupling the phase transition with macroscopic dynamics.

Molecular dynamics (MD) simulations [8] and,more appropriately, theMD-based
advanced sampling techniques for rare events [9] represent powerful tools to inves-
tigate thermally activated processes. However, concerning the former, the computa-
tional cost limits the application to small systems (less than few tens of nanometers)
and to very short times, preventing the study of hydrodynamic interactions, while
the latter, still limited to extremely small systems and targeted at the extraction of the
free energy profile along with the transition, can only deal with quasi-equilibrium
processes.

In fact, non-equilibrium and spatiotemporal variations are crucial to understand
cavitation and boiling in realistic conditions and require approaches able to bridge
the gap between vapor embryo nucleation and macroscopic motion.

Recently, a diffuse interface model able to encompass bubble nucleation [10–13]
has been developed in the framework of continuum fluid mechanics. The model
embeds thermal fluctuations in the context of the so-called Fluctuating Hydrody-
namics and has been exploited to address cavitation in its entirety, starting from the
bubble inception to the macroscopic, inertia-dominated bubble motion. The model,
consisting of theNavier–Stokes system expressingmass,momentumand energy con-
servation, includes Van der Waals capillarity and is augmented with stochastic terms
tailored to reproduce the Einstein-Boltzmann probability distribution for the fields.
The resulting set of stochastic partial differential equations provides a thermody-
namically consistent framework for the numerical simulation of liquid/vapor phase
transition under general conditions, describing the entangled phenomena occurring
during phase transitions, from nucleation to highly non-linear dynamics, including
extreme events such as bubble collapse and shock wave emission.

The purpose of this paper is to provide first the basic background on the liquid–
vapor phase transition, to successively retrace the derivation of the fluctuating hydro-
dynamicsmodel and demonstrate its potential with applications to cavitation, leaving
aside boiling which is discussed in a different chapter.
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Fig. 12.1 Left panel: the sketch qualitatively describes the state of matter as a function of pressure
and temperature. The S-zone represent the solid state, the L-zone the liquid one and the V-zone
the vapor phase. Right panel: the sketch qualitatively describes the energetic configurations of a
thermodynamic system as a function of a generic reaction coordinate X . The states 1, 2, 3 represent
the metastable, the critical and the stable configurations, respectively

12.2 Nucleation and Phase Transition

12.2.1 Metastability

The aim of this section is to review the classical aspects of the liquid–vapor phase
transition. With reference to the phase diagram of Fig. 12.1, starting from the liquid
state (blue circle in the left panel of the figure), boiling and cavitation are represented
by the red and the blue paths, respectively. In this oversimplifiedview, phase transition
occurs when crossing the saturation line that demarcates the respective existence
regions of liquid and vapor, respectively.

Actually, additional ingredients are needed to achieve a more realistic description
of the liquid–vapor phase transition [14]. It is a known fact indeed that, after reaching
the boiling temperature or the vapor pressure, the liquid can remain longly trapped in
a metastable state near saturation, in overheated or stretched conditions. The origin
of the metastability can be traced back to the existence of a finite free energy barrier
between the liquid and the vapor state that renders the liquid/vapor phase change an
activated process.

The height of the energy barrier is related to the overheating/stretching levels in
the liquid and may range from infinity at saturation to zero in spinodal conditions.
Depending on the barrier height, the system gets trapped in a metastable state for
longer or shorter times.

In order to clarify the context, it is useful to remind the nature of the free energy
that is used in describing the transition. Given that the system is in a prescribed
equilibrium state, say at fixed volume V , temperature θ and number of particles N ,
system microstates are statistically distributed according to the appropriate distri-
bution function (pdf), the canonical pdf, exp(−H/(kBθ))/Z , in the specific case,
where kB is the Boltzmann constant, H the Hamiltonian of the system and Z the
partition function that normalizes the pdf. From basic statistical mechanics, the ther-
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modynamic potential associated with the conditions prescribed in the example is the
Helmholtz free energy, F(V, θ, N ) = −kBθ ln Z . In these conditions, let p(Vb) be
the probability to observe a vapor bubble with volume Vb, for an agreed upon defi-
nition of bubble volume. The quantity Ω(Vb) = −kBθ ln[p(v)] is called the Landau
free energy associated with the collective variable Vb (the name collective variable,
sometimes called progress variable or reaction coordinate in the chemistry litera-
ture, comes from realizing that such variable selects the collection of microstates—a
collective state—consistent with observing a bubble of volume VB).

In general, given an equilibrium system and a generic reaction coordinate X ,
the (Landau) free energy landscape Ω(X) illustrated on the right panel of Fig. 12.1
describes the progress of the transition between (collective) states of high probability
(low free energy). In the example sketched in the figure, the free energy profile fea-
tures two local minima, the absolute minimum at X3 and a second relative minimum
at X1. Both of them identify a collective state with a high probability of occurrence.
That is a way to say that, once they randomly appear, they have a good chance to
last for long, since any nearby state has a lesser probability. The two minima are
separated by a relative maximum at X2, called the transition state. The absolute
minimum is the thermodynamically stable (collective) state that can eventually be
reached through a spontaneous evolution, if the system was allowed sufficient time
to complete the transition. The relative minimum X1 is a metastable state. In general
terms, this means that the system is locally at equilibrium, implying that the state will
eventually be recovered for perturbations that displace the state by not too much. In
the present context, the perturbations that are alluded to are the spontaneous density
fluctuations that are induced by the thermal agitation at molecular level.

In order to bring the system to the transition state, the free energy must increase
by the amount ΔΩ∗ = Ω2 − Ω1, with Ω1/2 = Ω(X1/2), called the transition free
energy barrier. In presence of a barrier, the transition is said to be a thermally activated
event, since the fluctuations displacing the system from the local equilibrium state
have thermal origin. In this case, the life time τ of the metastable state is related to
the energy barrier as τ ∝ exp(ΔΩ∗/kBθ), suggesting the definition of metastability
as a stability limited over time, see Sect. 12.2.2 for additional details.

Metastable states are omni-present in nature, since the simple act of observing
a state implies it has to persist sufficiently long. For many of them, the transition
time can be quite long. At ambient conditions, the diamond phase of carbon is a
metastable state while the stable form being graphite. On statistical grounds, the
diamond-graphite phase transition is sooner or later expected to occur. However,
the lifetime of the metastable diamond is remarkably long, order of million years
[15, 16]. Metastability is also observed in supercooled water [17, 18], (e.g freezing
rain, icing aircraft) or in emulsions and colloids [19, 20], and in mechanical systems,
for instance in avalanches [21] and more in general with sandpile-like systems [22].

The liquid–vapor phase transition involves the transition from a metastable state
corresponding to liquid to a stable state corresponding to vapor. Figure 12.2 shows
the phase diagram of a Lennard-Jones fluid [23] with the binodal and the spinodal
lines reported in the inset as blu and azure lines. In the ρ − θ plane, the binodal (or
coexistence) line is identified as the set of points having same temperature, chemical
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Fig. 12.2 Phase diagram for the Lennard-Jones EoS [23]. In the main plot, the isotherm θ = 1.25
and the iso-chemical potential μ = μsat with the saturation value are reported with dashed and
dash-dotted lines, respectively. The saturation densities are identified as the two points with equal
temperature, chemical potential and pressure; the red circle represents the vapor saturation point
and the orange circle the liquid one. The other two circles, blue and light blue, represent the spinodal
points, vapor and liquid, respectively, identified on the isotherm where ∂p/∂ρ = 0. In the inset, the
loci of all the saturation and spinodal points at different temperatures are reported in the ρ − θ plane

potential and pressure. The spinodal lines (red and orange lines) are identified along
isotherms where ∂p/∂ρ = 0. Metastable liquids are represented by a point placed
between binodal and spinodal limits (the orange and azure line), and it is separated
from their stable states (homogeneous vapor phase), by an energy barrier that must
be surmounted to bring the system in the new, more stable phase. Starting from
an ideally homogeneous liquid phase, thermal fluctuations induce the formation of
vapor nuclei. After the nuclei reach a critical size, they start expanding surrounded
by their mother phase, in a complex non-equilibrium process, leading the system to
decompose in two different phases. This stage is the “incipit” of the phase transition
and it is called nucleation.

Depending on thermodynamic conditions, the mean time required for the occur-
rence of a fluctuation able to produce a supercritical embryo can be very long, for
this reason, nucleation and consequently phase change can be seen as a rare event.

12.2.2 Random Walker in a Bistable Potential and the
Kramers Theory

A simple model able to qualitatively reproduce the phenomenology of phase tran-
sitions in metastable liquids consists of a random walker with position X wander-
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ing over a bistable Landau free energy landscape Ω(X), where X ∈ S with S the
state space. For definiteness, it will be assumed that the state space is the entire
d-dimensional space, S = IRd , with the free energy growing unbounded at large dis-
tance, Ω(X) → ∞ as |X| → ∞. In this setting, Kramers theory [24] provides the
mean first passage time 〈τ 〉 for the diffusion across a barrier of the random walker
trapped in the neighborhood of a free energy minimum (a metastable basin).

The random walker is assumed to obey the Langevin dynamics

dX
dt

= μ (X) + (2D)1/2ξ(t) , (12.1)

where ξ(t) is a zero-mean, delta-correlated Gaussian process with correlation matrix
〈ξ(t)(t) ⊗ ξ(t)(t

′
)〉 = Iδ(t − t

′
)where⊗ is the tensor product,D = DI the diffusion

tensor, here assumed diagonal as appropriate for the following discussion, and I is the
identity matrix. The driftμ is taken to be proportional through the friction coefficient
α to the negative free energy gradient,

μ = −α
∂Ω

∂X
. (12.2)

According to the dynamics described by the above Langevin equation, the proba-
bility P(X, t) of finding the random walker at positionX at time t obeys the Fokker–
Planck equation

∂P (X, t)

∂t
= −F P (X, t) , (12.3)

with

F = ∂

∂X
· μ (X) − ∂

∂X
⊗ ∂

∂X
: D (12.4)

the Fokker–Planck operator (in the above operator notation, the X-derivatives are
understood to act on whatever they multiply from the left). The Fokker–Planck equa-
tion needs to be supplemented with appropriate boundary, P → 0 as |X| → ∞, and
initial conditions, P(X, 0) = P0(X).

It is worth stressing that, for α = α0 and D = D0 constant, the equilibrium pdf

Peq(X) = e−βΩ(X)∫
S
e−βΩ(X)dX

, (12.5)

where, as usual, β = 1/(kBθ), satisfies the time independent version of Eq. (12.3),
provided the relation

D0β

α0
= 1 (12.6)
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between friction constant and diffusion coefficient is obeyed. This is an instance of
fluctuation-dissipation theorem stating that the randomwalker diffusion is intimately
intertwinedwith the dissipative process that relaxes the system toward the free energy
minima through friction. Also worth noting is that the equilibrium solution (12.5) is
consistent with the statistical interpretation of the Landau’s free energy profileΩ(X)

illustrated in Sect. 12.2.1, see also Sect. 12.2.3 for more detail.
We are now ready to discuss Kramer’s theory on the mean first passage time.

Let us denote B ⊂ S a metastable locus in S. The probability P(X, t |Y, t0) of the
transition from the state Y at the time t0 to the state X at the time t obeys the very
same Fokker–Planck equation introduced above

∂P (X, t |Y, t0)

∂t
= −F P (X, t |Y, t0) , (12.7)

now with initial conditions

P (X, t0|Y, t0) = δ (X − Y) X ∈ B ,

which assign to the walker zero probability of moving away from the initial position
Y in no time. As appropriate to describe barrier crossing, the boundary data consist
in absorbing conditions at the metastable basin boundary,

P (X, t |Y, t0) = 0 X ∈ ∂B ,

since the walker is assumed to start somewhere in the metastable domain and to
disappear as it gets to the edge of the metastable basin.

The probability that the trajectory X(t,Y, t0) emanating from Y at time t0 is
contained in the set B can be estimated by introducing the pdf π (τ |Y) of the first
passage time τ(Y), defined as the time the walker needs to reach the absorbing
boundary from the initial position Y. In fact the probability that the trajectory up to
time t is contained in the metastable domain,

Π (t |Y, t0) =
∫
B

P (X, t |Y, t0) dX , (12.8)

is given by the probability P (τ (Y) > t) that the time τ(Y) to reach ∂B starting from
Y is in the future of the current time t

Π (t |Y, t0) = P (τ (Y) > t) =
∫ +∞

t
π (τ |Y) dτ . (12.9)

Thus, the mean value of τ is

〈τ (Y)〉 =
∫ +∞

0
τ π (τ |Y) dτ = −

∫ +∞

0
τ

∂Π (τ |Y, 0)

∂τ
dτ , (12.10)
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that, after integrating by parts, leads to

〈τ (Y)〉 =
∫ +∞

0
dτ
∫
B

P (X, τ |Y, 0) dX . (12.11)

In order to obtain the explicit expression of the mean first passage time from
Eq. (12.10), it is instrumental to introduce the transition probability distribution,
P (Z, q|X, t), of the states X at time t from which the walker will reach the target
Z at a future time q > t . Such probability distribution evolves in time according to
the Backward Kolmogorov Equation

∂P (Z, q|X, t)

∂t
− F†P (Z, q|X, t) = 0 , (12.12)

with the adjoint Fokker–Planck operator defined as

F† = −μ (X) · ∂

∂X
− D : ∂

∂X
⊗ ∂

∂X
. (12.13)

By applying the adjoint operator F† to Eq. (12.11), on account of Eq. (12.13), one
has

F†〈τ (Y)〉 = −
∫ +∞

0
dτ
∫
B

∂P (X, τ |Y, 0)

∂τ
dX =

∫ +∞

0
π (τ |Y) dτ = 1 ,

(12.14)
where time homogeneity enjoyed by P (X, t |Y, t0), implying P (X, t |Y, t0) =
P (X, t − t0|Y, 0), is exploited. In explicit form, Eq. (12.14) reads

− μ (X) · ∂〈τ (X)〉
∂X

− D :
(

∂

∂X
⊗ ∂

∂X

)
〈τ (X)〉 = 1 , (12.15)

providing a partial differential equation for the mean first passage time. The appro-
priate boundary condition for this elliptic equation is 〈τ (X)〉 = 0 on ∂B. For future
reference, it is worth stressing that in deriving the equation for the mean first passage
time, the assumption of constant friction and diffusion coefficient does not play any
role, i.e., Eq. (12.15) holds with full generality.

The above general theory can be specialized for a one-dimensional problem char-
acterized by a bistable potentialΩ(X) (see right panel of Fig. 12.1).Ω(X) possesses
two minima at X1 and X3 (metastable and stable state, respectively) separated by
the transition state X2 where a local maximum is achieved. Furthermore, Ω(X) is
assumed to rapidly grow away from the region of interest that includes the two, stable
and metastable, basins (coercive function). As in the general setting, the aim is to
determine the mean time required to reach the stable basin around X2 starting from a
neighborhood of X1. The system is assumed to be governed by the one dimensional
version of Eq. (12.1)
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dX

dt
= −α0

dΩ

dX
+√2D0ξ(t) , (12.16)

where the explicit expression of the drift μ in terms of free energy gradient with
(constant) friction α0 and diffusion coefficient D0 has been used. The mean first
passage time 〈τ 〉 than follows by solving the one-dimensional version of Eq. (12.15),

α0
dΩ

dX

d

dX
〈τ (X)〉 − D0

d2

dX2
〈τ (X)〉 = 1 . (12.17)

By multiplying both sides of Eq. (12.17) by the integrating factor exp(−βΩ)/D,
after taking the fluctuation dissipation balance (12.6) into account, the equation is
rearranged as

d

dX

(
exp (−βΩ)

d〈τ(X)〉
dX

)
= −exp (−βΩ)

D
. (12.18)

Equation (12.18) can be integrated twice, first on the set (−∞, X) and then on the
set (X, X3), providing

〈τ(X)〉 =
∫ X3

X
exp (βΩ(x)) dx

∫ x

−∞
exp (−βΩ(y))

D
dy , (12.19)

where X3 is assumed to be an absorbing boundary (〈τ(X3)〉 = 0). The above double
integral can be substantially simplified, since significant contributions to the outer
integral only come from the neighborhood of X2, where exp (βΩ) is large and, equiv-
alently, the inner integral is built up from the neighborhood of X1, where exp (−βΩ)

is dominant. Hence, selecting the initial state in the metastable basin, the mean first
passage time is explicitly obtained as

〈τ 〉 �
∫

∪
exp

(
−Ω(X)

kBθ

)
dX
∫

∩
1

D
exp

(
Ω(X)

kBθ

)
dX , (12.20)

where the symbol ∪ represents the neighborhood of X1 (the metastable basin) and
∩ the neighborhood of the transition state X2. The above integrals can be evaluated
by using a saddle point argument. With reference to the right panel of Fig. 12.1,
let Ω∪/∩(X) = Ω1/2 ± 1/2Ω ′′

1/2(X − X1/2)
2 be the second order Taylor expansion

of the free energy in the neighborhood of the two extremas, minimum at X1 and
maximum at X2. The two integrals in Eq. (12.20) are then approximated as

〈τ 〉 � exp

(
Ω2 − Ω1

kBθ

)∫ ∞

−∞
exp

[
−1/2Ω ′′

1 (X − X1)
2

kBθ

]
dX

1

D0

∫ ∞

−∞
exp

[
−1/2Ω ′′

2 (X − X2)
2

kBθ

]
dX , (12.21)
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where for future reference, it is assumed that the diffusivity depends on position
and varies slowly in the neighborhood of the maximum. The Gaussian integrals are
readily evaluated, to yield

〈τ 〉 � exp (βΔΩ∗)
D(X2)

√
2πkBθ

Ω ′′
1

√
2πkBθ

Ω ′′
2

. (12.22)

12.2.3 A Digression on Landau’s Free Energy

In order to frame CNT within the general context of statistical mechanics and allow
comparison with alternative approaches, it may be useful to consider a toy model
aimed at clarifying the connection between system free energy and the Landau free
energy of the collective variable(s) selected to describe the phase transition.

Assume a cylinder of volume V is split into two parts, part 1, with volume v1 = v

and part 2, with volume v2 = V − v, by a freely movable, massless piston. The two
resulting subsystems are taken to contain n1 = n and n2 = N − n identical particles.
With the temperature kept constant by contact with a heat bath and a constant total
volume, the pdf of the microstate is described by the canonical distribution. The
peculiarity here is that the volume v is free to fluctuate, constituting an internal
variable for the overall system. The internal variable, together with momenta and
positions of the particles in the two subsystems, collectively denoted Γ1 and Γ2,
respectively, needs to be specified to determine the microstate of the system. Hence,
the canonical probability distribution is

p(Γ1, Γ2, v; θ, V, N , n) = 1

Z
e− [H1(Γ1, v) + H2(Γ2, V − v)] /(kBθ) (12.23)

where the Hamiltonian functions H1 and H2 explicitly depend on subsystem volume
and couple together only through the constraint on the total volume. As usual, the
partition function

Z(θ, V, N , n) =
∫ V

0
Z1(v)Z2(V − v)dv , (12.24)

where, as a peculiarity of the present system, an integral over the internal variable is
involved, provides the (Helmholtz) free energy

F(θ, V, N , n) = −kBθ ln [Z ] = −kBθ ln

[∫ V

0
Z1(v)Z2(V − v)dv

]
. (12.25)

The pdf of the internal variable is obtained as the marginal pdf of the microstate,
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p(v; θ, V, N , n) =
∫

dΓ1dΓ2 p(Γ1, Γ2, v) = Z1(v)Z2(V − v)

Z
, (12.26)

while the microstate pdf conditioned to partition volume follows by Bayes theorem

p(Γ1, Γ2|v; θ, V, N , n) = p(Γ1, Γ2, v)

p(v)
= e−H1(Γ1, v)/(kBθ)

Z1

e−H2(Γ2, V − v)/(kBθ)

Z2
.

(12.27)

If, for some reasons, one is interested in a collective state characterized by the par-
tition volume, v is the appropriate collective variable and the corresponding Landau
free energy is

Ω(v; θ, V, N , n) = −kBθ ln p(v) = −kBθ ln

[
Z1(v)Z2(V − v)

Z

]
. (12.28)

From their definitions, it is clear that system free energy F(θ, V, N , n) and Landau
free energy Ω(v; θ, V, N , N ) are entirely different quantities, in general. However,
in this case, the two are strictly related, making sometimes difficult to keep the
two concepts distinct. To make similarities and differences as clear as possible, it is
useful to introduce the subsystems (Helmholtz) free energies, F1/2(θ, v1/2, n1/2) =
−kBθ ln Z1/2. The Landau free energy Ω can be then rewritten as

Ω(v; θ, V, N , n) = F1(v) + F2(V − v) − F (12.29)

while the overall system free energy becomes

F(θ, V, N , n) = −kBθ ln

[∫ V

0
e− [F1(v) + F2(V − v)] /(kBθ)dv

]
. (12.30)

By definition, the most probable value of v, v0, is obtained by minimizing Ω .
As expected, minimization yields p1(v) = p2(V − v), where p1/2 = −∂F1/2/∂v1/2
(v1 = v, v2 = V − v) are the subsystems pressures (the symbol used for pressures,
p, should not be confused with that for pdf’s, p).

Let us now see how the two free energies are related. For macroscopic systems,
the integral in the last expression for the free energy F can be estimated by a saddle
point argument as

∫ V

0
e− [F1(v) + F2(V − v)] /(kBθ)dv �

e− (F10 + F20) /(kBθ)
∫ V

0
e−
[−(∂p1/∂v1 + ∂p2/∂v2)(v − v0)

2
]
/(2kBθ)dv ,

where, for large systems, the last integral is [2πkBθ/(−(∂p1/∂v1 + ∂p2/∂v2))]1/2,
and the subscript 0 denotes quantities at the maximally probable state v = v0. Hence,
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the system free energy, in the thermodynamic limit, is

F � F10(v0) + F20(V − v0) , (12.31)

where the neglected term is order 1/V . By noticing that, by subtracting F , which
is independent of v, from the expression for Ω(v), the Landau free energy can be
rewritten as

ΔΩ(v) = F1(v) + F2(V − v) . (12.32)

For this elementary example, F = minv Ω(v), a property that generally holds, with
the proviso of macroscopic sizes, whenever the system can be split into parts charac-
terized by an internal variable—the partition volume, in the present case—which is an
appropriate collective variable to parameterize the relevant collections ofmicrostates.

The above analysis is easily extended to different conditions. An example is
provided by a slight generalization of the system just discussed, where N particles
of one species are dissolved in a solute, and the movable piston is replaced by a
semipermeable membrane, giving rise to osmotic effects.

As it will be discussed in the next subsection, particular interest is reserved, in
the context of vapor nucleation, to grand canonical systems, constrained on total
volume, temperature and chemical potential. Here, the role of the movable piston is
played by the interface with the number of particles in the two subsystems, bubble
and surrounding liquid, together with the subsystems’ volume free to vary. In this
case, however, the additional element represented by the surface tension needs to be
included to account for the real nature of the interface across which the thermody-
namic densities change in a finite though narrow interfacial layer.

The notion of an energy associated with the interface is strictly connected with
the notion of Gibbs dividing surface. The dividing surface is the ideal (sharp) surface
that separates the nominal regions occupied by the two phases under the assumption
that such phases were homogeneous up to the dividing interface across which their
properties experience a jump. The usual way to define the position of the dividing
surface is by requiring that the mass of each phase is exactly expressed by the volume
integral of the respective uniform density. This implies that no mass excess/defect
needs to be attached to the interface.On the other hand, the effect of fluid stratification
at the interface does not allow to conserve at the same time the (free) energy. For
this reason, a suitable surface energy is introduced to account for the excess (free)
energy.

12.2.4 Classical Nucleation Theory

Classical nucleation theory (CNT) [6, 25, 26] provides the fundamental understand-
ing of bubble nucleation, both for homogenous (bubble nucleating in the bulk) and
heterogenous conditions (bubble forming on extraneous nucleating agents). The sim-
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plest example of heterogenous nucleation consists in a vapor bubble forming on a
flat solid surface with specified contact angle φ.

The (unbounded) system consists of the half space above a planar solid wall
everywhere occupied by the metastable liquid except that for a spherical cup that
forms a vapor bubble laying on the flat solid wall. In the context of CNT, liquid
and vapor are considered homogenous up to the interface. Chemical potential μ and
temperature θ are prescribed and the relevant free energy density per unit volume
(density is more appropriate to discuss unbounded system) is the grand potential
density.

Following the considerations illustrated in the previous subsection, the Landau
free energy for a bubble of volume Vb can be expressed in terms of the grand potential
of liquid and vapor, using the bubble radius as collective variable to parameterize the
free energy landscape,

ΔΩ (R, φ) =
∫
Vb

(ωV − ωL)dV = −ΔpVV (R, φ) + γLV ALV (R, φ) +
+ (γSV − γLS) ASV (R, φ) , (12.33)

where the diverging contribution of the unbound liquid phase has been subtracted
and R = [3/(4π)VB]1/3 is the radius of the spherical cup. The free energy depends
on the vapor-liquid pressure difference Δp = pV − pL , and on the surface energies
γLV , γSV , γLS associated with the liquid–vapor, solid–vapor and liquid–solid inter-
faces. In the above expression, the area of each interface is uniquely determined by
simple trigonometric expressions involving bubble volume (alternatively, spherical
cap radius) and contact angle.

The Young equilibrium contact angle φ = cos−1(γLS − γSV )/γLV ), where the
angle is measured from the vapor-solid interface (i.e., φ > π/2 corresponds to
hydrophilic chemistry), allows for re-expressing the relevant geometric quantities
as ASV = πR2 sin2 φ, ALV = 2πR2(1 − cosφ), Vb(R, φ) = Vb(R, π)�(φ), where
�(φ) = 1/4(1 − cosφ)2(2 + cosφ) is a purely geometrical factor given by the
ratio of the spherical cup volume and volume of the whole sphere with same
radius. Thus, starting from a homogeneous metastable liquid and denoting by
ΔΩhom = −ΔpVV (R, π) + γLV ALV (R, π) the free energy of a spherical bubble
of radius R in the bulk liquid, the corresponding free energy of a spherical cup at the
wall is

ΔΩ (R, φ) = ΔΩhom (R)� (φ) . (12.34)

The free energy attains a maximum, the critical state, at the critical radius R∗,

R∗ = 2γLV

Δp
, (12.35)

and the free energy barrier in nucleating the bubble from the metastable liquid is
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ΔΩ∗ = ΔΩ
(
R∗, φ

) = ΔΩ∗
hom� (φ) = 16

3
π

γ 3
LV

Δp2
� (φ) . (12.36)

Since the dependence on the contact angle inEq. (12.34) factors out, the critical radius
is the same both for heterogeneous and homogenous nucleation. The barrier ΔΩ∗
do instead depend on the angle, and it is lower for heterogeneous nucleation than it
is for the homogeneous case, ΔΩhom (�(φ) ≤ 1). For obvious geometrical reasons,
the critical volume V ∗ = 4/3πR∗3�(φ) is also smaller for the heterogeneous case.
For the especially simple case of a neutrally wetting liquid φ = π/2, the barrier
toward homogeneous nucleation is twice as large as the barrier for nucleating over a
perfectly flat wall. It follows that, in general, the probability of observing a bubble
nucleating on the solid surface is significantly larger than it is in the bulk.

Once theLandau’s free energyprofile is available, Eq. (12.33), theKramer’s theory
illustrated in Sect. 12.2.2 can be used to estimate the mean time needed to nucleate
a bubble, Eq. (12.20), provided a Langevin equation assumed to describe the bubble
evolution is available. The underlying assumption is that the bubble radius/volume
executes a random walk over the free energy landscape, under the effect of thermal
fluctuations that make the bubble size change randomly in time.

A clever proposal by [27] for nucleation in the bulk liquid (homogenous nucle-
ation) assumes that the validity of the macroscopic Rayleigh–Plesset equation for
the bubble dynamics extends down to the dimension of a nucleating bubble. The
overdamped form of the equation, as appropriate to small scales where inertia is neg-
ligible, is used, and the deterministic evolution is made stochastic by adding a (zero
average, delta correlated in time, Gaussian) noise of proper amplitude. The equation
can be written both in terms of bubble radius R and bubble volume v = 4π/3R3,

v̇ = −3v

4η

[
2γ

(
4π

3v

)1/3

− Δp

]
+√2Dvξ , (a)

(12.37)

Ṙ = − 1

4η

[
2γ − ΔpR

]+√2DRξ , (b)

where Dv and DR are two different, though related, diffusivities and η is the liquid
viscosity. Noise strength, related to the diffusion coefficient, should then be deter-
mined by suitable extension of the fluctuation-dissipation theorem.

The free energy, Eq. (12.33), specialized for bulk nucleation (γSL = γSV = 0),
see the left panel in Fig. 12.3,

Ω = γLV 4πR2 − Δp
4π

3
R3 = γLV 4π

(
3v

4π

)2/3

− Δpv , (12.38)

allows to rewrite the respective right-hand side of each of the above two equations
as
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v̇ = −αv

dΩ

dv
+√2Dvξ , (a)

(12.39)

Ṙ = −αR
dΩ

dR
+√2DRξ , (b)

where the friction coefficients are αv(v) = 3v/(4μ) and αR(R) = 1/(16πηR),
respectively. In these stochastic equations, the friction coefficient depends on the
state variable.

Thefluctuation dissipation theoremas introduced inSect. 12.2.2 cannot be directly
used here, due to the dependency of the friction coefficient on the stochastic variable
and needs then to be restated. Focusing on the equation for the bubble radius, for
definiteness, it is instrumental to rewrite the above Langevin equations in dimension-
less form, rescaling with the barrier height ΔΩ∗ = 16π/3(γ 3/Δp4) and using the
dimensionless radius r = R/R∗. After rescaling time with T = (R∗)2/(α∗

RΔΩ∗),
with α∗

R = 1/(16πηR∗) the friction coefficient at the transition state, normalizing
the diffusion coefficient by D∗

R = α∗
RΔΩ∗ and realizing that the noise term ξ should

be rescaled by 1/
√
T ∗, Eq. (12.39.b) becomes

dr

dτ
= −1

r

d

dr

(
3r2 − 2r3

)+
√
2D̃R(r)ξ̂ (τ ) , (12.40)

where all the dimensional parameters have been absorbed in the dimensionless diffu-
sion coefficient and 〈ξ̂ (τ1)ξ̂ (τ2)〉 = δ(τ1 − τ2). Reverting to dimensional quantities,
the diffusion coefficient reads DR(R) = α∗

RΔΩ∗ D̃R(R/R∗).
Based on standard statistical mechanics arguments, the solution of the associ-

ated Fokker–Planck equations should have the form peq(R) = C exp (−βΩ(R))

which, using dimensionless variables, reads peq(r) = R∗C exp (−βΔΩ∗ω̃(r)), with
ω(r) = 3r2 − 2r3.

The associated Fokker–Planck equation is

Fig. 12.3 Landau free energy profile for homogeneous nucleation in the CNT context as a function
of bubble volume (purple curve) and bubble radius (green curve). The free energy is normalized by
the barrier height while volume and radius are normalized by the corresponding critical values
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d

dr

[
α̃R(r)

dω

dr
peq(r)

]
+ d2

dr2

[
D̃R(r)peq(r)

]
= 0 , (12.41)

where α̃R = αR/α∗
R and the dimensionless diffusion coefficient is assumed to depend

on the state variable.
The first move to obtain the fluctuation dissipation theorem in the generalized

form needed here consists in requiring that the postulated Boltzmann form for the
equilibrium pdf should satisfy Eq. (12.41). This procedure leads to a differential
equation for the diffusion coefficient,

d2 D̃R

dr2
− 2Bω′ d D̃R

dr
+ B

[
B
(
ω′)2 − ω′′

]
D̃R +

[(
α̃Rω′)′ − α̃R

(
ω′)2] = 0 ,

(12.42)
where a prime denotes differentiation with respect to r . The only parameter entering
the above equation is the dimensionless barrier height B = βΔΩ∗.

After noting that, at the critical point, Eq. (12.42) reduces to

d2 D̃R

dr2
(r∗) −

[
α̃(r∗) − BD̃R(r∗)

]
ω′′(r∗) = 0 , (12.43)

where the free energy profile curvature at the saddle is ω′′∗ = −6, with α̃∗ = 1 by
definition, one concludes that requiring D̃∗

R = 1/B is tantamount to forcing an inflec-
tion point saddle for the diffusion coefficient at the transition state (compare with
Eq. (12.6)). This prescription is the second move to obtain the fluctuation dissipation
theorem and implies that D̃R � 1 + D̃′

R(r∗)(r − r∗) + O(r − r∗)3.
The solution of the initial value problem for Eq. (12.42) with data assigned at the

critical point is

D̃R(r) = [D∗
R + D′∗

R (r − r∗)
]
e−B (ω∗ − ω) − eBω

∫ r

r∗
αω′e−Bωdr , (12.44)

which is a family of solutions depending on the slope, D̃′∗
R , of the diffusion coefficient

at the critical point. The freedom of assigning the slope can be exploited to prevent
the diffusion coefficient from growing negative. A good choice is D̃′∗

R = 0. This is
the third and last move to obtain the (generalized) fluctuation dissipation theorem.
The diffusion coefficient is shown in the left panel of Fig. 12.4.

Before discussing the escape rate, which will lead to the sought-for expression
for the bubble nucleation rate, it is instrumental to consider the integral

Ĩ∩ =
∫

∩
eBω(r)

D̃R(r)
dr ∼ eB

√
2π

B|ω′′∗|
, (12.45)

where the integration is across the saddle point (no need to specify the actual integra-
tion domain in the asymptotic limit of large activation barriers, refer to Sect. 12.2.2
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Fig. 12.4 Left: dimensionless diffusion coefficient (premultiplied by the dimensionless barrier
height B) versus bubble radius for the stochastic dynamics of the bubble radius at increasing
dimensionless barrier: B = 1 (red), B = 10, (green), B = 50, (blue), B = 100, (black). The slope at
the critical point is D̃′∗

R = 0 and D̃R > 0 for r ≥ 0. At the transition point D̃∗
R = 1/B, d D̃∗

R/dr = 0
and d2 D̃∗

R/dr2 = 0. Right: exp[B(ω − ω∗)]/(BD̃R) (solid lines, same color coding) and saddle
point approximation exp[1/2Bω′′∗(r − r∗)2]/(BD∗

R) (symbols)

to find the analogous in the context of classical Kramer’s theory). The approximation
is based on the well-known saddle point argument reviewed in Sect. 12.2.2 and is
illustrated in the right panel of Fig. 12.4 where the integrand eBω(r)/D̃R(r) is shown
to be already well approximated by eBe−1/2B|ω′′∗ |(r−r∗)2/D̃∗

R , with accuracy increasing
with barrier height.

Using Eqs. (12.45) and (12.20), the escape rate from the potential well is

κ = 1

〈τ 〉 = 1

I∪ I∩
�
√

|ΔΩ ′′∗ |
2πkBθ

D∗e−ΔΩ∗/(kBθ)∫
∪
e−ΔΩ(R)/(kBθ)dR

, (12.46)

where dimensional expressions are now used. On account of the statistical interpre-
tation of Landau free energy (Sect. 12.2.3), the probability of observing the value R
for the bubble radius is p(R) ∝ exp[−βΔΩ(R)], which shows that the last term on
the right-hand side is the probability

p̂(R∗) = exp[−βΔΩ(R∗)]/
∫ R∗

0
exp[−βΔΩ(R)]dR

of observing a critical bubble normalized to the total probability of having a sub-
critical bubble (the free energy well ∪ consists of the interval 0 ≤ R ≤ R∗). Once
the escape rate is known, the nucleation rate (number of nucleated bubbles per unit
time and unit volume) is obtained by multiplying the escape rate of each walker by
the number of walkers per unit volume, i.e., the number of nucleation sites per unit
volume, Ns/V ,
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JR = Nsκ

V
�
√

|ΔΩ ′′(R∗)|
2πkBθ

D∗
RNs p̂(R∗)

V
, (12.47)

where Ns p̂(R∗) is the expected number of nucleating bubble in the system,
ΔΩ ′′(R∗) = −6ΔΩ∗/R2∗ and D∗

R = ΔΩ∗/(16πηR∗β).
The above reasoning can be also applied when the collective variable is the bubble

volume, Eq. (12.38.b), instead of the bubble radius. In this case, the nucleation rate
reads

Jv �
√

|ΔΩ ′′(v∗)|
2πkBθ

D∗
vNs p̂(v∗)

V
, (12.48)

where now ΔΩ ′′∗ = −2ΔΩ∗/(3v2∗), D∗
v = 3v∗ΔΩ∗/(4ηβ) and

p̂(v∗) = exp(−βΔΩ∗)/
∫ v∗

0
exp[−βΔΩ(v)]dv .

Clearly, the two expressions for the nucleation rate show the same dependency
on the relevant variables but differ by a numerical prefactor,

Jv

JR
=

∫ 1

0
exp(−βΔΩ)ρ2dρ

∫ 1

0
exp(−βΔΩ)dρ

.

Concerning heterogeneous nucleation, the nucleation rates on a planar surface
can be obtained, on a heuristic ground, from the above expressions by introducing
the contact angle-dependent geometrical factor �(φ) in the expressions for the free
energy profile,ΔΩ (R, φ) = ΔΩhom (R)� (φ), Eq. (12.34). It should bementioned,
however, that, from a theoretical point of view, the validity of the Rayleigh–Plesset
like dynamics implied by Eq. (12.38) cannot be rigorously justified in this case.

As a final comment related to CNT, all terms in the expression for the nucleation
rate can be obtained from the theory except from the number of nucleation sites [27]
forwhich no closed-form theory is available and resort to simulation/experimentation
is needed.

12.2.5 Beyond Classical Nucleation Theory

CNT is invaluable in providing a clear basic understanding of nucleation. However,
the very assumptions that render it handy and conceptually clear give rise to several
drawbacks. Among the most notable ones, the prediction on the barrier height can be
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significantly inaccurate as a consequence of the sharp-interface assumption, which
depicts the interface as a zero thickness surface separating uniform adjoining states.
In fact the critical nuclei are most often so small that the vapor distribution inside
the nucleus is quite far from being uniform and the density, as an example, cannot
even reach the expected bulk value. As a consequence, the nucleation barriers are
incorrectly evaluated, especially close to spinodal conditions, where CNT does not
reproduce the vanishing of the barrier.

More advanced theories like density functional theory (DFT) [7, 28] and CNT
extensions [29] can provide more precise estimates of the barriers and can correct
certain mispredictions of CNT. At any rate, also these more complete descriptions
still deal with the nucleation of a single bubble and cannot predict the number of
active nucleation sites needed to estimate the nucleation rate.

In this context, molecular dynamics simulations [8, 30] deserve a separate discus-
sion. They offer the possibility to simulate bubble nucleation from basic principles,
provided the system is sufficiently small and the barrier is not high [27]. In fact,
Eq. (12.46) shows that the time to be awaited before nucleation occurs may be long
and grows exponentially with the energy barrier, ruling out, in general, the possibility
of a brute force approach. These limitations fostered the development of rare event
methods and their application to nucleation [13, 31–35].

These comments stress the importance of developing mesoscale models dedi-
cated to the study of nucleation in its entirety, starting from the inception phase up
to the fully non-linear hydrodynamic motion. Along this line, a promising approach
is the phase field model (Van der Waals), which, in stationary conditions, recovers
the DFT description with a squared-gradient approximation of the free energy [36]
with the big advantage of including the coupling with hydrodynamics [37–39]. In its
original form, the model is deterministic. Adding thermal fluctuation in the spirit of
Fluctuating Hydrodynamics [40, 41] leads to a system of stochastic partial differen-
tial equation (spde’s) able to model vapor bubble nucleation in both homogeneous
[10, 11] and heterogeneous conditions [12, 42]. The model provides good accu-
racy at a cheap computational cost and allows simulations of macroscopic sys-
tems. In fact, the typical size of a simulation on a small computational cluster
(200 × 200 × 200 nm3) is comparable with the largest brute force MD simulations
[8] on a tier-0 machine. Moreover, the simulation can reach time scales on the order
of microseconds, as opposed to the nanosecond extension of MD approaches. This
enormous difference in simulation time and system size allows to address the simul-
taneous nucleation of several vapor bubbles and to follow their expansion and coales-
cence dynamics coupled with the macroscopic velocity field. These hydrodynamic
effects—not captured by conventional techniques—greatly influence the nucleation
dynamics, specially in closed systems [10],where “bubble crowding” strongly affects
the nucleation rate.
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12.3 Phase Field Description of Fluids

12.3.1 Thermodynamic of Non-homogeneous Systems

The aim of this section is to describe the thermodynamic equilibrium of a two-phase
system. For the sake of simplicity, we will focus on a closed system with fixed
temperature and volume (Canonical Ensemble), so that the Helmholtz free energy is
the proper thermodynamic potential. Van der Waals was the first to recognize that a
description based only on the local values of temperature and phase indicators was
insufficient to describe the structure of the fluid layer separating the phases. The idea
was introduced that a non-local term, depending on the phase field spatial gradients,
needs to be added to the free energy to describe the smooth transition zones separating
the phases (see [28, 36, 43] for a detailed derivation in the context of DFT).

The typical expression of the (Helmholtz) free-energy functional F in terms of
temperature, θ , and the phase indicator, Φ, fields takes the form

F [Φ, θ ] =
∫
V

fb (Φ, θ) + fs (∇Φ, ...,∇Φ ⊗ ... ⊗ ∇Φ) dV +
∫

∂V
fw (Φ, θ) dS ,

(12.49)
where fb is the bulk free-energy contribution, fw accounts for the solid–fluid inter-
actions, and fs is the interface contribution depending of the gradients of the phase
indicator Φ. At fixed temperature θ = θ0, the equilibrium condition is reached when
the first variation of the functional (12.49) with respect to the phase indicator Φ is
zero, leading to the Euler-Lagrange equation

δF

δΦ
= ∂ fb

∂Φ
+

N∑
k=1

(−1)k ∇(k) : ∂ fs
∂
(∇(k)Φ

) = 0 , (12.50)

where the superscript k on the differential operator ∇ denotes the rank k tensor
operator defined as the n-fold tensor product of ∇ with itself. Equation (12.50) is a
partial differential equation for phase indicator field Φ with boundary conditions

∂ fw
∂Φ

+ g (∇Φ, ...,∇Φ ⊗ ... ⊗ ∇Φ,n) = 0 , (12.51)

with n the outward unit normal to the domain boundary. The function g arises from
the boundary terms when integrating by part, due to the solid–fluid interactions
described by the boundary term fw.



364 M. Gallo et al.

12.3.2 The Van der Waals Theory

In the last part of nineteenth century, scientists were starting to recognize that the
separation surface between two thermodynamic phases could have a finite thickness.
Van derWaals, based on phenomenological assumptions, proposed a gradient theory
that led him to predict the interface thickness of a fluid near the critical point. In the
framework of a general phase field theory, Van der Waals’s approach assumes the
density field as the relevant phase indicator, and the density gradient square norm
as a surface contribution basically localized at the liquid–vapor interface where the
density gradient is large (see. Eq. (12.52) below). The model is extremely powerful
both for steady and unsteady conditions, providing a robust description of interfacial
flows that naturally accounts for topology modification of the regions occupied by
the two phases and the phase change between them [38]. For illustrative purposes,
the solid–liquid free energy contribution is initially neglected to be reconsidered in
the forthcoming sections.

For a closed system, with a given mass M0, the constrained Helmholtz free energy
of a two phase flow in the Van der Waals square gradient approximation [44–46] is:

F [ρ, θ ] =
∫
V
fb (ρ, θ) + λ

2
∇ρ · ∇ρ dV +

∮
∂V

fw(ρ, θ) dS (12.52)

+ l

(
M0 −

∫
V

ρ dV

)
,

with l a Lagrange multiplier and fb (ρ, θ) the Helmholtz free energy density per
unit volume of the homogeneous fluid at temperature θ and mass density ρ. The
coefficient λ(ρ, θ), in general a function of the thermodynamic state, embodies all
the information on the interfacial properties of the liquid–vapor system (i.e., surface
tension and interface thickness). At given temperature, equilibrium is characterized
by the minimum of the free energy functional (12.52) with respect to variations of
the density distribution ρ. The relevant Euler-Lagrange equation is

μb
c − ∇ · (λ∇ρ) − l = 0 , (12.53)

whereμb
c = ∂ fb/∂ρ|θ is the classical chemical potential, and the Lagrangemultiplier

is identified as the chemical potential of a uniform phase in equilibrium with the sys-
tem. The equation defines a generalized chemical potential μc = μb

c − ∇ · (λ∇ρ)

that must be constant at equilibrium. The consequence of this equilibrium condi-
tion is better illustrated for planar liquid–vapor interface separating the two bulk,
homogenous phases (liquid and vapor, respectively). The only inhomogeneity direc-
tion is denoted by ν and λ is assumed to be constant. Determining the equilibrium
density distribution amounts to finding a solution of

μc = μb
c(ρ) − λ

d2ρ

dν2
= μeq . (12.54)
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The boundary conditions for this second-order ordinary differential equation are
obtained by evaluating the generalized chemical potential in the two bulk phases far
away from the interface, namely in the bulk liquid and bulk vapor where dρ/dν = 0.
It follows μeq = μb

c(ρV ) = μb
c(ρL).

The solution of Eq. (12.54) is readily obtained by multiplying through by dρ/ds
and integrating between ρ∞ = ρV and ρ,

wb(ρ) − wb(ρV ) = λ

2

(
dρ

dν

)2

, (12.55)

wherewb(ρ) = fb(ρ) − μeqρ. Equation (12.55) shows thatwb has the same value in
both the bulk phases, where the spatial derivative ofmass density vanishes:wb(ρL) =
wb(ρV ).

The grand potential, defined as the Legendre transform of the free energy,

Ω = F −
∫
V

ρ
δF

δρ
dV =

∫
V

wdV , (12.56)

has the density (actual grand potential density)

w[ρ] = f − μcρ = fb + λ

2

(
dρ

dν

)2

−
(

μb
c − λ

d2ρ

dν2

)
ρ , (12.57)

implying that, in the bulk, w = wb, i.e., wb is the bulk grand potential density.
Given the form ofwb(ρ), the solution of Eq. (12.55) provides the (implicit expres-

sion for the) equilibrium density profile ρ(ν),

ν =
√

λ

2

∫ ρ

ρV

dρ√
wb(ρ) − wb(ρV )

, (12.58)

where the integration constant is fixed by assuming ν = 0 as the location of the inter-
face. The equilibrium profile (12.58) describes two bulk liquid and vapor domains
separated by a thin layer. The layer thickness can be estimated as

ε = ρL − ρV

dρ/dν|max
. (12.59)

The equilibrium condition, Eq. (12.55), provides the interface thickness in terms of
the bulk grand potential density wb(ρ) and of the parameter λ,

ε = (ρL − ρV )

√
λ

2 [wb(ρ̄) − wb(ρV )]
, (12.60)
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without explicitly addressing the density profile. ρ̄ is the density corresponding to
the maximum of dρ/dν, achieved where dwb/dρ = 0, in Eq. (12.55).

The surface tension can be defined as the excess (actual) grand potential density,

γ =
∫ Si

−∞
(w[ρ] − w[ρV ]) ds +

∫ +∞

Si

(w[ρ] − w[ρL ]) dν = (12.61)

=
∫ +∞

−∞
(w[ρ] − w[ρV ]) dν,

where Si is the position of the Gibbs dividing surface, whose precise value is inin-
fluential since w[ρV ] = w[ρL ] (we stress that, e.g., w[ρV ] should be interpreted as
the functional (12.57) evaluated at the constant density field ρV ). Given the defini-
tion of w[ρ], Eq. (12.57), and exploiting the equilibrium condition for the chemical
potential, Eq. (12.54), it follows that

γ =
∫ +∞

−∞

[
fb + 1

2
λ

(
dρ

dν

)2

− μeqρ − wb(ρV )

]
dν = (12.62)

=
∫ +∞

−∞

[
wb + 1

2
λ

(
dρ

dν

)2

− wb(ρV )

]
dν .

Using Eq. (12.55) one finds

γ =
∫ +∞

−∞
λ

(
dρ

dν

)2

dν =
∫ ρL

ρV

√
2λ (wb(ρ) − wb(ρV )) dρ , (12.63)

where the second expression can be evaluated with no a priori knowledge of the
equilibrium density profile. It worths stressing that, as for the interface thickness, the
surface tension only depends on the form of the bulk grand potential densitywb(ρ) in
the density range between the two equilibrium values, [ρV ; ρL ], and on the parameter
λ. In [11] the authors report a comparison between the diffuse interface prediction
of surface tension and molecular dynamics simulations for a Lennard-Jones fluid. A
constant value of λ was assumed to reproduce the simulation data showing how the
Van der Waals model correctly captures the temperature dependence of the surface
tension.

Let us now focus on the boundary term arising when minimizing Eq. (12.52)

(
λ∇ρ · n̂ + ∂ fw

∂ρ

) ∣∣∣∣
∂V

= 0 , (12.64)

where n̂ is the outward normal, to be read as a (non-linear) boundary condition for
the density. The free energy contribution fw arises from the fluid-wall interactions
and accounts for the wetting properties of the surface. The analytic form of fw is
derived by the authors in [12], leading to
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fw(ρ) = cosφ

∫ ρ

ρV

√
2λ (wb (ρ̃) − wb (ρV )) dρ̃ + fw (ρV ) . (12.65)

Considering that the surface energy of the vapor/liquid in contact with the solid is
fw(ρV/L) = γSV/L), using Eq. 12.63, leads to the classical Young–Laplace equation

fw(ρL) = γLS = γLV cosφ + γSV . (12.66)

12.3.3 The String Method

It is worth noticing that, when either the liquid or the vapor is stable, theminimization
of the free energy functional leads to a homogeneous phase. When the liquid or the
vapor is metastable, three solutions at constant chemical potential are found instead.
Two of them correspond to the homogeneous vapor and liquid, respectively. The third
one is a two-phase solution with a critical nucleus of the stable phase surrounded by
the metastable phase (vapor/liquid in the case of bubble/droplet, respectively).

Focusing on bubbles, the two-phase solution ρcri t (x) where the critical bubble is
surrounded by the metastable liquid at ρ = ρmet

L , θ = θ̄ and μc(ρ
met
L , θ̄ ) = μmet is

central to the present discussion. In a mathematical sense, the critical bubble is an
unstable solution of Eq. (12.53), which requires specialized numerical techniques.
Among other possibilities, the string method [47] is especially suited, in particular
when the minimum free energy path (MFEP) joining the metastable (e.g., the liquid)
to the stable fluid (e.g., the vapor ensuing from cavitation) is also sought for. The
stable state will correspond to the presence of an equilibrium bubble enclosed by
the liquid (at fixed volume, mass and temperature, the stable state is indeed in a
vapor bubble surrounded by the liquid phase). The MFEP can be visualized as the
continuous sequence of density configurations, ρ(α) = ρ(x, α), with α a parameter,
the systemassumeswhen transitioning from themetastable to the stable state. In other
words, the MFEP is a curve in the space of density fields connecting the metastable
to the stable density field. It satisfies

(
δF

δρ

)⊥
[ρ(x, α)] = 0 (12.67)

with F the free energy functional of Eq. (12.52). The symbol ⊥ denotes the compo-
nent of the chemical potential orthogonal to the path,

(
δF

δρ

)⊥
[ρ(x, α)] =

(
δF

δρ

)
[ρ(x, α)] −

∫
V

δF

δρ
[ρ(x, α)]

dρ

dα
dV

∫
V

dρ

dα

dρ

dα
dV

dρ

dα
. (12.68)
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Fig. 12.5 Left panel: critical density profiles as evaluated by the string method [11]. Right panel:
energy landscape comparison between CNT and string method [13]

The discrete form of the path, called the string, consists of a finite number of
configurations ρ(x, αk), k = 1, Ns , called images. The string method numerically
approximates the path with a discrete set consisting of Ns configurations {ρk(x)}.
The head of the string (k = 1) is initialized as a uniform density field corresponding
to the uniform metastable liquid ρ(x) = ρmet

L ; the tail (k = Ns) is initialized as a
guessed tanh-density profile adjoining the liquid and the vapor density to approximate
a vapor bubble. All the intermediate images on the initial configuration of the string
are obtained by interpolation of these two density fields with respect to the arclength.

The details of the algorithm used for relaxing the string to its final configuration
satisfyingEq. (12.68) are illustrated in [13]. There the string imagesρk(x) are evolved
over a pseudo-time τ according to an Allen-Cahn dynamics

∂ρk

∂τ
= μmet

c − μc . (12.69)

It is worthwhile noting that the transition path geometry depends, in general, on the
relaxation dynamics used to evolve the string. In an over-damped regime, steepest
descent relaxation is used as a reference theory. In this context, the string converges
to the MFEP connecting the local minimum to the saddle point that under the above
assumption is also the most probable transition path [48]. However critical cluster
as well as the energy barriers do not depend on the relaxation dynamics.

In the left panel of Fig. 12.5, critical density profiles as evaluated by the string
method are reported for different thermodynamic states of the metastable liquid. The
data refer to an equation of state reproducing a Lennard-Jones fluid [23]. The critical
bubbles are characterized by a thick interface, with the bulk vapor density slowly
achieved inside the nucleus and the liquid density recovered at a radial distance order
of twice the critical radius. This is a crucial difference with CNT where the density
profile changes sharply across a zero thickness interface. As shown in the right panel
of Fig. 12.5, the free energy landscape is significantly different. As a consequence,
crucial predictions, concerning, e.g., the nucleation rate, show considerable discrep-
ancies [13].
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12.4 Thermal Fluctuations in the Continuum Settings

12.4.1 Thermal Fluctuations of Capillary Fluids

The aim of the present section is to retrace the theory of fluctuating hydrodynam-
ics, extending the Landau–Lifshitz approach to diffuse interface thermodynamics.
According to the Einstein theory, the static correlation functions of a thermody-
namic system in equilibrium can be evaluated from the entropy deviation ΔS from
its equilibrium value S0 [49]. For single component systems, ΔS can be expressed
as a functional of fluctuating fields of mass density, δρ(x, t), velocity, δv(x, t), and
temperature, δθ(x, t)

ΔS = S − S0 = ΔS [δρ, δv, δθ ] =
∫
V
[s (x, t) − s0] dV, (12.70)

where the integration is over the system volume V , s (x, t) is the entropy density per
unit volume, and s0 is its equilibrium value, (i.e., S0 is the entropy maximum). For
closed and isolates systems the entropy is constrained to a given total mass (M0) and
energy (E0). Hence, the functional to be maximized at equilibrium is the constrained
entropy ΔSc expressed as

ΔSc = ΔS + k1

(
M0 −

∫
V

ρ dV

)
+ k2

(
E0 −

∫
V
e dV

)
, (12.71)

where k1 and k2 are two Lagrange multipliers.
For the sake of simplicity, we will focus here on a bulk system, the extension

to fluids confined by hydrophobic/hydrophilic walls being described in our recent
work [12]. The entropy S as a functional of the density and temperature fields is the
functional derivative of the free energy with respect to temperature

S [ρ, θ ] =
∫
V

−δF

δθ
dV =

∫
V

−∂ fb
∂θ

dV =
∫
V
sb(ρ, θ) dV, (12.72)

where the second equality holds if λ does not depend on temperature, and the last
identity follows by the classical definition of the bulk entropy density sb. Thus the
constrained functional in Eq. (12.71) reads

ΔSc = ΔSb + k1

(
M0 −

∫
V

ρ dV

)
+ k2

(
E0 −U −

∫
V

1

2
ρv · v dV

)
, (12.73)

where the internal energy functional U is defined in terms of free energy as

U = F −
∫

dV
δF

δθ
θ =

∫
V
dV

(
ub (ρ, θ) + 1

2
λ∇ρ · ∇ρ

)
, (12.74)
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with ub = fb − θ∂ fb/∂θ the bulk internal energy density. The two Lagrange mul-
tipliers k1 and k2 are found by imposing that the first variation of the functional in
Eq. (12.73) evaluated in the equilibrium state, must be zero:

δΔSc [ρ0, 0, θ0] = 0, (12.75)

The above equation leads to k1 = −μc 0/θ0, k2 = 1/θ0, whereμc 0 is the equilibrium
chemical potential. For small fluctuations, the entropy functional can be expanded
in a Taylor series around the equilibrium state with respect to the variables U =
(ρ,∇ρ, . . . ,∇nρ, θ, v)T as follows

ΔSc =
∫
V

Δsc(ρ,∇ρ, . . . ,∇nρ, θ, v) dV = (12.76)

=
∫
V
dV

⎡
⎣∑

i

∂Δsc
∂Ui

∣∣∣∣
0

δUi + 1

2

∑
i, j

∂2Δsc
∂Ui∂Uj

∣∣∣∣
0

δUiδUj + . . .

⎤
⎦

All terms appearing in the right-hand side of Eq. (12.76) can be rearranged in terms of
suitable thermodynamic coefficients and of the fluctuations of density, temperature
and velocity, e.g.,

dsb = 1

θ
dub − μb

θ
dρ , (12.77)

dub = ρcvdθ +
(

μb + θ
∂sb
∂ρ

∣∣∣∣
θ

)
dρ ,

dμb = c2T
ρ
dρ +

(
1

ρ

∂p

∂θ

∣∣∣∣
ρ

− sb
ρ

)
dθ ,

where cv is the specific heat at constant specific volume, cT the isothermal speed of
sound, p the pressure.

Assuming that the fluid is very close to equilibrium and the fluctuations are small
with respect to the mean value, the entropy functional can be approximated by a
quadratic form in the fluctuating fields,

ΔSc � −1

2

∫
V
dV

[
c2T 0
θ0ρ0

δρ2 − λ

θ0
δρ
(∇2δρ

)+ ρ0

θ0
δv · δv + ρ0cv0

θ2
0

δθ2

]
. (12.78)

For future reference, it is worth expressing the above integral as
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ΔSc � −1

2

∫
V

∫
V
dVxdVx̃

{
δv(x)

ρ0

θ0
δ (x − x̃) · δv(x̃)+

+δρ(x)
[
c2T 0
θ0ρ0

δ (x − x̃) − λ

θ0
∇2

xδ (x − x̃)
]

δρ(x̃)+

+δθ(x)
ρ0cv0

θ2
0

δ (x − x̃) δθ(x̃)
}

, (12.79)

where integration by parts is used twice to move the Laplacian ∇2 from the density
to the Dirac delta function. Equation (12.79) can be rewritten in operator form as

ΔSc = −1

2

∫
V

�†H� dV , (12.80)

where� = (δρ, δv, δθ) is the vector of the the fluctuating fields andH is a diagonal,
positive definite matrix operator

Γ (x) = (H�) (x) =
∫
V
H(x, x̃)�(x̃)dVx̃ =

∫
V
Ĥ(x)δ(x − x̃)�(x̃)dVx̃ , (12.81)

where

Ĥ(x) =
⎛
⎝ Ĥδρδρ 0 0

0 IĤδvδv 0
0 0 Ĥδθδθ

⎞
⎠ =

⎛
⎜⎝

c2T 0
θ0ρ0

− λ
θ0

∇2
x 0 0

0 ρ0

θ0
I 0

0 0 ρ0cv0

θ2
0

⎞
⎟⎠ (12.82)

involves differential operators and I is the 3 × 3 identity matrix. Note that, indeed the
Laplace operator −∇2 appearing in the first line, which is, in general, non-negative,
is strictly positive under the constraint of mass conservation since the mean spatial
density fluctuation is identically zero.

Under these assumptions, the more general probability distribution functional for
the fluctuating fields � [50]

Peq [�] = 1

Z
exp

(
ΔSc
kB

)
, (12.83)

can be rewritten by using the second-order approximation, Eq. (12.80),

Peq [Δ] = 1

Z
exp

(
− 1

2kB

∫
V

Δ†HΔ dV

)
. (12.84)

Since Ĥ is diagonal, this expression can be factorized

Peq [�] = Pδρ[δρ]Pδv[δv]Pδθ [δθ ] , (12.85)
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with

Pδρ = 1

Zδρ

exp

[
− 1

2kB

∫ ∫
dxdx′δρ(x)Hδρδρδ(x − x′)δρ(x′)

]
, (12.86)

Pδv = 1

Zδv
exp

[
− 1

2kB

∫ ∫
dxdx′δvT (x)Hδvδvδ(x − x′)δv(x′)

]
, (12.87)

Pδθ = 1

Zδθ

exp

[
− 1

2kB

∫ ∫
dxdx′δθ(x)Hδθδθ δ(x − x′)δθ(x′)

]
. (12.88)

The normalization constant Z follows as

Z =
∫

DδρDδvDδθ exp

(
− 1

2kB

∫
V

�†H� dV

)
= Zδρ ZδvZδθ . (12.89)

The correlation function

C�(x) = 〈� ⊗ �†〉 = (12.90)

= 1

Z

∫
DδρDδvDδθ � ⊗ �† exp

(
1

kB

∫
V

Δsc(δρ, δv, δθ) dV

)

can now be evaluated in closed form by integrating Gaussian path integrals. To this
end, it is helpful to resort to the characteristic functional [51] of the pdf which, for a
generic process X (x), is

Φ[χ ] =
∫

DX P [X ] exp

(∫
χ (x) X (x) dVx

)
. (12.91)

For a Gaussian process governed by the pdf

P [X ] = 1

Z
exp

(∫
−1

2
X (x)A(x, x̃)X (x̃)dVxdVx̃

)
(12.92)

the characteristic functional reduces to

Φ[χ ] =
∫

DX exp

[
−1

2

∫ ∫
dx̂dx̃X

(
x̂
)
A
(
x̂, x̃
)
X (x̃) +

∫
χ
(
x̂
)
X
(
x̂
)
dx̂
]

,

(12.93)
and is easily evaluated by completing the square (see Appendix A) as

Φ[χ ] = Φ[0] exp
(
1

2

∫ ∫
dx̂dx̃ χ

(
x̂
)
G
(
x̂, x̃
)

χ (x̃)
)

, (12.94)

where
G
(
x̂, x̃
) = A−1

(
x̂, x̃
)

(12.95)
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(we stress that A is the kernel of an operatorA, such that A−1 should be understood
as the kernel of the inverse A−1). The two-point correlation can be written in terms
of the characteristic functional as

CXX
(
x̂, x̃
) = 〈X (x̂) X (x̃)〉 = (12.96)

=
(

1

Φ[0]
δ

δχ
(
x̂
) δ

δχ (x̃)
Φ[χ ]

)

χ=0

= G
(
x̂, x̃
)

.

In the present case, Eq. (12.84), the kernel of the operator A is given by

A
(
x̂, x̃
) = 1

kB
Ĥδ
(
x̂ − x̃

)
, (12.97)

implying the equation

∫
A(x, x′′)G

(
x′′, x′) dVx′′ = (12.98)

1

kB

∫
Ĥδ(x − x′′)G

(
x′′, x′) dVx′′ = Ûδ(x − x′) ,

which, written in terms of operators, corresponds to the equationAA−1 = U , with U
the identity operator on the space of fluctuations. Û is the identitymatrix acting on the
five-dimensional tangent space at a given position x, �(x) = (δρ(x), δv(x), δθ(x)).
In particular, since the matrix Ĥ is diagonal, the δρ δρ component of the above
equation is

∫
Aδρδρ(x, x′′)Gδρδρ

(
x′′, x′) dVx′′ = (12.99)

k−1
B

∫ [(
c2T

θ0ρ0
− λ

θ0
∇2

x

)
δ(x − x′′)

]
Gδρδρ

(
x′′, x′) dVx′′ = δ(x − x′).

After integration by parts, Eq. (12.99) reads

c2T
θ0ρ0kB

Gδρδρ

(
x̂, x̃
)− λ

θ0kB
∇2

x̂Gδρδρ

(
x̂, x̃
) = δ

(
x̂ − x̃

)
(12.100)

After Fourier transformation, the equation becomes

Ĝ (k) + λρ0

c2T
k · k Ĝ (k) = ρ0kBθ0

c2T
, (12.101)

allowing to express the solution (the Green’s function for the Helmholtz equation)
as
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Gδρδρ

(
x̂, x̃
) =

∫
dk

kBρ0θ0

c2T + ρ0λk · k e
ik·(x̂−x̃) . (12.102)

Explicitly performing the inverse Fourier transform yields

Gδρδρ

(
x̂, x̃
) = Cδρδρ

(
x̂, x̃
) = kBθ0

4πλ
∣∣x̂ − x̃

∣∣ exp
⎛
⎝− ∣∣x̂ − x̃

∣∣
√

c2T
ρ0λ

⎞
⎠ ,(12.103)

where we have recognized that G = C�, Eq. (12.96). The same procedure can
be used to reconstruct the entire correlation tensor CΔ = 〈� ⊗ �†〉, Eqs. (12.104–
12.107):

CΔ =
⎛
⎝Cδρδρ 0 0

0 Cδvδv 0
0 0 Cδθδθ

⎞
⎠ , (12.104)

with

Cδρδρ = kBθ0

4πλ
∣∣x̂ − x̃

∣∣ exp
⎛
⎝− ∣∣x̂ − x̃

∣∣
√

c2T
ρ0λ

⎞
⎠ , (12.105)

Cδvδv = kBθ0

ρ0
Iδ
(
x̂ − x̃

)
, (12.106)

Cδθδθ = kBθ2
0

ρ0cv

δ
(
x̂ − x̃

)
. (12.107)

It can be concluded that, in the Gaussian approximation, the equilibrium cor-
relations for velocity and temperature are short-ranged (delta-correlated in space,
actually) and the cross-correlation of the fluctuating fields are zero.

12.4.2 Fluctuation Dissipation Balance for the Capillary
Navier–Stokes Equations

The time evolution of the two-phase, vapor–liquid, system obeys mass, momentum
and energy conservation. Standard procedures of non-equilibrium thermodynamics
[52] allow to write the hydrodynamic equations endowed with capillarity (see [46,
53] for the detailed derivation) in which stress tensor and energy flux are modified
wrt the usual Navier–Stokes equations. The stress tensor reads

� =
[
−p + λ

2
|∇ρ|2 + λρ∇ · (λ∇ρ)

]
I − λ∇ρ ⊗ ∇ρ + μ

[
(∇u + ∇uT ) − 2

3
∇ · u I

]
,

(12.108)
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with p = −ρ2∂( fb/ρ)/∂ρ = fb − μb
cρ the pressure and μ the dynamic viscosity.

The energy flux turns out to be

q = λρ∇ρ∇ · u − k∇θ , (12.109)

with k the thermal conductivity.
At mesoscopic scale, the above equations need to be augmented with thermal

fluctuations. In this case, the stochastic evolution of the system is described by the
conservation laws of mass, momentum and energy,

∂ρ

∂t
+ ∇ · (ρu) = 0 , (12.110)

∂ρu
∂t

+ ∇ · (ρu ⊗ u) = ∇ · � + ∇ · δ� ,

∂E

∂t
+ ∇ · (uE) = ∇ · (� · u − q) + ∇ · (δ� · u − δq) ,

where u is the fluid velocity, E is the total energy density, E = U + 1/2ρ|u|2 +
1/2λ|∇ρ|2, with U the internal energy density. In the momentum and energy equa-
tions, � and q are the deterministic components of stress tensor and energy flux,
respectively, Eqs. (12.108, 12.109). while the terms with the prefix δ are the stochas-
tic parts. They are required to satisfy the Fluctuation-Dissipation–Balance (FDB) in
order to recover the equilibrium correlations, Eq. (12.104).

The system of conservation laws, Eq. (12.110), can be rewritten in a compact
notation

∂U
∂t

= N[U] + f , (12.111)

where the components of the vector U are the conserved fields U = {ρ, ρu, E}, N
is the deterministic non-linear operator, and f the stochastic forcing. The stochastic
force f(x, t) is represented by a Gaussian process as

〈f(x̃, t) ⊗ f†(x̂, t ′)〉 = Q(x̃, x̂)δ(t − t ′) , (12.112)

where delta correlation in time is assumed. The stochastic term f is related to a
standard Wiener process Wdt = dB

f = KW , (12.113)

whereW = {Wρ,Wu,Wθ

}T
, withWu = (Wux ,Wuy ,Wuz

)T
, is a Gaussian delta cor-

related process whose correlation reads

〈W(ỹ, t) ⊗ W(ŷ, t ′)〉 = Iδ(ỹ − ŷ)δ(t − t ′) , (12.114)

with I a (5 × 5) identity matrix in the space of W. The linear operator K reads
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K =
⎛
⎝
0 0 0
0 σu

ρ0
0

0 0 − σθ

ρ0cv

⎞
⎠ (12.115)

with σu and σθ operators to be determined by enforcing the FDB.
The system of equations (12.111) can be linearized around the mean solution

{ρ0, 0, θ0},
∂t� = L� + f , (12.116)

where L is the linearized Navier–Stokes operator with capillarity

L =
⎛
⎜⎝

0 −ρ0∇· 0

− c2T
ρ0

∇ + λ∇∇2 μ

ρ0

(∇2 + 1
3∇∇·) − 1

ρ0
∂θ p∇

0 − θ0
ρ0cv

∂θ p∇· k
ρ0cv

∇2

⎞
⎟⎠ , (12.117)

and � = {δρ, δu, δθ} the vector of fields fluctuations. Here the energy equation has
been rewritten in terms of temperature to make it simpler to manage. Such a pro-
cedure provides a set of stochastic partial differential equations, whose equilibrium
(statistically stationary) solution is a set of Gaussian fields.

The solution of Eq. (12.116) is formally expressed as [54]

� (x, t) =
∫ t

0
eL(t−s)f(s) ds + eLt�0 , (12.118)

where the last term that keeps memory of the initial conditions vanishes for large
times (L is a dissipative operator). Hence, the equilibrium correlation reads

〈�(x̃, t) ⊗ �†(x̂, t)〉 =
∫ t

0
eL(t−s)Q eL

†(t−s)ds , (12.119)

with Q as introduced in Eq. (12.112). The above integral can be solved by using a
Hermitian non-singular operator E−1 such that Q factorizes as

Q = −LE−1 − E−1L† . (12.120)

Using Eq. (12.120), the integrand in Eq. (12.119) is understood as the derivative with
respect to the delay time s of eL(t−s)E−1 eL

†(t−s). Thus Eq. (12.119) leads to

lim
t→∞〈� ⊗ �†〉 = E−1 = C� , (12.121)

i.e., the operator E−1 is the correlation matrix C�, Eq. (12.104).
Given the expression for Q, Eq. (12.120), and the identity E−1 = C� it follows

Q = − (LC� + C�L†
) = (M + M†

) = 2kBO , (12.122)
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where M = −LC� and O can be recognized as the Onsager tensor. Relationship
(12.122) is the FDB for the Capillary Navier–Stokes equations, which ultimately
determines the stochastic noise.

Finally, the operators σu and σθ are identified by substituting Eq. (12.113) in
Eq. (12.112) and enforcing the FDB, Eq. (12.122)

Q(x̃, x̂)δ(t − t ′) = K〈WW†〉K† = 2kBOδ(t − t ′) , (12.123)

hence
KK† = 2kBO = − (LC� + C�L†

) = M + M† . (12.124)

The matrixM can be obtained by using the expression for L in Eq. (12.117), and the
correlation matrix CΔ from Eq. (12.104), leading to

M =
⎛
⎝ 0 m12 0
m21 m22 m23

0 m32 m33

⎞
⎠ , (12.125)

whose entries are:
m12 = m21 = kBθ0∇δ

(
x − x̂

)
, (12.126)

m23 = m32 = kBθ2
0

ρ2
0cv

∂θ p∇δ
(
x − x̂

)
, (12.127)

m22 = −μ0kBθ0

ρ2
0

(
I∇2 + 1

3
∇ ⊗ ∇

)
δ
(
x − x̂

)
, (12.128)

m33 = −kBθ2
0 k

ρ2
0c

2
v

∇2δ
(
x − x̂

)
. (12.129)

The sum of M with its hermitian conjugate M† provides

M + M† = KK† =
⎛
⎝ 0 0 0
0 2m22 0
0 0 2m33

⎞
⎠ . (12.130)

The system of equations (12.130) has to be satisfied component-wise

σθσ
†
θ = −2kBθ2

0 k∇2δ
(
x̂ − x̃

)
, (12.131)

σu ⊗ σ †
u = −2μ0kBθ0

(
I∇2 + 1

3
∇ ⊗ ∇

)
δ
(
x̂ − x̃

)
, (12.132)

providing an explicit expression for the stochastic fluxes
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δ� = √2μ0kBθ0W̃u − 1

3

√
2μkBθ Tr

(
W̃u

)
I, (12.133)

δq =
√
2kkBθ2

0Wθ . (12.134)

In Eq. (12.133), W̃u = (Wu + (Wu)
T
)
/
√
2 is a stochastic symmetric tensor field,

and Wθ is a stochastic vector, with the following statistical properties

〈
Wu

αβ(x̂, t̂)Wu
γ δ(x̃, t̃)

〉 = δαγ δβδδ(x̂ − x̃)δ(t̂ − t̃), (12.135)

〈
W θ

α(x̂, t̂)W θ
β(x̃, t̃)

〉 = δαβδ(x̂ − x̃)δ(t̂ − t̃) . (12.136)

It is straightforward to show that expressions (12.133), (12.134) are consistent with
the equations (12.131), (12.132)

〈σθWθW
†
θ σ

†
θ 〉 = 〈∇x̂ · δq

(
x̂, t
)∇x̃ · δq (x̃, t)〉 = −2kBθ2

0 k∇2δ
(
x̂ − x̃

)
, (12.137)

〈σuWu ⊗ Wu
†σu

†〉 = 〈∇x̂ · δ�
(
x̂, t
)⊗ ∇x̃ · δ� (x̃, t)〉

= −2μ0kBθ0

(
I∇2 + 1

3
∇ ⊗ ∇

)
δ
(
x̂ − x̃

)
. (12.138)

Moreover, by means of the FDB, the covariance of the stochastic process reads

〈
δ�(x̂, t̂) ⊗ δ�†(x̃, t̃)

〉 = Q�δ(x̂ − x̃)δ(t̂ − t̃), (12.139)

with

Q�
αβνη = 2kBθμ

(
δανδβη + δαηδβν − 2

3
δαβδνη

)
, (12.140)

and 〈
δq(x̂, t̂) ⊗ δq†(x̃, t̃)

〉 = Qqδ(x̂ − x̃)δ(t̂ − t̃), (12.141)

with
Qq

αβ = 2kBθ2kδαβ . (12.142)

12.4.3 Bubble Nucleation Experiments Through the
Capillary Landau–Lifshitz-Navier–Stokes Equations

In this section, we aim at presenting thermally activated vapor bubble nucleation sim-
ulations by using the capillary Landau–Lifshitz-Navier–Stokes equations derived in
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the previous section. Numerical experiments are conducted both for homogeneous
and heterogeneous nucleation, for different levels of metastability. In particular, bub-
ble nucleation is investigated in a metastable liquid enclosed in a box with periodic
boundary conditions in all the directions for the homogeneous case, and two flat solid
surfaces in z direction and periodicity in x − y to address heterogeneous nucleation.
In the latter case also the role of wall wettability is investigated by imposing the
boundary condition for the density field as exposed in Sect. 12.3 (see Eq. 12.64),
providing the nucleation rate as a function of the contact angle φ. The fluid is char-
acterized by an equation of state that recovers the properties of a Lennard-Jones
fluid [23].

The following reference quantities σ = 3.4 × 10−10 m as length, ε =
1.65 × 10−21 J as energy, m = 6.63 × 10−26 kg as mass, Ur = (ε/m)1/2

as velocity, Tr = σ/Ur as time, θr = ε/kB as temperature, μr = √
mε/σ 2 as

shear viscosity, cvr = mkB as specific heat at constant volume and kr = μr cvr

as thermal conductivity are adopted. So that the dimensionless fields are defined as
ρ∗ = ρ/ρr , θ∗ = θ/θr , u∗ = u/Ur . The system volume has been discretized on
a equi-spaced grid (Δx = Δy = Δz = 10).

Several metastable conditions have been investigated, and here, we report in detail
the results of different simulations at initial temperature θ∗ = θ∗

eq = 1.25 and θ∗ =
θ∗
eq = 1.20. The proposedmesoscale approach allows for exploring very large system
(in comparison with molecular dynamics simulations) and for a very long time,
addressing the complete nucleation dynamics: starting from embryos formation up to
macroscopicmotions.Only ten runs for each simulation have been carried out in order
to perform statistical averages of the results since the macroscopical observables,
like the nucleation rates, have demonstrated to be statistically robust. For a detailed
explanation of bubble identification procedure, we refer to [11, 12].

A few snapshots of the system evolution in the different metastable conditions are
shown in the left panels of Figs. 12.6 and 12.7, representing the nucleation dynamics
in homogeneous and heterogeneous conditions, respectively. In both cases, starting
from a homogeneous liquid phase, the hydrodynamic fluctuations lead the system to
spontaneously decompose in two different phases. The vapor nuclei starts forming
with a complex shape, far from a spherical one, as observed in other works [8]. After
reaching the critical size, they start expanding up to a stable equilibrium state. This
new thermodynamic state is characterized by the presence of several stable vapor
bubbles in equilibrium with the surrounding liquid. The number and the dimension
of the bubbles in the latter stage are strictly connected with the initial metastable
condition, as evident from the left of panels of Figs. 12.6 and 12.7.

In the right panels of Figs. 12.6 and 12.7, we report the time evolution of the
number of vapor bubbles exceeding the critical size. The correspondence with the
snapshots on the left part of the figure is marked by the letters a, b, c, d.

The dynamics of the system can be divided into three main stages: during the first
one the number of bubble increases almost linearly with time (with a constant rate);
when the system is populated enough, the second stage consists of the expansion-
coalescence dynamics when the nuclei increase their size up to the equilibrium radius
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Fig. 12.6 Left panel: snapshots during the nucleation process in the thermodynamic conditionρ∗ =
0.46 θ∗ = 1.25, the snapshots are taken at time t∗ = 300, t∗ = 900, t∗ = 2000, t∗ = 24,000.
Right panel: number of stable bubble detected in the bulk versus time for the aforementioned
thermodynamic condition

Fig. 12.7 Left panel: snapshots during the nucleation process in the thermodynamic condition
ρ∗ = 0.485 θ∗ = 1.25, the snapshots are taken at time t∗ = 180,000, t∗ = 1900, t∗ = 280,000,
t∗ = 360,000. Right panel: number of stable bubble detected on the walls versus time for the
aforementioned thermodynamic condition

and some of them coalesce with neighboring bubbles. Furthermore, the smallest
nuclei start collapsing due to liquid compression. During the third stage, the system
reaches a more stable thermodynamic condition, in which a small number of stable
vapor bubbles are in equilibriumwith the surrounding compressed liquid. The anal-
ysis of the first stage of the dynamics, when the number of bubbles increases, gives
access to the nucleation rate J ∗, representing the number of bubbles formed per unit
time and per unit volume/area for homogeneous/heterogeneous cases, respectively.
The nucleation rate is here calculated as the slope of the linear fit of the initial part of
the curves in Figs. 12.6 and 12.7, as suggested in [8]. The homogeneous nucleation
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Fig. 12.8 Left panel: homogeneous nucleation rate comparison betweenfluctuating hydrodynamics
numerical results, Blander and Katz rate predictions at different metastable conditions. In the inset,
a comparison with MD simulations [8, 55] are reported. Right panel: heterogeneous nucleation rate
comparisonbetweenfluctuatinghydrodynamics numerical results,Blander andKatz rate predictions
at different metastable conditions

Fig. 12.9 Nucleation rate comparison between fluctuating hydrodynamics numerical results, Blan-
der and Katz rate predictions at different contact angles φ

rate is normalizedwith the systemvolume,while the heterogeneous one is normalized
with the wall areas. The calculated nucleation rates at different metastable conditions
are compared in Fig. 12.8 with the theoretical predictions given by the Blander and
Katz CNT formulation [56]. The rates calculated with our numerical simulations
are smaller than predicted by classical theory. The discrepancy is significant when
considering heterogeneous case. As explained in [12], this discrepancy is mostly
related to the overcrowding of bubbles in the closed system where the constrain on
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mass, energy and volume play a crucial role. Apparently, the theoretically predicted
rates are more precise as the system gets less populated. In the homogeneous case,
the agreement with the classical theory is better, and the results are in line with MD
simulations [8, 55] (see the inset in Fig.12.8). Unfortunately, to the best of our knowl-
edge, quantitative MD results of heterogeneous bubble nucleation are not available
in the literature.

In Fig. 12.9, for a specific thermodynamic condition θ∗ = 1.25 and ρ∗ = 0.48, we
report a comparisonbetweenheterogeneous vapor bubble nucleation rate as evaluated
by fluctuating hydrodynamics simulations and CNT, for different wall wettabilities.
As expected from arguments based on the height of the free energy barrier, the
rate shows a monotonic trend with the contact angle φ. In particular, nucleation is
incentivized by hydrophobic surfaces.

12.5 Summary

In this work, we have discussed the continuum picture of liquid–vapor phase change.
The foundation of most of the continuum techniques to address the complex problem
of nucleation is the classical nucleation theory (CNT). Based on simple energetic
arguments, CNT applies macroscopic thermodynamics informations to microscopic
objects (vapor embryos on nanometric size) providing an energy landscape Ω(V ) as
a function of bubble volume (the reaction coordinates of the phase change process).
Together with statistical mechanics arguments, CNT also provides the vapor bubble
nucleation rate (the number of stable bubbles per unit time and volume). Despite
the strong assumptions of the theory, CNT leads to an accurate description of vapor
nucleation toward the saturation conditions. However, it fails when approaching spin-
odal limits. In fact, in the latter case, the typical liquid–vapor interface thickness is
of the same order as the bubble radius, making the sharp-interface assumption too
strong. Advanced theories like density functional theory can correct some CNTmis-
predictions, with a more accurate estimation of nucleation path. In any case, all these
theories are quasi-static, and they deal with the nucleation of a single bubble. This
sheds the light on the importance of adoptingmesoscale approaches able to follow the
phase change starting from the vapor bubble inception up to hydrodynamics motion.
In the present work, the derivation of a promising mesoscale model was reviewed
and discussed. The approach is based on a diffuse interface description of the liquid–
vapor thermodynamics coupled with Navier–Stokes hydrodynamics. In order to take
into account the stochastic nature of nucleation, thermal fluctuations have to be con-
sidered. For the latter purpose, we discussed the fluctuating hydrodynamics theory
and its coupling with capillary fluids. The model consists of a set of stochastic partial
differential equations (Capillary Landau–Lifshitz–Navier–Stokes equation CLLNS)
having as a deterministic part the capillary Navier–Stokes equations and reproduc-
ing the Einstein-Boltzmann probability distribution for the fluctuating fields. In silico
experiments of nucleation with CLLNS equations were discussed both for homoge-
neous and heterogeneous cases. The accuracy of the results together with the cheap
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computational cost of the method encourages its extension to more complex condi-
tions of nucleation; for instance in the presence of mean flows, complex geometries
as well as multispecies fluids.
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