Chapter 11 )
Privacy and the Internet of Things Sheghie

Heather Richter Lipford, Madiha Tabassum, Paritosh Bahirat, Yaxing Yao,
and Bart P. Knijnenburg

Abstract Using networks of Internet-connected sensors, the Internet of Things
(IoT) makes technologies “smart” by enabling automation, personalization, and
remote control. At the same time, [oT technologies introduce challenging privacy
issues that may frustrate their widespread adoption. This chapter addresses the
privacy challenges of IoT technologies from a user-centered perspective and demon-
strates these prevalent issues in the domains of wearables (e.g., fitness trackers),
household technologies (e.g., smart voice assistants), and devices that exist in the
public domain (e.g., security cameras). The chapter ends with a comprehensive list
of solutions and guidelines that can help researchers and practitioners introduce
usable privacy to the domain of [oT.

11.1 Defining IoT

The Internet of Things (IoT) is revolutionizing our use of computing, introducing
networked devices throughout our everyday lives that collect and utilize information
to provide an ever-growing number of services. Coined by Kevin Ashton during
a presentation at Proctor and Gamble, the Internet of Things primarily originated
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with the idea of RFID tags to be used for the purpose of streamlining supply chain
operation [1]. A broad definition of IoT is:
The Internet of Things refers to the unique identification and ‘Internetization’ of everyday

objects. This allows for human interaction and control of these ‘things’ from anywhere in
the world, as well as device-to-device interaction without the need for human involvement

While IoT was originally conceptualized for industrial and manufacturing
domains, the concept has found its place in numerous areas, ranging from public
domains such as smart cities to the most intimate parts of our lives with smart
homes and fitness trackers. From energy and health monitoring to remote operation
and surveillance, IoT devices provide exciting services to improve our lives [2]. Yet
these devices also bring unique privacy challenges due to their integration into the
world around us, and the extensive amount of data that they can collect and use.
We first introduce the various domains of IoT, to summarize the kinds of data they
collect and their uses before delving into the challenging privacy issues that the
Internet of Things raises.

Broadly speaking, there are three core domains that fit under the umbrella of IoT.
They are:

* Wearable IoT—devices that people can wear as accessories, such as watches,
for monitoring an individual’s activities or vital signs.

* Household IoT—devices that sit in people’s homes, such as smart speakers,
appliances, and thermostats.

* Public IoT—devices that are used in public places, such as smart water meters,
autonomous vehicles, and Bluetooth beacons.

11.1.1 Wearable IoT Domain

IoT-enabled wearables are internet-connected devices integrated with various sen-
sors that can be worn as external accessories (i.e., watches, glasses, rings, etc.) or
implanted in textiles such as smart shoes or jackets. Many commercially available
wearables are specifically targeted for health and fitness monitoring, such as Fitbit
and Apple Watch. Sensors collect the movement and vital signs of individuals, such
as steps taken, heart rate, and sleep quality, in order to track activities and to help
people monitor and improve their wellness and physical performance [3]. Other
devices aim to help users monitor their interaction with the world around them, such
as Google Glass, allowing people to capture audio and video of their daily lives. All
wearable devices share a common goal of automatically and unobtrusively recording
an individual’s physical interaction with the world.

Despite the fact that much of this information can be related to an individual’s
health, research suggests that users are comfortable sharing their information with
arange of other people and organizations to support their health goals because they
perceive much of that information, such as step count, as not particularly sensitive

(4]
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11.1.2 Household IoT Domain

A smart home refers to a residence that has lighting, heating, air-conditioning,
security systems, or entertainment systems which communicate with one another
and work together to improve the experience and increase the comfort of the
occupants. Smart home devices allow for remote monitoring and operation of parts
of a home, such as the thermostat, lights, or door locks. Many smart devices aim to
increase the convenience and automation of the home, such as with smart speakers
and appliances. Devices can also enable safety and security monitoring, using
cameras, audio, and fire or water leak sensors. Additional people and organizations
may also be involved in safety monitoring, with information and devices being
shared with family members, security companies, or emergency services.

The perception of the privacy of smart home data varies by device. Some
information is not perceived as very sensitive, such as the status of smart lights
or thermostats. Yet, video and audio from inside the home are usually considered
private and users desire strong protections against recordings being accessed without
their knowledge or control [5, 6].

11.1.3 Public IoT Domain

IoT technology has also gained popularity in public infrastructure through smart
cities and smart buildings. Public IoT infrastructure brings a number of bene-
fits in the management and optimization of traditional public services, such as
transportation and parking, lighting, ventilation, surveillance and maintenance of
public areas, and even preservation of cultural heritage. For example, the New York
City Department of Transportation integrated a congestion management system to
determine traffic speed at 23 intersections in Midtown Manhattan that has improved
the travel time by 10% in Midtown’s avenues [7]. Similar to smart homes, smart
cities and buildings also provide services to monitor the security and safety of spaces
and people and intelligently automate controls in response to the environment. In
addition, IoT is frequently used for resource management, lowering costs by more
efficiently and intelligently utilizing resources. For example, the city of Dallas,
Georgia, has undertaken a smart water meter program, which helped them to detect
water leaks more efficiently and minimize water loss [8].

Another emerging type of IoT device in the public domain is the autonomous
vehicle, which is increasingly adopted in app-based taxi services (e.g., Uber),
home delivery services, and consumer products (e.g., Tesla). Each autonomous
vehicle is equipped with a large amount of sensors to collect information about the
surrounding environment, including people who are walking on the street, other
vehicles on the road, and nearby store information [9]. In addition, the drivers
and passengers who sit in the car also face a large amount of data collection
during and after their ride (e.g., vehicles may collect information about their daily
schedule) [10].
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11.1.4 Outline

In the following sections, we will further discuss the unique privacy challenges
introduced by the use of IoT devices. To further illustrate these challenges in
practice, we then discuss them in more detail through three case studies of fitness
trackers, smart home voice assistants, and CCTV and surveillance cameras. While
research into solutions to these challenges is still limited, we end the chapter with a
discussion of potential ways to reduce the privacy risks users face and address user
needs in managing their privacy with IoT.

11.2 Privacy Challenges

Similar to other technologies, IoT devices face many types of privacy issues.
However, due to the volume of data collected, the ubiquitous nature of IoT devices,
and their ability to blend into the background, they also introduce new challenges
and greatly exacerbate existing privacy challenges when compared with traditional
computing applications. In this section, we highlight the key challenges, which
include the following:

* People lack awareness of the data practices of [oT devices and their manufactur-
ers, due to the large amount of data involved in potentially complex ecosystems
of devices, as well as the unobtrusive methods of data collection.

e The accumulation of large amounts of data enables the inference of sensitive
information, unbeknownst to users.

e JoT devices can be used by multiple users and in environments containing
multiple other people, increasing the complexity of privacy needs and access
controls.

* JoT devices offer limited controls for users to manage the privacy of themselves
and their information. Many scenarios and domains involve bystanders, who
currently have no ability to control devices whatsoever.

* Security mechanisms and processes to protect the devices and data collected
may not be robust or mature, putting users’ privacy at risk due to attacks and data
breaches.

11.2.1 No Awareness/No Interface

The decisions people make regarding their usage of a given computing device
is governed by their mental model of the device, which is comprised of their
assumptions and intuitions regarding what data they think is collected, how that
data is used, how it is stored and shared, etc. This awareness is primarily based on
the experiences people have with their devices over time—the kinds of exchanges
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they have with an application and the information involved in those exchanges.
IoT devices differ from traditional computing and mobile devices in that they are
more embedded into the surrounding environment, often without a dedicated screen,
resembling non-computing devices and yet unobtrusively capturing and utilizing a
range of information.

For instance, the “Hello Barbie” doll looks like a typical kids’ toy, “Alexa”
functions as a music speaker, and fitness trackers usually resemble traditional
watches. Data collection is mostly invisible and automatic. Beyond the devices
owned by the user, any environment they enter may potentially have devices owned
by others, each collecting their own unique set of information. Together, this means
that users cannot rely on their former perceptions of what interacting with a doll, a
speaker, or a watch means. Users may also become habituated to their devices, and
hence gradually become less aware of the pervasive data collection. In other words,
users must form new mental models of IoT devices, and as these mental models
are based on the incomplete information they receive from their interaction with the
devices, it is not surprising that they tend to make incorrect assumptions about the
privacy of their IoT devices (e.g., they may think that their child’s “Hello Barbie”
doll does not collect and store any data). These incorrect assumptions can lead to
privacy intrusions. Alternatively, users may choose to not adopt a given device over
privacy fears that arise from being uncertain about the data collection practices
of the device. In this case, their uncertainty leads them to forego the adoption of
technology that they would otherwise be comfortable with.

Studies of current smart home users have demonstrated that people are generally
aware of the collection and use of information that is apparent in the functioning
of the device [11]. For example, users understand that a smart thermostat captures
temperature changes, a security camera records video, and a smart lock logs when
the door is locked and unlocked. Users expect that this collected information is used
by the device to properly function and provide useful services, and potentially by the
manufacturers to improve their devices. Yet, while users do expect this information
to be stored in the “cloud,” and not on the device itself, there is little awareness
over exactly what that means [11]. Users are unclear on how, where and for how
long their information is stored, who it could be shared with, and what other uses
could occur [11, 12]. Studies have demonstrated similar perceptions for wearable
devices [13, 14]. Yet, few have studied the perceptions of IoT devices in more public
settings, where users likely have less awareness of the presence of devices and little
interaction with them.

The standard method for users to know about what data is collected and how it
is used is the privacy policy or the end-user license agreement provided by vendors.
These methods are already problematic for traditional computing devices, with few
people reading them. Yet they are even more difficult to rely on for IoT devices.
Studies have shown that the boxes and print materials of smart home devices rarely
describe the device’s data collection practices [15, 16]. As devices themselves have
a small screen or no screen at all, users must instead visit a separate website or
use an accompanying app to view the policy. Even if someone actively looks for
information on a vendor’s website, the privacy policy may provide information only
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about the website data practices, not the data practices regarding the device’s sensor
data [15]. Furthermore, the only people likely to view any sort of policy statement
are those doing the setup and installation of the device. Others who are in the
purview of the device (e.g., other home or building occupants) will not have this
opportunity. This is particularly the case for IoT devices in public spaces, where
those whose data is collected may not be aware of the existence of the device at all.
As such, providing transparency regarding the ownership and policies of the data
collected by IoT devices in smart buildings or public infrastructure is even more
challenging.

A final challenge is the complex ecosystem in which many IoT devices are
embedded. Not only the device itself exchanges information with the manufacturer;
users often interact with an accompanying mobile app to access and control
the device and its information, and this app itself may perform additional data
collection, such as tracking the location of the user. Furthermore, devices may be
interconnected with—and share data with—smart hubs and other devices, which
may be built by a different manufacturer. Finally, third-party applications may
operate on top of any of these platforms and involve an additional exchange of
information between organizations. Even for tech-savvy users it is very difficult to
fully understand how information is collected, stored, and shared by each of these
entities. Yet, many users have a fairly simple service-oriented view of how different
devices interact. For example, a smart home user may know that they can turn on
their TV using their Google Home device, but they will have little knowledge of
what information is exchanged between the TV and Google to accomplish this task
[11,17].

We summarize these challenges as follows:

* Devices are unobtrusive and often do not “look™ like they are collecting
extensive amounts of data.

* Users do not understand the extent of data collection and how data may be
used for secondary purposes.

* Users do not read the privacy policy or may simply not have access to it.

e The IoT ecosystem is complex and understanding, let alone managing, the data
collection practices of multiple actors is a huge undertaking.

11.2.2 Accumulation and Inference of Data

Another unique issue with IoT devices is the sheer volume of data that is collected,
from so many different sources. Taken by itself, each individual piece of data seems
innocuous—step counts or the status of a light in a house are not considered sensitive
[4]. Yet over time, this accumulation of information can allow applications to learn
powerful patterns of human preferences and behaviors. For example, the data from
wrist-worn IoT devices such as smartwatches and fitness trackers can be used to
infer users’ physical activities such as walking, running, and jumping, with high
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accuracy [18]. While this may be somewhat expected, wrist-worn devices can even
allow inferences about what the user is typing [19]. Similarly, from smart meter
data, it is possible to recognize bathroom activities, cooking, and housework [20].

The threat of profiling increases when the large amount of data collected by
IoT devices is aggregated to reveal previously inaccessible parts of people’s lives.
The aggregation of data from multiple devices can provide sensitive information
about the users that cannot be determined from an individual data source alone. For
instance, a thermostat with temperature zone control knows about the collective
movement of occupants in the house. When users control the thermostat using
a smartphone, then the thermostat can learn exactly who is where in the home
and when. Inferences based on data aggregated from multiple devices of data can
cause an unexpected revelation of users’ identity, personal traits, activities, habits,
preferences, sexual orientation, health status, financial situation, and more, even
when data is collected anonymously [15]. A system’s ability to make such inferences
is beyond most users’ comprehension. Indeed, even if users have some idea about
the data collected by each individual device, they will likely be unable to understand
the privacy implications of the aggregated data from multiple devices.

Information can even be inferred from the metadata and communication patterns
of devices without gaining access to the data itself. For example, network traffic
rates from a Sense sleep monitor reveal consumer sleep patterns, network traffic
rates from a Belkin WeMo switch reveal when a physical appliance in a smart home
is turned on or off, and network traffic rates from a Nest Cam Indoor security camera
reveal when a user is actively monitoring the camera feed or when the camera
detects motion in a user’s home [21]. This is alarming, as Internet Service Providers
(ISP) have easy access to traffic data, and the US legislature voted in 2017 to allow
ISPs to use and sell the data collected from their customers’ network traffic [22].

Several studies have examined users’ expectations and concerns when it comes
to IoT inferences. Studies of wearable devices reveal that users are concerned about
sharing data with insurance companies, for example, as the information could be
used to raise rates [4, 23]. While users have some expectations that their behaviors
and habits could be inferred, they are unsure and lack awareness of the kinds of
scenarios that are already plausible [23, 24].

The most immediate and obvious use of aggregated data is to create a reasonably
accurate profile of a user for the purpose of advertising. For instance, Amazon and
Google have patented the use of digital voice assistants to extract keywords from
ambient speech and to use those keywords to provide relevant advertisements [25].
Studies of IoT inferences have shown that based on their experiences with web
browsers and Internet applications, users do have expectations that organizations
will use their information to target advertisements [11, 12]. Users are not overly
concerned with such advertisements, even though they can at times be creepy. How-
ever, users are concerned that such information could also be used to manipulate
their behavior; for instance, users can be influenced to buy a certain product they do
not want or nudged to spend more money [26].

There are few mechanisms to educate users about the potential implications
of inferred information, and few concrete threats have yet been reported. Yet,
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we have already seen concern and even backlash over profiling and inferences in
other domains, particularly social media. For example, several scandals, such as
the Cambridge Analytica scandal, have left millions of Facebook users surprised
and dismayed over the use of their information to create political profiles or infer
their moods outside of their awareness [27-29]. Such examples will only increase
as organizations figure out how to capitalize on their IoT data.

We summarize the data accumulation and inference challenges as follows:

¢ The sheer volume of IoT data threatens user privacy as it can be used to infer
users’ private activities.

* The aggregation of data across multiple devices further increases the threat
and is much harder for an end-user to comprehend.

* Even metadata can reveal sensitive information and such data is available to
users’ ISPs who are allowed to sell it.

¢ Unwanted inferences are likely to generate backlash especially if they go
beyond targeted advertising (e.g., the Cambridge Analytica scandal).

11.2.3 Multiple Users

IoT devices are used by and around a variety of people. This is particularly salient
for IoT devices that support smart building and city infrastructure: these devices are
intended to track activities and behaviors of potentially large numbers of people.
For instance, the city of San Diego has cameras built into its streetlights, which
capture pedestrian traffic [30]. Likewise, driving patterns can be captured by the
connected cars program piloted by New York City [31]. Even in a household
setting, IoT devices capture data of a large number of people, including the multiple
family members or roommates who live in the home, family and friends who
visit, and house cleaners and contractors who help with maintenance. A user may
also share remote access to their smart home devices with people outside of their
home. For instance, neighbors could check on each other’s homes in case of a fire
or burglar alarm, or share access to each other’s security or doorbell cameras to
monitor community safety and security. Friends or family members could remotely
check on pets, or let in people delivering packages, should the homeowner not be
available [11]. And while wearable and health devices are primarily designed for
single users, they are also commonly shared among different household members
to gain their benefits without the expense of additional devices [32]. Wearable users
may also share information with caregivers or doctors to receive timely medical
intervention [23].

One critical privacy implication of this multi-user environment is that users may
have complex preferences for how to share access to and control over their loT
devices and the collected data with others, especially if they have different social
relationships with those others. For instance, if IoT devices are shared between
immediate family members such as a spouse or adult children, users will likely be
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comfortable sharing sensitive controls (i.e., the ability to order something through
the smart speaker) and information (i.e., the ability to see health profiles in fitness
trackers) because of the high level of trust. However, when sharing with less trusted
users (i.e., visitors, roommates, neighbors, house help) or under-aged users (i.e.,
kids, teenagers), people may have more restrictive access control preferences based
on device capabilities and other contexts [11, 33]. For instance, home owners tend
to be more comfortable sharing the live view feature of an outdoor camera with
neighbors than with sharing the same capability of an indoor camera [33]. However,
users may want to share that same indoor camera with neighbors when they are out
of town or in case of an alarm [11].

The complexity of IoT users’ access control needs can be addressed by time-
based access control to share temporary access (e.g., a one-time key to drop off
a package), location-based access control to share access based on the location
of the user (e.g., monitoring the house when the user is away), role-based access
control to grant or restrict certain capabilities for certain user roles (e.g., to prevent
young children from ordering products via a smart speaker), and event-based access
control to share only specific capabilities required for a particular event (e.g., to alert
emergency services in case of an alarm). However, current devices are very limited
in the kinds of controls they provide. Furthermore, current controls make it difficult
to understand what access rights are being shared [11]. Hence, there is a risk of
oversharing sensitive information (e.g., video recording of household members) or
control (e.g., allowing the deletion of video recordings) with other users. This lack
of transparency and existence of adequate access control mechanisms leads users to
share everything with their most trusted community, often by sharing full account
credentials, and to not share the device at all with people who are less trusted [11].
Yet while additional controls may enable more fine-grained access, they run the risk
of introducing too much complexity, which may overwhelm users, leading instead
to even more loss of user control. Hence, the challenge is to understand the most
prevalent sharing scenarios and needs for different devices and platforms to decide
(1) how to prioritize between different access control mechanisms for different
devices and (2) how to balance users’ complex access sharing requirements with
their need to share devices without much effort.

Even for devices shared freely between multiple people, different users may
have different preferences regarding what information and capabilities they find
sensitive and how information should be shared in different contexts. To add to
that complexity, users may have a different level of interaction and control of
the devices. For instance, in a smart home context, admin users who set up and
maintain the devices have more control and power and may able to violate the
general expectations of privacy of others who have limited control over the devices
[32, 34]. Resolving users’ conflicting preferences regarding the use and control of
shared devices remains a challenge, as does the prioritization of the privacy needs
of users in different roles.
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The challenges of multi-user IoT devices can be summarized as follows:

¢ IoT devices are regularly used by multiple users, even those devices that are
designed with a single user in mind.

e JoT users tend to have complex sharing preferences that depend on their
relationship with the other users.

¢ Many IoT devices lack the mechanisms to support these preferences and
make it difficult to understand what is being shared with whom.

* Reconciling the privacy needs of different users remains a challenge that is
not adequately addressed by existing IoT devices.

11.2.4 Little Control

The greatest strength of IoT lies in automation: IoT devices can take over routine
or mundane tasks that would otherwise be performed by humans, thereby providing
convenience. This means that to realize the full benefits of IoT, users must relinquish
some level of control [35]. The tension between automation and the need for control
becomes even more important in case of privacy.

A major issue with control revolves around ownership: those who interact with
or are subject to the data collection practices of a device may not necessarily be the
owners of the device. In addition, the owners of a device may not be the owners of
the data collected by the device. Indeed, scholars studying the ownership of IoT
systems have called IoT an “Imminent Ownership Threat” [36]. Their concerns
revolve around questions of who has control over a smart device’s actions, as
well as who owns and manages the data collected by the device [37]. The latter
is particularly complicated in the case of shared IoT systems. Take the case of
an Airbnb host, who technically owns the smart devices installed on the rental
property. Renters of the property are likely concerned about their privacy, especially
in case of surveillance cameras, and may assert that they should have control over
these devices for the duration of their stay. At the same time, the host would like
to maintain control over their devices, for example, to ensure the safety of the
property [38].

The complexity of such tensions between parties regarding the ownership of
recorded data is further exaggerated in public IoT systems, mainly due to the
increased number of parties who are subject to the devices’ data collection prac-
tices [36, 37]. Indeed, one of the most challenging aspects of IoT is the involvement
of bystanders who have no control over—or in many cases even awareness of—
the devices that collect data about them and the capabilities of these devices [6].
Most IoT devices leave few opportunities for bystanders to be notified of, or give
consent to, being recorded by devices in their surroundings, such as when being
captured by a neighbor’s smart doorbell as one walks down the sidewalk. In most
cases, the only preferences a bystander may be able to express are the basic decision
of whether or not to enter a space. While this is clearly an issue for smart cities,
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these issues can still occur with serious consequences in more intimate settings. An
example is the considerable backlash over the deployment of Google Glass, as it
was difficult for a bystander to determine whether they were being video-recorded
by the person wearing the glasses, making those around a user feel uncomfortable
[39]. While researchers have investigated a few potential technological solutions
for bystanders, such as automatically obfuscating faces in videos of bystanders,
there are few mechanisms or policies currently deployed to reduce these tensions
between device and data owners, and the many additional people who are captured
and impacted by those devices.

Even when users do have ownership of the device and access to its privacy
controls, these controls are often quite limited. For example, as we discussed in
Sect. 11.2.3, users may have complex needs for controlling the amount of access
others have to their smart home devices. Yet, access control capabilities are often
so limited, or lack transparency as to what they allow, that users provide access by
simply sharing full account credentials with only their closest family and friends
[11]. Other studies have shown that users often do not use existing privacy control
mechanisms [40], such as the ability to review and delete recorded conversations,
and may not even be aware of such mechanisms. Manufacturers of consumer
IoT devices have tried to cater to this issue by providing privacy mechanisms
that physically situated on the device, for example, Google Nest and Echo Dot
each come with a physical button to disable microphones [41], and Facebook’s
Portal devices come with an integrated camera shutter or with physical camera
covers [42]. These features increase the visibility of privacy capabilities and give
users confidence that the mechanism is actually performing as intended. However,
such physical privacy features are naturally limited in their complexity.

We summarize the challenges surrounding the lack of control in IoT systems as
follows:

¢ JoT systems create complex issues around ownership and control and must
find intuitive ways to address those issues.

e JoT systems may violate the privacy of bystanders and give them little
opportunity to become aware of, let alone take control over, the collection
practices that they are subjected to.

e JoT privacy controls are often limited even for main users leading to
suboptimal privacy management practices.

¢ Physical privacy controls can raise trust and awareness but are often limited
by their rudimentary functionality.

11.2.5 (In)Security of IoT Devices

IoT devices create a large number of attack vectors, resulting in many possibilities
for adversaries to compromise the devices and use them for nefarious purposes. Suc-
cessful attacks then compromise the privacy of device users and their information.
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For example, in recent news, we saw a number of successful security attacks on
smart home devices, such as the Mirai botnet (a DDOS attack on networked devices
running Linux) [43], the monitoring of home occupants via their thermostat [44],
the unauthorized access to google calendar information from a smart fridge [45],
and the compromising of baby monitors to allow external parties to monitor live
feeds, change the camera settings, and authorize other users to remotely view and
control the device [46, 47]. Smart home devices, in particular, are becoming an easy
and lucrative target for malicious attackers because of the availability of insecure
devices and the fact that compromising one device can allow them to compromise
several other connected devices in the same network.

Given that security is such a critical issue in [oT devices, it is remarkable that
many devices do not have appropriate security mitigations in place. This issue
has multiple root causes. The first root cause of this problem is that most IoT
devices are connected directly to the Internet, which exposes them to all the network
security problems of a typical online system. IoT device networks are extremely
heterogeneous; they can consist of a large number of different devices, applications,
and communication technologies. As such, there is not one universal security
solution that can decrease or mitigate all of the security risks for all of these devices.
Moreover, [oT devices typically do not have enough processing resources to support
traditional security mechanisms [48]. Finally, the inter-connected nature of IoT
devices contributes to their vulnerability, because even though some devices may
have relatively strong security mechanisms, their security can still be compromised
through other, less secure devices that they are connected to.

A second root cause is that manufacturers do not focus enough on security when
developing their products—particularly for consumer-oriented devices such as those
found in smart homes. Due to the novelty of the domain, many IoT devices are
developed as quickly and cost-effectively as possible in an attempt to compete in
the already crowded market place [49]. Security requirements are likely to take
a lower priority than other features and functionality, and with less awareness of
the risks consumers may not demand or pay for additional security protections.
Thus, many IoT devices do not implement common security mechanisms such as
encrypted communication, making them vulnerable to security attacks [50]. Many
manufacturers have yet to establish mature security processes and have not yet
allocated the resources needed to invest in substantial vulnerability detection and
mitigation. When security is initially ignored in traditional software applications,
these vulnerabilities are usually fixed over time through updates and security
patches. However, not all IoT devices allow for regular and automated software
updates to patch vulnerabilities [S1].

Finally, another factor that makes IoT devices vulnerable to cybersecurity attacks
are the users themselves. Most users of wearable and smart home devices who
set up those devices are not professionals. They may not know the security risks
imposed by networked devices and how to protect their devices against those risks.
Indeed, some users may erroneously believe that traditional security practices, such
as using strong passwords, are enough to protect them against security risks in their
homes, as they do not fully understand the threats inflicted on them by their smart
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devices [48]. Even if users do know about security measures, these measures tend
to be too complicated for them to implement correctly [11]. Finally, IoT researchers
and manufacturers have not yet developed clear guidelines and best practices for
users to help them employ appropriate practices, reducing their risks of security
attacks [11, 17].

In summary, the security vulnerabilities of IoT devices fall along the following
lines:

* IoT devices introduce a significant security threat, and it is therefore remark-
able that most consumer-facing IoT devices lack proper security protections.

* The heterogeneous and Internet-connected nature of IoT systems makes
them difficult to secure, and vulnerabilities in one device may leave other
devices in the network vulnerable as well.

e Market pressures and limited device capabilities make it difficult to provide
proper security, and security patches may take a long time to propagate within
the network.

* Users may not be capable of setting up their devices in a secure manner and
may not fully understand the threats caused by their IoT devices.

11.3 Case Studies

In this section we discuss three case studies and illustrate the privacy issues that have
arisen in these cases. In particular, we spotlight the following three IoT devices:
wearable fitness trackers, household smart voice assistants, and CCTV and smart
cameras. To summarize this section:

* In the wearable domain, fitness trackers collect data that is largely considered
nonsensitive, and users share their data with a variety of other people and
organizations to help meet their fitness and health goals. However, users’ lack of
awareness of potential health-related inferences are considered more sensitive.

¢ In the household domain, smart voice assistants collect audio, which can be
viewed as intrusive, despite controls and features that limit that collection.

* In the public domain, security cameras cause people to change their behavior
when they perceive they are being watched. In public, CCTVs can result in less
anti-social behavior and reduce crime. Yet, as smart cameras move into more
private spaces, constantly being watched may have a chilling effect on behavior,
particularly for those who lack control over the cameras.

11.3.1 Fitness Trackers

Fitness trackers are wearable devices that have gained significant popularity in
recent years, with brands including Fitbit, Garmin, and Polar. Many take the form
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of a wrist-worn device, but they can come in a range of form factors depending
on the sensors and intended usage. Apple also has fitness tracking built into the
Apple watch and iPhone. The primary use of a fitness tracker is to monitor different
aspects of a user’s health and fitness, to motivate a more active lifestyle, to track
performance, or to monitor a health condition.

A unique aspect of fitness tracker usage is that users regularly share data
captured by their device with other people for a variety of purposes [52]. Users
seek accountability and mutual support for their health goals by sharing their
fitness progress on social media or within community forums [53]. They share
health-related data with medical providers or caregivers. Employers and insurance
companies may incentivize data sharing in an effort to encourage healthy behaviors
through fitness campaigns [23]. Thus, users face significant challenges in managing
not just the collection of their information but the sharing and use of that information
with a potentially large number of other people and organizations. While most
devices offer a range of sharing controls, these controls do not always provide fine-
grained customization of data sharing [54].

Researchers have also demonstrated a large number of inferences that can be
made with fitness tracker data. Mood, stress level, places, and sexual activity can be
determined with high accuracy [18, 55, 56]. For example, in January 2018, reports
revealed that fitness tracker data shared by users on Strava, a social fitness service,
showed accurate locations of US military sites [57]. Despite this potential, users
seem generally unconcerned about the risks of sharing their information in such
a public manner. For example, research shows that users do not consider sharing
one’s step count with a pharmacy a cause of privacy concern. Instead, users are more
concerned about managing others’ impressions of them and sharing information that
fits the norms of various platforms [23]. For example, someone might not want to
share their lack of exercise on social media lest friends might view them as lazy.

One reason for users’ high level of comfort with sharing fitness tracking data is
their lack of awareness of the possible inferences that can be made with such data.
Studies have demonstrated that users do not believe that certain inferences are even
possible or sufficiently accurate to be useful [58, 59]. This lack of awareness may
be due to a dearth in application features that can inform users about the way their
information could be aggregated and used to make various inferences. Thus, users
may currently be comfortable sharing their step count or heart rate but may consider
it a privacy invasion if they knew that more sensitive information about their health
or activity has been inferred based on this data.

Providing privacy awareness and controls for fitness trackers is challenging,
though: Their often tiny screens are barely large enough to fit the necessary
functional information (e.g., time, heart rate, reminders, etc.), and hence opt to leave
out all other information (e.g., what data is collected, how data is handled, etc.).
Even though users can often access such information, as well as some controls,
through the associated apps on their smartphones (e.g., device settings) or through
a corresponding web portal (e.g., privacy policy), this decoupled way of interaction
makes it less appealing for users and reduces opportunities to learn about data
practices.
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We summarize the privacy challenges of fitness trackers as follows:

* Users are generally comfortable sharing their data with friends, caregivers,
and sometimes even employers and insurance companies.

e Tracker data enables a large number of inferences that revolve sensitive
information, even if the underlying data itself is not regarded as sensitive.

» Users lack awareness of the possible inferences that can be made, which may
explain their current openness to data sharing.

* Giving users fine-grained control is challenging given the small form factor of
most fitness trackers.

11.3.2 Smart Voice Assistants

Voice commands have become one of the most prominent modes of interacting with
smart technology, particularly in smart homes. Triggered by voice commands like
“Hey Google” or “Alexa,” these assistants will listen to users’ questions or requests.
Hence, these devices continuously listen for audio cues from their surroundings to
respond the moment they are called on. In response to user queries these devices can
provide audio feedback and carry out a variety of actions, both virtual and physical.
For instance, users can buy something from Amazon through the Amazon Echo and
receive notification of packages delivered. Moreover, smart voice assistants are often
connected to and used to control other smart home devices. For instance, users can
use voice commands to ask their smart voice assistant to turn on their smart lights
or TV.

As smart assistants are increasingly embedded in everyday conversational
settings, concerns have been raised by several researchers and journalists around
the devices’ intrusive listening practices [40, 60]. There are general suspicions and
confusion surrounding what is exactly being recorded by these devices and how
the parent company handles the audio recordings. Several incidents of Amazon
Echo sending sensitive recordings to someone without the owner’s knowledge and
approval have been in the news [61], contributing to consumer concerns. Indeed,
the intrusiveness of smart assistants, their potential to violate users’ privacy, and
distrust of the companies that manufacture them are the main reasons reported for
not adopting such devices [40, 62]. Although some companies proactively provide
a set of privacy controls for smart assistants, end users are often unaware of these
controls. For instance, a recent study found that most end users are not aware of their
ability to view and delete the audio logs, even though those same users were not
comfortable with the permanent retention of their recordings [63]. Moreover, some
of the privacy controls are misaligned with users’ needs. For instance, Google Home
and Amazon Echo offer a physical mute button that requires different interactions
than regular voice commands, and hence the button is rarely used [40].

In addition to the concern over intrusive data collection practices, smart assistant
owners also face the challenge of limiting others’ access to sensitive information and
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actions that can be performed with the device, such as buying items. For example, in
Texas, a 6-year-old was able to order a dollhouse and four pounds of cookies using
Amazon Echo [64]. While users can add a voice code that must be used during
shopping as an extra layer of protection, many users would not think to search for
this capability, and even if used, the code must be spoken aloud and can easily be
overheard.

These concerns and feeling of intrusiveness may heighten as smart assistants
are finding their way into our cars. There is a clear benefit to enabling car owners to
control different activities in the car via simple voice commands, allowing drivers to
keep their hands on the wheel at all times. Consequently, a large number of insurance
providers are giving away a car-based Alexa assistant for free to their users, citing
the benefit of reducing accidents caused due to texting while driving [65]. However,
this trend presents privacy challenges for car passengers, particularly in the case of
ride-sharing scenarios such as Uber or Lyft.

With the increasingly seamless integration of smart assistants into our daily
lives, they are likely to become even more intrusive. For example, Amazon and
Google have both patented mechanisms for using their digital voice assistant to
extract keywords from ambient speech provide targeted advertisements [66]. In
the future, a voice assistant may proactively provide assistance based on users’
conversation without being invoked by the wake word [67]. Such a proactive device
has a tremendous potential for helping users by providing more personalized and
contextual services [35]. However, the intrusiveness of such a device calls for
extensive research to identify privacy features that would allow users to enjoy these
benefits without having to worry about their privacy.

The privacy challenges of smart voice assistants can be summarized as follows:

* Smart voice assistants proactively listen for audio cues—an intrusion that
causes many to avoid adopting them.

* Users are often not aware of existing privacy controls, as they tend to be
“hidden in plain sight.”

» Car-based voice assistants can improve driver safety but are also intruding upon
the privacy of passengers.

* Future proactive voice assistants have a tremendous potential to provide
personalized services while at the same time further exacerbating users’ privacy
concerns.

11.3.3 Security Cameras

The “Watching Eye Effect” refers to the behavior modification that can occur
upon the perception of being observed by something. Researchers have shown that
this phenomenon can play an important role in reducing antisocial behavior of
individuals in public [68, 69]. Once could argue that such behavioral modification
is an unwanted intrusion into people’s lives, though. Moreover, the widespread
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deployment of smart cameras throughout private and public spaces could lead to
significant privacy concerns.

In the pre-IoT era, security cameras took the form of Closed Circuit Television
Cameras (CCTVs). Research regarding the perceptions and behaviors surrounding
CCTV can inform our understanding of the widespread use of cameras in smart
spaces. CCTV surveillance cameras have been widely adopted by municipalities
and businesses around the world to reduce crime and increase public safety. Studies
suggest that CCTVs can lead to crime reduction in some cases, particularly for
property crimes, and that camera surveillance is most suitable for small, well-
defined areas [70], such as to reduce vehicle crimes in a parking garage.

Even when they are deployed in public spaces, CCTVs can raise a number
of privacy concerns. One’s autonomy and dignity can be reduced due to being
under surveillance. Even when the presence of a CCTV camera is known, people
typically cannot make a determination who is really behind that camera. (Not)
knowing who is watching can influence how people behave. Surveillance can also
have chilling effects on civil liberties and freedoms and can be particularly harmful
to vulnerable populations, such as prisoners or students. Despite these concerns,
the well-established use of CCTVs for public safety leads to different privacy
perceptions and expectations compared to other camera-based technologies, such
as smartphones or drones [71].

One challenge with CCTV is whether and how people are notified that they are
under video surveillance. The most widely used way to inform people of CCTVs
is to put up a sign indicating that people are within coverage of a camera. When
they are clearly visible, even these notices themselves can increase the level of
deterrence. However, in many cases such notices are far from effective since people
rarely notice them or may become habituated to them over time. Surveillance
notices also tend to provide little or no information about what happens with the
captured recordings. Video technologies are also becoming smarter, with increasing
capabilities toward facial and activity recognition. Again, though, surveillance
notices tend to give little indication of the kind of processing that occurs, and there is
typically no way for the public to access and control the data collected about them.

In recent years, IoT cameras have joined the ranks of CCTVs and are now
being used throughout residential areas to provide for homeowners’ security, but
also collectively for neighborhood safety and security. While their motivation may
be similar to CCTVs—to provide for the safety and security of one’s home and
belongings—this expansion of surveillance into more private spaces is likely to
increase privacy risks. Privately owned IoT cameras are likely even less visible than
CCTVs, with no notice at all to passersby. People will remain unaware of the extent
to which they are being recorded as they drive down a road or walk down a sidewalk.
Rather than prevent crime, knowledge of recording may have chilling effects on
behavior in one’s own private spaces. For example, residents may be less likely to
speak freely in their own yard or to briefly step outside in a bathrobe if they expect
to be recorded by a neighbor’s camera. Finally, while cameras may be deployed by
individuals on their own property, applications such as Citizens and Neighbors are
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enabling the sharing of videos with neighbors and law enforcement [72, 73], thereby
greatly expanding the potential audience for those videos.
In summary, the privacy challenges of security cameras are as follows:

* Being recorded can change one’s behavior which can reduce crime but may
also be perceived as a violation of one’s privacy.

* People are often unaware of, or get habituated to, surveillance notices. Such
notices also typically do not reveal the identity of the recipient or how they
process the recordings, and they do not allow for access and control.

e Privately owned IoT cameras further exacerbate these privacy issues, as they
tend to inconspicuously surveil more private spaces.

11.4 Solutions and Guidelines

Much of the research examining the privacy challenges and user perceptions in
IoT have resulted in recommended design guidelines for supporting users’ privacy
needs through privacy features and interfaces. However, there has been considerably
less research into how well different kinds of privacy controls could satisfy those
guidelines or into novel mechanisms that specifically address the privacy challenges
of IoT. In this section, we present these guidelines along with research into related
solutions, including:

» Users need greater awareness of the data practices of IoT devices, which can be
provided, in part, by additional privacy notices.

* Key privacy controls should be provided on the device itself to be easily
accessible to all people in the environment.

e JoT devices and applications should implement state-of-the-art measures to
maintain users’ data privacy.

* JoT devices and applications should provide flexible privacy controls that give
users adequate choices over the collection and sharing of their data.

* Users need community-oriented privacy features to support the many different
kinds of users that interact within an IoT environment.

* Context-adaptive privacy mechanisms could reduce burden on users by per-
sonalizing settings and recommendations to the users and their context.

Providing adequate privacy choices is a challenge in IoT, due to the wide
variety of devices, data, and contexts of use (resulting in a complex decision
landscape) along with the absence of a dedicated user interface (resulting in limited
opportunities for interaction). Thus, researchers and designers need to more fully
examine the design space for providing various privacy mechanisms and controls.
A good example is a recent paper by Feng et al., which introduced a design
space for privacy choices in which they present five key dimensions of providing
meaningful privacy controls in IoT [74]. These five dimensions include choice type,
functionality, timing, channel, and modality. For example, in the timing dimension,
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privacy choices can be delivered to users at six possible times: at setup, just in
time, context-aware, periodic, on-demand, and personalized. In the remainder of
the section, we provide a number of guidelines for supporting users’ privacy needs,
along with examples of privacy mechanisms attempting to address some of those
guidelines. However, there is still significant need to expand upon these solutions to
tackle the privacy issues raised above.

11.4.1 Privacy Notices and Awareness Mechanisms

One critical set of solutions to IoT privacy issues is to make users more aware of the
privacy implications and risks of their interactions with 10T devices, so that they can
make more informed privacy decisions. The guidelines addressing this need include
the following:

* Provide privacy notices on the packaging and materials that come with the
physical product, so that users can review data practices before they purchase
the product and while they are first getting started setting up a device

* Provide privacy notices wherever the user may interact with the device, be that
on the device, within an accompanying app, or in an online account

* Make privacy notices brief and focused around what the user would most care
about or find surprising

* Make data collection and aggregation visible to the user as they interact with the
device or accompanying application

* Provide periodic nudges regarding the data practices of the device, to allow users
to learn more about data collection and reconsider those practices

* Provide mechanisms for users to discover what IoT devices are around them

Despite their limitations, the primary way that users learn details about the data
practices of a device or application is through various privacy notices. One of the
most common formats of privacy notice is the privacy policy available on most
organizations’ websites. However, current privacy policies are often lengthy and
complex legal documents that contain detailed information related to a company’s
data practices. Research has identified many issues with such privacy policies, such
as being hard to understand, time-consuming to read, and difficult to access [75, 76].
In the IoT context, many of these issues become even more prominent due to the
nature of the physical devices. Unlike a website, where a privacy policy can be
provided through a link on the web page, IoT devices generally have a very small
screen, if they even have a screen at all. Instead, IoT device manufacturers require
users to go to their product website to read privacy policies if desired, making it
even more difficult for users to understand the data practices of IoT devices.

To combat this issue, Emami-Naeini et al. have proposed an IoT Security and
Privacy Label [77]. The design of the label is inspired by the nutrition labels on
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food packages, where the key nutrition information is conveyed to the consumer
in a brief, standardized format. The IoT Security and Privacy Label is designed to
be placed on the package of any IoT device and contains all the key information
regarding the device’s data practices (e.g., data collection purposes, data storage
location, data sharing practices, etc.). This would allow users to read the label before
purchase and compare the practices of similar products through the label. While
these labels are not yet adopted by IoT manufacturers, privacy labels are beginning
to be adopted in other domains. For example, Apple recently introduced a privacy
label requirement for iOS apps, based on this and prior research [78].

Researchers have also examined how to provide privacy ratings or reviews to
consumers to help them make purchase or use decisions. Consumers can find many
different organizations, such as Consumer Reports, that review and rate all kinds
of products on a variety of dimensions. In a similar vein, for privacy, Mozilla
has created an online guide called “privacy not included” where consumers can
learn about the data practices and possible risks from different smart home and IoT
devices, so that existing users can assess their risk, and potential buyers can decide
whether and which device to buy [79].

When privacy notices are salient and easily accessible to users, they can impact
decision making. Yet, users are not likely to continue to view those notices as they
interact with an IoT device. Thus, a critical solution is to make data collection
and use visible within the interface of the device itself. This can be accomplished
by various data views that show an aggregate of the collected information [80],
along with detailed logs that can be accessed on demand. Yet, users may not always
review such information, particularly if they do not regularly interact with the app
that accompanies the IoT device. Thus, devices can also periodically nudge users
regarding some aspect of their data collection, to prompt them to reflect on those
data practices or review them in more detail. This has been investigated outside
of IoT for mobile devices, for instance, where users were provided with periodic
messages about how often different apps access their location [81].

Another major awareness challenge in IoT environments is how users can learn
what active devices are nearby, particularly when they are in spaces that they do
not control. Thus, another class of solutions helps bystanders discover IoT devices
in their immediate surroundings. For example, loT Inspector provides an easy way
to understand what devices are connected in an IoT environment [82]. By scanning
a user’s network through a web app, [oT Inspector is able to identify all devices
that are connected to the user’s network and provide users with information such as
device names, manufacturers, and IP addresses. For example, when a user stays at
an AirBnB apartment, they learn of potential data collection within the apartment
by scanning the network and identifying any connected IoT devices [83]. There are
several other tools that provide somewhat similar functionalities, for example, IoT
Sentinel [84] and Peek-a-Boo [85].
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11.4.2 On Device Controls

Many users interact with smart devices through an accompanying mobile app.
Yet, controls that are on the device itself are more accessible to everyone in the
environment. Thus, guidelines advise to:

* Provide visible indicators on the device itself that indicate data collection is
occurring
* Provide key controls on the device hardware that limit or turn off data collection

Page et al. found that people draw from different conceptual models when
it comes to interacting with IoT devices: A person drawing from an Agentic
perspective has a higher affinity to leverage non-haptic modes of interaction,
whereas someone drawing from a User-Centric perspective prefers to use physical
buttons. Manufacturers of consumer IoT devices have tried to cater to the latter
group of users by providing a limited set of physical buttons on their smart devices,
for example, Google Nest and Echo Dot each come with a physical button to
disable their microphone [41]. Similarly, Facebook’s Portal has camera covers and a
camera disable button, in addition to the microphone disable button [42]. Hardware
mechanisms have the benefit of being usable by anyone around the device, providing
both control and an indication of the status of the device to bystanders. They also
provide an added assurance of privacy—for example, users may trust that a physical
cover over a camera truly prevents recording, rather than can a digital control
indicating that the camera is off.

Researchers have also examined novel approaches that interfere with or impact
a device’s physical ability to collect data. For example, “Alias” is a separate add-
on device that paralyzes a smart voice assistant by preventing it from listening and
only activates the assistant with a custom wake word from the user [86]. Others
have investigated the idea of obfuscating sound at the microphone as a privacy
protection [87].

11.4.3 Data Privacy

Studies have found that IoT device users are generally concerned about the data
these devices collect and desire additional measures to maintain their data privacy.
The guidelines for supporting this need include the following:

* Make transmission and storage of data encrypted by default

* Store data anonymously when possible

* Where possible, provide users the option to process and store data locally (e.g.,
inside their device, app, or home network) instead of sending it to a remote server

* Make it more difficult for manufacturers/advertisers to make unwanted infer-
ences through novel mechanisms such as adding noise to the data
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Within IoT environments, data is constantly transmitted and stored by the device
itself, by accompanying app, by the manufacturer in the cloud, and everywhere in
between. This data traffic often contains sensitive information, which means that
each storage and transmission point creates a risk of data leakage and data breaches.
Thus, users expect that organizations are utilizing reasonable practices for protecting
this data from attackers and third parties. A basic step is for data-centric encryption
to be in place the moment the data is created within an IoT device and at every
other point where it is stored. By enforcing encryption and making users aware of
it, device manufacturers can gain users’ trust as well as meet regulatory standards
such as the California Consumer Privacy Act (CCPA).

Although encryption is a crucial step in ensuring the security and privacy of
IoT data, recent research found that in-home activities such as sleep patterns,
presence, and interaction with devices can be inferred even from encrypted IoT data
using a technique called traffic analysis [21]. There have been several attempts to
prevent such inferences from occurring. For instance, Hoof et al. secured a private
messaging system from traffic analysis by shaping the traffic to a predetermined
rate [88]. Apthorpe et al. introduce noise to shape the IoT network traffic to
limit inference from traffic rate metadata [21]. Such mechanisms should be more
extensively researched to encourage adoption.

Beyond encryption, research has found that many users desire to store and
process their data locally rather than on a remote server [89, 90]. This solution
gives more control to end users, who could explicitly choose to share data with
manufacturers or other parties only when they want the benefit that this provides.
Users could also choose to apply different levels of aggregation to their data before
sharing it, thereby limiting the details of what is known or stored by others. For
example, a fitness tracker user may not want to share their running route, but they
may be willing to share how many miles they ran to receive some service (e.g.,
competing with friends). IoT users may also be more comfortable with data sharing
when their data remains anonymous and cannot be linked back to their real identity.
However, as outlined above, users often do not realize the extent to which inferences
could occur, including those that could reidentify them from seemingly anonymous
information. Introducing a carefully controlled amount of noise to the data can
reduce the efficacy of such inferences, without significantly reducing the usefulness
of the data for its intended purposes [91].

11.4.4 Community-Oriented Controls

IoT devices are regularly shared among a number of users. Therefore, designers
must take a community-oriented view of IoT devices and applications, which
includes providing features and controls that enable collective usage. Guidelines
include to:

* Provide flexible and fine-grained sharing capabilities to allow users to share
devices with many different kinds of people
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* Make transparent what is accessible when devices or data are shared with other
people

* Provide mechanisms to determine how different people are using devices or
accessing data

* Learn the most prevalent sharing patterns and goals to support the design of
sharing and access control capabilities

While many IoT applications allow users to share devices and data with others,
many studies report that users find existing sharing capabilities too limited and
request more fine-grained controls (e.g. [54]). Thus, a common guideline is to allow
for more flexible and fine-grained sharing with different types of recipients. This
is not only true for sharing data but also for control over the devices themselves.
Another key limitation is that it can be challenging to determine exactly what is
shared with whom, both at setup and over time. Thus, applications need mechanisms
for users to be able to determine what other users will have access to, and be able to
tell who is accessing those controls or that information over time.

Even within a household, different members may have different needs that are
hard to monitor and control. For example, one particular study found that and 20%
of kids aged 4—11 talk to their smart voice assistant for more than 5 h per week [92].
Children may get access to inappropriate content and reveal private information
during their interactions. Parents already struggle with maintaining children’s online
safety with traditional devices; loT devices make the situation even more difficult,
as many reside in a common space designed to be used by all household members.
To limit children’s access to smart voice assistants, device manufacturers already
provide parental control modes such as Amazon FreeTime and the Google Family
App. Researchers have also examined ways to automatically determine content
that is inappropriate for certain users within voice assistant conversations, such
as Skillbot developed by Le et al. [93]. While parents may aim to protect their
children from inappropriate content, designers must also protect the privacy of
potentially vulnerable users from others within a smart space. For example, Freed
et al. examined how technology can be exploited to enable intimate partner abuse
[94]. Smart devices only provide increased capability for stalking and surveillance,
which few have examined.

Users may desire a range of mechanisms to share access to their IoT devices
depending on contextual factors. For example, in an attempt to improve the security
and privacy tensions in a multi-user smart home, Zeng et al. developed an app
that includes features such as location-based access controls, supervisory access
controls, the ability to ask for permission (i.e., reactive access control), along
with notifications on how others users are using a device [95]. However, in their
field study, they found that users did not use many of the provided access control
capabilities. Arguably, despite users’ stated desire for more fine-grained access
control features, supporting the full complexity of users’ needs could result in
interfaces that are more complex than some users are willing to utilize.

To combat this problem, designers must make an effort to understand users’
most important goals and their most common interaction patterns regarding IoT
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access control, so that they can support those goals and patterns more explicitly. For
example, researchers have developed privacy-setting interfaces that are structured
based on the relative importance of each contextual parameter [90, 96]. Likewise,
Alghatani et al. [23] described six particular sharing patterns of different audiences
of fitness tracker information based on users’ health and fitness goals. One of those
patterns—sharing with healthcare providers—was not supported at all by existing
devices.

11.4.5 Context-Adaptive and User-Tailored Privacy

One of the key challenges in privacy-preserving IoT is the contextual nature of
privacy-related decisions and the explosion of contexts that are possible in this
domain. Recent privacy regulations (e.g., California Consumer Privacy Act and
General Data Protection Regulation, see Chap. 17) require by law that users can
have more control over the data collected by IoT devices. Yet, providing controls
that enable users to control the capture and sharing of information within every
possible combination of context is simply too overwhelming. A potential solution to
this problem is to provide context-adaptive and user-tailored privacy controls. More
details about this solution can be found in Chap. 16; here we provide IoT-specific
guidelines:

* Study the context-dependency of users’ IoT privacy decisions

* Use machine learning to predict users’ privacy preferences, for example, by
creating comprehensive privacy profiles

» Automate the privacy practices of IoT devices based on the context and the profile
of the user

A large number of studies have demonstrated that users’ comfort with IoT
privacy practices vary across different factors such as the type of data recorded,
the location where it is recorded, who the data is shared with, the perceived value of
the data, and the benefits provided by services using that data [5, 6, 63, 90, 96-101].
In the context of public IoT, Naeini et al. [5] used vignettes to study many of these
factors with over 380 different use cases across 1000 users. Their results indicate
that people are most uncomfortable when data is collected in their home and prefer
to be notified when such collection occurs. Similarly, a survey study by Lee and
Kobsa [6] found that monitoring of users personal spaces, such as their homes, was
not acceptable to participants, as well as monitoring performed by the government
or unknown entities. Other studies have found that people are most concerned
with certain types of data, namely videos, photos, and bio-metric information,
particularly when this information is gathered inside the home [5, 6, 14, 102, 103].

In a smart home setting, He et al. [90] find that when IoT devices share data with
one another, users are most concerned about where that data is stored, followed
by the types of devices that act as the sender and recipient of the information and
the purpose of the data transmission. Significant interaction effects between sender,
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recipient, and purpose suggest that users have complex preferences that depend
on multiple contextual parameters at once. Likewise, Barbosa et al. concluded
that people’s privacy perceptions regarding smart home IoT devices depend on
not only the data types but also the purpose of data collection and who collect
the data [104]. In another large vignette study, Apthorpe et al. [99] found that
participants’ acceptance of data collection and sharing was dependent on both the
recipient of the information and the specific conditions under which the information
was shared. Their results also suggest that users’ privacy norms may change with the
continued use of specific devices. Results of a different vignette survey by Horne et
al. [105] suggest that those changes are not always toward more acceptance of data-
sharing.

Beyond context-dependency, IoT privacy decisions also vary significantly by
user [90, 96], suggesting that users must be able to make a personal decision as to
whether a certain scenario warrants the collection and/or sharing of information.
Unfortunately, the sheer number of contextual parameters to consider in this
decision will likely substantially increase the complexity of the privacy-setting
interfaces of IoT devices. In response, researchers have attempted to reduce the
apparent variety of IoT privacy decisions to a small set of concise privacy profiles for
users to choose from [90, 96, 106], thereby reducing the complexity of the privacy-
setting task.

Taking this approach one step further, researchers have proposed frameworks to
support IoT privacy decision-making by adapting the privacy settings to varying
privacy contexts and/or by recommending users to make certain privacy deci-
sions [6, 106—-108]. More details about this user-tailored approach can be found
in Chap. 16.

11.5 Conclusion

This chapter has covered the prevailing privacy challenges of IoT environments
from a user-centered perspective. We have demonstrated that the introduction
of sensor-based Internet-connected technologies in real-world environments—be
they wearables, household devices, or devices in the public domain—exacerbate
existing issues with online privacy and physical privacy and introduce new, unique
challenges as well.

These challenges exist because 10T devices can inconspicuously collect vast
amounts of data and perform inferences on this data to paint a detailed picture of the
preferences and activities of their users (and even of bystanders). The typical lack
of a comprehensive user interface reduces users’ awareness of these data practices
and limits their control over them—if control is even provided at all.

The resulting privacy issues are further exacerbated by the fact that existing IoT
devices tend to offer limited configuration of how devices and data are shared among
a community of users as well as inadequate security protections to prevent outsiders
from gaining unwanted access to sensitive data and/or functionality of the device.
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The final section of our chapter offers solutions and guidelines for IoT
researchers and developers to increase users’ awareness about and control over
their privacy, both regarding the data practices of the IoT manufacturer and the
use of IoT devices by multiple users. While we advocate for granular, on-device
control, we also acknowledge that fine-grained control can be daunting to users.
Context-adaptive and user-tailored privacy solutions may provide IoT users with
adequate control over their privacy while at the same time reducing the burden of
effecting this control.

The unrelenting evolution of artificial intelligence and sensor technologies,
paired with the continuing miniaturization of processing and networking chips,
suggests that current IoT technologies only scratch the surface of what future
technologies in this realm will be capable of. For privacy researchers, it is therefore
important to “future-proof™ their research by not just focusing on what is currently
possible with IoT technologies but to anticipate the socio-technical consequences
of the imaginable. Likewise, for developers and manufacturers, it is important to
acknowledge that many of the IoT devices of today will operate alongside the ones
that will be created in the future, and to design the privacy mechanisms of today’s
systems accordingly. We hope that the tremendous benefits promised by the rise of
IoT will be paired with a powerful user experience that respects the privacy of users
and bystanders alike.
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