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Abstract. This study presents an artifact for qualitative coding of large volumes
of text data using automated text mining techniques. Coding is a critical com-
ponent of qualitative research, where the “gold standard” involves human coders
manually assigning codes to text fragments based on their subjective judgment.
However, human coding is not scalable to large corpora of text with millions of
large documents. Our proposedmethod extends the latest advancements in seman-
tic text similarity using sentence transformers to automate qualitative coding of
text for predefined constructs with known operationalizations using cosine sim-
ilarity scores between individual sentences in the text documents and construct
operationalizations. We illustrate our approach by coding corporate 10-K reports
from US SEC filings for two organizational innovation processes: exploration and
exploitation.
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1 Introduction

Thematic coding of text documents, such as interview transcripts, is a core process in
qualitative research [1]. This process involves searching for key concepts or themes
(called “codes”) in blocks of texts. The coding process may be concept-driven or data-
driven [1]. In concept-driven coding, we search the text for patterns of words that match
a predefined set of concepts. In data-driven coding, we approach the text without any
predefined conceptualization, letting the text speak for itself and allowing concepts to
emerge from the text. Data-driven coding, also called open coding in grounded theory
research, is used to inductively build theories, while concept-driven coding is typically
used to deductively test hypotheses [1]. This study provides an algorithm for concept-
driven coding of text data using automated text mining techniques.

The “gold standard” of qualitative text coding is using human coders, who must
manually comb through text documents to search for relevant themes or concepts, and
assigned codes to text fragments based on their subjective interpretation of the text. This
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process has two limitations. First, human coding is laborious, resource-intensive, and not
scalable to thousands or millions of text documents. Consequently, qualitative research
tends to employ small samples, which limits the generalizability of such research. Sec-
ond, while human coding works for research projects, where the data collection process
is purposively designed to extract core themes relevant to the phenomenon of interest,
it does not work very well for secondary text data, such as corporate reports, published
news articles, or socialmedia posts. Because secondary data are not designed for research
data collection, they tend to be extremely “noisy” (with low signal content), rendering
them inefficient for human coding.

Nonetheless, secondary text corpora offer interesting possibilities for information
systems [2] and organizational research [3, 4]. First, large volumes of such data already
exist in the form of electronic mails, social media posts, online reviews, text messages,
and such. If properly mined, such huge datasets may allow for the detection of small
effects, the investigation of complex relationships, comparison of sub-samples, and the
study of rare phenomena [2]. Second, because secondary data are not created for research
purposes, they are unbiased by researchers and the research process (e.g., Hawthorne
effect), which often exists in primary data, for example, when a researcher’s questions
may lead an interviewee to respond in a “socially desirable” manner.

Researchers are increasingly turning to automated tools like Linguistic Inquiry and
WordCount (LIWC) for coding text into predefined constructs. These are “bag ofwords”
approaches, because they require specifying a bag of similar words (e.g., synonyms) rep-
resenting a construct of interest, and the algorithm will count the number of words in
that bag in a text corpus. However, words are often ambiguous and mean different things
(e.g., “Apple” could refer to a technology company or a fruit), different words (e.g.,
automobile, car, “wheels,” or “Toyota”) may refer to the same object, an dthe same idea
can be represented using different combinations of words (e.g., “AT&T merges with
Time-Warner” and “Time-Warner is bought by AT&T”). Further, the semantic meaning
of a word depends on its context in use (e.g., “battery” means very different in “My cell
phone battery is low” and “He was charged of battery”). Hence, word-based automated
coding like LIWC tend to do a poor job at deciphering the semantic meaning and con-
text of text. In addition, word-based approaches suffer from high dimensionality and
high sparsity, requiring substantial computational resources to process, while producing
inferior results due to low signal-to-noise content.

In this paper, we present an alternative approach, where the unit of textual analysis
is sentences, rather than words. As evident from the examples above, sentences provide
a much better representation of semantic meaning and context than words, and help us
make more sense of ambiguous natural languages than word-based approaches. Recent
developments in deep learning involving sentence transformers offer new possibilities
in our ability to compare sentences in large corpora of secondary text data with minimal
human intervention, that were not feasible even a couple of years ago.

Although industry leaders likeGoogle andFacebookhavemade tremendous progress
in the development of pretrained language models, these models are largely unknown
in academic research. In this paper, we demonstrate how a sample of annual 10-K
reports filed by publicly traded corporations in the USA can be mined for concept-
based coding of research constructs, such as exploration and exploitation – two popular
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types of organizational innovation. We evaluate our semantic text similarity (STS) based
approach by comparing the automated coding with a manually coded subsample of the
same data. The resulting codes represent whether or not the companies in our sample
are engaging in exploration and/or exploitation activities, which can be used as dummy
variables in statistical models to test research hypotheses involving these constructs. Our
research lies at the interface of design science and qualitative research, and the automated
coding approach thatwedeveloped canbe extended to codingof other research constructs
with minimal human intervention.

2 Related Literature

Text mining techniques, such as sentiment analysis, topic modeling, dimensionality
reduction, classification, and clustering, are still novel in academic research. In one of
the earliest studies in this area, Abbasi et al. [5] analyzed 300,000 web pages (and 30,000
images) to extract fraud cues from word phrases using similarity metrics, which were
then used to identify fake web pages. Among more recent studies, Muller et al. [2] used
topic modeling and classification to identify which aspects of product reviews users find
“helpful.” Others have employed similar techniques to predict stock price movements
based on published news articles [6], forecast tourism demand by analyzing online
travel forum data [7], identify smoking status based on online forum posts [8], identify
helpful content from online knowledge community posts [9], assess user sentiments
toward products or services [10, 11], identify fake online reviews [12], categorize users
of online communities [13], categorize products competing for the same market [14],
and analyze social interaction among top management members [15] or between guests
and hosts [16]. A more detailed literature review is not presented here to conserve space
but is available from the authors upon request.

The dominant approach of feature extraction in the above studies is the bag of words
approach (e.g., [6–8, 10, 12, 14, 17, 18]). In this approach, the text corpus is tokened
into words, followed by stopword removal, punctuation removal, text normalization
(lowercasing and/or stemming or lemmatization). The remaining words are then con-
verted into a term frequency-inverse document frequency (TF-IDF) matrix based on
word co-occurrence frequency within and across documents. This approach helps iden-
tify influential words but does not preserve the ordering or semanticmeaning of words. A
variation of this approach uses n-grams (word sequences) instead of individual words for
TF-IDF vectorization (e.g., [9, 11, 19]), which may provide slightly better performance
than word-based TF-IDF in large text corpora.

Twodrawbacks of theTF-IDF-based bag ofwords approach are (1) high-dimensional
sparse vectors (with many zeroes) that are computationally inefficient to process, and
(2) their inability to store the semantic content of language. To address these problems,
in the mid-2010s, researchers (e.g., [16, 20]) developed pre-trained word vector models
by using dense vectors that are computationally more efficient and can compare words
using metrics such as Euclidean distance or cosine similarity. However, words often
havemultiple meanings (e.g., Apple: a fruit or a technology company?), which cannot be
interpreted if a word is divorced from its context of use. As linguist LudwigWittgenstein
once said, the meaning of a word lies in its use. Hence, sentences are a more appropriate
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unit of linguistic interpretation thanwords. However, we did not find any prior instance of
sentence-based vectorization in the literature, and understandably so, given that sentence
models are just about two years old and are still being developed. Our study is one of
the earliest to apply this technique to information systems research.

Secondly, much of prior research has been inductive, searching for latent topics
or features from text and using them to classify or cluster text documents. There is
little instance of using text mining for deductive research, for example, to score specific
theoretical constructs of interest for hypotheses testing. Our goal in this research is not to
discover new patterns but to use text mining as a tool to support classical theory-driven,
hypotheses testing research. We propose a semantic text similarity (STS) method that
uses sentence as the unit of analysis, computes cosine similarity between sentence vectors
in a text corpus and those in predefined operationalizations of theoretical constructs to
code sentences, to mimic human coding.

3 Problem Context

We demonstrate our STS approach in the context of organizational innovation research.
Two key innovation processes described in the organizational literature are exploration
and exploitation. Exploration refers to discovering new products, new resources, new
knowledge, and new opportunities that may lead to new product or service offerings or
new markets. In contrast, exploitation refers to better utilization of existing products,
existing resources, existing knowledge, and existing competencies to reduce production
costs or improve efficiency [21]. The two approaches require diametrically opposite
organizational structures, processes, capabilities, and cultures. Exploration requires risk-
taking, experimentation, improvisations, radical changes, and chaos, while exploitation
requires risk avoidance, incremental refinement, focus on efficiency, stability, and order.
Exploration is generally associated with organic structures, loosely coupled systems,
autonomy and chaos, and breaking new grounds, while exploitation is associated with
mechanistic structures, tightly coupled systems, control and bureaucracy, and stable
markets and technologies [22].

Consequently, organizations that excel in exploitation tend to struggle with explo-
ration and vice versa. However, both approaches are important for organizations because
exploitation generates current revenues, which is needed to fuel exploration for future
revenues. Hence, a key theme in strategic management research is that organizations that
are “ambidextrous” or can concurrently manage exploration and exploitation processes,
outperform those that excel only at exploration or exploitation [23].

Empirical research have measured exploration and exploitation using multi-item,
Likert-scaled instruments. A representative instrument for measuring exploration and
exploitation, adapted from He and Wong [24], is shown in Table 1.

Two typical problems in survey research are common method bias and social desir-
ability bias. Common method bias stems from the use of a common instrument (the
same survey form) for measuring independent and dependent variables at the same time,
while social desirability bias is a tendency among respondents to portray a positive
view of themselves and their organizations, irrespective of the ground reality. Moreover,
cross-sectional surveys provide a snapshot of contemporaneous levels of exploration
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and exploitation in organizations, but cannot provide any information on historical tra-
jectories of such constructs in their organizations, or the extent to which organizations
have built or lost exploration and exploitation capabilities over time. Mining historic
10-K reports filed by public corporations to the United States Securities and Exchange
Commission (SEC) can help us reconstruct a historical fossil record of organizations and
analyze innovation patterns within and across industry sectors, while avoiding common
method bias and social desirability bias.

Table 1. Operational measures of exploration and exploitation

Exploration measures Exploitation measures

Introduce new generation of products
Extend product range
Open up new markets
Enter new technology fields

Improve existing product quality
Improve production flexibility
Reduce production cost
Improve yield or reduce material consumption

*Adapted from He and Wong [24]

However, exploration and exploitation metrics are not readily available on financial
statements. Although some researchers have considered research& development (R&D)
expense as a measure of innovation, it is unclear whether R&D refers to exploration,
exploitation, or both. Moreover, R&D is not comparable across industry sectors and
many organizations, such as banks, do not have R&D expense, but still innovate in the
form of online or mobile banking or new financial products. However, it may be possible
to “infer” exploration and exploitation from “business” and “management discussions
& analysis” (MD&A) sections of 10-K reports, where corporate management may dis-
cuss new product or market developments, product extensions, and/or internal process
improvement initiatives for the benefit of their shareholders. If we can use text mining
techniques to efficiently mine these text sections, we may be able to create corporate
profiles of innovation across time and industry sectors.

4 Method

4.1 Data Sourcing

Data for our analysis was sourced from SEC’s Electronic Data Gathering, Analysis,
and Retrieval (EDGAR) website, which makes available all 10-K reports filed with
the agency in HTML and text files. Starting with companies that filed 10-K reports
with SEC during 2020, we had 5,573 reports from 5,505 unique companies. Using
Standard Industrial Classification (SIC) codes, we dropped finance, insurance, and real
estate, public administration, non-classifiable companies, and those with unassigned
SICs. From the remaining pool of 4,147 companies, we randomly chose a sample of 201
companies. We then searched the EDGAR website for 10-K reports of these companies
for each fiscal year between 2016 to 2020 to create a five-year longitudinal panel for
each company’s innovation activities. Companies that did not have 10-K reports for the



An Unsupervised Algorithm for Qualitative Coding 277

entire five-year period were dropped, leading to a final sample of 134 companies and
670 10-K documents. The “business” section of these documents were parsed to remove
XML tags and extract the text for our text mining.

4.2 Artifact Design

Our deductive coding pipeline is shown in Fig. 1. We adopted He and Wong’s [24]
eight exploration and exploitation measures (Table 1) as the ontology for our automated
coding process.

Fig. 1. Automated deductive coding of text

The extracted text was tokenized into sentences for coding. Unlike the generic word-
ing in our exploration and exploitation ontologies, we found that products (or services)
were usually addressed in 10-K reports by their specific names, such as “iPhone 12”.
Because the STS model did not show good match between generic “product” and spe-
cific product names like “iPhone 12” to the generic “product”, we employed a named
entity recognition (NER) model to replace all product names with a generic “product”.

Our next decision choice was selecting a sentence transformer model for encoding
each sentence in the 10-K reports and our ontologies. Transformers are pretrained deep
learning models for transforming an input sequence (e.g., text) into a different output
sequence (e.g., vector) using an attention mechanism that learns contextual relations in
the input sequence [25]. Among different classes of sentence transformers, Bidirectional
Encoder Representations from Transformers (BERT), developed by Google AI Lab in
2019, are particularly suited for STS tasks [26]. Initially intended for language trans-
lation, the BERT model uses multi-layer bidirectional architecture and shows excellent
performance across various tasks, including STS, text summarization, and autocomplet-
ing search queries [27]. Robustly optimized BERT approach (RoBERTa), retrained with
a much larger text corpus, more compute power, and improved training methodology,
demostrate significantly improved performance over the original BERT model [28].
SRoBERTa is further retuning of the RoBERTa model to enhance its computational
efficiency. With a 10,000 sentences collection, SRoBERTa reduced the time to find the
most similar pair of sentences from 65 h to about 5 s and computed cosine-similarities
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in approximately 0.01 s [26]. Because of the above reasons, SRoBERTa was chosen as
the desired sentence embedding model in this study.

WeusedRoBERTa to generate sentence embeddings for each sentence in the business
section of 10-K reports and the eight ontology categories for exploration and exploitation,
and computed cosine similarities between text and ontology sentence vectors, with and
without NER replacements (for comparison). Cosine similarity is a measure of semantic
similarities between two encoded sentences obtained using Eq. 1, where �a and �b vectors
representing sentences that we are comparing:

cos θ = �a · �b
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The outputs fromour processing stageswere am× 8matrix for each 10-K document,
where m is the number of sentences in the business section of the 10-K, and the eight
columns correspond to eight categories in our ontology. Table 2 shows that NER resulted
in significant improvement in cosine similarity scores. To aggregate our analysis from
the sentence-level to the organizational level, we calculated the maximum similarity
between each category and all sentences in the 10-K as a measure of category code for
that document as follows, where vxi, j is the vector of cosine similarities for category x
and all sentences in the 10-K report of company i in year j:

mx
i, j = arg max

(

�vxi, j
)

(2)

Table 2. Effect of NER on Similarity Score

Sentence without NER [Sentence with NER] Cosine similarity

Without NER With NER

During 2020, the Company released an updated iPad Pro
[During date, the Company released an updated product.]

0.4285 0.8215

During 2020, the Company released AirPods Pro®
[During date, the Company released product.]

0.4181 0.7210

(…) released Apple Watch Series 6 and a new Apple (…)
[released product and a new product]

0.3510 0.8080

We assigned company i to belong to category x in year j if its maximum similarity
mx
i, j with category x equaled or exceeded a certain threshold.

cxi, j

{

1 if mx
i, j ≥ threshold

0 if mx
i, j < threshold

(3)

Determining an appropriate threshold in Eq. (3) was an important part of ourmethod-
ology. To identify what threshold value would yield the best classification performance,
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we manually coded a randomly chosen subsample of twenty 10-K documents (3,742
sentences) in our sample into the eight categories of interest (see Fig. 2 for our sample
manual coding). We used these manual codes as benchmark to assess the performance
of our automated coding at different cosine similarity thresholds from 0.0 to 1.0, with
intervals of 0.1. Confusionmatrices for each threshold level were used to compute recall,
precision, and F1-score as metrics of our classification performance. These performance
metrics for exploration and exploitation are shown in Fig. 3. These plots suggested an
optimum similarity threshold of 0.50 for best automated classification performance.

Fig. 2. Manual coding of text segments of 10-K Report
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Fig. 3. Exploration (top) and exploitation (bottom) performance by cosine similarity threshold

Lastly, we classified company i as “explorative” in year j, if it belonged to at least
one of the four categories: (1) introduce new generation of products, (2) extend product
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range, (3) open up new markets, or (4) enter new technology fields, and “exploitative”
if it belongs to at least one of the categories: (5) improve existing product quality, (6)
improve production flexibility, (7) reduce production cost, or (8) improve yield or reduce
material consumption. This classification can be used for inductive theory building or
deductive theory testing.

explorationi,j = argmax(c1i, j, c2i, j, c3i, j, c4i, j) (4)

exploitationi,j = argmax(c5i, j, c6i, j, c7i, j, c8i, j) (5)

Table 3. Classification comparison and performance

Company Year Exploration Exploitation

Manual Automated Manual Automated

Teradata 2018 1 1 1 1

Currency works 2018 1 1 0 0

Soligenix Inc. 2018 1 0 1 1

Beazer homes USA 2020 1 1 1 1

Cedar fair 2020 0 0 0 1

Citrix systems 2020 1 1 1 1

Defense technologies 2019 1 0 0 0

Concierge technologies 2017 0 0 0 0

Moneygram international 2016 0 1 1 1

Pc Tel 2018 1 1 0 0

Strattec security 2018 1 1 1 1

Zynga 2017 1 1 1 1

Union Pacific 2020 0 0 0 1

Telos 2019 0 1 1 1

Pattern wwnergy group 2017 1 0 1 1

Applied energetics 2020 1 0 0 0

Astec industries 2016 1 1 1 1

American superconductor 2016 1 1 1 1

Houston American energy 2019 0 1 0 1

Superior Drilling products 2017 1 1 1 1

Overall recall 0.714 1.000

Overall precision 0.769 0.800

Overall F1-score 0.741 0.889
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4.3 Design Evaluation

Using the cosine similarity threshold of 0.50, our manual and automated exploration and
exploitation coding for our subsample of 20 companies, along with the overall recall,
precision, and F1-score, are shown in Table 3. Overall F1-score for exploration was 0.74,
and that for exploitation was 0.89 using our designed artifact.

A closer examination of classification performance by category reveals substantial
variations in performance across categories. Among exploration measures, Category C1
(introduce new generation of products) had the highest F1-score of 0.74, while Category
4 (enter new technology fields) had the lowest F1-score of 0.33. Exploitation categories
showed slightly better results, with F1-scores ranging between 0.957 for Category 5
(improve existing product quality) and 0.43 for Category 8 (improve yield or reduce
material consumption). Terms like “yield” and “material consumption” did not appear
to be referenced in most corporate 10-K reports.

Table 4. Performance measures by ontology category

Categories Precision Recall F1-score

C1
C2
C3
C4

63.64%
71.43%
33.33%
28.57%

87.50%
45.45%
80.00%
40.00%

73.68%
55.56%
47.06%
33.33%

C5
C6
C7
C8

91.67%
33.33%
85.71%
27.27%

100.00%
75.00%
75.00%
100.00%

95.65%
46.15%
80.00%
42.86%

Note: C1 = introduce new generation of
products; C2 = extend product range; C3
= open up new markets; C4 = enter new
technology fields; C5 = improve existing
product quality; C6 = improve production
flexibility; C7 = reduce production cost;
and C8 = improve yield or reduce material
consumption

Given these variations, it may be prudent to use a different threshold to separately
classify each of the eight categories, and then aggregate those binary classifications into
ordinal measures of exploration and exploitation, rather than classify at the aggregate
level of exploration and exploitation for each company. Given conference submission
deadlines, we were unable to complete this analysis, but plan to present it at the confer-
ence, if accepted. We also plan to expand our manual analysis from 20 to 40 companies
and employ two coders to assure intersubjectivity in our manual coding.
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5 Implications and Conclusions

The goal of this study was to create an artifact that could be used to automatically
code text documents for theoretical constructs with predefined operationalizations. We
described the process of creating such an artifact for coding corporate 10-K filings for
two types of organizational innovation: exploration and exploitation. We evaluated our
artifact using a subsample of 20 manually coded organizations.

Our study proposed an unique method, employing pretrained sentence transformers
for automatic coding of text documents into theoretical constructs. We view this as an
important methodological contribution as it extends the labor-intensive manual coding
process to large text corpora. Unlike prior word count based automated approaches like
LIWC, our approach is based on sentences that captures semantic meaning and context
better thanwords can, and is not sensitive to improper specification of bags ofwords. This
is a very promising technique, given our large and growing corpora of user-generated
text content such as SEC filings, online reviews, social media posts, and so forth.

Our proposedmethod (artifact) leverages known operationalizations of research con-
structs (e.g., exploration and exploitation) an as ontology to look for sentences in text
corpora that are semantically close to sentences in the ontology. This sentence-based
approach is also novel to academic research.

Of course, coding is just one step in the research process. The final goal of research
is to understand phenomena of interest. Qualitative codes generated from our method
can be linked to other constructs to support inductive theory building or may be used as
dummy variables in statistical models for deductive theory testing.

Though this paper was a proof-of-concept for our proposed artifact, it raised several
questions on its application to text coding that we want to explore next. For example, we
do not know the sensitivity of our approach is to the size of input text documents.We also
donot knowhowwell this approachworks ifwe increase the number of categories. Lastly,
though we found NER to significantly improve matching of text entences to ontology,
it may be argued that sentence transformers should ideally be able to match the word
product with names of products and that NERmay be unnecessary. Our current sentence
transformer models are not yet able to match product with product names; however as
we develop better pretrained models, NERmay become unnecessary.We plan to explore
these issues, with a bigger sample of manually and automatically coded 10-K documents
in our subsequent research.
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