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Preface

The term ‘Intelligence’ is defined as the ability to perceive or infer information, and to
retain it as knowledge to be applied towards adaptive behaviours within an environ-
ment or context. It can be the capacity for logic, understanding, self-awareness,
learning, emotional knowledge, reasoning, planning, creativity, critical thinking, and
problem-solving. ‘Informatics,’ on the other hand, is the study of the structure,
behavior, and interactions of natural and engineered computational systems.It studies
the representation, processing, and communication of information in natural and
engineered systems. Applying both intelligence and informatics can be used to solve
the most complex problems in science, engineering, real-life manufacturing, defence,
management, government, and industrial domains.

The 2021 International Conference on Applied Intelligence and Informatics
(AII 2021) brought together researchers and practitioners from diverse domains to
share cutting-edge research results obtained through the application of intelligence
and/or informatics to solve problems that it otherwise would not have been possible
to solve. AII 2021 also fostered the exchange and dissemination of innovative
and methodologies and the practical development of technologies with real-life
applications.

The concept of the AII conference series was conceived last year when the whole
world was combating the first wave of COVID-19. During that extremely challenging
time, everyone, especially scientists and researchers from all disciplines, wanted to
contribute in their own ways to this war against COVID-19. When cities and countries
were going into lockdown, and universities and research labs were evacuated to stop
the aggressive spread of the disease, computational scientists and researchers con-
tributed significantly through developing different methods to detect and diagnose the
disease, building models to help stop its spread, and facilitating the development of
vaccines. However, most of these methods which were developed and published to
fight the pandemic remained proprietary and had limited access for others to reproduce
the results. Realising this, a set of committed academics felt the need for a dedicated
avenue to discuss the reproducibility of research results through sharing the methods
and the datasets. The AII conference series was born with a keen focus on the appli-
cations of Artificial Intelligence and Informatics, not only in the field of healthcare but
also in all walks of life.

This first edition of AII was supposed to be held in Nottingham, UK; however, this
was not possible due to the extenuating circumstances caused by COVID-19. This led
to the organisation of the event in a fully virtual mode, with the hope that future
editions will be held physically. The AII 2021 online conference was supported by the
Applied Intelligence and Informatics (AII) Laboratory, the Web Intelligence Consor-
tium (WIC), Nottingham Trent University, the IEEE Computational Intelligence
Society UK and Ireland Chapter, and the International Academic Communication
Center (IRNet).



The theme of AII 2021 was “Fostering the Reproducibility of Scientific Results.”
The goal was to see how best we can promote open methodological contributions to
reproduce the scientific results presented in the literature. The papers presented at AII
2021 addressed broad perspectives on applied research to facilitate the reproduction of
results. These papers provide a good sample of state-of-the-art research advances on
applications of artificial intelligence and informatics in diverse fields and disciplines.
The selected papers cover five major tracks: (1) Application of AI in Disease Detection,
(2) Application of AI in Healthcare, (3) Application of AI in Pattern Recognition,
(4) Application of AI in Network, Security, and Analytics, and (5) Emerging Appli-
cations of AI and Informatics.

This first edition of the AII conference attracted 107 submissions from authors in 16
countries across all five AII 2021 tracks. The submitted papers underwent a single blind
review process, soliciting opinion from at least three experts: a minimum of two
independent reviewers and the handling chair. After the rigorous review process,
reports from the reviewers and the track chairs on the respective papers were consid-
ered and, finally, 30 full papers from authors in 12 countries were accepted for pre-
sentation at the conference. Therefore, this volume of the conference proceedings
contains those 30 papers which were presented virtually at AII 2021. Despite the
COVID-19 pandemic situation, it was an amazing response from the community during
this challenging time.

We would like to express our gratitude to all AII 2021 conference committee
members for their instrumental and unwavering support. AII 2021 had a very exciting
program which would not have been possible without the generous dedication of the
Program Committee members in reviewing the conference papers. AII 2021 could not
have taken place without great team effort and generous support from our sponsors.

We would especially like to express our sincere appreciation to our kind sponsors,
including Springer Nature and the Springer CCIS team. Our gratitude goes to the AII
Lab for sponsoring 25 author registrations, which were selected based on the quality
of the submitted papers and their need for financial support.

We are grateful to Ronan Nugent, Amin Mobasheri, Alla Freund, Samuel Raj,
Selma Somogy, Guido Zosimo-Landolfo, and the complete Springer CCIS team for
their continuous support in coordinating the publication of this volume.

Last but not least, we thank all our contributors and volunteers for their support
during this challenging time to make AII 2021 a success.

July 2021 Mufti Mahmud
M. Shamim Kaiser

Nikola Kasabov
Khan Iftekharuddin

Ning Zhong
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Inference and Learning Methodology
of Belief Rule Based Expert System

to Assess Chikungunya

Zinnia Sultana1 , Lutfun Nahar1 , Nanziba Basnin1 ,
and Mohammad Shahadat Hossain2(B)

1 International Islamic University Chittagong, Chattogram, Bangladesh
2 University of Chittagong, Chittagong, Bangladesh

hossain ms@cu.ac.bd

Abstract. Chikungunya virus (CHIKV) causes Chikungunya disease in
human, transmitted by the Aedes species of mosquito. To this date, no
vaccines are available to cure this disease as a result doctors rely on
symptomatic treatment. This treatment is significantly based on record-
ing the observation of signs and symptoms related to CHIKV in patients
before prescribing medication. However, this disease can be misdiagnosed
as its signs are similar to diseases like dengue or zika. This, in turn, gives
rise to an uncertain diagnosis of Chikungunya. In addition, it is neces-
sary to develop a system that will not only ensure the accurate assess-
ment of Chikungunya but diagnose it within its early stages of infection.
Since expert systems are adequate for handling uncertain data as well
as generating more precise and accurate inferences, it is applied to this
research. A Belief Rule Base Expert System (BRBES) is proposed in
this research for performing the assessment of Chikungunya in its early
stages of infection in patients. BRBES is reckoned to obliterate human
labor and is computationally faster and less expensive in implementa-
tion and inferencing the assessment of CHIKV. This research is carried
out using real-world data and inference of Chikungunya has been made
by using Receiver Operating Characteristics Curves (ROC). In order
to increase the accuracy of assessment, an optimal learning model of
BRBES is developed with respect to various combinations of sets of train-
ing perimeters. In order to prove trained BRBES is an optimal learning
model, it’s performance is differentiated with the initial BRBES. Further,
this trained BRBES is also compared with a deep learning model such
as Convolutional Neural networks (CNN) and machine learning mod-
els such as Support Vector Machine (SVM), Random Forest (RF) and
Artificial Neural Network (ANN).

Keywords: Chikungunya · Belief Rule Base · Optimizations ·
Convolutional neural network · Random Forest
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4 Z. Sultana et al.

1 Introduction

A most emergent vector-borne disease known as Chikungunya, caused from
chikungunya virus (CHIKV) [3], which is a mosquito-borne alphavirus a member
of ‘Togaviridae’ family. Chikungunya was first identified through an outbreak of
dengue-like disease between 1952 to 1953 in Tanzania [11]. This disease spreads
when the mosquito feeds upon a viremic person (infected person), the virus then
replicates in the mosquito before it can be transmitted. The infected mosquito
then disseminates the virus to the next person it feeds. CHIKV, a mosquito-
borne virus transmits to a new host faster in comparison to other virus-caused
diseases. The vectors involved in the transmission of chikungunya are Aedes
aegypti and Aedes albopictus. These vectors are also responsible for infecting
people with dengue and the zika virus. Fever, joint pain and other symptoms
such as heachache, muscle pain, joint swelling and rashes are characteristic man-
ifestation of chikunguniya disease. These signs and symptoms may last for a few
days, weeks, months, or even years, corresponding to chronic disease. Due to this
uncertainty of diagnosis, CHIKV remains unrecognized. Common symptoms of
Chikungunya are also found in dengue and zika illness, hence, it is often misdiag-
nosed. Moreover, no vaccine is available for immunization against Chikungunya.
So treatment solely depends on observation of signs and symptoms [15]. Since
signs and symptoms appear to be unreliable in the diagnosis of CHIKV, the
development of a system that will address this uncertainty is necessary. For this
purpose, an expert system capable of handling the uncertain nature of the signs
and symptoms occurring in patients with Chikungunya needs to be developed. In
addition, uncertain signs and symptoms arise as it is difficult to observe due to
various factors such as miscommunication between patient and doctor, incom-
petence of patient to express his or her current state of health or inadequate
probing by a physician, and so on resulting in uncertainty in diagnosis. Now
if this deduction is used to build a rule-based system it will correspond to an
ineffective and unreliable decision-making process. Hence, to address such uncer-
tainty in clinical data BRBES is proposed to carry out this research. Moreover,
BRBES is capable of dealing with any ‘what if’ scenarios, facilitating accurate
decision-making of CHIKV in infected people. This BRBES should be devel-
oped to attain an optimal learning model which would minimize the error lying
between the observed and expected level of Chikungunya.

The current section demonstrates the problem of this research. A compre-
hensive outline of other reviews is discussed in Sect. 2. Section 3 narrates the
methodology. The experimental outcome are evaluated in Sect. 4. Section 5 con-
cludes this research.

2 Literature Review

An expert system in [1] which is a knowledge base is developed for the diagnosis
of Chikungunya to analyze the symptoms reported in patients. This system uses
an input-output matrix generated from the questionnaire of patients. However,
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uncertainty factors were avoided as a result the output matrix corresponds to
an unreliable deduction.

In [16] a fuzzy-based expert system is proposed which constitutes five lay-
ers that depict knowledge with uncertainty. Nonetheless, fuzzy-based systems
depend on assumptions that are not often accepted in many cases.

A survey to evaluate different deep learning techniques on biological data
from different domains is carried out in [17]. The research is aimed at inspecting
the consequences of different deep learning architectures when applied to various
patterns of complex biological datan [23]. However, implementing such models
is tricky because of the troubleshooting errors which appear in the code. Also, it
is impossible to predict the consequence of a deep learning model on a dataset
prior to development. As data processing inside the model is neither transparent
nor explainable.

Another survey in [18] gauges the impact of Deep Learning (DL), Reinforce-
ment Learning (RL), and deep RL while mining features in different types of
biological datasets. It was discovered that DL and RL consume immense com-
puting power along with storage capacities. So these methods are not a good
choice to be applied in a dataset of moderate size. It was also noticed, DL is
not free from the problem of misclassification. Now when it comes to RL, it
requires a large dataset to produce ab accurate result. For deep RL the process
is complex and unstable, especially when working with nonlinear functions such
as a neural network to demonstrate a specific action value.

A mobile application is developed [14] to assist industries to identify proba-
ble COVID-19 infected suspects among their staff for providing early treatment.
Fuzzy Neural Network based on the industry employee database is embedded
in the application. The application utilizes Bluetooth sensors, K Nearest Neigh-
bor, and K-means modules to enable the application to tracks, trace, and noti-
fies Covid-19 infection risk when the user is in contact with other employees.
In addition, to evaluate the current health state of COVID-19 patient logistic
regression, the Bayesian Decision Tree model is used. Since the app is based
on industry health data, the credibility of such data cannot be guaranteed to
address all uncertainties. Moreover, the use of geo-location by the app raises
concerns about the privacy of individuals.

Here, air pollution is evaluated using a BRB-DL model in [13]. Two datasets
obtained from sensors are used to train the model. However, BRB-DL was not
trained against diverse datasets such as biological data which are complex and
uncertain.

Different types of optimization models, namely single and multiple-objective
non-linear problem-solving model is proposed in [27] for locally training the
BRB. To train the initial BRB systems, optimization models are developed where
attribute weight, rule weight, and belief degrees are utilized for learning param-
eters. This combination has been formulated using the nonlinear objective func-
tion to reduce the gap between the initial system and the BRB that has been
implemented. However, not much error gap was reduced because the method
used fewer learning parameters and did not perform any type of fine-tuning.
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Another research in [20] is carried out to investigate different deep learning
algorithms used in different domains to achieve success in accomplishing spe-
cific tasks. Deep Belief Networks (DBN) are also explored by pre-training them.
Here, a layer after layer approach for learning significant weights is undertaken,
with the top two hidden layers. Although DBN is able to gauge the difference
between erroneous and real data, the hidden layers correspond to implicit train-
ing parameters which are not explainable. Furthermore, apart from high com-
putational cost, the model resorts to ineffectiveness since the auto encoders are
present in the first layer. This means any error from uncertain data will affect
the rest of the layers. Thus, requiring reconstruction of the model [25].

Furthermore, BRBES [2,4–8,10,12,19,21–23] works efficiently in dealing with
uncertain clinical data. Thus, it is adhered as the main module to carry out the
detection of CHIKV in patients.

3 Methodology

This section demonstrates the methodology used in developing an expert system
which will enable the handling of uncertainty to assess Chikungunya. It provides
a description of various components and tools, deployed to build a expert sys-
tem. For the development of this BREBS based expert system [10], HTML,
JavaScript, and PHP have been used. The training module which forms a core
part of this system has been introduced and implemented in MATLAB. In order
to decrease the error between the experimental and estimated results, an optimal
learning model is built. Three distinctive combinations of training parameter sets
have been considered while developing this optimal learning model. To construct
the optimization model, an objective function is utilized to set the constraints
required for the training parameters. Three training parameters namely, rule
weights, belief degrees, and attribute weights are applied. This research work
presents the design, development, and application of a BRBES which may assist
the physicians to provide early treatment and accurately identify the CHIKV.

3.1 BRB Expert System Methodology

An inference mechanism is employed to construct a Belief Rule Base system.
There are several steps in inference procedures that are describing below:

3.1.1 Input Transformation
Input transformations administers input values on top of attributes of referential
values. For example, Chikungunya assessment belief rule Rk: IF Fever is Medium
AND Joint Pain is High AND Muscle Pain is High, AND Headache is Medium
AND Joint Swelling is Medium THEN Chikungunya (High, 0.8), (Medium, 0.2),
(Low, 0.0). Where “High” = 80%, “Medium” = 20%, “Low” = 0%. Since the
summation of the belief degree is (0.80 + 0.20 + 0.00) = 1.00, this demonstrates
the completion of Belief Rule.
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3.1.2 Activation Weights Calculated
The activation weight is calculated for individual rules in the BRB using the
following formula:

αki
=

Tk∏

i=1

(αi
k)δki

Where αk = joint matching degree, Tk = antecedent attributes of k-th rule [10].
Once the k-th rule becomes active, its weight of activation, is calculated by using
the formula below.

ωk =
θkαk∑L
j=1 θjαj

=
θk

∏Tk

i−1(α
k
i )δ′

ki

∑L
j=1 θj [

∏Tk

i−1(α
j
i )

δ′
ji ]

, δ′
ki =

δki

maxi=1,...,Tk
δki

3.1.3 Belief Degree Update
For the missing or ignored input data in antecedent, the belief degree related to
every rule base should be updated using the following formula

βik = β̄ik

∑Tk

t=1(τ(t, k)
∑J

j=1 tαtj
∑Tk

t=1 τ(t, k)

(t, k) = {1 if Pik is used in defining Rk(t = 1, ..., Tk) 0, otherwise}
Here, βik = updated belief degree, while β̄ik = initial belief degree. αtj = denotes
the degree where the value of input is a part of an attribute belief degree inclusive
of possible consequences in the activated rules, updated in the rule base.

3.1.4 Rule Aggregation
Here all rules are arrogated. Using the analytical ER [26] algorithm, the final
belief degree βj is calculated using the following expression.

βj =
μ[

∏L
k−1(ωkβjk + 1 − ωk

∑N
k−1) −

∏L
k=1(1 − ωk

∑N
j−1 βjk)

1 − μx[
∏L

k−1 1 − ωk]

μ = [
N∑

j−1

L∏

k−1

(ωkβjk + 1 − ωk

N∑

j−1

βjk) − (N − 1)
L∏

k−1

(1 − ωk

N∑

j−1

βjk]−1

βj is the belief degree, linked to one of the consequent values. These values are
calculated in an analytical format of the ER algorithm. ωk is the activation
weight.

3.1.5 Optimal Learning Model
To determine the optimal value of rule weights, attribute weights; and Conse-
quent belief degrees in a BRB system optimal learning module is introduced. To
minimize the error gap between the experiential and estimated these learning
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parameters can be learned from domain experts. These parameters may also be
produced randomly. But these may not be exact in 100%. To get the accuracy
we have to create trained BRB and for this here use historical data [9]. Figure 1
illustrates the optimization model framework.

Fig. 1. Optimization model

FMINCON function is used for optimization in Matlab to solve the single-
objective model. Construction of optimal learning model has the following steps:
1. Construction of an objective function namely “ObjBetaOneAll.m” 2. Con-
straints have to set for the training parameters. 3. For finding optimal parameter
set training module to have to be developed (Fig. 2).

Fig. 2. Flowchart of BRB learning module

3.1.6 BRBES Architecture
The organization of the system component can be defined as system architecture.
The system architecture consists of an input and a BRB module to develop
a BRBES, and a training module as shown in Fig. 3. Data is collected from
different sources based on signs and symptoms of Chikungunya to provide to
the input module and process in the BRB main module to predict the risk of
Chikungunya. The training module receives training data and initial values from
the input module. The trained learning parameters generated from the training
module are stored as data in the Knowledge Base. Afterwards, the learning
parameters are used to generate the rule base. Then the optimal value for the
training parameters is attained by setting parameters to resort to original value.
MATLAB is used for high performance to integrate calculation, conception and
programming.



BRB System to Assess Chikungunya 9

Fig. 3. BRBES architecture

4 Experimental Result

In order to perform validation on the result generated by the BRBES, the data is
collected from numerous hospitals of Dhaka and Chittagong in Bangladesh. 250
patients are interviewed, with questions regarding their signs and symptoms of
CHIKV. Then a databse is formed from the answers recorded of patients. Table 1
represents samples of the collected data, where in column 1, for the patient Rubi
Akter whose age is 35 years and occupation is a Housewife suffers from symptoms
like high fever, high joint pain, medium headache, medium muscle pain and high
joint swelling. On the basis of these symptoms, according to Table 1 the BRBES
system outputs a 75.443% chance of CHIKV which is seen to closely match to
the opinion of the Physician/Expert who states a risk of 75% of the patient.

Table 1. Collected data from patients

Patient Signs and Symptoms Result

ID Name Age Fever Joint pain Headache Muscle pain Joint swelling BRBES output Expert opinion

1 Ruby Akter 35 High High Medium Medium High 75.4430% 75%

2 Shamsul Islam 52 High High High High High 84.7135% 85%

3 FazlaAzim 68 Low Low Low Low Low 27.8756% 29%

4 Nilufar Begum 42 High High High High High 71.8900% 73%

5 .Zobaer Hasan 48 High High Medium High High 59.2996% 53%

Three distinct sets, namely R1, R2 and R3 of training parameters are devel-
oped to train the BRB module [24]. Where, R1 are trained with rule weights,
antecedent attribute weights, consequent belief degrees. R2 are trained alongside
rule weights and antecedent attribute weights. R3 are trained with antecedent
attributes weights and consequent belief degrees.

Optimal learning procedures are applied to obtain optimal values for the
three learning parameters in R1. So, for training procedures, data from 200
patients are taken into account. The aim here is to transform the initial BRB
into a trained BRB, so that the accuracy of the model is increased along with
the correctness in prediction of CHIKV infection in patients. For instance,
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when R1 set of training parameters are applied, the total number of learn-
ing parameters with their optimal learning procedure, appears to consist of
((243 + 243 + (243) * 3) = 1215 (Table 2).

Table 2. Training with rule weights, antecedent attribute weights and consequent
belief degrees

Sl. no Rule weight Attribute weight Belief degree High Medium Low

0 0.056 1 0.4667 1 0 0

1 0.3 1 0.0667 0.95 0.05 0

2 0.3443 1 0.7333 0.9 0.07 0.03

3 0.456 1 0.8667 0.85 0.15 0

4 0.0567 1 0 0.7 0.3 0

5 0.3967 1 0.3333 0.7 0.1 0.2

6 0.5 1 0 0.9 0.08 0.02

... ... ... ... ... ... ...

243 0.75 1 0.214 0.2 0.3 0.5

Table 3. Training with rule weights and antecedent attribute weights

Sl. no Rule weight Antecedent attribute weight High Medium Low

0 0.056 0.4667 1 0 0

1 0.3 0.0667 0.95 0.05 0

2 0.3443 0.7333 0.9 0.07 0.03

3 0.456 0.8667 0.85 0.15 0

4 0.0567 0 0.7 0.3 0

5 0.3967 0.3333 0.7 0.1 0.2

6 0.5 0 0.9 0.08 0.02

... ... ... ... ... ...

243 0.75 0.214 0.2 0.3 0.5

Similarly, the learning parameter sets of R2, which consists of rule weight and
antecedent attribute weight is optimized by applying optimal learning procedure.
The same number of training data found in R1 is used in R2. The optimal values
obtained from both rule weight and antecedent attribute weight for each of the
243 rules are illustrated in Table 3. The rule weight and antecedent attribute
weight of rule “1” which are 1 and 1 is converted to 0.056 and 0.4667 after
training. So that the total number of learning parameters in R2, consists of
243 + 243 = 486. Likewise, the training parameter sets of R3 comprising of rule
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weight and belief degrees. Table 4 illustrates the optimal values for the learning
parameters of R3. In Table 4 the value of antecedent attribute weight and belief
degree of rule 1 are changed to 0.578 and 0.466 respectively. The total number of
learning parameters considered in case of R3 consist of (243 + (243 * 3)) = 972.

Table 4. Training with antecedent attribute weights and consequent belief degrees

Sl. no Antecedent
attribute
weight

Consequent
belief degree

High Medium Low

0 1 0.4667 1 0 0

1 1 0.0667 0.95 0.05 0

2 1 0.7333 0.9 0.07 0.03

3 1 0.8667 0.85 0.15 0

4 1 0 0.7 0.3 0

5 1 0.3333 0.7 0.1 0.2

6 1 0 0.9 0.08 0.02

... ... ... ... ... ...

243 1 0.214 0.2 0.3 0.5

Fig. 4. Reliability comparison among R1, R2 and R3

4.1 Reliability of Trained BRBES

The ROC curves for each of the training parameters (R1, R2, and R3) are
developed from the data of 100 patients (Fig. 4) as well considering initial BRB
and Trained BRBES as illustrated in Table 5. The Area under the curve (AUC)
against R1, R2, R3 training parameter sets as well as BRBES which uses initial
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BRB is also demonstrated in Table 5. It is observed in the table that the value of
AUC (0.837) for R1 training parameter sets is 1275, as it uses more number of
learning parameter sets. The AUC value for R3 training parameter is the second
largest (0.808) because it uses less number of umber learning parameters (972).
In addition, the AUC for the R2 parameter sets (0.785) uses the least number of
learning parameters. Thus, it can be deduced that number of learning parameters
increases the accuracy. Moreover, the BRBES which uses initial BRB obtained
less AUC value than trained BRBES. This is because the initial BRBES based
on the survey is not much reliable. Thus the BRBES should persist to learn and
train in order to generate more accurate prediction.

Table 5. Parameters R1, R2 and R3 for trained BRB

R. no (1) (2) (3) (4) (5) (6) Training
parameter R1
result (%) (7)

Training
parameter R2
result (%) (8)

Training
parameter R3
result (%) (9)

Benchmark
(10)

1 97 96 93 80 92 78.98 92.27 80.57 1

2 90 25 36 55 97 90.27 48.35 88.75 1

3 55 86 65 75 95.5 67.57 84.63 69.64 1

4 49 68 83 76 95 72.34 49.05 62.79 1

5 18 60 87 12 69 40.87 36.28 21.4 0

4.2 ROC for Trained BRB

The data of 250 patients have been obtained from various hospitals located in
Dhaka and Chittagong. In the beginning, an interview was carried out where the
patients questioned about their signs and symptoms of Chikungunya (Table 6).

Table 6. Reliability comparison among R1, R2 and R3

Test result Area Asymptotic 95% confidence interval

Lower bound Upper bound

R1 0.837 0.760 0.914

R2 0.808 0.724 0.893

R3 0.785 0.694 0.875

4.3 Comparison of Accuracy of Trained and Non-trained BRBES
Using Test Data

250 data is divided into a split ratio of 8:2 for training and testing, so that 200
and 50 data are allocated for training and testing the method. Data for testing
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is applied to the initial BRBES as well as trained BERES, in order to enable
comparison of accuracy. Figure 5 compares the original obsered output with that
of the obtained from the initial BRBES, where it is noticed that the original data
is significantly greater than that of the output of the initial BRBES. Figure 6
illustrates the real output data with the output obtained for trained BRBES,
where the original output data is seen to lie closer to the output data of BRBES.
Thus, from the two figures, it is deduced that the accuracy of trained BRBES
is greater than that of the non-trained BRBES. For instance, the real output
data of a patient can be deduced from the trained BRBES, to be under a 95%
risk of Chikungunya. In contrast, from the initial BRBES for the same patient,
is shown to have 90% chance of Chikungunya. Therefore, it can argued that
better results are obtained from the trained BRBES compared to that of the
non-trained BRBES.

Fig. 5. Comparison among real sys-
tem observed output and BRB (Before
training)

Fig. 6. Comparison among real system
observed output of the and BRB (After
training)

4.4 Comparison among Deep learning and other Machine Learning
Algorithm with BRBES

CNN, SVM, and RF are applied to compare the performance of BRBES. Each
layer of CNN has two parameters, weights, and biases but BRBES uses three
learning parameters namely, belief degree update, attribute weight and rule
weight. BRBES produces better results than that seen in CNN. SVM is used
to find optimal separating hyperplane that outputs the highest value for the
training data. Without distributing input data this algorithm uses input data
directly for prediction. As a result, SVM is unable to handle any kind of uncer-
tainty. On the other hand, the use of RF resulted in an overfit model. This is
because a large number of trees from the aftermath of uncertain data hindered
the performance of RF.

Table 7 demonstrates the AUC’s of Trained BRBES is 0.891, Non-trained
BRBES is 0.878, CNN is 0.820, SVM is 0.810, and Random Forest is 0.744.
By considering 95% CI, The lower limits and upper limits of AUC, where the
CI occurs to be 95% for Trained and Non-Trained BRBES are 0.825-0.950 and
0.770-0.921 where CNN is 0.728-0.887, SVM is 0.716-0.878 and for Random
Forest the value is 0.630-0.758.
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Table 7. Comparison of AUC of distinctive learning techniques

Results Trained Non-trained CNN SVM Random Forest

AUC 0.891 0.878 0.820 0.810 0.744

CI 0.825–0.950 0.770–0.921 0.728–0.887 0.716–0.878 0.630–0.758

4.5 ROC for Trained BRB

Figure 7 represents the ROC curves for Non-Trained BRBES, Trained BRBES,
ANN, SVM, and Random Forest. Hence, from ROC it is observed that Trained
BRBES gives more accurate output than ANN, SVM, and Random Forest. Not
only that, but it also performs better than Non-trained BRBES.

Fig. 7. Reliability comparison among BRBES, and other ML algorithms

5 Conclusion and Future Work

Chikungunya is still a concern worldwide, because of no vaccine. It is often
misclassified as the signs and symptoms of Chikungunya are similar to other
mosquito-borne diseases. The BRBES system proposed in this research will assist
countries like Bangladesh where doctor to patient ratio is abysmally low. The
goal of this particular research was to deduce a reliable system to accurately
diagnose Chikungunya disease from uncertain clinical data in order to provide
early treatment. This research work demonstrates the design, development, and
application of a BRBES to assist patients alongside physicians to early detect
CHIKV so that patients can attain accurate treatment. Moreover, the research
outputs a trained BRBES which is able to handle various uncertainties associ-
ated with this disease. Also, it was observed that the optimal learning model
minimizes the error between the observed and expected level of Chikungunya.
The trained BRBES was also compared with initial BRBES and other deep
learning and machine learning algorithms. Where the trained BRBES provided
more accurate results compared to other methods.
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In the future, this research aims to build larger real-time data gathered from
wider geographical zones as well as increased referential value. An increased ref-
erential value will also ensure greater system validation and better performance
of the system. Furthermore, to add a new dimension, other methods such as
Transfer Learning will be introduced.
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Abstract. Glaucoma detection is an important research area in intelli-
gent system and it plays an important role to medical field. Glaucoma
can give rise to an irreversible blindness due to lack of proper diagnosis.
Doctors need to perform many tests to diagnosis this threatening dis-
ease. It requires a lot of time and expense. Sometime affected people may
not have any vision loss, at the early stage of glaucoma. For detecting
glaucoma, we have built a model to lessen the time and cost. Our work
introduces a CNN based Inception V3 model. We used total 6072 images.
Among this image 2336 were glaucomatous and 3736 were normal fun-
dus image. For training our model we took 5460 images and for testing
we took 612 images. After that we obtained an accuracy of 0.8529 and
a value of 0.9387 for AUC. For comparison, we used DenseNet121 and
ResNet50 algorithm and got an accuracy of 0.8153 and 0.7761 respec-
tively.

Keywords: Glaucoma detection · CNN · Inception V3

1 Introduction

Glaucoma is a complicated disease that damages optical nerve and causes irre-
versible blindness due to lack of proper diagnosis. This “sneak thief of sight” can
affect anyone at any age. Even newborn babies can be affected. According to
doctors, it grows in such a manner that patient does not experience any compli-
cation. By 2040, the number of glaucoma affected people likely to increase 111.8
million [2]. Glaucoma causes vision loss and blindness due to damage of optic
nerve. Our optic nerve provides visual sensation to our brain from both eyes. We
know, eyes continuously make aqueous humor and it fills the front part of eyes. If
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the drainage channels of aqueous humor are blocked, the IOP (Intraocular pres-
sure) increases and optic nerve may become permanently damaged. There are
five major types of glaucoma: Open angle glaucoma, Angle Closure Glaucoma,
Congenital Glaucoma, Normal Tension Glaucoma and Secondary Glaucoma. For
glaucoma diagnosis, ophthalmologist need to perform a comprehensive exami-
nation of eye, including Tonometry, Gonioscopy, Ophthalmoscopy, Nerve fiber
analysis and Perimetry. These diagnosis procedures are expensive and also time
consuming. So, to cope with this great ocular problem, a CNN architecture will
be approached for glaucoma detection.

Glaucoma is one of the most dangerous causes of blindness. Sometimes
patient have no symptoms and the vision may remain 6/6 till late stage. Actu-
ally, there are no specific symptoms during early stage. Some patient may never
have increased Intra-ocular pressure. Besides some patient with high Intra-ocular
pressure may not diagnose glaucoma, which is called ocular hyper tension. Early
detection of glaucoma associated with immediate treatment that has been shown
to prevent major problems.

Vision loss caused by glaucoma is not reversible with treatment, even surgery
cannot help to recover it. In USA, after cardiac attack and cancer, blindness is the
third formidable health complication. Only the better awareness could prevent
permanent visual disability. In this era of artificial intelligence, automated health
care system has the capability to identify diseases within a short period. In order
to serve the medical community, deep learning algorithm will help to detect
glaucoma. Work flow for diagnosis glaucoma will be faster than the regular one.
So affected people will get proper treatment during first stage of glaucoma.
However, glaucoma is preventable if it is diagnosed early and effective treatment
is provided. That is what motivated us to conduct this thesis.

2 Problem Statement

Eyes are important sensory organs that provides sight. Some parts of eyes
are: cornea, sclera, choroid, iris, pupil, lens, ciliary muscle, suspensory liga-
ment, conjunctiva, anterior chamber (between cornea and iris), posterior cham-
ber (between iris and lens), macula, vitreous humour, aqueous humour, hyaloid
canal, retina, optic nerve, optic disc, blood vessels, fovea.

Glaucoma is referred as an eye disease that damage optic nerve and cause
vision loss. Optica nerve carries information that we can see through eye to brain.
Optic nerve head is called optic disc, it connects retina and optic nerve. The
center of optic disc is called optic cup. When the optic cup enlarges and occupy
more area of optical disc then the cup to disc ratio (CDR) increases. When the
cup to disc ratio is greater than normal range, the patient’s eye is suspected as
glaucomatous eye. Doctors need to perform many tests such as: Ophthalmic Test,
Tonometry, Ophthalmoscopy, Perimetry, Pachymetry, Gonioscopy. After getting
results from different test, doctor have to decide whether it is a glaucomatous
eye or not. Careful evolution is important to detect glaucoma and there is a high
chance of not getting accurate result due to lack of skill. This work proposes an
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efficient method for detecting glaucoma which will lessen time and costs [25] at
the same time in order to facilitate ophthalmologists and optometrists.

⇒ An automated system for glaucoma diagnosis.
⇒ Applied augmentation technique for getting varied images.
⇒ Used large amount of image data.
⇒ Collected images from different available data sets.
⇒ Compared with other popular CNN methods.

3 Literature Review

O. J. Afolabi et al. [5] introduced a redesigned U-Net model named U-Net Lite
and XGB (extreme gradient boost) algorithm. From RIM ONE V3 and DRISTI-
GS the extreme gradient boost algorithm achieved an accuracy of 88.6 and an
AUC-ROC value of 93.6. Chaudhary P. K, and Pachori R. B. [10] has proposed
the order zero and order one 2D-FBSE-EWT (two dimensional Fourier-Bessel
series expansion based empirical wavelet transform) methods at quarter, half
and full frequency scales which are used for disintegrating fundus image into
consequential sub-images. Then from obtained sub-images, proposed method 1:
a conventional ML based method and proposed method 2: an ensemble ResNet50
based method, are studied for detection. In this paper [23], S Pathan et al. pro-
posed image processing methods are used to define an automated framework for
Computer Aided Diagnosis (CAD) of glaucoma. Here pre-processing algorithm
includes the identification and exclusion of blood vessels for effective OD and OC
segmentation. The use of a decision tree classifier and a circle finder approach
helped in robust OD segmentation. The proposed OC segmentation method aims
to enhance the OC region by creating a new channel due to reduced variabil-
ity between the pixels of OD and OC. The obtained threshold value for the
segmentation algorithms is not limited to a single dataset. Feature extraction
requires domain knowledge of glaucoma, such as the CDR and NRR area, as
well as statistical color and texture features. The classifiers used for classifica-
tion are SVM, ANN, and AdaBoost classifier ensemble with dynamic selection
methods for identifying fundus images whether it is affected or not. A ten-fold
cross validation is also performed for the ensemble of AdaBoost classifiers with
dynamic selection methods, SVM, and ANN. In this paper, Mufti Mahmud et al.
[20] stated that overnight advances in hardware based technologies during the
previous many years have opened up additional opportunities for life researchers
to assemble multimodal data in different applications, for example, omics, clin-
ical imaging, bioimaging and (cerebrum/body)- machine interfaces which have
created novel freedoms for advancement of devoted information escalated AI
strategies. Specifically, recent research in reinforcement learning, deep learning,
and their combination promise to advance the future of AI. Mufti Mahmud et
al.discussed about different CNN architectures [19] and also stated that diverse
biological data from various application domains is multi-modal, multidimen-
sional, and complex in nature. The author included that “Currently, a massive
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amount of such data is publicly available”. The availability of these data came
with a significant challenge in analyzing and recognizing patterns in them, which
necessitated the use of sophisticated machine learning [21] tools. In paper [28]
Saxena et al. proposed an architecture that differentiates between the patterns
for glaucoma and non-glaucoma using of the CNN. The total work was evaluated
within six layers. Authors used ROI extraction, dropout, data-augmentation for
preprocessing of data. For the experiments, authors used SCES and ORIGA
data set. They got .822 and .882 values for the ORIGA and SCES data set
respectively. In paper [22] Palakvangsa-Na-Ayudhya et al. proposed an auto-
mated system using Mask Regional - Convolutional Neural Network [32]. It
is an advancement of Faster R-CNN by joining a branch for predicting seg-
mented masks on each ROI along with the existing branch for classify an object
and bounding box regression. This automatic screening system calculates CDR.
They used four datasets: Drishti GS1 and RIMONE (r1, r2, r3). They used four
datasets individually and also in a combined manner. They got values for 50
epochs of Individual dataset: (RIM One r3 0.66, Drishti-GS1 0.73, RIM One r1
0.74, RIM One r2 0.78) and for 100 epochs (RIM One r3 0.68, Drishti-GS1 0.75,
RIM One r1 0.75, RIM One r2 0.85). With the computational time of 8 h, 4 h and
2 h they obtained 0.68(400 epoch), 0.71(200 epoch), 0.64(100 epoch) respectively
for combined dataset. Then they set up the epochs to 200 with the 10-fold cross
validation and achieved accuracy of 0.78. Pinos-Velez et al. [24] diagnosed glau-
coma by the using of ISNT rule. In a normal eye CDR ratio is below 0.3. ISNT
rule was used for measure the width of retinal rim. Juneja, M et al. proposed
[17] an approach based on deep learning [18] which is disc cup segmentation
glaucoma network (DC-GNet). This segmentation network extracts the CDR,
DDLS and ISNT feature from fundus images. The input images to the CNN
model were cropped to 512–512 pixels and resized to 256–256 pixels. This net-
work has 28 layers: pooling layers, drop out layers, 2D convolutional layers and
up sampling layers. An accuracy of 0.937 (Dristi dataset) and 0.996 (RIM One
dataset) were achieved from segmentation of disc. And from cup segmentation
technique they got an accuracy of 0.900 (Dristi dataset) and 0.978 (RIM One
dataset). Debasree Sarkar and Soumen Das [27] proposed a method which used
media filter for noise reduction. Thresholding is applied to extract to OD (optic
disc) and OC (optic cup). By using RIM-ONE data set they got an accuracy of
97.58. A. Serener and S. Serte proposed a system [29] detects early and advanced
glaucoma automatically. They applied ResNet50 and GoogLeNet algorithm and
got an accuracy of 79 and 83 respectively.

4 Method

According to Fig. 1, After collecting fundus images, divided into two set: training
and testing images. We have trained our model after applying augmentation
techniques. During the training time we took 600 images for validating our model
from training images. Then evaluated it using test images.
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Fig. 1. System architecture.

4.1 Data Collection

For this work, we have collected images from ACRIMA dataset [1], LAG dataset
[3] and Glaucoma Data set and combined them.

Table 1. Dataset details.

Training 5460 images 2036 glaucomatous fundus 3424 normal fundus

Test 612 images 300 glaucomatous fundus 312 normal fundus

Total 6072 images Total 2336 glaucomatous fundus Total 3736
normal fundus

4.2 Data Augmentation

Data augmentation is a process which helps to increase the diversity of data for
training a model without gathering new data. It acts as a regularizer. It enhance
the performance of the model [14]. It helps to avoid over-fitting problem. Neural
network treats augmented images as distinct images. The deep learning neural
network library of Keras provides the facility of data augmentation. We aug-
mented our data using ImageDataGenerator class. We applied rotation, width
shift, height shift, zooming, sheer, channel shift and horizontal shift. After apply-
ing the augmentation [30] technique more image data were generated. We used
data augmentation technique [12] only for our training dataset. And for evaluat-
ing our model we used original images rather than augmented images. Shifting
of an image means moving all pixels in one direction. Two types of shift can be
done width shift and height shift. Shifting helps us to change the position of an
object. Flipping of an image means reversing the columns or rows of pixels in
case of horizontal or vertical flip respectively. It is similar to rotating an object
left to right or up to down. Rotation is done by rotating an image clockwise or
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Fig. 2. Augmented Images

anticlockwise within 0 to 360◦. In zooming technique, images are either zooms in
or zooms out. Value less than 1 used to zoom in and greater than 1 zooms outs
an image and value equals to 1 does not have any effect. Shearing of an image
means shifting a specific part of the image like a parallelogram. In shear one axis
remains fixed. In channel shift, RGB channel values are shifted randomly.

Figure 2 shows an original fundus image and images after applying flipping,
shearing, rotating, shifting, zooming and channel shifting on the original image.
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4.3 Inception V3

Inception V3 [31] is a CNN pre trained model [9]. It is computationally more
efficient and focuses on using less computational power. It is a multi-level feature
extractor. Inception V3 model is a collection of symmetric and asymmetric build-
ing blocks. It includes convolution, max pooling, average pooling, dropouts, con-
cats and fully connected layers. By using Softmax, loss is computed. A schematic
diagram is given below: [16]. We have collected images according to Table 1, then
applied augmentation technique [7] according to Sect. 4.2 for getting varied fun-
dus images. We trained Inception V3 model using augmented training dataset.
Our model has total 312 layers: 1 input layer, 94 Cov2d layer, 94 batch normal-
ization layer, 94 activation layer, 11 mixed layer, 8 average pooling layer, 4 max
pooling layers, 2 concatenate layer, 3 global average pooling layer, 1 dense layer.
We evaluated our model using test fundus images. Finally, our model will able
to detect fundus images whether it is normal or glaucomatous.

Fig. 3. Schematic diagram of Inception V3

5 Results

5.1 Evaluation Criteria

There are different performance [13] matrices for evaluating a model. In this
work we utilize Confusion matrix, Accuracy, Precision, Recall, Specificity, F1
score to evaluate the performance. Confusion matrix gives a clear idea of values
like True Positives, False Positives, True Negatives and False Negative.

– True Negative (TN): When the actual value was negative and predicted neg-
ative.

– True Positive (TP): When the actual value was positive and predicted posi-
tive.

– False Negative (FN): When the actual value was positive but predicted neg-
ative.
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– False Positive (FP): When the actual value was negative but predicted posi-
tive.

Accuracy = (TP + TN)/(TP + TN + FP + FN) (1)

Specificity = TN/(TN + FP ) (2)

Recall = TP/(TP + FN) (3)

Precision = TP/(TP + FP ) (4)

F1 = 2TP/(2TP + FP + FN) (5)

5.2 Comparison of Different Types of CNN Model

Fig. 4. AUC Curve (a) Inception V3 (b) Densenet121 (c) Resnet50

Area under curve given in Fig. 4 measures the capability of a classifier to sep-
arate between classes. Higher the value of AUC better the classifier and its
performance. AUC range value lies between 0 to 1. It is an important evaluation
criterion. We can notice that Fig. 3(a) has the higher AUC value for Inception
v3 which is 0.9387.

From Table 2 and Fig. 5, we can notice that due to uneven class distribution,
precision value (normal class) and recall value (glaucoma class) of DenseNet121
has highest value than other two models. We know F1 score is called the weighted
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Table 2. Performance of various models.

Model Test accuracy Class name Precision Recall F1 score

Inception V3 0.8529 Glaucoma 0.86 0.85 0.85

Normal 0.85 0.86 0.86

DenseNet 121 0.8153 Glaucoma 0.74 0.96 0.84

Normal 0.95 0.68 0.79

ResNet50 0.7761 Glaucoma 0.83 0.68 0.75

Normal 0.74 0.87 0.80

Fig. 5. Comparison between Inception-V3, ResNet50 DenseNet121.

average of precision and recall. So, for coping with this uneven class we should
consider F1 score rather than precision and recall value. According to Table 2,
Fig. 4, Fig. 5 we can say Inception V3 model has highest test accuracy, AUC
value and F1 score. So Inception V3 is the best classifier for this problem.

6 Conclusion

Glaucoma is complication that is associated with the damage of optic nerve
and causes permanent blindness. This approach to medical image processing
technology [26] will enlarge the application of detecting glaucoma. This the-
sis work will lead to the computer-generated result to improve the clinician’s
judgment standard of glaucoma detection. This model can detect more normal
fundus images than glaucomatous image due to higher number of normal fundus
images in dataset. We got less accuracy than other previous work as we took a
huge amount of data than other. Besides our dataset is a collection of different
publicly available dataset.

Though optic disc is the brightest part of the fundus, we did not use multi-
level segmentation [4] technique. Also, our target classes were not equally dis-
tributed with positive and negative samples.

In future we will train this model using good quality images and for coping
with data imbalance issue we will introduce resampling technique to our model.
We have a plan to build different integrated models to improve the detection of
glaucoma. For the integration, we will use different algorithms and techniques
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along with Inception V3 like CNN, RNN, LSTM [11], deep learning [6], belief
rule base [8,15], etc. Besides we plan to extend our study of convolutional neural
network to multiple ocular diseases detection like cataract, retinal detachment,
diabetic retinopathy.
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Abstract. Conjunctivitis is a common ocular disease characterized by
infection or swelling in the outer membrane of human eye. This conta-
gious ocular disease could be controlled and well treated by medicines
depending upon it’s category. To realize the connection between Con-
junctivitis and other viral diseases, even for COVID-19, timely detection
plays an important role. In this study, we have designed a mobile health-
care application (iConDet) through which initial level of Conjunctivitis
detection is possible. Deep learning techniques have been used upon the
Conjunctivitis dataset prepared by us in support of the claim and to
achieve the desired accuracy of 84%.

Keywords: Conjunctivitis · Mobile application · Deep learning ·
Transfer learning · Machine learning

1 Introduction

Conjunctiva is the thin clear outer layer of human eye which projects it from
many aspects. Inflammation on it which causes irritation, itching, swelling and
red eyes, is commonly termed as Conjunctivitis or pink eye. Viral and bacterial
infections are the root causes of this highly contagious ocular disease. Red eyes
with gritty sensations may last for 3 to 5 days with watery discharge for viral
infections which may be treated with eye drops. Another category of it is the
bacterial infection with thick, yellow-green discharge which may crust the eyes,
can be treated with antibiotics. Some seasonal trends have been observed for
the occurrence of the disease. However, it may be seen throughout the year. The
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disease is a common one and can easily be treated with some available medicines.
During this COVID-19 pandemic, the occurrence of the pink eye or the Conjunc-
tivitis has been observed in some positive cases [4]. So, we have taken an initiative
to focus on the detection of Conjunctivitis by applying machine learning tech-
niques. The presence of the pink eye will be detected through a mobile and a
web based application designed specifically for this purpose. This study has been
done as a preliminary preventive measure from the deadly COVID-19 disease.
The speciality of this work is the development of a healthcare mobile and web
application (iConDet). To make the Conjunctivitis detection process easy and
accessible during this pandemic situation, iConDet comes as a useful solution.
This Android application is able to adjust and perform necessary pre-processing
of the eye images after capturing it through the mobile camera. It’s sole respon-
sibility is to send the eye images to the background for further processing and to
display the result back to the screen, refer Fig. 3. The preliminary development
of the application is successful in performing a binary classification using deep
learning algorithms. Presently, it can differentiate between healthy eyes and the
infected eyes (Fig. 4) captured by mobile camera. Nevertheless, the severity level
classification of Conjunctivitis, along with the connection with other diseases,
will be handled in future in the advanced version of iConDet. However, the chal-
lenge was to find the working Conjunctivitis dataset as a scarcity of it has been
observed. So, We prepared our own dataset to train the model accordingly and
to achieve the goal. We have collected data from google and from few of our
acquainted eye specialists and thus, have been able to get around 150 images to
help us frame a basic dataset. The data is labelled in a binary system where we
have two types of data, the healthy eye and the infected eye.

The main contribution of the work can be summarised as follows:

– Creation of a new dataset with images of healthy and infected eyes.
– Labelling the newly created dataset and prepare it to be used with machine

learning models.
– Development of a new mobile application suitable for Andriod devices.
– Generate a pretrained machine learning model suitable for the classification

of input images to appropriate classes.

The organization of the rest of the paper is as follows: Sect. 2 covers the
literature review. The complete methodology has been defined in Sect. 3. Results
and discussions are shown in Sect. 4 and Sect. 5 draws the final conclusion.

2 Related Work

A doctor can often determine whether a virus, bacterium, or allergen is caus-
ing the conjunctivitis (pink eye) based on patient history, symptoms, and an
examination of the eye. Conjunctivitis always involves eye redness or swelling,
but it also has other symptoms that can vary depending on the cause. These
symptoms can help a healthcare professional diagnose the cause of conjunctivi-
tis. However, it can sometimes be difficult to make a firm diagnosis because some
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symptoms are the same no matter the cause. It can also sometimes be difficult to
determine the cause without doing laboratory testing. However, nowadays data
driven approach is used for the detection of conjunctivitis and other eye diseases
using Machine learning and Deep learning techniques.

For an automated, fast and cost-effective diagnosis of conjunctivitis by the
physicians, digital image processing (DIP) technique has been used [4]. To diag-
nose conjunctivitis, the vascularization and intensity of redness in pink eyes
have been measured after segmenting the region of infection from the corneal
images. This method detects eye infections and isolates potentially contagious
patients to an accuracy of 93%. This high accuracy rate was achieved by isolat-
ing the sclera region using the automated GrabCut method that identifies the
seed region from the image itself. A group of researchers used pre-processing
for specified eye disease images which is followed by feature extraction and clas-
sification [8]. The image is classified as cataract disease, conjunctivitis disease
and normal eye using minimum distance classifier. The authors composed an
automated image processing technique that can identify conjunctivitis infected
eye from a normal eye and classify it according to its type (bacterial, viral or
allergic). Some statistical and texture features were used, followed by PCA for
extraction of discriminatory features and then classified using supervised learn-
ing method such as multi-class SVM and KNN. The intensity of the infected
eyes were also calculated using the significant red plane. Plotconfusion was used
to calculate the accuracy and a high accuracy was achieved using this method.
This method is efficient and cost-effective [14].

Another group of researchers [1] have proposed a novel approach to provide
an automated eye disease recognition system using visually observable symp-
toms. They have applied digital image processing techniques and machine learn-
ing techniques such as deep convolution neural network (DCNN) and support
vector machine (SVM) and the principal component analysis and t-distributed
stochastic neighbor embedding methods for better feature selection. The pro-
posed system automatically divides the facial components from the frontal facial
image and extracts the eye part. The proposed method analyzes and classifies
seven eye diseases including cataracts, trachoma, conjunctivitis, corneal ulcer,
ectropion, periorbital cellulitis, and Bitot’s spot of vitamin A deficiency. From
the experimental results, it is seen that the DCNN model outperforms SVM
models. The average accuracy rate of DCNN model is 98.79% with sensitivity
of 97% and specificity of 99%.

Some researchers [13] carried out the work based on computer-aided diag-
nosis (CAD) where deep learning algorithm is applied for processing, image
segmentation, and classification. Fuzzy technique was used for effective image
segmentation. Data augmentation technique has been used for solving the fitting
problem. Another group of researchers proposed an algorithm [11] that segre-
gates between cataract, conjunctivitis and normal eye. The proposed approach
consider the features of an optical eye image such as the big ring area, small
ring area of the lens, the eye ellipse and the intensity of the affected area for
computation. It takes the image of an eye as input and tells if it is normal or
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has any diseases. All the algorithms discussed in this context are implemented
using OpenCV library.

To make the ocular detection process easy and portable, some researchers
have developed a mobile and an web based application [12]. They claim to detect
Cataract and Conjunctivitis through the application using image processing and
deep learning techniques. They have used image preprocessing techniques and
segmentation, followed by training a CNN model with a dataset of 150 images
and with an accuracy of 83.3%. However, it is hard to get good accuracy in their
mobile application as proper distance from the camera and image adjustment
can not be maintained every time.

Various applications of Deep Learning, Reinforcement Learning, and deep
reinforcement learning techniques in biological data mining, have been explored
in [7]. It also addresses the open issues in challenging research areas and suggests
a perspective on future development of the topic.

Analysing patterns in data from diverse biological domains using deep learn-
ing has been proposed by another research team [6]. It investigates the different
Deep Learning architectures’ applications to these data. Then an exploration
of available open access data sources pertaining to the three data types i.e.
images, signals and sequences along with popular open-source Deep Learning
tools applicable to these data.The tools are also compared on the basis of qual-
itative, quantitative, and benchmarking perspectives.

Another work provides an overview of Convolutional Neural Network, the
most widely used Deep Learning technique and its application to segment differ-
ent regions of the human brain from Magnetic Resonance Imaging [2]. A quan-
titative analysis of the reviewed techniques is provided with a rich discussion on
their performance.

Some researchers proposed a deep learning model which performs a critical
examination and comparison of performances of the existing deep learning (DL)-
based methods to detect neurological disorders [9]. They have especially focused
on Alzheimer’s disease, Parkinson’s disease and schizophrenia-from MRI data
acquired by using different modalities like functional and structural MRI. This
comparative performance analysis of various Deep Learning architectures across
different disorders and imaging modes suggests that the Convolutional Neural
Network outperforms other methods in detecting neurological disorders.

3 Methodology

3.1 Proposed Pipeline

The overall architecture comprises of the following:

– The end-user clicks a photograph of the concerned individual’s eye and
uploads the image to the iConDet application.

– The image is transferred to a bucket storage unit with policies that grant
access rights to an external server, wherein the computations shall be per-
formed.
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– The image is retrieved from the aforementioned bucket and is subjected to
various transformations as part of image pre-processing methodologies.

– It is then supplied to the Machine Learning Model that comprises of pre-
trained CNNs, further fine-tuned on the target domain.

– Finally, the Model outputs the result of binary classification, indicative of
either healthy or infected eye. This diagnosis is supplied to the application
and displayed to the end-user (Fig. 1).

Photographs Mobile App Preprocessing Data Store

Pre-trained CNN fine-tuned to target domainOutput

Infection
Detected

Healthy
Eye

Output displayed on App

Fig. 1. Block diagram of the iConDet pHealth app’s detection pipeline.

3.2 Image Pre-processing

Considering the small size of the dataset, we aim to reduce the possibility of over-
fitting, wherever possible. In terms of Image pre-processing, this implies careful
selection of relevant features. Further, it also useful to extend the dataset with
synthetic samples.

To address the former, we note that when cameras of varying aspect ratios are
used to obtain images, certain images have areas that do not contain information
relevant for prediction, such as structures surrounding the eye, iris patterns,
etc. However, the sizes of such areas are seldom uniform. To address this, we
employ a cropping function that performs pixel intensity-based marking. Image
segmentation is then performed using colour spaces, wherein, upper and lower
masks are identified for varying hues of red, and a full masking is done to obtain a
rough segmentation. Furthermore, a mask of the image to be created by selecting
rows and columns in which all pixels exceed the intensity threshold, aiding the
removal of vertical or horizontal rectangular areas that do not contain pertinent
information. Another area of concern is the shape of the eye, that is dependant
on image parameters. Since the size and shape of structures are important cues in
ocular disease identification, it is crucial to standardize these shapes. To facilitate
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this, we develop another function that performs a circular crop around the image
centre.

In order to generate synthetic samples, we perform the following operations
during training:

– Flip randomly selected samples horizontally
– Flip randomly selected samples vertically
– Rotate randomly selected samples in the range [−360◦, +360◦]

Given that there exists a soft guarantee that minor perturbations, such as
the ones listed above, do not affect the classification label, this technique of data
augmentation works well in reducing the chances of over-fitting.

3.3 Machine Learning Model

The small size of the data set discourages end-to-end training of deep learning
models, since a greater number of parameters than samples would lead to poor
performance.

This motivates the use of Transfer Learning; a popular approach in Deep
Learning research for task adaptation and learning in low data regimes. To
perform transfer learning, we use an EfficientNet pre-trained on the ImageNet
dataset and freeze all but the last few layers (i.e. do not perform gradient updates
on them) and train only the final layers of the model for our specific data set.
We choose an ImageNet-trained model as our substrate because of the size and
diversity of the data, with 1 billion samples and 10,000 categories. The volume
and variety of the ImageNet data set enables the intermediate layers of the pre-
trained EfficientNet to capture rich and highly discriminative image features,
which can then be fine-tuned to suit our needs, using a smaller sub-network
comprising of the final layers.

The modeling pipeline primarily comprises of the following stages:

– Pre-training: Since the data set is formed of a limited number of images,
we first pre-train the model

– Fine-tuning: The fine-tuning is performed on the target data set. Cross-
validation technique is used and modeling decisions are made based on the
performance of out-of-fold predictions.

Pre-training. Transfer learning is adopted to avoid training a complex neural
architecture from scratch, which, given the limited number of samples, is an
infeasible task. Further, transfer learning also reduces the possibility of over-
fitting, given that the technique itself serves the purpose of data extension. The
fundamental idea behind Transfer Learning is to pre-train a model on a different
data, called the source domain, and fine-tune it on a relevant data set, called
the target domain.

While the ImageNet database is a suitable candidate for source data set,
images are substantially different from the ocular images we wish to classify.
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Therefore, in addition to the weights supplied during initialization, the ImageNet
is required to learn from the target domain in order to transfer knowledge of
image patterns.

We adopt the following pipeline:

– Initialize weights from a CNN trained on ImageNet
– Train on a larger data set to identify ocular structures
– Fine-tune on the target data set

In this work, we employ a CNN model with the EfficientNet architecture. This
choice is motivated by the State-of-the-Art accuracy attained by EfficientNet on
the ImageNet Database, with a 84.4% top-1 accuracy. The model is computa-
tionally efficient and a promising candidate for common image classification via
transfer learning tasks.

It encompasses eight architecture variants (B0 to B7) that differ in the model
complexity and default image size. The superior performance of the EfficientNet
v2 is attributed to MBConv layers, which are essentially inverted Residual blocks
found in standard ResNets. The structure is illustrated in Fig. 2.

Fig. 2. The EfficientNet architecture. Modified from [3].

Fine-Tuning. The target data set serves as the validation sample, since it is
representative of the images we expect to see in the future. For each iteration, the
model is instantiated with the same architecture as a prior section. The weights
obtained from the pre-trained model are now frozen on all network layers, except
the last, fully-connected layer, wherein, they are fine-tuned.

3.4 Mobile App Development

The iConDet application is designed and developed on Android Studio. The
user interface, as shown in Fig. 3, are designed using XML. It uses Firebase for
its backend processes and to store the data. The primary functionalities of this
application is to capture the image of the user’s eye from their android device
and then uploading it to the Firebase at backend for showing the result to the
user (in this case whether the user has conjunctivitis or not). To preserve user
privacy each user is required to create an account before the application can be
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accessed. It is also secure since it asks for the user permission for camera access
before the initial start-up. The backend is built and connected to the app for
displaying the test results. The test results depend on the binary signal received
by the application from the backend database. The backend uses the model (see
Sect. 3.3) to find out whether the user has conjunctivitis or not.

1

2

3

4

5

5

Welcome Sign Up/Sign In OutputImage Upload /
Analysis

Fig. 3. Screenshot of the iConDet pHealth app. The numbers in the circles denote the
sequence of execution.

3.5 Evaluation Metrics

Since the model functions as a binary classifier, binary cross-entropy is a good
choice of loss function. The sigmoid and negative log-likelihood loss are combined
and applied to the output of the last network layer. The loss function determines
the loss of an example by computing the following average:

Loss = − 1
output
size

output
size∑

i=1

yi · log ŷi + (1 − yi) · log (1 − ŷi)
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where ŷi represents the i-th scalar value in the model output, yi is the corre-
sponding target value, and output size is the number of scalar values in the
model output.

Furthermore, since there exists class imbalance in the data, we use Cohen’s
Kappa as an evaluation metric, since it is known to be more robust to sampling
imbalances than ordinary classification accuracy. The metric is an indicator of
the degree by which the concerned classifier model outperforms a classifier that
simply guesses at random in accordance to the frequency of each class. It is
defined as follows:

κ =
po − pe
1 − pe

= 1 − 1 − po
1 − pe

,

where po is the observed agreement, and pe is the expected agreement.
Cohen’s Kappa is always ≤1. The statistic and their corresponding strength

of agreement according the widely accepted scheme provided by Landis and Koch
[5] is listed in Table 1.

Table 1. Cohen’s Kappa statistic and corresponding Strength of Agreement

Cohen’s Kappa statistic (κ) Strength of agreement

<0.00 Poor

0.00–0.20 Slight

0.20–0.40 Fair

0.41–0.60 Moderate

0.61–0.80 Substantial

0.81–1.00 Almost perfect

4 Results and Discussion

4.1 Dataset Creation

Due to the unavailability of labelled conjunctivitis datasets, we decided to build
our own dataset for this work. We started collecting images of human eyes
infected with Conjunctivitis, both bacterial and viral, from the internet. We
also received some pinkeye images of patients from a known eye clinic. Once this
was done, we started to collect healthy human eye images from the internet.
This way we were able to collect around 150 images. The images collected were
divided and kept into two separate folders, named as infected eye and healthy
eye.

Since the data was collected from different sources, there was much variance
in the data. We therefore cropped the images and removed the unnecessary
areas of or near the eye. With this, a certain level of uniformity was achieved in
the data, focus being mainly on the white part of the eye. Next, we performed
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manual labelling of the data as there wasn’t sufficient data in hand for tool
based labelling. Finally, we have a dataset where images are divided in a binary
classification, the labels being infectedeye and healthyeye. Few samples of the
healthy and infected eyes are shown in Fig. 4.

4.2 Experimentation

The experiments were performed on a local machine running on Ubuntu 18.04
Operating System, with 4.15.0 Kernel version and Intel(R) Core(TM) i7-7700HQ
CPU @ 2.80 GHz. The scripts for the same were written using PyTorch [10]. The
Adam Optimizer was used with the parameters listed in Table 2.

Table 2. Optimizer Parameters

Parameter Value

Learning rate 0.001

Momentum Parameter 0.9

Gradient RMS

Propagation 0.99

As mentioned in Sect. 3.2, the input images were pre-processed to obtain
transformed images suitable to be provided to the model to train. The images
before and after the processing are illustrated in Fig. 5. The transformations
present clear structural differences between the ocular structures of the two
sample types.

Healthy eyes

Infected eyes

Fig. 4. Sample images from the dataset.
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Original Image

Transformed Image

0

0 0

0

0

0 0

0

1

1

0

0 1

0

1

0 1

0

0

1

Fig. 5. Training samples before and after transformations. Labels 0 and 1 represent
healthy and infected eyes, respectively. The top two rows show the original samples
while the bottom two rows show the transformed samples.

A learning rate scheduler is employed to decrease the learning rate by a
factor of 0.5 after every 5 epochs. This scheme facilitates smaller changes to the
network weights upon reaching closer to the optimum.

4.3 Validation

Post each training epoch, the model is validated on the target data set. The
class scores obtained from the last fully connected layer is exploited to predict
the image class with the highest score. The accuracy scores and Cohen’s kappa
values are tracked throughout the process.

Termination Condition. Should κ stabilise for 5 consecutive epochs, we con-
clude the training process and save model weights for the epoch associated with
the highest validation kappa. Early stopping is employed to further reduce the
possibility of over-fitting. The κ scores for 15 epochs is represented in Fig. 6.

The best κ of 0.62 is reported at epoch 7, and stabilizes at approximately the
same value beyond epoch 10. According to the schema described in Table 1, κ
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Fig. 6. The Cohen’s Kappa obtained in different epochs. Epoch 7 indicates the maxi-
mum score.

Fig. 7. The training and validation loss (a) and accuracy (b) of the model.

beyond 0.61 represents substantial strength of agreement. Therefore, despite the
constraints introduced by data scarcity in the context of conjunctivitis infections,
the model performs well. The corresponding best accuracy is 84%, reported at
epoch 7. Given the substantial strength of agreement inferred from κ, an accuracy
within the 80–90% range is expected. The trend is represented in Fig. 6.

The training and validation losses are tracked throughout the process, and
the curves are reported in Fig. 7. The training loss stabilizes around 0.7, while the
validation loss stabilizes at around 0.8, and the generalization gap is maintained
beyond epoch 2. Therefore, despite the data scarcity, the trends suggest a good
fit. The proposed model is comparable with some existing works which has been
shown in Table 3.

Table 3. A comparative study has been shown with existing models

Models Parameter Accuracy

[3] Digital image processing 93%

[1] DCNN 98.79%

[8] CNN 83.3%

Proposed model Deep neural net 84%
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5 Conclusion and Future Work

This work presents a mobile healthcare application (iConDet) through which
initial level of Conjunctivitis detection is possible. Deep learning techniques have
been used upon the Conjunctivitis dataset prepared by us in support of the claim
and to achieve the desired accuracy of 84%. This android based application is
successful in performing a binary classification using deep learning algorithms
at it’s preliminary level. Presently, it can differentiate between healthy eyes and
the infected eyes captured by mobile camera. Nevertheless, the severity detection
of Conjunctivitis, along with the connection with COVID-19 will be handled in
future in the advanced version of iConDet. The link to the github repository is
attached here: https://github.com/brai-acslab/icondet.
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Abstract. A high proportion of lung cancer cases are detected at a late
cancer stage when they present with symptoms to general practitioners
(GP). Early diagnosis is a challenge because many symptoms are also
common in other diseases. Therefore, this study aims to assess UK pri-
mary care data of patients one, two and three years prior to lung cancer
diagnosis to capture trends in clinical features of patients with the goal
of early diagnosis and thus potentially curative treatment. This longi-
tudinal study utilises data from the Clinical Practice Research Datalink
(CPRD) with linked data from the National Cancer Registration and
Analysis Service (NCRAS). A comprehensive list of Read codes is created
to select features of interest to establish if a patient has experienced a
certain medical condition or not. The comparison of the relative frequen-
cies of the identified predictors associated with cases and controls reveals
the importance of the following groups of features: ‘Cough Wheeze’ and
‘Bronchitis unspecified’, ‘Dyspnoea’ and ‘Upper Respiratory Infection’,
which are frequent events for lung cancer cases, where a high proportion
of cases were also identified using ‘Haemoptysis’ and ‘Peripheral vascular
disease’.

Keywords: Lung cancer · Cough · Bronchitis unspecified ·
Dyspnoea · Upper respiratory infection · Machine learning

c© Springer Nature Switzerland AG 2021
M. Mahmud et al. (Eds.): AII 2021, CCIS 1435, pp. 43–59, 2021.
https://doi.org/10.1007/978-3-030-82269-9_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-82269-9_4&domain=pdf
https://orcid.org/0000-0002-5977-564X
https://orcid.org/0000-0002-0603-037X
https://orcid.org/0000-0002-2037-8348
https://orcid.org/0000-0002-1677-7485
https://orcid.org/0000-0002-5616-4691
https://orcid.org/0000-0001-5828-7129
https://orcid.org/0000-0001-8410-7160
https://orcid.org/0000-0003-3063-0356
https://doi.org/10.1007/978-3-030-82269-9_4


44 A. Alzubaidi et al.

1 Introduction

Lung cancer is the third most diagnosed cancer and the leading cause of cancer
mortality in the United Kingdom (UK) and worldwide [3]. It is estimated that
by 2030, lung cancer will be the third-highest cause of death in high-income
countries and the fifth-highest cause in middle-income countries [13]. Detecting
lung cancer at an early stage remains a major challenge for clinicians, where most
of the lung cancer cases are undetectable until an advanced stage. The detection
of lung cancer at a late stage of disease progression reduces the chance of disease
cure where the disease becomes rapidly fatal, dropping the 5-year survival rate
drastically to 10%. Recognition of lung cancer at an early stage can result in
better prognosis with a 5-year survival rate, and thus the UK National Health
Service (NHS) long-term plan is to boost cancer care1.

In the UK, the general practitioners (GPs) play a major role in the detection
and management of lung cancer, where a significant percentage of lung cancer
cases are detected symptomatically when patients present to the GP with cancer
alarm symptoms [14]. However, these symptoms are also quite common in other
conditions, posing a challenge for healthcare professionals to determine high-risk
symptomatic patients eligible for further analysis and the targeting of screening
to people at a high enough risk of lung cancer to benefit, from the other individ-
uals who will not. Currently, the identification of a high-risk target population
for lung cancer screening is gaining importance due to evidence that illustrates
the ability of Low-Dose Computed Tomography (LDCT) to reduce mortality.
The results from NLST [20] and other pilot trials [1,4,6,8,17,19,21] show that
lung cancer screening with LDCT can save lives and reduce death from lung
cancer by 20% or more in high risk smokers.

GPs record primary care and referral information of patients in Electronic
Medical Records (EMRs), where some GPs contribute their EMRs structured
data in an anonymised form to data warehouses such as the Clinical Prac-
tice Research Datalink (CPRD). Therefore, the CPRD primary care database
can be considered a rich source of health data, including demographic infor-
mation, symptoms, diagnoses, tests, therapies, immunisation and referrals to
secondary care. The EMRs records of the CPRD database offer great potential
for researchers when conducting epidemiological studies that can address impor-
tant questions of interest in healthcare. The EMRs of patients collected by GPs
can provide a very valuable resource of information: many subjects screened in
the past were at relatively low risk and benefited little, and costs were high. To
be clinically and cost effective, LDCT screening needs to be offered to people at
a high enough risk of lung cancer to benefit.

In this study, we aim to assess UK primary care data of patients one, two and
three years prior to lung cancer diagnosis to capture trends in clinical features
with the goal of early diagnosis and to identify those at high enough risk to
benefit. This longitudinal study uses data from the Clinical Practice Research
Datalink (CPRD) with linked data from the National Cancer Registration and

1 www.england.nhs.uk/cancer/strategy/.

www.england.nhs.uk/cancer/strategy/
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Analysis Service (NCRAS). The features were identified for patients with an
incident diagnosis of lung cancer in cohorts within the study period (01/01/2000-
31/12/2015). A comprehensive code list of features was created by our lung
cancer clinician partners. This study is reliant on Read Codes to establish if a
patient has experienced a certain medical symptom or condition or not, and the
unstructured text data were inaccessible in this dataset.

2 Methods

2.1 Study Design and Population

CPRD is an ongoing primary care database of coded anonymised informa-
tion about patients from GPs, including demographics, symptoms, diagnoses,
drug prescriptions, immunisation, investigation and test results. Linkages enable
follow-up of patients beyond the primary care setting. Data are recorded by
GP staff using a hierarchical clinical classification system, called Read codes.
Each Read code represents a health-related concept, which is also represented
by a Read term (i.e., the plain language description described in the medical
dictionary). More details about the CPRD “GOLD” dataset that is drawn from
the EMRs software Vision can be found in [5,18]. Approval for use of data for
this project was granted by the CPRD Independent Scientific Advisory Commit-
tee (ISAC) (Protocol numbers 18 223 and 20 014R). The study is a longitudinal
case-control study in which data collected within the CPRD are used to compare
features of interest between cases (i.e., individuals who later received a diagno-
sis of lung cancer) and controls (i.e., individuals with no lung cancer record).
The initial extraction population from the CPRD GOLD database comprises all
cases eligible for data linkage to the NCRAS cancer registry database. Patients
are selected from the CPRD database and included in the study according to
the following criteria:

1. Patients with lung cancer (cases) are identified by the presence of one or more
lung cancer diagnostic codes occurring within the study period (01/01/2000-
31/12/2015) and the date of the first lung cancer code was considered as the
“index date”. Patients who had a record of lung cancer (within 01/01/1990-
31/12/2015) prior to their index date were excluded. The index date is defined
as the date of the first ever record of a lung cancer diagnosis within follow up
for the cases and a matched index date for the controls. The start of follow-up
is defined as the latest of the patient registration date, the practice Up-to-
standard (UTS) date and 01/01/2000. The end of follow-up will be defined
as the earliest of the patient transfer out date, the practice last collection
date, the CPRD GOLD death date and 31/12/2015. Furthermore, patients
who are eligible for linkage to Hospital Episode Statistics (HES), National
Cancer Registration and Analysis Service (NCRAS), ONS Death registration
and patient level deprivation data are only included. Lung cancer cases were
40 years or older at the index date and had the event within their UTS follow-
up. All patients within the CPRD Gold dataset matching these criteria were
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Fig. 1. Sample selection.

Fig. 2. Index date matching - CPRD.

extracted. 26,701 cases have at least 12 months of follow up prior to their
index date, as explained in Fig. 1.

2. Control participants matched cases based on general practice, sex, and year of
birth (within ±5 years), and had no lung cancer code anywhere in their patient
record (either in CPRD GOLD or in the Cancer Registry). We also ensured
that controls had at least 12 months of follow up prior to the index date of
their matched case. CPRD used Index date Matching. In this algorithm, the
case patient has a specified index date that must fall between the follow-up
start and follow-up end dates of the control patient. This can be seen in Fig.
2. The start of follow up for the controls will be amended to ensure they have
12 months UTS follow up prior to the index date of their matched case.

In the final dataset, 26,701 cases were identified in the cancer registry data
and CPRD GOLD. Up to 10 matching controls will be provided for each case.
Once eligible patients are identified, the entire available coded records for cases
and controls are extracted from the data files, as illustrated in Table 1. The data
files are: Patients (i.e., 1 file), Consultation (i.e., 8 files), Clinical (i.e., 8 files),
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Fig. 3. Histogram of the demographic characteristics, Gender in this case, of cases (a)
and controls (b). ‘1’ denotes Male and ‘2’ denotes Female.

Additional clinical (i.e., 2 files), Referral (i.e., 1 file), Immunisation (i.e., 1 file),
Test (i.e., 10 files), and Therapy (i.e., 28 files).

2.2 Demographic Characteristics of Cases and Controls

A total of 26,701 patients and 267,010 matched controls meeting the inclusion
criteria were included in the analyses. Removing the missing values from the
matched controls data (i.e., 388 (0.15%)) resulted in a dataset of 26,701 patient
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Table 1. Extraction of cases and controls from the data files.

File Case records Control records Features

Patients 26,701 266,622 20

Consultation 10,086,803 119,305,071 7

Clinical 7,269,231 85,078,817 10

Additional Clinical 1,723,668 23,255,903 10

Referral 291,496 3,184,693 13

Immunisation 226,184 3,184,987 15

Test 6,429,816 87,653,498 16

Therapy 11,758,125 144,725,387 13

Table 2. Demographic characteristics of cases and controls (Gender).

Characteristics Cases Control

Counts % Counts %

Male 15,182 56.86 151,458 56.81

Female 11,519 43.14 115,164 43.19

samples and 266,622 matched controls. Gender characteristics of both lung can-
cer patients and controls are shown in Table 2. Lung cancer patients and matched
controls have similar age and sex distributions, as expected given the matching
process, as shown in Fig. 3 and Fig. 4.

2.3 Features of Interest

Since EMRs data are recorded as Read codes, the associated data analysis relies
mainly on generating code-lists to define features of interest. A code list can
be defined as a collection of codes that describe certain medical conditions
which can be used by researchers to investigate patient EMRs. Our code list
comprises of 1,468 codes based on 17 groups of features, which are: Any Pul-
monary Tuberculosis (i.e., 208 codes), Pulmonary Tuberculosis (i.e., 83 codes),
Cough Wheeze (i.e., 48 codes), Pneumonia (i.e., 168 codes), Haemoptysis (i.e., 12
codes), Emphysema (i.e., 26 codes), Hypertension (i.e., 74 codes), Acute Myocar-
dial Infarction (i.e., 65 codes), Bronchitis Unspecified (i.e., 95 codes), Dyspnoea
(i.e., 65 codes), Cystic fibrosis (i.e., 17 codes), Upper Respiratory Infection (i.e.,
310 codes), Idiopathic (i.e., 17 codes), Chronic Kidney Disease (i.e., 147 codes),
Acute Nephritis With Lesions (i.e., 7 codes), Peripheral Vascular Disease (i.e.,
90 codes), and Congestive Heart Failure (i.e., 34 codes). Read codes are utilised
to select those groups of features for lung cancer reported in both cases and
controls. This means that patients were identified as having experienced Dysp-
noea (for instance) if they had a consultation with a Read code corresponding
to that symptom. The identified list of Read codes is utilised to extract lung
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cancer cases and controls from the created data files (see Table 1). In this study,
the relative frequencies of the identified predictors are assessed and compared
between the records of cases and controls based on a set of clinical descriptions
called medical codes (medcode) found in the clinical, referral, and test files, as
explained in Table 3.

Table 4 explains the relative frequencies of the identified features between
the clinical records of cases and controls. The group of features ‘Cough Wheeze’,
which comprise 48 medcodes seems to be more frequent in the clinical records of

Fig. 4. Histogram for the demographic characteristics, Year of Birth here, of cases (a)
and controls (b).



50 A. Alzubaidi et al.

Table 3. Extraction of cases and controls based on the identified list of Read codes.

File No. of case records % No. of control records %

Clinical 277,076 3.81% 2,282,364 2.68%

Referral 8,041 2.76% 46,633 1.46%

Test 95,993 1.49% 1,603,901 1.83%

cases (i.e., 1.03% ), compared with the controls (i.e., 0.74%) and also in compar-
ison to other features. Furthermore, the group feature ‘Bronchitis Unspecified’
can be considered as a frequent event for lung cancer cases (i.e., 1.01%) compared
with controls (i.e., 0.60%), and also in comparison to other subsets of features.
The percentage of patients with ‘Dyspnoea’ as well as ‘Upper Respiratory Infec-
tion’ seems to be higher in the clinical records of cases (0.46%, 0.52%) compared
with the clinical records of controls (0.27%, 0.34%), respectively. Furthermore, a
bag of codes model is presented in Fig. 5 for cases and controls to show the fre-
quency of codes in each cohort of clinical records. The medcode ‘92’ (equivalent
to the Read code (171..00) that represents the ‘Cough’ symptom) constitutes
14% of the clinical records for both groups of samples, whereas the medcode
‘68’ (which corresponds to the medical concept of ‘Chest infection’ with Read
code (H06z011)) constitutes 10% of the clinical records of cases and 9% of the
corresponding records of controls. Moreover, the medcodes ‘2581’ (which repre-
sents the feature ‘Chest infection NOS’ with Read code (H06z000)) comprises
7% of the clinical records of cases compared with 5% of the records in the control
group. Medcodes ‘1273’, and ‘799’ (‘C/O - cough’ and ‘Essential hypertension’)
are also frequent events in the clinical records of both groups of samples, as
illustrated in Fig. 5.

Fig. 5. Bag of codes models of the selected clinical records, where the left model rep-
resents the clinical records of cases and the right model represents the clinical records
of controls.

Table 5 shows the comparison of relative frequencies of the identified predic-
tors between the referral records of cases and controls. As we have seen in the
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Table 4. Number and proportion of patients with each group of features and for each
cohort in the clinical file.

Group Codes no Cases Controls

Counts Proportion Counts Proportion

Any Pulmonary Tuberculosis 208 741 0.01% 6218 0.01%

Pulmonary Tuberculosis 83 321 0.00% 2584 0.00%

Cough Wheeze 48 75000 1.03% 631269 0.74%

Pneumonia 168 4952 0.07% 27943 0.03%

Haemoptysis 12 5197 0.07% 11114 0.01%

Emphysema 26 1366 0.02% 4266 0.01%

Hypertension 74 34524 0.47% 440076 0.52%

Acute Myocardial Infarction 65 5129 0.07% 47374 0.06%

Bronchitis Unspecified 95 73637 1.01% 513700 0.60%

Dyspnoea 65 33760 0.46% 231316 0.27%

Cystic fibrosis 17 19 0.00% 179 0.00%

Upper Respiratory Infection 310 37925 0.52% 287519 0.34%

Idiopathic 17 671 0.01% 3285 0.00%

Chronic Kidney Disease 147 6490 0.09% 109613 0.13%

Acute Nephritis With Lesions 7 3 0.00% 63 0.00%

Peripheral Vascular Disease 90 7009 0.10% 40911 0.05%

Congestive Heart Failure 34 4123 0.06% 46842 0.06%

clinical file in Table 4, the percentage of patients with ‘Cough Wheeze’ features
is higher in the referral records of lung cancer patients (i.e., 0.60%) compared
to the controls (i.e., 0.30%) and in comparison to other lung cancer symptoms.
Moreover, of 291,496 cases, 0.30% had ‘Haemoptysis’ in their referral records in
comparison to (i.e., 0.06%) controls out of 3,184,693 records in the referral file.
The group of features ‘Bronchitis Unspecified’ seems to be more frequent in the
referral records of lung cancer cases (i.e., 0.33%) compared with control samples
(i.e., 0.16%). The proportions of patients with ‘Dyspnoea’ and ‘Upper Respi-
ratory Infection’ are higher in the referral records of cases (i.e., 0.55%, 0.32%)
compared with the negative samples in the control group (i.e., 0.33%, 0.12%)
respectively. The group of features ‘Peripheral vascular disease’ is more frequent
in the referral records of cases (0.32%) compared to controls (0.15%) and in
comparison to other groups of features. Furthermore, a bag of codes model is
presented in Fig. 6 for cases and controls to show the frequency of codes in each
cohort of referral records. The medcode ‘92’ (equivalent to Read code (171..00)
representing the ‘Cough’ symptom) constitutes 14% of the referral records of
cases and 12% of the referral records of controls, highlighting the importance of
this symptom.‘Shortness of breath’ - (741/(R060800)) is slightly higher in the
referral records of controls (10%) than cases (9%). Referring patients to the respi-
ratory physician - (i.e., 10874/(ZL5A500)) is higher for cases (7%) than controls
(5%) in the referral file. ‘Intermittent claudication’ (1517/(G73z000)) constitutes
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7% of the referral records of cases compared to 4% of the referral records of con-
trols. Moreover, the ‘Haemoptysis’ symptom (2244/(R063.00)), comprises 7% of
the referral records of cases in comparison to 3% of the corresponding records
of controls.

Table 5. Number and proportion of patients with each feature group and for each
cohort in the Referral file

Feature group Codes no Cases Control

Count Proportion Count Proportion

Any Pulmonary Tuberculosis 208 18 0.01% 132 0.00%

Pulmonary Tuberculosis 83 10 0.00% 48 0.00%

Cough Wheeze 48 1735 0.60% 9707 0.30%

Pneumonia 168 169 0.06% 724 0.02%

Haemoptysis 12 867 0.30% 1977 0.06%

Emphysema 26 31 0.01% 116 0.00%

Hypertension 74 309 0.11% 3878 0.12%

Acute Myocardial Infarction 65 209 0.07% 1537 0.05%

Bronchitis Unspecified 95 954 0.33% 4985 0.16%

Dyspnoea 65 1605 0.55% 10644 0.33%

Cystic fibrosis 17 0 0.00% 6 0.00%

Upper Respiratory Infection 310 930 0.32% 3930 0.12%

Idiopathic 17 44 0.02% 176 0.01%

Chronic Kidney Disease 147 121 0.04% 2018 0.06%

Acute Nephritis With Lesions 7 0 0.00% 0 0.00%

Peripheral Vascular Disease 90 921 0.32% 4908 0.15%

Congestive Heart Failure 34 219 0.08% 2468 0.08%

In the Test file, the group of features ‘Chronic Kidney Disease’ seems to
be a frequent event for both groups of samples, where its relative frequency
for controls is slightly higher than cases. A bag of codes model is also created
for the test records of cases and controls to show the relative frequencies of
the features between these groups of samples. The ‘GFR calculated abbreviated
MDRD’ (medcode ‘23250’ and Read code ‘451E.00’) comprises 80% of the test
records of lung cancer cases and 81% of the test records of controls, as shown in
Fig. 7. As a result, the total number of EMRs extracted from clinical, referral,
and test files for cases is 1,105,653 compared to 12,620,203 EMRs for control
samples, resulting in a dataset of 13,725,856 samples (Table 6).
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Fig. 6. Bag of codes models of the selected referral records, where the left model
represents the referral records of cases and the right model represents the referral
records of controls.

Table 6. Number and proportion of patients with each feature group and for each
cohort in the Test file

Feature group Codes no Cases Control

Count Proportion Count Proportion

Any Pulmonary Tuberculosis 208 3 0.00% 18 0.00%

Pulmonary Tuberculosis 83 0 0.00% 1 0.00%

Cough Wheeze 48 6 0.00% 57 0.00%

Pneumonia 168 14 0.00% 73 0.00%

Haemoptysis 12 1 0.00% 27 0.00%

Emphysema 26 0 0.00% 1 0.00%

Hypertension 74 25 0.00% 234 0.00%

Acute Myocardial Infarction 65 0 0.00% 10 0.00%

Bronchitis Unspecified 95 1 0.00% 25 0.00%

Dyspnoea 65 5 0.00% 24 0.00%

Cystic fibrosis 17 0 0.00% 0 0.00%

Upper Respiratory Infection 310 3146 0.05% 24808 0.03%

Idiopathic 17 0 0.00% 0 0.00%

Chronic Kidney Disease 147 92,792 1.44% 1578628 1.80%

Acute Nephritis With Lesions 7 0 0.00% 0 0.00%

Peripheral Vascular Disease 90 1 0.00% 1 0.00%

Congestive Heart Failure 34 0 0.00% 2 0.00%

3 Data Analysis

As mentioned previously, the created dataset contains 13,725,856 samples, where
the majority are the control samples (i.e., 12,620,203 (91.94%)) and the minority
are the lung cancer cases (i.e., 1,105,653 (8.06%)), as shown in Fig. 8 (a). Train-
ing a machine learning classification model using a dataset that suffers from an
imbalanced class distribution such as this poses a tough challenge for learning
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Fig. 7. Bag of codes models of the selected test records, where the left model represents
the test records of cases and the right model represents the referral test of controls.

algorithms in terms of capturing something meaningful from the minority sam-
ples. The issue of imbalanced class distribution simply refers to the challenge
that occurs when the number of samples that represent the class of interest is
much lower than the other classes, which can be considered a common problem
in real-world data. In situations like this, the classifiers are more likely to be
biased towards the majority class causing a high-level of miss-classification rate
of the minority class as shown in Fig. 9 (b), where the percentage of lung cancer
cases that were incorrectly classified is 95.9% compared to 99.8% correctly clas-
sified controls. However, if we attempt to quantify the predictive performance
of the classification model using the well-known accuracy metric, the outcome is
92.1%, as shown in Fig. 9 (a). Therefore, adopting reliable evaluation measure-
ments, as illustrated in Fig. 9 (b) demonstrates the consequences of feeding the
learning models with imbalanced class data.

In our research problem, the dataset can be considered highly imbalanced
class data, where the majority are the controls (i.e., 91.94%), due to the fact
that we have 10 matched controls for each lung cancer patient defined based
on the matching process of age, gender, and GPs, as discussed in Sect. 2.
Due to the advent of artificial intelligence based methods in analysing clini-
cal data [2,7,10,15,16], several methods have been proposed in the literature for
tackling imbalanced class issues, including oversampling, undersampling, and
hybrid approaches, which integrate oversampling and undersampling techniques
[9,11,12]. For the work presented in this paper, a particular form of an under-
sampling technique was utilised and performed for creating several data sam-
plings from the original dataset, rather than simply eliminating some of the
samples from the majority class and losing some potentially very useful infor-
mation. This undersampling technique has the potential to address the issues
caused by imbalanced class data, in which we have one matching control at
each file. As a result, we will have 10 matching case-control files. The matching
case-control files are: Matching-file1 (i.e., 26700 samples), Matching-file2 (i.e.,
26699 samples), Matching-file3 (i.e., 26695 samples), Matching-file4 (i.e., 26693
samples), Matching-file5 (i.e., 26689 samples), Matching-file6 (i.e., 26677 sam-
ples), Matching-file7 (i.e., 26663 samples), Matching-file8 (i.e., 26637 samples),
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Fig. 8. Histogram of the class distribution of a) the dataset b) the matching file1.

Matching-file9 (i.e., 26610 samples), Matching-file9 (i.e., 26559 samples). The
difference in the number of samples across Matching-files is due to having 388
missing values distributed in the matching files as follows respectively: (1, 2,
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Fig. 9. The experimental results of classifying the imbalanced class dataset.

6, 8, 12, 24, 38, 64, 91, 142). For instance, selecting the first data sampling
(Matching-file1 for performing the classification task), resulted in a more realis-
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Fig. 10. The experimental results of classifying the balanced class dataset.

tic and reliable accuracy (69%), as was quantified in Fig. 10 - (a). Furthermore,
detecting the underlying structure of the data has improved drastically due to
having enough representative examples for each class, leading to a dramatic
improvement in the True Positive rate (TP), from (4.1%) (to 64.7%), which in
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turn has improved the capacity of the model to correctly classifying positive
patients, as shown in Fig. 10 - (b).

4 Conclusion

In this paper, we emphasise the importance of the groups of features: ‘Cough
Wheeze’, ‘Bronchitis unspecified’, ‘Dyspnoea’, and ‘Upper Respiratory Infection’
for the early detection of lung cancer. These symptoms are the commonest symp-
toms of lung cancer cases based on the utilised medical care dataset, where the
percentage of patients defined with those symptoms seems to be higher in the
EMRs of cases compared with controls, and also in comparison to other symp-
toms. We also found that a high percentage of patients identified using ‘Haemop-
tysis’ and ‘Peripheral vascular disease’ in comparison to other symptoms, high-
lighting the potential significance of those features. In the context of testing,
‘Chronic Kidney Disease’ is a frequent event in the test records of cases and con-
trols, particularly the GFR calculated abbreviated MDRD (23250/(451E.00)),
which constitutes around 80% of the test EMRs of both groups of samples. Cur-
rently, in the medical domain, it has been shown that there are still trends in
overestimating ‘Haemoptysis’ and underestimating ‘Cough’, ‘Bronchitis unspec-
ified’ and ‘Dyspnoea’, which are demonstrated in our research to be frequent
events for lung cancer patients. Therefore, more emphasis should be placed on the
symptoms of ‘Cough’, ‘Bronchitis unspecified’ and ‘Dyspnoea’ as for ‘Haemopt-
ysis’.
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Abstract. The incidence of gliomas has been on the rise and are the
most common malignant brain tumours diagnosed upon medical appoint-
ments. A common approach to identify and diagnose brain tumours
is to use Magnetic Resonance Imaging (MRI) to pinpoint tumour
regions. However, manual segmentation of brain tumours is highly time-
consuming and challenging due to the multimodal structure of MRI scans
coupled with the task of delineating boundaries of different brain tis-
sues. As such, there is a need for automated and accurate segmentation
techniques in the medical domain to reduce both time and task com-
plexity. Various Deep Learning techniques such as Convolutional Neural
Networks (CNN) and Fully Connected Networks (FCN) have been intro-
duced to address this challenge with promising segmentation results on
various datasets. FCNs such as U-Net in recent literature achieve state-
of-the-art performance on segmentation tasks and have been adapted to
tackle various domains. In this paper, we propose an improved extension
upon an existing transfer learning method on the Brain Tumour Seg-
mentation (BraTS) 2020 dataset and achieved marginally better results
compared to the original approach.

Keywords: Semantic segmentation · Transfer learning · Brain tumour

1 Introduction

A tumour is an abnormal growth of cells that exist in a certain region of the
body. Based on the above definition, brain tumours are mainly situated in the
brain or central nervous system (CNS). The World Health Organization (WHO)
has provided a classification of tumours [1] according to a grading system which
ranges from Grade I to Grade IV, in increasing order of proliferative potential,
indicating the potential rate and activity of the cells multiplying. Gliomas are
brain tumours that arise from glial cells which are the supporting cells of the
brain and spinal cord [2] can be separated into 2 main grades depending on
their proliferative potential, namely low-grade gliomas (LGG) and high-grade
gliomas (HGG). LGGs are benign tumours that are slow growing and have low
potential to metastasize. HGGs, also known as glioblastoma multiforme [3] are
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malignant tumours that have aggressive growth rates and have high potential to
metastasize.

Cancer Research UK estimates that there are 12,100 new brain, central ner-
vous system (CNS) and intracranial tumours that were diagnosed from the years
2015 to 2017. Cancer Research UK [4] also states that brain, CNS and intracra-
nial tumours are the 8th most common cancer in the UK in the year of 2017,
with the median age range of prognosis being 40–44 years old in females, and
35–39 years old in males. According to Cancer Research UK, the survival rates
of patients which have brain tumours are dependent on the type of tumour and
age, but generally 40% of patients survive their cancer for 1 year or more, with
more than 10% of patients surviving their cancer for 5 years or more [4] with sur-
vival rates of patients being dependent on various factors such as age, tumour
behaviour, patient’s reaction towards treatment and tumour markers present
in the body. In addition, recent research [5] has shown that the incidence of
glioblastoma multiforme has increased by six times its original value between
the years 2008 and 2017. Glioblastoma multiforme is also the leading type of
brain tumour that occurs most frequently in adults [3] compared to other types
of brain tumours.

As such, the early and accurate segmentation of brain tumours play an impor-
tant role in the overall survival chance and treatment options of patients that are
diagnosed with brain tumours. Various non-invasive imaging techniques such as
MRI and Computed Tomography (CT) scans [6] are utilised to produce detailed
images of the brain that are used to detect the presence of brain tumours in
a patient. Manual segmentation of brain tumours from 3D volumetric imagery
produced by MRI or CT scans are a time-consuming and intensive task [6,7] as
the operator has to perform segmentations slice by slice for a great number of
slices to extract the boundaries of the target structure.

2 Background and Related Work

Before the rise of deep learning techniques in the medical imaging and computer
vision domain, more traditional approaches were used to segment brain tumours
from medical scans produced by MRI or CT procedures. Based on our under-
standing, traditional approaches can be classified as non-learning approaches
which do not involve machine learning techniques that use some form of learn-
ing to find features and patterns in the image to segment the tumour. One such
approach is by using thresholding that provides a straightforward technique by
classifying pixels according to their intensity values to a certain defined thresh-
old. Thresholding methods can be further split into two types [8], global and local
thresholding. Global thresholding is used when an image has only two classes of
interest and can be split distinctively using only a single threshold. If the image
has more than two classes of interest, local thresholding will be a better choice.
Global thresholding in brain tumour segmentation has been used [9] for the seg-
mentation of enhancing tumour sections from T1-weighted images. By applying
an intensity threshold to a manually selected region of interest in combination
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with a Sobel edge filter, the resulting image which highlights edge probability is
used to determine the class of border pixels with respect to the edge probabili-
ties. However, this technique has certain drawbacks [8] as it does not take into
account pixels of hyper-intense signals that represent normal brain structures in
T1-weighted images.

Another traditional approach to medical image segmentation is region-based
approaches. Region growing is one such approach with the goal of extracting
a region of the image based off some predefined homogeneity criteria [10]. In
short, region growing requires a seed point which is manually determined, it
then extracts neighbouring pixels that meet the homogeneity criteria and merges
them into a region. The region will “grow” until the homogeneity criteria is
not fulfilled. Related region growing approaches in brain tumour segmentation
include [11] where two different kinds of homogeneity criteria were used in a
modified region growing technique. The criteria of “intensity” and “orientation”
were used as the homogeneity criteria. Pixels are chosen if both criteria are
met, where the “intensity” criteria refer to a pixel-wise intensity value that must
be over a certain threshold. The “orientation” criteria is a novelty in the region
growing approach by calculating the difference in gradient of neighbouring pixels,
and including the neighbouring pixel if it is below a certain threshold.

Despite the vast availability of traditional segmentation techniques, semi-
autonomous techniques require manual intervention from human operators.
Without proper domain expertise, these techniques could produce unfavourable
results. However, autonomous techniques such as deep learning in the medical
imaging and computer vision domain were quickly emerging, spurred by the suc-
cess of the CNN architecture on the ImageNet dataset [12]. Despite that, due
to the costly and time-intensive process of preparing labelled medical data, this
proposed a challenge as to the practicality of deep learning in the medical imag-
ing domain. Several approaches to confront the problem were proposed, such
as transfer learning approaches to speed up the convergence and increase the
accuracy of CNNs by transferring the knowledge gained [13] from learning from
a non-medical domain, to a different but related domain. The study showed that
the knowledge gained from the non-medical domain was able to be transferred
to the medical domain by the process of fine-tuning and more training.

Following that, Fully Convolutional Networks (FCN) for semantic segmen-
tation by [14] were introduced in 2014 which proposed a novel architecture that
replaces the fully connected (Dense) layers in CNNs with convolutional layers
that allows for variable size input as compared to nonconvolutional nets which
accept fixed size input such as the architecture proposed by [15]. FCNs also
introduce skip connections which concatenates output of lower layers to higher
layers which in turn retain the global structure in predictions, leading to less
loss of detail during the final predictions. The research adapted popular classi-
fication networks such as AlexNet [12], VGGNet [16] and GoogleNet [17] and
transformed them into their convolutional counterparts, which achieved state-
of-the-art accuracy on the PASCAL VOC 2011 dataset.The rise of FCN led to
the development of U-Net [18], being one of the key contributors to the field
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of semantic segmentation. Despite its original intention being the segmentation
of neuronal structures, U-Net has been shown to be applicable to various other
imaging domains, and has been adapted for the segmentation of various objects
with examples such as the pancreas [19], coral reefs [20], and even audio signals
from human voices [21].

Despite the popularity of FCNs in recent years for brain tumour segmenta-
tion tasks, Wang et al. proposed a novel CNN architecture to tackle this task.
The authors proposed a cascading CNN architecture [22] used in conjunction
with anisotropic convolutions and by fusing the output of the cascade of CNNs
in three orthogonal views to allow a more accurate and robust segmentation
prediction. The authors approach the challenge in a hierarchical structure, using
an individual CNN to create a bounding box of one class of tumour region,
then feeding the output into the next CNN to create another bounding box of
the next tumour region to create a binary segmentation problem. Anisotropic
convolutions were introduced to reduce memory consumption by introducing a
smaller receptive field with the trade off being that the network loses some global
feature information. In addition, residual connections [23] are used in the inter-
slice layers by adding the input of the block to the output, further encouraging
the learning of residual functions from the input. Predictions were made by fus-
ing the segmentation results from axial, sagittal, and coronal views. The authors
managed to introduce an architecture that produces competitive accuracy scores
and more efficient at test time compared to the more common FCN approaches.

An interesting submission during the BraTS 2018 challenge was the work per-
formed by Andriy Myronenko utilizing an asymmetrical encoder-decoder based
CNN architecture [24] with the encoder being the larger part and the decoder
the smaller part. The larger encoder is responsible for extracting feature maps
from the image while the smaller decoder is responsible to reconstruct the seg-
mentation mask produced. The authors introduce additional branch to the end-
point of the encoder section which induces regularization to the architecture by
using skip connections to transfer lower level features to higher levels of abstrac-
tion [25]. The author does not perform image augmentation as a pre-processing
step, rather performing image augmentation at test time. The final submission
by the author was an ensemble of 10 models which eventually took first place in
the BraTS2018 challenge.

Kamnitas et al. constructed an architecture [26] with the goal of producing a
more reliable and objective deep learning model which can generalize to various
types of medical databases and robust to failures of individual components. The
architecture was termed the Ensemble of Multiple Models and Architectures
(EMMA). The authors construct an ensemble of models based on popular and
well performing architectures in the medical imaging space which include two
DeepMedic [27] models, 3 FCNs [14] and two 3D U-Net architectures [18]. Slight
modifications were performed on all 3 architectures to adapt to this ensemble,
such as doubling the number of feature maps in the DeepMedic at each layer,
changing skip connections to be a summation of signals instead of a concate-
nation in U-Net and other changes. All models were trained individually and
for predictions, their confidence maps for each class are created by calculating
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for each voxel, the class that it belongs to. EMMA assigns the voxel to a class
with the highest confidence. This approach won the authors first place at the
BraTS2017 segmentation challenge.

Jonas et al. proposed a transfer learning approach [28] which utilizes the
ResNet34 encoder. The author extended upon AlbuNet [29] proposed by A.
Shvets et al. The authors dropped the T1 modality from a the BraTS2020 dataset
to match the 3-channel input of ResNe34. For the evaluation of the model,
Jonas et.al used the validation set of the BraTS2020 challenge, in addition to
using a private dataset obtained from a Syrian-Lebanese hospital that is situated
in Brazil. The research shows that their model outperforms AlbuNet2D and a
introduces a more robust training process with speedier convergence compared
to models without pretraining.

Yixin et al. also contributed to the segmentation task of BraTS 2020, propos-
ing a novel architecture to tackle the challenge. Yixin et.al proposed [30] a
“Modality-Pairing Network” architecture. The authors split modalities into two
groups,(T1, T1ce) and (T2, FLAIR) respectively for a dual-branch network that
uses the 3D U-Net. The first branch uses the FLAIR and T2 modalities to
extract the features of the whole tumour, with the second branch using the
T1 and T1ce modalities to learn other feature representations of the tumour.
Both branches are densely connected to learn the complementary information
effectively. Another unique point of the paper was the usage of an ensemble of
models to provide the segmentation labels of the highest priority, by averaging
the sigmoid predictions of each trained single model and selecting the label with
highest priority. The authors managed to win second place for the segmentation
task at the BraTS 2020 challenge with their approach.

In the paper published by Fabian et al., [31] the authors have previously
developed an automated framework named nnU-Net [32] for 3D biomedical
image segmentation.The authors employed nnU-Net to the BraTS 2020 segmen-
tation challenge with BraTS-specific optimizations to better score on the chal-
lenge. Such optimizations include a region-based training approach, splitting the
entire tumour region into 3 subregions based off the BraTS labelling structure,
which consists of “edema”, “non-enhancing tumour and necrosis” and “enhanc-
ing tumour”. Each subregion is then optimized independently by changing the
objective function and optimization to all three tumour subregions instead of
individually optimizing each subregion. The authors increased the probability of
augmentations that may happen to their data sample which artificially increases
the number of data points by applying changes to the original data points, thus
increasing the generalizability of the model. Lastly, the authors developed an
internal BraTS-like ranking system to more realistically gauge the models pro-
duced against the BraTS segmentation benchmarks, using the evaluation metrics
of BraTS to decide on the ensemble of models to use for the competition. Based
on all these efforts, the team achieved first place in the BraTS 2020 segmentation
challenge and has proven that nnU-Net is generalizable across various medical
imaging domains and provide state-of-the-art segmentation accuracy.

In our work, we extend upon the work by Jonas et al., we aim to fill in the
gaps in the research by extending AlbuNet3D to accept all 4 input modalities. We
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believe that by discarding the T1 modality, some valuable knowledge and feature
representations are lost. We also experiment with a different noise injection owing
to research that justifies the distribution of signal intensities in MRI images when
exposed to noise. We utilise a combination of these techniques and report our
results.

3 Methodology

3.1 BraTS2020 Dataset

The publicly released BraTS2020 dataset consists of multimodal MRI scans
of glioblastomas (HGG) and lower grade gliomas (LGG) which contains 369
training entries with ground truths and 125 validation entries without ground
truths.The ground truth consists of the annotation of 3 different tumour regions,
namely enhancing tumour (ET) with label 4, peritumoral edema (ED) with label
2 and the non-enhancing tumour core (NCT/NET) with label 1.

3.2 Extending the Input Channels

The original AlbuNet3D only utilised a 3-channel input due to the original nature
of the ResNet34 encoder. T1ce, T2 and FLAIR modalities were in use for the
original paper by Jonas et al. In our project, we explore the possibility of extend-
ing the original encoder to a 4-channel input. We replace the initial 2D convolu-
tional layer in the ResNet34 encoder with another 2D convolutional layer, that
contains 4 input channels. Next, we initialize the weights of the extra convo-
lutional layer with the pretrained weights of the first convolutional layer. The
reasoning behind our actions is to recover the knowledge representation from
pretrained weights instead of a random initialization of weights which might
not carry any pretrained knowledge, therefore reducing the effectiveness of the
original transfer learning approach.

3.3 Pre-processing and Data Augmentation Policies

Fig. 1. Comparison between original image and transformations at slice 20 using a red
heatmap plot, with all transformations applied on the last image.

All modalities undergo a Z-score normalization and are cropped to their non-zero
regions to reduce subsequent computational time and memory usage. Various
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data augmentations are applied to all modalities such as spatial and geomet-
ric transforms by rotation, random cropping, elastic deformation, and mirroring
along axes at 10% probability. Colour space transforms are then applied with
15% probability by increasing the pixel brightness multiplicatively, followed by a
gamma transformation which introduces gamma correction as an augmentation.
Lastly, we introduce Rician noise injection as our data augmentation technique
instead of the regular Gaussian noise injection based on research [33] that inten-
sity of MRI signals in the presence of noise follow a Rician distribution. We also
experiment by doubling the probabilities of all data augmentations and trans-
forms.

3.4 Training and Hyperparameters

Our optimizer of choice is the Adam optimizer with a learning rate of 1e−3.
We use a minibatch size of 100 and a batch size of 12. Training was performed
on all 369 training entries for 50 epochs. Our loss function is the Multiple Dice
Loss [32] represented by Eq. 1:

L(X,Y ) = − 2
K

∑

k∈K

∑
i |Xk ∩ Yk|i∑

i |Xk|i +
∑

i |Yk|i , i ∈ I, k ∈ K (1)

where K represents the number of classes, X and Y represent predictions by the
model and ground truth segmentations respectively.

4 Results and Discussion

Table 1. Dice score and Hausdorff distance of our experiments over 5 runs on test
data

Model Dice score Hausdorff distance (95%)

ET WT TC ET WT TC

Baseline 0.7154 0.8799 0.7683 31.5239 6.2105 16.8746

Baseline + DA 0.6954 0.8715 0.7680 39.0705 6.7112 9.1945

4C 0.6978 0.8777 0.7285 33.6261 7.3111 22.1818

4C + DA 0.694 0.8618 0.7429 29.5483 6.7094 18.7031

4C + RN 0.7010 0.8724 0.7359 33.9554 7.3399 20.3901

4C + WI 0.7020 0.8762 0.7747 33.3952 6.494 15.4334

4C + WI + RN 0.7186 0.8736 0.7730 32.1839 6.7790 15.2054

As seen from Table 1, our approach by extending the input to 4 modalities (4C)
with weight initialization (WI), using Rician Noise (RN) as the preferred noise
injection yielded a marginal increase in accuracy on the Enhancing Tumour
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Table 2. Standard deviation of dice scores of our experiments over 5 runs on test data

Model Standard deviation (dice)

ET WT TC

Baseline 0.2969 0.0887 0.2527

Baseline + DA 0.2972 0.1039 0.2544

4C 0.3011 0.0894 0.2897

4C + DA 0.2929 0.1092 0.2672

4C + RN 0.2946 0.1022 0.2728

4C + WI 0.3007 0.0908 0.2285

4C + WI + RN 0.2870 0.0945 0.2473

(ET) and Tumour Core (TC) classes. From Table 2, we also notice that the
standard deviation of both classes mentioned shrinks marginally, signifying that
the model is more robust towards outliers. However, without weight initializa-
tion, the 4-modality approach performs slightly poorly compared to 4C + WI
+ RN. We hypothesize that the weight initialization using existing pretrained
weights helped to stabilize the training process and provide a more robust model
due to the existing knowledge and features from the pretrained weights. With-
out pretrained weights, the new convolutional layer for the fourth modality is
just initialized with random weights that might not provide any sort of learnt
representations and knowledge to the model.

Aggressive data augmentation policies (denoted by DA) often resulted in a
degradation of segmentation performance. By increasing the probability of all
augmentations, more images in the training set are transformed and augmented.
However, these aggressive augmentations did not provide any boost in accuracy,
possibly due to the model losing its ability to generalize because the augmented
samples could not reflect the possible deformities in actual MRI images. It is
possible that a combination of different augmentations could be used to achieve
a more robust model.

5 Conclusion

We show that our results outperform the original AlbuNet3D marginally by
extending the input to four channels to accept all modalities of the BraTS
dataset. In order to further improve on the accuracy of our extension, further
work should focus on the initialization of weights when extending the pretrained
ResNet34 encoder of AlbuNet3D or to extend the approach to other pretrained
encoders that may perhaps provide a greater accuracy boost. It is crucial that
this line of research may continue to develop adaptive methods that may process
inputs of variable modalities in the future.

In conclusion, we have achieved the original aim and objectives of the project,
which is to extend upon the gaps in literature to propose an improved algorithm
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which can provide enhanced segmentation accuracy. Further work should focus
on the adaptive initialization of weights at the start of training when extend-
ing the input channels of a pretrained network to further stabilise the training
process and achieve higher segmentation accuracy.
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Abstract. Seizure is a common nervous system disease, currently about 1%of the
world’s population suffer from seizure. EEG signals are the main tools for predict-
ing seizures. Methods to accurately predict seizures would help reduce helpless-
ness and uncertainty. In this paper, we designed a convolutional neural networks
(CNNs) based on cross-feature fusion stream for seizure prediction using seizure
datasets fromBoston Children’s Hospital. The EEG data collected in time domain,
frequency domain and time frequency domain were fused with the algorithm to
classify the preictal and interictal so as to predict seizure. Experimental results
show that the cross-feature fusion stream CNN model achieves 97% accuracy on
the CHB-MIT dataset.

Keywords: Seizure prediction · EEG · Cross-feature fusion stream
convolutional neural networks · CNN

1 Introduction

Seizure, a chronic disease characterized by the occurrence of spontaneous seizures,
affects 1%of theworld’s population [1]. EEG signals reflect the spontaneous, continuous
and rhythmic activities of brain neurons, and have long been studied for seizure detection
[2].However, themanual analysis of EEGsignals is a relatively subjective process,which
has many shortcomings such as high cost, low efficiency and large error. Therefore, it is
very necessary to develop an automatic seizure prediction model.

In recent years, deep learning has been widely used in the field of image processing
due to its advantage of automatic extraction of image features. CNN is a multi-layer
neural network model, which is inspired by the neurobiology of the visual cortex and
consists of the convolutional layer and the full connective layer [3]. CNN has been
successfully applied in auxiliary diagnosis of a variety of diseases. Havaei used CNN to
segment brain tumors frommagnetic resonance imaging (MRI), and Hosseini used CNN
to diagnose Alzheimer’s disease from magnetic resonance imaging [4]. CNN’s strong
learning ability can not only provide high accuracy for seizure prediction, but also greatly
reduce the workload of physicians. In this study, cross-feature fusion stream CNN was
used to study seizure prediction. Comparedwith the traditional seizure predictionmodel,
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the model used in this study mainly has two points: 1. The cross-feature fusion stream
CNN was used to fuse the characteristics in the time domain, frequency domain and
time-frequency domain of the EEG signals. 2. A cross-patient seizure prediction model
was realize.

2 Experimental Data

In this study, the open source seizure EEG dataset (abbreviated as CHB-MIT) from
Boston Children’s Hospital was adopted [5]. A total of 24 scalp EEG signals from
pediatric seizure patients (Nos. 1 to 24 respectively) were recorded in the CHB-MIT
dataset, with a total duration of over 900 h, and a total of 170 seizure signals were
collected. EEG signals were collected from 23 patients with refractory seizure, including
18 girls and 5 boys, with a mean age of 9.56 years for the girls and 11.1 years for the
boys. Case 1 and Case 21 were the same patient, and the dataset recorded EEG signals
from the patient at 11 and 13 years of age.

Here we consider interictal as at least two hours after the end of the seizure and
between two hours before the next seizure [6].In the data set, for seizures that were less
than 30 min apart from the previous seizure, we treated them as one seizure and the
previous seizure as the beginning of the episode. In order to extract interictal data, there
should be a time interval of at least 5 h between consecutive seizures.Previous research
results have shown that there are great differences between EEG signals in preictal and
interictal [7], so seizure prediction can be further regarded as the detection of preictal
and interictal signals. The division of EEG signal states is shown in Fig. 1. A total of
969 h of EEG and 163 seizures were captured using 23 electrodes at a 256 Hz sampling
rate. According to this classification criteria, we selected 14 examples from the data set
for research. The number of seizures of the patients we selected is shown in Table 1.

Table 1. The number of seizures in patients used in this study

Subjects Chb01 Chb02 Chb04 Chb05 Chb06 Chb07 Chb08

Seizure (number) 2 2 2 3 3 2 2

Subjects Chb09 Chb10 Chb14 Chb18 Chb19 Chb20 Chb21

Seizure (number) 2 2 2 2 1 1 1

3 Method

3.1 Denoising

The energy of EEG signals is relatively weak, and it is easily affected by various internal
and external factors, resulting in some artefacts. In this study, the first type of artifact is
removed by wavelet denoising and the second type of artifact is removed by band-stop
filter.
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Wavelet denoising is a time-frequency denoisingmethod based onwavelet transform
(CWT) [8]. The essence of wavelet threshold denoising is the process of suppressing the
useless part of the signal and enhancing the useful part. The wavelet denoising process
is shown in Fig. 2.

In addition to various artifacts, the CHB-MIT dataset also has power frequency
interference of 60Hz. Therefore, in this study, the frequency range of 57–63 Hz and
117–123 Hz components are used by a band-stop filter, which can conveniently and
effectively remove power frequency interference and power line noise.

3.2 Feature Extraction

In order to be balanced between access to each patient’s interictal and preictal of EEG
data, this study adopts the slidingwindow algorithmon brain electrical signal processing,
including the size of the sliding window for 30s, sliding step for 10s. In order to reduce
network computation, we extracted features from lead 6 of lead 23. These six leads were
evenly distributed in the hemisphere of scalp, respectively, FP1-F7, FP2-F8, P7-O1,
P8-O2, FZ-CZ and CZ-PZ.

3.2.1 Time-Frequency Feature Extraction
In this study, we converted the EEG signals into a two-dimensional matrix similar to
the image format through short-time Fourier transform (STFT). STFT is often used in
time-frequency analysis. For STFT, the signal x(u) is prefiltered before and after time t,
and the Fourier transform is calculated for each time t.

STFT (t, f ) =
∫ +∞

−∞
x(τ )h(τ − t)e−if τdτ (1)

Where h(t) is a short time window. STFT suffers from tradeoff between its window
length and its frequency resolution.

3.2.2 Feature Extraction in Frequency Domain
Fast Fourier Transform (FFT) is a fast algorithm of the discrete Fourier transform, which
can transform a signal into the frequency domain and extract the spectrum of a signal.
Therefore, in order to use the frequency domain features, we use the spectrogram of the
EEG signal as one of the features.

3.2.3 Time Domain Characteristics
The time domain characteristic of the signal is to judge the characteristic basis of seizure
by analyzing the time domainwaveform, period and rhythmwaveformof theEEG signal.
Therefore, we input the 5S EEG data of 6 leads into the cross-feature fusion streamCNN
for the extraction of time-domain features.

3.3 Cross-Feature Fusion Stream Convolutional Neural Network

Two-stream convolutional neural networks are divided into spatial stream networks and
time stream networks [9]. Inspired by the double-stream convolutional neural network,
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a novel cross-feature fusion stream CNN is designed in this study, which integrates the
time-domain, frequency-domain and time-frequency domain features of EEG signals.
The specific framework is shown in the Fig. 3. Input 1, input 2 and input 3 are respectively
the time-frequency diagram of the EEG signal with lead 6 for 30s, the spectral diagram
of the EEG signal with lead 6 for 30s, and the one-dimensional EEG signal with lead
6 for 5s.Where input 1 and input 2 contain three identical convolution blocks, each
of which consists of a batch normalization layer, a convolution layer with a corrected
linear unit (RELU) activation function, and a maximum pool layer. The size of the three
convolutional layers is 16 × 5 × 5 cores, and the step size is 2, 32 × 3 × 3 cores, and
the step size is 1, 64 × 3 × 3 cores, and the size of the pooling layer in the convolutional
block is 2 × 2.For input 3, one-dimensional convolution is used to process the two
convolution layers with sizes of 5 × 1 and 3 × 1 respectively and step sizes of 2, and the
two pooling layers with sizes of 2 × 1 and step sizes of 2 respectively. Finally, they will
be stretched into eigenvectors and spliced together at the aggregation layer. In view of the
need to extract features of different proportions in the fusion network, the model is not
easy to overfit. In addition, each stream can make its own predictions, making learning
more flexible and helping to improve accuracy. In this study, we designed a shared
architecture to fuse relevant information from the time domain, frequency domain, and
time-frequency domains to make better decisions than if the time-frequency domain was
used alone. In the output layer, a 1×2816 full connection layer is added to connect the
multimodal features to a joint representation for calculating fusion as the final goal. This
fused representation provides additional regularization and can aid in generalization.
Then, the model parameters.

Are optimized by applying stochastic gradient descent to the global loss, which is
defined as:

y = exp(θkx)∑m
j=1 exp(θkx)

(2)
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Fig. 3. Cross-feature fusion stream convolutional neural network

Where yk is the output probability, θk is the weight parameter and x is the input
neuron. In order to realize the cross-patient seizure prediction method, we used the
scrambled characteristic data of Chb01 to Chb14 in Table 1 as the training set (80%),
and the scrambled characteristic data of Chb18 to Chb21 in Table 1 as the test set (10%)
and verification set (10%). Here we abbreviate the training set, validation set and test set
as TS,VS and ts respectively. The number of training sets, test sets, and verification sets is
shown in Table 2.We performed 10 cross-validations to optimize the neural network. We
trained 200 model parameters of epochs with Adam Optimizer, and epoch was defined
as a single training iteration for all batches propagated forward and backward. During
the training period, the initial learning rate was set to 0.001 and attenuation was once
every 5 epochs.

Table 2. Seizure data sets

Data
set

Preictal Interictal Total

TS 596 540 1136

VS 69 63 132

ts 73 69 142

Total 738 672 1410

4 Result

Accuracy, precision and recall were calculated to quantitatively evaluate the results, so
as to comprehensively investigate the performance of the proposed network architecture.
The formula is as follows:

Accuracy = TP + TN

TP + TN + FP + FN
(3)

Pr ecision = TP

TP + FP
(4)

Recall = TP

TP + FN
(5)
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True positive (TP) represents the number of positive images detected correctly, also
known as sensitivity; True Negative (TN) represents the number of negative images
detected correctly, also known as specificity. False positive (FP) refers to the number of
false positive tests, also known as misdiagnosis rate; False negative (FN) refers to the
number of samples that were misclassified as negative, also known as missed diagnosis
rate.

In order to verify the improvement of the classification performance of the cross-
feature fusion stream model, we compared the results of the cross-feature fusion stream
model with the results of the single-stream system, and the accuracy is shown in Table 2.
Here we abbreviate the time domain, frequency domain, and time-frequency domain as
TD, FD, and TFD, and abbreviate the cross-feature fusion stream convolutional neural
network as CFS-CNN. The results showed that, compared with single-stream fusion,
cross-feature fusion fusion could more accurately detect the preictal and interictal of
seizure, so as toachieve accurate seizure prediction.

Table 3. Confusion matrix of seizure dataset

Actual
category

Forecast category

Interictal Preictal

Interictal 129 3

Preictal 5 137

Fig. 4. Accuracy curve
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Table 4. Results of fusion stream and sub-stream data sets

Data set Accuracy Precision Recall

TD 0.832 0.855 0.843

FD 0.881 0.861 0.860

TFD 0.930 0.931 0.927

CFS-CNN 0.970 0.978 0.964

5 Conclusion

In order to improve the classification performance of the fusion stream convolutional
neural network model, we compared the results of the sub-stream and the fusion stream
system, and the correct rate is shown in Table 4. Table 3 is the confusion matrix of
the network, and Fig. 4 is the accuracy curve. Especially the fusion stream can achieve
the best performance. The results show that, compared with sub-streams, the fusion
streamnetwork canmore accurately predict whether seizures occur, thereby significantly
improving the performance and robustness of the model.
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Abstract. Abnormality detection has advanced in recent years with the
help of machine learning, in particular with deep learning models, which
can predict accurately across many types of signals and applications.
In the case of neuronal signals, abnormalities can present themselves as
artefacts or manifestations of neurological diseases. Among the diverse
neuronal pathologies, we chose to look at the detection of seizures, as
they manifest as a brief anomaly in contrast to normal brain activity in
the majority portion of the data during a prolonged recording. Epileptic
patients benefit from portable systems, which are dependant on efficient
energy consumption, and the sampling frequency of the signal is of vital
importance element to its battery lifespan. In this article, the impact
of the sampling rate on a deep learning-based multi-class classification
model is explored via the use of an open-source seizure dataset.

Keywords: ECoG · iEEG · Seizure · Brain signals · Data
acquisition · Anomaly detection

1 Introduction

Anomaly detection is the process of identifying outliers in data from a pattern
considered as “normal”. The process of defining what is “normal” and “anomaly”
can be data driven, where characteristics of each one are not defined a priory by
a specialist of the domain, but instead measured in the sampled population. In
the current age of Big Data, where the amount, complexity and dimensionality of
data available to be collected and studied are significant, computational methods
provide useful tools to handle it in an efficient manner [31].

Among the diverse range of methods, machine learning (ML) techniques
stand out due to their known performance as classifiers and predictors. These
techniques has been applied in a variety of tasks including biological data
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mining [25,26], image analysis [1], financial forecasting [30], anomaly detec-
tion [41,42], disease detection [27,29], COVID-19 detection [4,10,18], natural
language processing [32,40], assay detection [37]. Among them, deep neural net-
works stand out, which are composed of multiple layers of neurons for process-
ing of non-linear information and were inspired by how the human brain works.
There are different architectures which have been developed for specific tasks, for
example one-dimensional convolutional neural networks (1D-CNN) is an adap-
tation for time sequences of a model originally intended for images due to their
capacity to perform both as the feature extractor and classifier.

Neuronal signals, in general, reflect neuronal network activity and provide
information about brain functions. In their case, abnormalities can present them-
selves as artefacts or manifestations of neurological diseases. Among the diverse
neuronal pathologies, we selected to research the detection of seizures due to the
fact that they manifest as a brief anomaly in contrast to normal brain activity
in the majority portion of the data during a prolonged recording. The gold stan-
dard for evaluating neuronal activity in epilepsy patients is electrocorticography
(ECoG), which is commonly used for pre-surgical preparation to direct surgical
resection of the lesion and epileptogenic region. ECoG signals are obtained with
electrodes placed in the epidural or subdural layers of the brain, making it an
invasive procedure, but it bypasses the distortions produced by the skull and
intermediate tissue. The first location has a spatial resolution of 1.4 mm, while
the second one of 1.25 mm [34].

Defining which acquisition technology to employ or how to configure it is not
a trivial decision, as the sampling rate with which ECoG signals are acquired has
a direct impact on the subsequent processes. For off-line analysis, if we consider
the acquisition of ECoG with a typical 64 multi-channel system, a sampling
rate of 5 kHz, and registering each value as a double (8 bytes), it would only
take 7 min of recording to generate 1 gigabyte of data. For online analysis, the
energy consumption of the analogue-to-digital converter and the wireless data
transmitter scale with the bit length of the data [11,24]. This means the longer
the digitised or transmitted sequence is, the shorter the battery life of the device
will be.

Despite the memory and energy benefits of having a reduced signal reso-
lution, there is an expected impact on the performance of a classifier, which
authors in the literature have explored. Gliske et al. [16] delved into the impact
sampling rate of ECoG has on high frequency oscillation detection, which are
biomarkers for epilepsy, carried out by a non-ML method. After their analysis,
they recommended a sampling rate and an anti-aliasing filter of at least 2 kHz
500 Hz, respectively, to detect the oscillations. On a similar topic, but for the
electroencephalography signals (EEG), Kheller et al. [20] looked into how seizure
detection by a support vector machine (SVM) performed when down-sampled
from 256 64 Hz. Results show that it did not significantly impact the model’s
performance. However, the classifier was fed 38 handcrafted features instead of
the raw signal. In addition, exploration of the bit-width was carried out for 16,
12 and 8 bits, where a significant performance drop compared to the full double
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precision was only observed with 8 bits. In a similar fashion, Chiang et al. [8]
examined the reduction of transmitted data by wireless EEG seizure detection
systems via the use of data reduction techniques. They chose an SVM model
for classification and compared the energy consumed by transmitting the whole
signal, a compressed signal and three handcrafted features. By sending the lat-
ter, the battery life was increased fourteen-fold while maintaining a 95% seizure
detection rate.

To the best of our knowledge, there is no study that explores how the per-
formance of a machine-learning based classification model trained with raw seg-
ments of ECoG signal varies based on the sampling rate of the examples. The
goal of this article is to explore this topic, not the benchmarking of the model’s
performance or surveying the literature comparing different methodologies. For
the latter, we direct the reader to the work of Rasheed et al. [33], an up to date
review of state-of-the-art machine learning techniques for predicting epileptic
seizures. The remainder of the article is divided into Sect. 2 where we explore
the available open datasets and choose one for our analysis, the methodology is
explained and the machine learning model described. This is followed by Sect. 3
where results are obtained and subsequently discussed. Finally, Sect. 4 is where
conclusions are drawn.

2 Methodology

We have compiled the available open-access seizure ECoG datasets in Table 1.
The sampling rate among them varies 256 Hz up to 5 kHz, and for our analysis we
choose the one with the highest rate as to have more range to compare. The cho-
sen dataset (highlighted in the table) is composed of ECoG recordings obtained
from patients who were undergoing evaluation for epilepsy surgery belonging to
two hospitals [28] . Raw data was filtered in the bandwidth of 2 kHz, and down-
sampled to 5 kHz. The recordings were manually classified into physiological,
pathological, line noise and non-cerebral artefact classes (illustrated in Fig. 1),
and then segmented into three-second length sequences.

Table 1. Available open-access seizure ECoG datasets

Reference Host Sampling rate Channels Subject

[15] CRCNS 2 kHz Multi Human

[38] Kaggle 0.5 to 5 kHz Multi Human

0.4 kHz Dog

[28] Kaggle 5 kHz Single Human

[7] SWEC-ETHZ 0.5 or 1 kHz Multi Human

[22] Epilepsy Ecosystem 400Hz Multi Human

[23] Open neuro 1 kHz Multi Human

[6] Open neuro 0.25, 0.5,1 or 2 KHz Multi Human
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Fig. 1. Examples of the four classes in the dataset.

These sequences are time series, as they are a series of data points ordered
in time. Different neural network architectures have been successfully used for
their classification, such as multi layer perceptron [13], long short term memory
networks [12] and convolutional neural networks [14]. A variation of the latter
known as 1D-CNN was chosen for this article, which are able to extract informa-
tion from areas of the signal, leading to more robust features and thus achieve
better performances.

Convolutional neural networks were inspired on the biological structure of
the animal visual cortex, and have the ability to learn filters which extract the
patterns specific to their data. While many variations of it exist, with different
sizes, order, depths and layers, they are mainly formed by five layers: convolu-
tional (1), pooling (2), dropout (3), fully connected (4) and classification (5).
The first layer is composed of of filter which slide over the input to produce a
feature map. For every filter, a different feature map is generated, which captures
local dependencies. Therefore, the bigger the amount of filters a network has,
the more features are extracted from the input. As the network deepens, these
layers extract higher level features as it considers the cumulative effect of many
features in the previous layers. The function of the second layer is to decrease the
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dimensionality of each function map, which preserves the most relevant details
by maintaining the maximum or average value of a given input group. In addi-
tion, it causes the network to become invariant to the transformation of inputs,
such as distortion, translation and rotation, as well as reducing the over-fitting.
The third layer reduces interdependent learning amongst the neurons, as it is is
an approach to regularisation in neural networks. This is caused by turning off
neurons with a probability of 1-p so that a reduced network is left, so the net-
work is forced to learn more robust features. The fourth layer, ‘fully connected’,
integrates non-linearly the high level features extracted up to that point via
combinations, and feed them to the last layer. Finally, the fifth listed layer has
n neurons, equal to the number of classes the examples will be classified as with
a normalised probability score obtained via a soft-max function.

We have implemented a one dimension adaptation of AlexNet [21], achieved
by flattening one dimension of the filters and pooling layers. The components of
this network are described Table 2, where all 12 layers are listed. The convolu-
tional layer’s filters size are expressed inside brackets, multiplied by the quantity
and succeeded by the stride (s) and the same notation is used for the pooling
window’s sizes and stride. The input size, number rectified linear unit in the
fully connected layers and soft max units in the classification layer are within
brackets as well. As the sequences are of smaller dimensionality than the images
it was designed for, the amount of filters was reduced as well to multiples of 16.

Table 2. Architecture of the 1D-CNN model

Architecture Component

Layer 1 Input

Layer 2 Convolution 1 [1,11] × 32, s = 1

Layer 3 Max pooling 1 [1,3], s = 2

Layer 4 Convolution 2 [1,5] × 64, s = 1

Layer 5 Max pooling2 [1,3], s = 2

Layer 6 Convolution 3 [1,3] × 128, s = 1

Layer 7 Convolution 4 [1,3] × 128, s = 1

Layer 8 Convolution 5 [1,3] × 128, s = 1

Layer 9 Max pooling 3 [1,3], s = 2

Layer 10 Fully connected [1024]

Layer 11 Fully connected [512]

Layer 12 Classification [4]

In order to avoid bias in training, due to fact that the datasets belonging
to each hospital present a different amount of examples of each class, examples
from both hospitals were randomly drawn to match the number of the one with
least examples. This resulted in a total of 97,132 examples which were afterwards
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split into training (70%), validation (15%) and testing (15%) sets. Classification
models were built for the different sampling rates of 5, 2, 1, 0.5 and 0.25 kHz,
due to the fact that they are the ones that were mostly used by the various
epilepsy datasets shown in Table 1. This allows us to showcase the difference
in a model’s performance trained with half of the previous sampling frequency
in each iteration. The down-sampling was carried out with the matlab function
resample, which applies an FIR anti-aliasing low-pass filter to the signal and
compensates for the delay introduced by the filter. Subsequently, the signals were
z-score normalised, as to have mean 0 and standard deviation equal to 1. The raw
signal segments were used as an input to the 1D-CNN, but as it is expected to be
a 3-channel image, each set was reshaped to a 4D vector: 1 × sequence length ×
1 × number of sequences, where the sequence length is the sampling rate × 3 s.
Finally, the models were trained with the Adam optimisation algorithm, with
an initial learning rate of 0.001, momentum of 0.9 and a batch size of 512. A
summary of the proposed workflow in the form of a functional block diagram is
presented in Fig. 2.

Fig. 2. Functional block diagram of the workflow.
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3 Results and Discussion

The performance of the validation sets during training is shown in Fig. 3. The
learning curves are similar among models, and the achieved final accuracies and
losses are as well. For a closer analysis, the obtained results are summarised in
Table 3, where the first column indicates the sampling rate, the second and third
column the achieved accuracy of the test and validation set, and the fourth and
fifth row the respective loss. The network has been able to successfully learn,
as shown by the close performance between the training and validation sets. A
2.7% difference between the performance of the highest rate and the lowest one
is not significant in the obtained accuracy range. For further analysis, we proceed
to observe the performance on the test set.
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The performance over the test set is displayed in the form of confusion matri-
ces in Fig. 4. The rows refer to the class predicted by the 1D-CNN (Output
Class), and the columns refer to the true class (Target Class). Correctly classi-
fied segments are located in the diagonal cells (green coloured), and incorrectly
classified ones in the off-diagonal cells (red coloured). In each cell it indicates
both the amount of segments (in bold) and relative percentage to the overall
number of segments. The precision and false discovery rate are displayed in the
column on the far right, while the true positive rate and false negative rate
are displayed at the bottom row. Lastly, the total accuracy is indicated at the
bottom right cell.

The sensitivity of the line noise class remains consistently high (>99%)
throughout every model, due to the distinct periodical waveform and low ampli-
tude. The detection of artefacts is on the 92% range from 5 kHz to 500 Hz,
but drop significantly 250 Hz, where there is a bigger miss-classification of it as
pathological signals. This can be attributed to the abnormal waveform, higher
amplitude and high frequency components. Identifying physiological signals cor-
rectly becomes more challenging to the model as the sampling rate is lowered, as
it classifies it as artefactual more frequently. Finally, the correct classification of
pathological (i.e. seizure) segments varies only a 1.5% from the highest sampling
rate to the lowest, where the most common incorrect categorisation is with the
physiological class.

Table 3. Training and validation results for different sampling frequencies.

Sampling
frequency
(kHz)

Train
accuracy

Validation
accuracy

Train loss Val loss

5 0.9785 0.9471 0.0577 0.1753

2 0.9609 0.9382 0.1035 0.1967

1 0.9375 0.9304 0.1938 0.1967

0.5 0.9082 0.9283 0.2522 0.1995

0.25 0.9078 0.9198 0.2329 0.2143

Overall, The sampling rate does not seem to have a major impact on the
classification model’s performance. The optimal value for our dataset would be
the 250Hz, given the trade off between sensitivity of 92.5% and low sam-
pling rate. The network size and results are comparable to Seizure-Net [17], an
on-chip implementation of a CNN which achieved a 92.2% mean sensitivity of
seizure detection of ECoG at a frequency of 256 Hz, consuming only 802µW for
a detection per second. This show the plausibility of deploying these models to
a portable device, which can further be reduced 7 to 8 times by reducing the
bit-size of the weights, as shown by [39].

The benefits of a reduced sampling rate are less storage consumption, smaller
machine learning models and less energy consumption in portable systems. To
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Fig. 4. Test set results for different sampling rates, for the classes: line noise (0),
artefacts (1), physiological (2) and pathological (3).

this end, there has been development of techniques to compress ECoG signals
which allow for faster off-line recovery and higher reconstruction quality [2,3,
5,19,35,36]. Overall, a lot of progress is being made to address the issues of
machine learning models in portable systems.
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If we were to contrast the capacity of these models to humans, we can look
at the work of Davis et al. [9], whom investigated the effect of increased ECoG
sampling rates in clinical practice. They concluded that for an expert human
observer, there wasn’t an improvement of the labelling with sampling rate of
over 100 Hz. While a human can’t compete in terms of speed, machine learning
models still have room to improve in regards to the amount of information they
require.

4 Conclusion

We set out to study the impact of the sampling rate of an invasive neural record-
ing on the classification of abnormal signals by a deep learning model. After
comparing the available open data, we selected the highest rate and used it to
train a 1D-CNN, models known to work well for one-dimensional signals. Our
findings show that there is no major difference in employing low sampling rates,
as a model trained with 5 kHz performs similarly to that trained with twenty
times less. These results can be used by those looking to implement portable
ML systems in abnormality detection of neuronal signals, as it will have a major
impact on the battery life of the device. Similarly, those looking to do an off-
line analysis can benefit from the smaller file size to speed up computational
time when doing resource-consuming tasks such as wavelet graphs and network
connectivity studies. In the future we will expand on this topic with other inva-
sively recorded neural signals, such as local field potentials and neural spike
trains, where we expect to have similar findings and subsequently implement
ML models in an on-chip system for health monitoring.
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Abstract. Fetal ultrasound imaging is commonly used in correctly iden-
tifying fetal anatomical structures. This is particularly important in the
first-trimester to diagnose any possible fetal malformations. However,
inter-observer variation in identifying the correct image can lead to mis-
diagnosis of fetal growth and hence to aid the sonographers machine
learning techniques, such as deep learning, have been increasingly used.
This work describes the use of ResNet50, a pretrained deep convolu-
tional neural network model, in classifying 11 − 13+6 weeks Crown to
Rump Length (CRL) fetal ultrasound images into correct and incorrect
categories. The presented model adopted a skip connection approach to
create a deeper network with hyperparameters which were tuned for the
task. This article discusses how to distinguish Crown to Rump Length
(CRL) fetal ultrasound images into correct and incorrect categories using
ResNet50. The presented model used a skip link approach to construct
a deeper network with task-specific hyperparameters. The model was
applied to a real data set of 900 CRL images, 450 of which were right
and 450 of which were incorrect, and it was able to identify the images
with an accuracy of 87% on the preparation, validation, and test data
sets. This model can be used by the sonographers to identify correct
images for CRL measurements and hence help avoid incorrect dating of
pregnancies by reducing the inter-observer variation. This can also be
used to train sonographers in performing first-trimester scans.

Keywords: Convolutional neural network · Machine learning · Fetal
ultrasound imaging · Crown to rump length · Deep learning · Medical
imaging

1 Introduction

Machine learning (ML) has emerged, in recent years, as an essential tool in the
field of medical imaging. With advances in medical imaging, new imaging modal-
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ities and methodologies, as well as new machine learning algorithms, are being
increasingly used in medical imaging [48]. Pregnancy dating is a keystone in high-
quality pregnancy care, as it will not only determine the gestational age and the
estimated due date but also will establish the periods of time in which differ-
ent screening or diagnostic tests need to be performed, such as first-trimester
screening for chromosomal abnormalities. The importance of CRL becomes even
greater if one takes into consideration the fact that up to 30% of women attend-
ing an antenatal clinic have uncertain or unreliable menstrual dates [34]. Benefits
of correct dating pregnancy include reducing the number of pregnancies classi-
fied as preterm [7] and the incidence of post-term delivery and its resultant
complications such as stillbirths [49], as well as the reduction in the number of
unnecessary obstetric interventions [9].

ML has shown its promise as an effective tool to analyse data from diverse
application domains. Various ML based methods, including deep learning, have
been successfully applied to fields such as: anomaly detection [12–15,52,53], bio-
logical data analysis [26,27,29], cyber security [16,30] disease detection [4,46]
[3,6,11,20,31,35,36,42], elderly people management [1,2,32], language process-
ing [40,51], etc. In particular, application of Convolutional Neural Network
(CNN) based methods have been successfully applied to medical image analysis
including: diagnosis of fetal brain malformations [33], organ segmentation [43]
segmentation of fetal heart [39] and breast tumour detection [50].

First-trimester ultrasound is the most accurate method to estimate the gesta-
tional age of the fetus that will better inform obstetrical monitoring and manage-
ment. The most accurate parameter to establish or confirm gestational ages is the
ultrasound evaluation of the fetus in the first trimester (≤ 13+6 weeks) is based
on the measurement of the CRL, which has an accuracy of ±5–7 d [37]. However,
pregnancy dating requires accurate manual CRL measurements by the operator,
which means that the quality of the measurement is user-dependent. Manual
measurements are time-consuming with typical examination times of more than
15 min. In addition, visual estimation of CRL is prone to inter-observer errors
affecting the clinical value of obtained results [38]. Moreover, the quality of the
image obtained cannot be assessed during the examination and poor-quality
views will result in inaccurate measurements of the CRL.

Kagan et al. [19] reported that in 95% of the cases the differences between
two CRL measurements were roughly within ±5 mm or 2.5 d of gestation. Even
such a small under- or overestimation of CRL may have a major impact on
patient-specific risks, resulting in substantial under- or overestimation of those
risks.

The aim of this study is to develop a computerised model, supervised machine
learning based, for the classification of fetal ultrasound images taken at a 11–
13+6-week scan into correct and incorrect categories quantifying the quality of
the image and preparing the image for the sonographer to measure the CRL of
the fetal ultrasound. The study uses a novel transfer learning approach using
the ResNet50 architecture to perform a binary classification.
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Image analysis of ultrasound images using artificial intelligence techniques
such as CNN has been conducted in the past, providing successful results in
respective fields of medicine. This research aims to reduce inter-observer varia-
tion when dating pregnancies at 11–13+6 weeks using CNN. The research pro-
posed can be a key contribution to the combined field of machine learning and
fetal medicine as being one of the first projects to explore the classification of
the correctness of 11–13+6 weeks CRL images using real world data.

In the rest of this paper, Sect. 2 reviews the literature, Sect. 3 describes the
proposed method, Sect. 4 reports the results and the discussion, and Sect. 5
concludes the paper along with some possible future research directions.

2 Related Works

The use of CNN in routine fetal ultrasounds has been restricted to the fetal brain,
heart and placenta [5]. This novel study involves the use of transfer learning and
a ResNet50 architecture to classify 11–13+6-week fetal ultrasound scan images.

Various Deep Learning methods, have been successfully applied to different
fields which can be seen by the work of Mahmud et al. [28] who investigates the
use of different Deep Learning architectures in mining biological data. The work
of Mufti et al. illustrates different underlying theories in Deep Learning along
with presenting open source deep learning tools. This works highlights the pros
and cons of tools that can be used for the development of the CNN model being
developed. A specific tool to highlight from this work is the use Keras and its
rich documentation. Other work in regards to ML has been conducted in fields
regarding biological data and the recent COVID-19 pandemic [20,29].

CNN can be described as a popular method for the classification of images
due to the evolution of several CNN architectures such as AlexNet, GoogLeNet,
and ResNet [44]. This can be supported by the work of Ye et al. [54] implementing
a deep convolutional neural network for a fetal head plane identification. In this
study a group of classification networks have been compiled and applied for the
identification of fetal anatomical landmarks using various residual networks such
as ResNet50. The results of the study show a high precision and recall of 89.67%
and 89.61% respectively. This implies the popular architectures chosen for this
study are highly accurate for this domain.

A variety of research has been conducted related to deep learning methods
in respects to medical image analysis. Lundervold et al. [25] created an overview
of the application of deep learning methods explaining how deep learning mod-
els can be applied to MRI scans from segmenting images in predicting diseases.
Lundervold’s research consists of three main aims: providing a brief introduction
to deep learning, the application of deep learning to MRI scans and providing
a foundation point for other researchers interested in the field. From Lunder-
vold et al.’s research a familiarisation of the building blocks of CNN has been
formed as Lundervold discusses convolutional layers, activation layers and pool-
ing along with a brief description of several CNN architectures such as AlexNet,
GoogLeNet and more.
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Liu et al. [24] proposed the integration of S-Mask R-CNN to enable the diag-
nosis of prostate cancer and successfully outlining the region of the prostate in
an ultrasound. Using the integrated S-Mask and regional-CNN the experimental
results Lui et al. observed proves the proposed method can accurately detect a
prostate in an ultrasound image and the proposed method has a higher accuracy
than the detection and diagnosis of a doctor. The use of deep learning has shown
huge potential in the image analysis of ultrasound images. Lui et al. discusses and
summarises the application of deep learning models on ultrasound images using
image analysis tools such as classification, detection and segmentation. Specify-
ing the different aspects where ultrasounds are used in medicine for example in
the detection of tumours, fetus and organs. Lui et al., discusses the theoretical
knowledge behind convolution neural networks and states the development of
classical convolutional neural networks which explains the increasing popularity
and practicability.

Additional research using CNN and ultrasound images can be seen by Burgos-
Artizzu et al. [8] evaluating deep CNN when automatically classifying the mater-
nal fetal ultrasound planes. Burgos-Artizzu et al. records DenseNet-169 as the
best performing net with a 93.6% average class accuracy. A comparison between
the DenseNet-169 and a human, suggests the performance of the CNN can be
seen by perfect results of two out of the six classes Burgos-Artizzu et al. had
investigated. The work of Deepika et al. [10] also looks into the use of CNN
in ultrasound images. Deepika et al. uses a U-Net framework which is able to
diagnose fetal anomaly in ultrasounds by segmenting the abdominal region and
implementing a CNN to extract hidden features from the images. This frame-
work by can be seen out performing other CNN approaches such as the work of
Kim et al. [22].

3 Proposed Method

The proposed method applies a transfer learning approach which is used to train
CNN architectures to classify (11–13+6 weeks) fetal ultrasound scan images into
correct or incorrect images. The proposed pipeline is shown in Fig. 1. Due to
the small number of ultrasound images, a transfer learning approach has been
adopted, to classify these images is more practical as traditional CNN architec-
tures requires a large data set of images [18]. Before creating a new architecture
it is useful to check the implementation of pre-existing models on the new data
set of fetal ultrasound scan images. In this method, we have used a pretrained
ResNet50 architecture which has previously achieved state of the art perfor-
mance when classifying images on a the ImageNet dataset. The rationale in
behind using a pretrained ResNet50 architecture has been conceived because of
its performance and ability to use binary classification to classify correct and
incorrect fetal ultrasound scan images. The ResNet50 model was chosen due
to its accuracy and the vast applications in medical transfer learning applica-
tions [23,41]. This has also been illustrated by the work of Zhang et al. [55] as
the ResNet50 architecture outperformed other state of the art architectures in
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the direct estimation of fetal head circumferences from ultrasound images. The
residual network mitigates the vanishing gradient problem by incorporating a
skip layer connection into the architecture allowing the gradient to flow through
alternative paths.

Fig. 1. Analysis pipeline detailing the various stages of the process. GAPL: Global
Average Pooling layer, DOL: Dropout Layer and DL: Dense Layer.

A residual network is made up of residual blocks which consist of a large
number of layers that can be denoted as l. Suppose we take two activation
layers from the network and denote the first activation layer as al, which is then
applied to a linear operator (weight layer). this application can be represented
by zl+1 = al.W l+1 + bl+1 which represents the multiplication of the activation
layer by the weight matrix (W l+1) and the addition of a bias vector (Bl). After
this a ReLU layer is applied which can be represented by (al+1 = g(zl+1))
followed by the application of another linear operator and ReLU layer. The
final output we get after following the path of the two activation layers can
be represented by al+2 = g(zl+2). This mathematical formulation represents
the flow of information from al to al+2. However in a residual net, the first
activation layer is fast forwarded and added before the non linearity is applied
which is known as the skip layer allowing information to go much deeper into
the neural network. Instead of the final output being al+2 = g(zl+2) due to the
skip layer we get the final output as al+2 = g(zl+2 + al).

3.1 Network Construction

The proposed method uses a transfer learning approach where pretrained models
such as DenseNet121, InceptionV3, ResNet50 and VGG16 are trained to classify
fetal ultrasound images into correct and incorrect categories. Before the model
can be trained the data set is augmented with a 0.2 rotation and horizontal fit
to avoid the possibility of over-fitting [45]. The images are preprocessed depend-
ing on the architecture they are going to be implemented in. In this case the
ResNet50 architecture requires images of a size of 224 X 224. For this step the
tensorflow preprocess input has been used which is different for each architecture
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and the images are re-scaled depending on the architecture. The base model is
then initialised and the convolution base is frozen as this prevents weights from
updating during training. After the base model is initialised, a global average 2D
pooling layer is added to act as a classification head by converting the features
of the image to a single vector. Finally, a dense layer is added to the model, to
convert features into a single prediction and the model is then compiled. When
images are ran through the model the classification of an image is returned in
logits which can be denoted in mathematical terms as “logit(p) = log( p

p−1 )”.
From this the logit values are passed through the sigmoid activation function
which is able to convert these values into a 0 or 1 representing incorrect and
correct categories. The sigmoid function is best used in a binary classification as
they are able to convert the logit values into values in between 0 and 1 which
can be denoted by σ(x) = ( 1

1−e−x ). Values that fall in between 0 and 0.5 can be
represented as 0 and values between 0.5 and 1 can be represented as 1.

3.2 Experimentation

CRL Data. This is a cross sectional study that was conducted at Kypros Nico-
laides Fetal Medicine Centre in Southend University Hospital between Novem-
ber 2020 and February 2021. This study was approved by the local research
and ethics committee of Mid and South Essex NHS Foundation Trust Hospi-
tals. All images were strictly anonymized and exported for off-line processing.
Static CRL images were selected with measurements between 45 and 84mm
(11–13+6 weeks). All scans were performed by trained sonographers holding the
appropriate certification provided by the Fetal Medicine Foundation. They had
undergone rigorous training in CRL measurement and submitted images as part
of quality control. The clinical fellows obtained 900 images from patients with
singleton pregnancies. No personal or medical data was saved or used for this
research purposes.

For developing and training the machine learning model images were sepa-
rated in “correct” and “incorrect” categories. For quality assessment sonogra-
phers subjectively evaluated each picture based on [21]:

– Magnification: Fetus should fill more than two-thirds of image.
– Mid-sagittal section: Midline facial profile, fetal spine and rump should all be

visible in one complete image.
– Position: Fetus should be in a neutral position.
– Clear borders: Crown and rump should both be clearly visible.
– Horizontal orientation: Fetus should be horizontal with line connecting crown

and rump positioned between 75 degrees and 105 degrees to the ultrasound
beam.

Quality assessment of the CRL images was performed by two trained opera-
tors who did not take part in the model development. The images were exported
into a JPEG format and then were split into a training and validation set. The
data set was split into 80% training and 20% validation thus a total of 720 images
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Fig. 2. Segmentation process of 11 − 13+6 weeks ultrasound images.

were used in training and 180 images were used in validation. In order to per-
form the most optimal classification of these images the data set was balanced
with the same number of images in both the correct and incorrect categories
respectively.

The original CRL images were examined and oval shapes were drawn ontop
of the image of the fetus manually in both categories (correct and incorrect).
Image segmentation was then carried out on the annotated images, removing
areas of the original images that are not required during the classification of
these images allowed the reduction in the noise of the images hence improving
the accuracy [17].

3.3 Parameter Selection

The parameters were selected after a number of models were run which included:
varying the number of epochs, batch size, dropout and learning rate. The most
optimal parameters were used for this model from analysing the computational
time taken to run the models and if the results displayed any overfitting or under-
fitting of data. The models were run on a number of different set of epochs such
25, 50 and 100. By varying the number epochs we found that the model worked
optimally on on 50 epochs and provided an adequate accuracy and computational
time taken to run the model. Using 100 epochs increased the computational time
significantly and did not vary the accuracy.

– Epochs: 50
– Dropout: 0.2
– Batch size: 32
– Loss function: Keras Binary Crossentropy
– Optimizer: Adam
– Learning Rate: 0.002
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4 Results and Discussion

4.1 Model Performance

Using the parameters stated above, the pretrained ResNet50 architecture was
compared to three other CNN architectures. ResNet50 provided the best set
of results which can be seen by the learning curves provided in Fig. 3A and
Fig. 3B. From this set of results,it can be demonstrated that when the ResNet50
was trained on the 11−13+6 weeks ultrasound image data set post segmentation,
the training accuracy of 87% and a validation accuracy of 87% was achieved at
the end of 50 epochs with a batch size of 32 and learning rate of 0.002. This
demonstrates that the models training data has an accuracy of 87% to classify
correct and incorrect images. This is similar for the validation data set which
includes images that the model was not been exposed to before. The reason for
such a high accuracy of a new data set which may still hold some inconsistencies
can be attributed due to the unique skip layer found in the ResNet50 architecture
allowing information to flow deeper into the neural network.
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Fig. 3. Training accuracy (A) and loss (B) of the ResNet50 Model.

A batch of images from the validation set was split from the original set to
be tested after the model was trained. An accuracy of 84% was noted as model
predicted the classification of the images that had been separated. This can be
seen by the confusion matrix displayed in Fig. 4. Due to the limited data set, 32
images were used to test the model and provide an overview of the behaviour of
the model. On analysis of the confusion matrix we can demonstrate that a out of
the total 32 images 27 were classified correctly and 5 images were misclassified.
A total of 5 incorrect images were inappropriately classified as correct, and hence
giving a false positive rate of 27%. However, this maybe due to the inflexibility
of the criteria of a correct image. The classification report shown in Table 1
supports the false postive rate stated above and displays the precison and recall
of the model. Increasing the flexibility of the criteria for the classification of
correct images does not lead to a significant clinical impact and hence in future
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models the false positive rate can be reduced [47]. The objective of this research
was to prepare a model that could help sonographers in training to identify
correct and incorrect images so they can measure an accurate CRL when dating
pregnancies.
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Fig. 4. Confusion matrix of the proposed method

Table 1. Classification Report of testing model

Precision Recall F1-score Support

Good 1 0.72 0.84 18

Bad 0 1 0.85 14

Accuracy – – 0.84 32

Macro avg 0.87 0.86 0.84 32

Weighted avg 0.88 0.84 0.84 32

The classification report shown in Table 1 supports the false postive rate
stated above and displays the precison and recall of the model. The report shows
the performance of the ResNet50 model on a batch of 32 images that were split
from the validation set. The classification report shows 100% classification of
incorrect images that is supported by the confusion matrix in Fig. 4.

4.2 Comparison of Model Performance

The ResNet50 model proposed, was also compared against three other popu-
lar Convolutional Neural Network architectures which have been stated in 2.
These architectures were implemented in the same pipeline as shown in Fig. 1
and the training, validation accuracies and loss were noted for comparison. As
demonstrated in Table 2 the residual architecture performs better than the other
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architectures implemented in the pipeline using the same parameters. This is sup-
ported by the adequate computational time taken to run the architecture and
providing the best training and validation accuracies without any overfitting or
underfitting of data.

Table 2. Accuracy comparisons with other state of the art architectures

Architecture TA VA TL VL TTT

DenseNet121 0.7792 0.7973 0.4308 0.4715 130 min

InceptionNetV3 0.8333 0.7056 0.3890 0.4898 36 min

VGG16 0.7726 0.7778 0.4845 0.5283 206 min

ResNet50 0.8708 0.8778 0.3014 0.3787 65 min

Legend – TA: Training Accuracy; VA: Validation Accuracy;
TL: Training Loss; VL: Validation Loss; TTT: Training Time
Taken
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Fig. 5. Experimental Average of Training Accuracy & Loss (Legend – TA: Training
Accuracy; TL: Training Loss)

An in-depth comparison of the training accuracy’s and loss of the state of
the art architectures can be seen in the results illustrated in Fig. 5. The results
illustrated in Fig. 5 represent the average values of the training accuracy and
training loss calculated after five experiments had been carried out. For each
state of the art architecture implemented the architectures were deployed five
times and the training accuracy and loss was noted. From the average of these
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results the consistency of the models can be denoted and results gathered sup-
port the results shown in Table 2. The ResNet50 architecture displayed an aver-
age training accuracy of 0.8775 which was the highest compared to the other
architectures implemented and provided the lowest average training loss value.

5 Conclusion and Future Work

In this study, we have demonstrated the ResNet50 architecture using a trans-
fer learning approach was able to perform a binary classification of 11 − 13+6

weeks fetal ultrasound images of CRL measurements into correct and incorrect
categories with an accuracy of 87%. The classification of images, into correct
and incorrect categories can help sonographers measure an accurate CRL and
provide an accurate gestational age. The pretrained ResNet50 architecture was
chosen to accurately classify images into correct and incorrect categories. The
unique characteristic of this architecture to employ multiple skip layers and
allow the network to be simplified helps in solving the vanishing gradient prob-
lem. The architecture was fitted to a unique segmented data set of 11 − 13+6

week fetal ultrasound images and suitable parameters were chosen to provide a
good performance and appropriate computational time taken to run the model.
Furthermore, this model was then compared to three state of the art architec-
tures that were also entered into the proposed pipeline. From the comparison, we
can conclude that the ResNet50 architecture provided the best results out of the
four architectures chosen. The implemented model can be adopted onto other
binary classification problems using the transfer learning approach however the
results may differ depending on the data set of the classification problem. The
accuracy of this model can be improved by increasing the number of epochs and
increasing the depth of the data set with the use of more computational power
which can then be adopted on to other different binary classification problems
associated with fetal ultrasound imaging. In the future, this classification soft-
ware would need to be developed and integrated with hardware components to
be used in real-time classification of correct and incorrect ultrasound images.
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Abstract. Skin cancer is one of the kinds of cancer that leads to mil-
lions of deaths of human beings. Early identification and appropriate
medications for new harmful skin malignancy cases are fundamental to
guarantee a low death rate as the survival rate. Most of the related works
are focusing on machine learning-based algorithms, but they provide the
maximum accuracy of and specificity. In the preprocessing stage, sharp-
ening filter and smoothening filters are used to remove the noise along
with enhancement operations. Then Otsu’s segmentation used for effi-
cient detection of the region of skin cancer. Finally, to achieve the max-
imum accuracy for classification back-propagated based artificial neu-
ral network (BP-ANN) developed for the categorization of skin cancer
with the spatially gray level dependency matrix (SGLD) features. The
suggested research work can be effectively used for the organization of
various Benign and Melanoma skin cancers.

Keywords: Back-propagattion · Artificial neural network · Spatially
gray level dependency matrix · Support vector matrix

1 Introduction

In recent days, skin cancer becomes the most affected disease among different
types of cancers, and it is divided as benign and malignant. In these two types,
melanoma is recognized as deadliest one while comparing with the non-melanoma
skin cancers. It is a known fact that melanoma affects more people a year by year
wise and early treatment is important for the survival of the patients. Inspection
of malignant melanoma needs well-experienced dermatologists. These people use
a computer-assisted system early detection of melanoma. In deep learning various
procedure prototypes were used for the diagnosis of a skin cancer diagnosis.
Many research papers have utilized image preprocessing for the identification
of melanoma at the initial times, which leads to effective treatment. In [1,22],
authors have utilized image preprocessing for the identification of melanoma at
the initial times, which leads to effective treatment. Recently, new activities in
c© Springer Nature Switzerland AG 2021
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the improvement of CNN have allowed computers and beat dermatologists in
skin cancer identification activities.

The remainder of the broadside is structured in Literature survey conducted
for paper is covered in Sect. 2. Section 3 covers the suggested melanoma detec-
tion method while Sect. 4 describes the environment in which experiments were
conducted. Finally, Sect. 5 has remarks that conclude the outcomes and draw
inferences from the presented research work.

2 Literature Survey

In recent years artificial intelligence has gained popularity in research for
their abilities to predict patterns. They have been applied to many different
fields including disease detection [10,30,35,36,43] and classification [9,12,26,45],
elderly care [20,21] and fall detection [4,5,33], anomaly detection [7,13,48,49],
biological data mining [32,34], cyber security [28], earthquake prediction [2,3],
financial prediction [37], safeguarding workers in workplaces [22], text analytics
[39,46], and urban planning [23]. Related work about skin image processing and
their multiple applications using different kinds of methods and approaches.
It also describes different approaches used in the skin cancer identification
methodology which is used to detect tuberculosis utilizing technical and medi-
cal approaches. Through the elaborate survey is the motivation for the present
suggested work.

2.1 Filter and Adaptive Histogram Technique

The adaptive histogram equalization technique used for preprocessing operation.
In this work use novel classification and segmentation of skin lesions [34]. The
main purpose through this work is a skin cancer identification system with a
minimum error by selecting the proper approach in every stage. The standard
digital camera is used for capturing the skin lesion image is shows the high
screening process of lesion images. The combination of an analytical method
and segmentation method aims to enhance these two approaches to create an
interface for assist dermatologists in the diagnostic process [32]. The initial step
in this work, a series of preprocessing is executed to unwanted structures and
removes noise from the given image. Then, an automatic segmentation method
traces the skin lesion. Send step is feature extraction is done by using ABCD
rule which used to calculate the Total Dermoscopy score.

2.2 Gaussian Method

The segmentation processing of Magnetic Resonance Images (MRI) by utilizing
the Unsupervised Neural Network Algorithm (UNNA) [1]. Here considering two
different kinds of problems: such as the trained network takes a long time to
obtain the Desired Output. Another one that has obtained results from the
training process is not correct which contains a lot of noise as a result of the
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training process. Thus, in this work employed the2D Discrete Wavelet Transform
(DWT) learned Patterns for denoise operation (noise removal or reduction) by
processing entire the outcomes from the activity of the segmentation of MRI. The
UNNA like Kohonen Network considering the outcome image and the trained
process is findings of the given original images. The quality of the image by
utilizing the de-noising and resolution concepts such as wiener filter, median
filter, average filter, discrete wavelet transform, and the dual tree-based complex
wavelet transform approach.

The different preprocessing methods for detecting the lesions and micro-
calcification from the mammogram image [29]. These preprocessing methods
eliminate the unwanted noise present in the input image which is implemented
in the MATLAB tool. Then the accuracy of the preprocessing methods has been
validated using 30 different mammogram image and the efficiency is examined
using the peak signal to noise ratio.

Enhancing the quality of the images by applying the filtering and resolution
methods such as median, average, and wavelet filters [14]. These filters estimate
the neighboring pixel value for efficiently estimating the new brightness values.
Also, these filters maintain the quality of the edge and contour information.
Then the performance of the system is analyzed using the peak to signal ratio
metrics. These resolution based preprocessing methods improves the quality also
enhance the classification accuracy efficiently.

2.3 Segmentation Techniques

Melanoma is a sort of dangerous skin disease; it can be diagnosed only in its
early stage but using the normal conventional dermatological approach is a dif-
ficult one. An image processing approach by using an efficient segmentation
algorithm named a radial search method to obtain the truth of the lesion region
in dermoscopy skin images [16]. DL – especially its different architectures – has
contributed and been utilized in the mining of biological data pertaining to those
three types, a meta-analysis has been performed and the resulting resources have
been critically analysed. Focusing on the use of DL to analyse patterns in data
from diverse biological domains, this work investigates different DL architec-
tures’ applications to these data.

The melanoma skin cancer by using the Otsu thresholding which is used to
segments the lesion from the whole image [40]. Further segmentation is done
by using a Boundary tracing algorithm. After removing the features from the
lesion, the classification process is done by using the Stolz algorithm stage.

The skin-tone regions with the help of edge detection and color spaces in
green red channels [14]. The prominent feature of the face is extracted by using
wavelet approximations. The experimental results obtained the enhanced False
Acceptance Rates (FAR) over either utilizing a grayscale image for segmentation
and which algorithm not using any kinds of edge detection.
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2.4 Artificial Neural Network Based Techniques

The ANN-based Classification methodology utilizing Artificial Intelligence and
Image processing approach for early diagnosis [14]. In this work dermoscopy
image of skin cancer is taken for analysis using Computer-Aided Classification,
and it is considered different kinds of image enhancement and pre-processing.
The 2D Wavelet transform is a well-known Feature Extraction approach is used
in this work. These features are feed into as input as in ANN Classifier. It
classifies the given data set into non-cancerous or cancerous.

The automatic cancer detection process by utilizing the effective image seg-
mentation process [42]. Before segmenting the image, the noise present in the
image should be eliminated by converting the RGB images into the Grayscale
image. Then the region growing method has been applied to the noise removed
image which combining a similar gradient value based on the image intensity
constraints. From the segmented image the affected region related features are
calculated which is fed into the supervisor classifier to analyze cancer effectively.

The tumor region by utilizing the fuzzy c means based support vector
machine [31]. Initially, the MRI image neighboring pixel value has been ana-
lyzed and the input is labeled by using the Fuzzy C - Means method. From
the input vectors, the membership function is applied and the affected region is
efficiently segmented by using the support vector machine. Then the suggested
FCM with Support Vector Machine based segmentation methods has been ana-
lyzed using the quadratic kernel function and the non-linearity approach. Thus
the suggested method enhances the segmentation process which used to achieve
the enhanced results while classifying the segmented region. Finally, the per-
formance of the system is compared with the silhouette method, fuzzy entropy,
fuzzy partition coefficient methods.

2.5 Different Feature Extraction Methods

The different feature extraction methods for identifying cancer were elaborated
[17]. The author examined skin cancer detection using the computer-aided diag-
nosis process. The biopsy method is known as the Conventional diagnosis method
is used for the skin cancer detection process. In this work utilize a neural net-
work (NN) system as promising modalities for the skin cancer detection process.
This work involves different stages of detection which contain a collection of Der-
moscopic images, feature extraction utilizing GLCM and classification utilizing
ANN, segmenting the images utilizing Maximum Entropy Threshold, filtering
the images for removing noises and hairs, It classifies the given data set into
the non-cancerous or cancerous image. Cancerous images are classified as non-
melanoma and melanoma skin cancer. The identifying techniques utilize Artifi-
cial Intelligence and Image processing methods in this paper were projected [11].
The dermoscopy image is taken and then the different pre-processing operation
is done for image enhancement and noise removal. After that, the image is fed
into the segmentation process utilizing Thresholding.
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In this working diagnosis the psoriasis skin disease [44]. This suggested system
gives promising results in terms of finding the generalization face. Extracting the
shearlet features from the ultrasound cancer image for detecting the normal and
abnormal tissues in the affected part. The shearlet transform analyzes the image
and the texture metrics are analyzed in the high dimensional way. The extracted
features are classified by applying the different classifiers such as the support
vector machine, ad boost technique. The extracted features are compared with
the different feature extraction techniques such as the contourlet, curvelet, and
GLCM approach. The performance of the suggested system is analyzed using
the experimental results in terms of accuracy, sensitivity, specificity, predictive
values.

2.6 Feature Selection Techniques

Automatic detection of cancer by selecting the optimal feature set from the var-
ious Features [47]. During the feature selection process, the features are ranked
and the best features are selected using the wrapper approach. Then the selected
features are fed into the nearest neighbor classifiers which classify cancer into the
benign and malignant. Thus, the suggested system efficiently effectively classifies
the tumors.

Analyzing the various feature selection methods such as information gain,
gain ratio, best-first search algorithm, chi-square test, recursive feature elimina-
tion processes, and the random forest approach [16]. These features select the
optimal features from the set features such as the texture, shape, color, and
other spectral features. The selected features reduce the dimensionality of the
feature set which is fed into the different machine classifiers for identifying the
normal and abnormal tissues. Thus, the optimal features ensure efficient results
with minimum time complexity.

2.7 Machine Learning Techniques

In this work use the soft computing techniques for analyzing the skin lesion image
[41]. Here differentiate the melanoma skin lesions is done by using ABCD and this
approach is also done the preprocessing operation and finally, the optimization
is done by soft computing operation. The author shows better accuracy in terms
of diagnosing melanoma. An intelligent automated approach for identifying the
different sorts of skin lesions utilizing machine learning procedures.

Initially, local information is getting over the Local Binary Pattern (LBP)
on various kinds of scales, and GLCM at different angles has been mined as
a kind of texture feature. Typically, these features are robust because of scale
rotation invariant property of GLCM features and invariant property of LBP.
The Global information of altered color channels has been integrated through
four various moments mined in six different color spaces. Thus, a merged hybrid
texture color and local as global features have been recommended to categorize
the nonmelanoma and melanoma. The SVM has been utilized as a classifier to
classify non-melanoma and melanoma.
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The mined feature parameters are utilized to categorize the image as
Melanoma cancer lesion and Normal skin. The automatic skin detection pro-
cess after an initial camera calibration and basically, the test individuals are
taken from the human sampling [18]. A scaling is implemented on the work
data, before employing the distance that confirms better results than preced-
ing works. In this work use the TSL color space and also successfully utilized,
where undesired effects are minimized, and the Gaussian model shows the better
skin distribution process considering other color spaces. Additionally, utilizing
an initial filter, generally, huge parts of effortlessly distinct non-skin pixels, are
eradicated from further processing. Grouping and analyzing the resulting fea-
tures from the discriminator progresses the ratio of precise detection and min-
imize the small nonskin region existent in a common complex image including
interracial descent persons, Caucasian, background, African, and Asiatic. Also,
this approach is not limited to grouping, size, or orientation candidates.

The skin disease utilizing skin image texture analysis and by comparing the
test image to reference images or defined images [15]. The matching of reference
and test images compared that get the skin diseases percentage in the obtained
skin texture image. The classification detection process by extracting only the
specified features such as shape, intensity, and histogram values. The captured
images are processed by applying the gamma correction process. The extracted
methods are categorized into support vector machine which classifies into the
malignant and benign. The performance of the system is analyzed using the
different feature extraction methods.

2.8 Digital Image Utilizing Technique

The image processing approaches such as a fuzzy inference system and a Neural
Network (NN) system were utilized in this work as promising modalities for the
detection of various sorts of skin cancer [8]. Extracting the shearlet features from
the ultrasound cancer image for detecting the normal and abnormal tissues in
the affected part. The Shearlet transform analyzes the image and the texture
metrics are analyzed in the high dimensional way. The extracted features are
classified by applying the different classifiers such as the support vector machine
technique.

The extracted features are compared with the different feature extraction
techniques such as the contourlet, curvelet, and GLCM approach. The perfor-
mance of the suggested system is analyzed using the experimental results in
terms of accuracy, sensitivity, specificity, predictive values. Hierarchal Neural
Network gets 90.67% while utilizing the neuro-fuzzy system is get 91.26% and
NN sensitivity is 95% and specificity is 88% [38]. At the same time, the skin
diagnosis system using the neuro-fuzzy system is getting 89% of specificity and
98% sensitivity.

The optical spectroscopy and a multi-spectral classification scheme utilizing
SVM to assistance dermatologists in the diagnosis of malign, benign, and nor-
mal skin lesions [19]. Initially, in this works show effective classification with
94.9% of skin 45 lesions from normal skin in 48 patients depends on the 436
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features. The various classifiers involved in the cancer recognition process which
is explained as follows. There are several classification techniques like Bayesian
Classifiers, Hidden Markov Model, Support Vector Machine, Self-Organization
Map, Fuzzy based Approach, and Neural Networks are used to analyze the differ-
ent type of cancer. The traditional telemedicine across the world and this study
focus on modeling a designing a system and here initially collate past Pigmented
Skin Lesion (ELM) in aiding diagnosis. In this work use Pigmented Skin Lesion
(PSL) and analysis the images related to skin cancer. In this work also use the
computational intelligence methods to examine, classify, and process the given
image library. Here texture and morphological features from the given image are
extracted. These results are shown in mobile data acquisition devices which in
turn specify the benign (non-threatening) or malignancy (life-threatening) sta-
tus of the imaged PSL. This forms the fundamental for upcoming automated
classification process in term of skin lesions in skin cancer patients.

2.9 Data Mining Techniques

The data mining concepts, and their different methods are available in the lit-
erature on medical data mining [38]. In this work mainly emphasize on the data
mining application on skin diseases. A classification has been offered depends on
the various kinds of data mining approaches. The effectiveness of the numerous
data mining procedures is highlighted. Usually, association mining is suitable for
mining rules. It has been utilized particularly in cancer diagnosis. A classification
is a robust approach to medical mining. This work summarized the various kinds
of classification and their using process in dermatology. It is one of the most sig-
nificant approaches for the diagnosis of erythematous-squamous diseases. The
computer vision-based diagnosis system which discussed some clinical diagnosis
approach which is being combined with the tool for detecting a different type of
lesion process. In the epidermis area, finding the Melanocytes in the epidermis is
a significant process and a difficult process also. Experimental evaluation based
on 40 different histopathological images it comprises 341 is Melanocytes.

A novel approach for skin cancer analysis and detection from cancer
effected images [41]. The image enhancement and denoising process by using
Wavelet Transformation and the Asymmetry, Border irregularity, Color, Diam-
eter (ACBD) rules are used for histogram analysis. Finally, the classification
process is done by using the Fuzzy inference system. The pixel color is used
for determining the final decision of 48 skin cancer type, the decision may be
two stages like a malignant stage and begin the stage of skin cancer. A com-
puter vision-based skin image Diagnosis system and Initially, in this work skin,
the lesion segmentation process is done. After those vital steps are to mine the
pattern and feature analysis processes to create a diagnosis of the skin cancer
affected area. This work provides an idea to process the classification, detection,
and segmentation of skin cancer and the skin cancer affected area utilizing a
hybrid image processing approach.

The k-means algorithm, watershed method, and the difference in strength
methods [27]. Initially, the image has been segmented into the different regions
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by using the k-means clustering approach. From the segmented regions, the
intensity value is calculated for each region, and the effective boundary and edge
information is obtained by the difference strength method. Finally, the watershed
algorithm is applied to each edge to analyze the broken lines in the entire image.
From the region, the tumors have been segmented efficiently.

An intelligent automated approach for identifying the different sorts of skin
lesions utilizing machine learning procedures [27]. Initially, local information
is getting over the Local Binary Pattern (LBP) on various kinds of scales, and
GLCM at different angles has been mined as a kind of texture feature. Typically,
these features are robust because of scale rotation invariant property of GLCM
features and invariant property of LBP. The Global information of altered color
channels has been integrated through four various moments mined in six different
color spaces. Thus a merged hybrid texture color and local as global features
have been recommended along with SVM to categorize the non-melanoma and
melanoma.

3 Proposed Method

This research work majorly focusing on the identification of skin cancers such as
Malignant – Melanoma, Malignant - Basal Cell Carcinoma, Malignant - Basal
Cell Carcinoma, Benign - Melanocytic Nevi, Benign - Melanocytic Nevi, Benign
- Seborrheic Keratoses and Benign – Acrochordon. The detailed operation of
skin cancer detection and classification approach is presented in Fig. 1.

3.1 Database Training and Testing

The database is trained from the collected images of “International Skin Imaging
Collaboration (ISIC)” The dataset consisted of 1000 benign and 1000 malignant
images of melanoma. All the images are trained using the BP-ANN network
model with SGLD features. And random unknown test sample is applied to the
system for detection and classification, respectively.

3.2 Preprocessing

The query image is obtained through the image acquisition phase, includes back-
ground data and noise. Pre-processing is mandatory to remove irrelevant infor-
mation noises,labels, tape and artifacts, and the pectoral muscle from the skin
image. Contrast limited adaptive histogram equalization CLAHE is also per-
formed on the skin lesion to get the enhanced image in the spatial domain.
Histogram equalization works on the whole image and enhances the contrast of
the image, whereas adaptive histogram equalization divides the whole image and
works on the small regions called tiles. Each tile is typically 8 × 8 pixels, and
within each tile histogram is equalized, thus enhancing the edges of the lesion.
Contrast limiting is applied to limit the contrast below the specific limit to limit
the noise (Table 1).
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Fig. 1. Pipeline for skin cancer detection and classification.

3.3 Image Segmentation

After the preprocessing stage, segmentation of lesion was done to get the trans-
parent portion of the affected area of skin. The Ostu’s technique is utilized to
the image to segment the skin lesion area based on thresholding [6]. In the Ostus
algorithm, Segmentation is the initial process of this work, at the cluster centers,
cost junction must be minimized which varies concerning memberships of inputs.

3.4 Feature Extraction

In this various feature can be extracted through the skin lesion to categorize
various given lesions. We extracted some of the prominent features which help
us in distinguishing the skin lesions, those are statistical and texture features
[25]. SGLD is a statistical technique of scrutinizing textures considering the
spatial connection of image pixels. The texture of mage gets characterized by
SGLD functions through computations of how often pairs of pixels with explicit
values and in a particular spatial connection are present in the image.
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SGLD matrix can be created, and then statistical texture features are
extracted from the SGLD matrix. SGLD shows how different combinations of
pixel brightness values which are also known as grey levels are present in the
image. It defines the probability of a particular grey level is present in the sur-
rounding area of other grey levels. In the following formulas, let a, b be several
rows and columns of matrix respectively, Sa,b the probability value recorded for
the cell (a, b), and the number of gray levels in the image be ‘N ’. Then several
textural features (including mean, variance, standard deviation, skewness, kurto-
sis, contrast, correlation, dissimilarity, homogeneity, angular second movement,
and energy) can be extracted from these matrices.

3.5 Texture Analysis of Features

Feature of Lesion. According to previous work on skin lesion feature extrac-
tion, computing the variance and mean of various color channels would assist
in classifying the melanoma from non-melanoma images. Hence on segmenting
the skin lesion image, the binary image is converted into a red, green, and blue
(RGB) scale, Hue, Saturation Value (HSV), and grayscale [19]. Thus, comput-
ing the mean, variance, histograms, and non-zero bins of skin lesions in different
color spaces.

Border Feature of Lesion. The border feature of the lesion is essential as
melanoma has a highly irregular border as compared to the normal skin lesions.
Border features can be computed by using the solidity, convex area, entropy, and
convexity features.

– Solidity: It is defined as the area of the image divided by the area of its convex
hull, and it is used to quantify the size and the cavities in an object boundary.

– Entropy: It is defined as the randomness of the texture of the skin lesion.
– Convex Area: It is defined as the area of the skin lesion.

3.6 Classifications of Cancer

The BP-ANN architecture has eight layers with weights. It contains the sequence
of three alternating convolutional 2D layers and the MaxPooling 2D layer and
three fully connected layers. The first convolutional 2D layer of the net takes in
224 × 224 × 3 pixels skin lesion images and applies 96 11 × 11 filters at stride 4
pixels, followed by a ReLU activation layer and cross channel normalization layer.
The second layer (MaxPooling) contains 3 × 3 filters applied at stride 2 pixels
and zero paddings. Next convolutional 2D layer applies 5 256 × 256 pixel filters
at stride 4 pixels, followed by max pooling 2D layer which contains 3 × 3 pixels
filters applied at stride 2 pixels and zero paddings [18]. The third convolutional
2D layer of the net takes applies 384 3×3 filters at stride 1 pixel and one padding.
The last dense layer of the BP-ANN contains three fully connected layers with
ReLU activation and a 50% dropout to give 60 million parameters.
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4 Results

4.1 Evaluation Metrics

For valuation of classification outcomes, we utilized three qualitative metrics
such as specificity, accuracy and sensitivity. The accuracy can be defined as out
of certain random test cases, how many outcomes give the perfect classification
output. The sensitivity is defined as individual classification accuracy, how much
the method is sensitive towards the malignant and benign cancers. And speci-
ficity is defined as the how much accurately the location of cancer is recognized.

– Accuracy = TP+TN
TP+FP+TN+FN

– Specificity = TN
TN+FP

– Sensitivity = TP
TP+FN

where TP conveys the amount of test cases properly recognized as malignant,
FP conveys the amount of test cases improperly recognized as malignant, TN
conveys the amount of test cases properly recognized as benign and FN is con-
veys the amount of test cases improperly recognized as benign.

4.2 Performance Comparison

In this work, three diagnosis methods are utilized such as benign skin lesion,
suspicion, and melanoma. The experimental work uses 40 images comprising
suspicious melanoma skin cancer. From the experimental results in this work
obtain 92% classification accuracy reflects its viability. It has implemented the
morphological operations for the removal of hair. The foreground is removed in
the first phase using Opening operation whereas, in the second phase, the clos-
ing operation removes the background. The morphological operation has given
the hair removed image that helped in further processing. Finally, Edges are
detected by using Prewitt edge detection and Sobel edge detection techniques.
The morphological operation gives better Peak Signal to Noise Ratio and Mean
Square Error values, Prewitt edge detection is better than Sobel edge detection
based on the PSNR value.

The proposed method was compared with the existing ones and as shown in
Table 2, the proposed method outperformed the existing one published in the
literature. The proposed method outperformed KNN [24], SVM [41], MK-SVM
[18] and LSTM [38]. The superiority of the prpposed method has been clear in
terms of the accuracy (97.91%), specificity (98.41%) and sensitivity (98.14%).

Also, the method was compared with techniques such as soft colour morphol-
ogy [44], morphological inpainting [47], flow-guided [17] and convolutional neural
network (CNN) [42]. It can be seen in Fig. 2 that the proposed method outper-
forms these techniques in terms of peak signal-to-noise ratio (PSNR), Structural
Similarity Index (SSIM) and mean-square error (MSE).
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Table 2. Comparison of performance with existing methods.

Method Accuracy (in %) Specificity (in %) Sensitivity (in %)

KNN [24] 81.62 84.80 80.81

SVM [41] 75.19 72.54 78.20

MK-SVM [18] 79.90 80.08 79.72

LSTM [38] 86.02 85.02 81.02

Proposed 97.91 98.41 98.14

Fig. 2. Performance comparison in terms of PSNR, SSIM and MSE among popular
methods and the proposed methods.
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5 Conclusion

Finally, this article concludes the following challenges presented in the various
literatures. By using the standard filters in preprocessing stage, they were effec-
tively removed the noise from the images. But they are failed to remove the hair
artifacts from the dermoscopy images. This results in effective segmentation.
As the Melanoma is a life threatens skin cancer, it should be segmented very
precisely with exact localization of borders. But conventional approaches failed
to detect the cancer region accurately. The feature extraction should be done
very accurately for proper classification. The state of art approaches focusing on
only few categories of features but not all the types of features. The training of
either deep learning or machine learning model should be done with variety of
skin cancer types. But, the conventional methods failed to provide the maximum
accuracy for various types of cancer. For this purpose a multi layer and error
resilient back propagation based artificial network will be effectively used.

To solve this challenges, this suggests a computational methodology for the
detection & classification of skin cancer from dermoscopy images using a deep
learning-based approach. Here, sharpening and smoothing filters are utilized for
preprocessing, which eliminates any unwanted noise elements or artifacts inno-
vated while imaging acquisition. These filtering methods can effectively removes
the hair from the skin images. Then otsu’s segmentation is employed for ROI
extraction and detection of cancerous cells with the accurate borders. Then the
SGLD matrix method was developed for the extraction of all kind of statistical
and texture features from segmented images respectively.
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Abstract. The primary difficult in medical fields is the mining of under-
standable information from medical analysis data. The growing of med-
ical data has made labour-intensive analysis, a tiresome job and some-
times not possible by medical experts. Many unknown and hypothet-
ically valuable associations are not be recognized by the expert. The
massive development of images necessitates a programmed manner to
excerpt valuable information. The data mining or Knowledge Discovery
Databases is main promising approach to solve this problem. Fruitful
and interesting information can be mined and the discovered informa-
tion can be used in the associated domain to improve the working level
and to increase the feature of decision making through data mining. A
significant task in knowledge discovery is to mine intelligible classification
rules from the data. These rules are mainly informative for medical issues
which are tremendously useful especially in the application of medical
diagnosis. Automatic extraction of hidden information from images is a
challenging task. The field of automated diagnostic systems performs an
important part in the present technological revolution of computerized
fully automated trend of living. The main aim of this research work is to
extract tumor stage information. In this research, presents a method for
extricating phases of cancer via Adaptive Neuro-Fuzzy Inference System
(ANFIS), it has been given a more precise result than other methods.
ANFIS is exhibited as a diagnostic tool to aid medical experts in the
identification of tumor stages.

Keywords: Medical data analysis · ANFIS · Fuzzy system · Fuzzy
logic · Image analysis · Tumor detection

1 Introduction

Automatic diagnostic systems are a significant use for study of database and
pattern recognition. It aims at supporting doctors in marking diagnostic deci-
sions [25]. This system is mainly used to diagnose the variety of cancers. The
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cancer is second major cause for death in the world, because of this fact, and
is expected to move top level to cause of death in few years [1]. The classifica-
tion of medical images is very essential in the medical field and it is important
for therapy preparation, identifying deformity, quantifies tissue volume to check
tumor progress, analyses anatomical structure. Manual classification of Com-
puted Tomography images is a challenging and cumbersome task and highly
possible to make an error due to inter-observer variability. The classification
results are highly substandard which leads to erroneous results. Thus, an auto-
matic or classification approach is highly desirable as it decreases the complexity
on the human work. Rule-based approach or Adaptive Neuro-Fuzzy Inference
System (ANFIS) has been employed in a variety of applications, such as disease
detection, data fusion [14], information security, trust management [2,19] etc.
throughout the last decade. ANFIS is one of the extensively used neuro-fuzzy
systems [13,16]. In this research work, the neuro-fuzzy based approach called
ANFIS is applied for tumor recognition and classification.

2 Literature Review

The underlying objective of this research is to discover interesting knowledge
from Computer Tomography (CT) images to give effective radiotherapy. This
literature review presents some works that are needed to accomplish the objective
of this research.

Hosseini et al. emphasized ANFIS as classifier and it overcomes the prob-
lems of fuzzy systems and neural networks [8]. Roy et al. explored an improved
classifier with ANFIS for brain tumor tissue characterization. They have used
Harvard benchmark dataset and obtained 98.25% accuracy for both contrast
and non-contrast images [21]. Deshmukh et al. exhibits a computerized iden-
tification approach for the MRI image with the help of neuro fuzzy logic [4].
The substantial iteration time and the precision level are attained to be around
50–60% upgraded in identification compared to the existent neuro classifier.
Mishra et al. presented ANFIS and ANN in identifying the tumor cells in the
brain [18]. Sharma and Mukherji presented an image segmentation technique
for locating brain tumor. GLCM is used for feature extraction in their proposed
work. Fuzzy rules and membership functions are defined to increase the accu-
racy using hybrid Genetic algorithm and based on certain features. An adaptive
network integrates the benefits of both fuzzy and neural network for segment-
ing brain tumor from MRI images [23]. Selvapandian and Manivannan proposed
fusion based brain Tumor detection and Segmentation using ANFIS Classifica-
tion by using BRATS open data set [22]. Fathima Zahira M et al. proposed novel
segmentation and classification methodology using ANFIS for efficient classifica-
tion [26]. Mahmud et al. discussed the broad investigation on the application of
various learning techniques in biological data mining and also presented various
open source tools and specified pros and cons [15,17]. Kaiser et al. exhibits fuzzy
neural Network based COVID-19 for self-screening and identify employee admis-
sibility to be present at the workplace. They proposed iWorkSafe that can help
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in confirming social distancing parameter with the scores which are replicating
the fitness of the employees [13].

3 Tumor Stage Identification

Staging designates the sternness of an individual’s cancer growth depends on the
dimensions of the main tumor and depends on cancer has spread in the body. It
is very essential because of the below points:

– Staging aids the physician to make the strategy and decide the appropriate
therapy.

– The stage of the cancer can be used in recognizing a person’s diagnosis.
– The identification of cancer stage is significant in recognizing clinical trials

that will be an appropriate therapy choice of any patient.

Automatic investigative systems are mainly used as a major application for
analysis of database entities and pattern recognition, which are aiming at helping
medical experts in marking investigative assessments [25]. Automated diagnosis
is mainly used to recognize the cancer types. The classification of medical images
is becoming progressively more significant in the medical domain since it is
vital for therapy preparation and identifying anomaly, quantify tissue volume
to perceive tumor progress, study anatomical structure. Manual classification of
Computed Tomography images is a challenging task and it is also takes more
time. Hence, an automatic diagnostic method is required as it shrinks the hitches
on the manual process. ANFIS is one of the extensively used neuro-fuzzy systems.
In this research work, the neuro-fuzzy based approach specifically ANFIS is
applied for tumor recognition and classification.

4 Adaptive Neuro-Fuzzy Inference System (ANFIS)
for Tumor Stage Classification

ANFIS is the most popular techniques which has been applied frequently in
recent years and is an amalgamation of two predictive analytics methods: Neural
Network (NN) and Fuzzy Inference System (FIS) proposed by Jang et al. [10].
The aim of ANFIS is to incorporate the finest advantages of fuzzy systems and
neural networks. The benefit of fuzzy set is the depiction of preceding facts into
a set of constraints to decrease the utilization of search space. It is a hybrid
intelligent system which combines the least squares and the back propagation
gradient descent method of Sugeno type fuzzy inference systems (FIS). The
classification precision of ANFIS is relatively greater than the fuzzy and neural
classifiers. The conjunction time period of ANFIS is better compared to neural
and the fuzzy classifier [7]. ANFIS is mainly used to optimize the parameters of
fuzzy systems and replaces the manual process.
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Some benefits of ANFIS are:

– Mainly is used in segment an image to improve the fuzzy if-then rules.
– It does not necessitate manual intervention.
– It increases many membership functions.
– The reason for using ANFIS is to give more accurate classification. Only

minimal difference is present between different stages. So ANFIS is used for
precise tumor classification.

4.1 Architecture of ANFIS

An ANFIS modify parameters and structural design of FIS implements neural
learning rules. The FIS can be categorized into three types. In this research work,
type 3 architecture called Takagi and Sugeno’s fuzzy if- then rules and triangular
membership function are used that is illustrated in Fig. 1. The object degree
represents the membership value between the range of 0 and 1, which indicates
the fuzzy set. The fuzzy set matches between input value and its membership
values with interrelated membership function.

Fig. 1. Illustration of the triangular membership function.

ANFIS uses two sets of arguments: a set of premise arguments and a set
of consequent arguments for membership function and rules. Two fuzzy if-then
rules are used to design the ANFIS architecture.

R1 : If p is A1 and q is B1, then f1 = l1p + m1q + n1

R2 : If q is A2 and q is B2, then f2 = l2p + m2q + n2
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where p and q are the inputs, The fuzzy sets are represented as Ai and Bi, fi are
specified by the fuzzy rule within the fuzzy region, remaining parameters such
as li, mi and ni are the parameters of design which are used during the training
process.

Fig. 2. Structure of the ANFIS Layers.

These two rules are used in the ANFIS architecture i.e., is shown in Fig. 2, the
symbol circle is denoted for a stable node, and the flexible node is represented
by square symbol. This ANFIS consists of a five layer architecture as below:

Layer 1: The layer 1 node represents the flexible nodes:

O1,i = μAi
(p); i = 1, 2

O1,i = μBi−2(q); i = 3, 4

where μAi
(p), μBi−2(q) represents fuzzy membership function [9,11]. The tri-

angular membership functions are given by using three parameters such a, b
and c:

triangle(x; a, b, c) =

⎧
⎪⎪⎨

⎪⎪⎩

0, x ≤ a.
x−a
b−a , a ≤ x ≤ b.
c−x
c−b , b ≤ x ≤ c.

0, c ≤ x.
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The another expression for the previous equation is specified by:

f(x; a, b, c) = max
(

min
(

x − a

b − a
,
c − x

c − b

)

, 0
)

Layer 2: This layer represent nodes are fixed. They are labeled with π. The
layer 2 output is represented as below and called as firing strengths of the rules:

O2,i = wi = μAi(p)μBi(q) for i = 1, 2

Layer 3: The nodes are representing normalization part of the layer 2 [20]. The
outputs are called as normalized firing strengths and are denoted as:

O3,i = wi =
wi

wi + w2
for i = 1, 2

Layer 4: It contains adaptive nodes. The outputs of this layer are:

O4,i = wifi = overlinewi(lip + miq + ni) for i = 1, 2

Layer 5: The label
∑

represents the single fixed node. It sums up all input
signals. The output of this part is:

O5,i =
∑

i

wifi =
∑

i Wifi
∑

i Wi

It is inspected that the layer1 have three changeable parameters ai, bi, ci
also called as premise parameters, are associated with the input membership
functions. There are also three modifiable parameters or consequent parameters
li, mi, ni, concerning to the first order polynomial on the layer4. Hence, an
adaptive network is formulated which are matches to a type-3 fuzzy inference
system [10,24].

The structure of ANFIS consists of two input node and ten output node. The
two input represent the height and width calculated from each lung tumor slices
of image. The triangular membership function is implemented. The output of the
ten rules is condensed into one single output, representing the Lung cancer stage
for a particular patient. The set of premise parameters and consequent param-
eters are most significant feature in ANFIS architecture. The parameters which
change the range of the membership function are called the premise parame-
ter. The parameters which conclude the output based on the condition is called
consequent parameter. Two nonlinear parameters and ten linear parameters are
used in the proposed ANFIS architecture. Height and width are the premise
parameter and between stage1a to stage3 are the consequent parameters. The
fuzzy if-then rules are followed to make the input in the ANFIS architecture [12].
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5 NCCN Guidelines Version 2.0 Staging Nom-Small Cell
Lung Cancer

Lung cancer is the leading reason of cancer demise in the world wide, and the
delay in identification is a fundamental obstacle to improving lung cancer out-
comes. 1.59 million deaths occur worldwide due to lung cancer. The patient
survival rate can be increase in a substantial manner if early stage identification
of lung cancer. The males are affected more in Lung cancer than females in 5:1
ratio [3].

6 The Tumor, Node, and Metastasized Staging System

Staging helps to choose what our suggested therapy plan may be. Staging means
finding out:

– tumor location.
– its size.
– if and how much the lung cancer has spread.

The stage of a cancer will calculate the spreading level in the human body.
The International Association of the Study of Lung Cancer (IASLC) [5,6] was
modified the International staging system. The accurate identification of the
stages of cancer is very important to select the appropriate treatment.

The TNM staging system is used to narrate the development and extent of
Non-Small Cell Lung Cancer (NSCLC).

– T represents the tumor size and it affected places.
– N narrates the spreading of cancer in lymph nodes. These nodes are group

of immune cells in the human body.
– M indicates the percentage of cancer has spreads out in the organs of body.

6.1 Prediction of Stages in Lung Cancer

The stage grouping is framed based on the T, N and M values to prepare the
entire stages. Sometime the stages are divided into two stages named as A and B.
Recognize the cancers using these stages, which have a related outlook, treated
on a same approach.

– Stage I: The cancer is identified in the lungs, not extended to any nearby
places such as lymph nodes.

– Stage II: The cancer is spreads out in both lung and lymph nodes.
– Stage III: This stage is advanced stage. The cancer is located in the lung

and in the lymph nodes in the middle of the chest. The stage III has two
subtypes:

• Stage IIIA represents the affected lymph nodes, which are available on
the same side of the cancer affected chest.
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Table 1. Descriptor, T and M Categories, and Stage Grouping (NCCN Clinical Prac-
tice Guidelines in Oncology, 2012)

T/M Descriptor T/M N0 N1 N2 N3

T1 (less than or equal to 2 cm) T1a 1A IIA IIIA IIIB

T1 (>2–3 cm) T1b 1A IIA IIIA IIIB

T2 (less than or equal to 5 cm) T2a IB IIA IIIA IIIB

T2 (>5–7 cm) T2b IIA IIB IIIA IIIB

T2 (>7 cm) T3 IIB IIIA IIIA IIIB

T3 invasion T3 IIB IIIA IIIA IIIB

T4 same lobe nodules T3 IIB IIIA IIIA IIIB

T4 (extension) T4 IIIA IIIA IIIB IIIB

M1 (ipsilateral lung) T4 IIIA IIIA IIIB IIIB

T4 (pleural effusion) M1a IV IV IV IV

M1 (Contralateral lung) M1a IV IV IV IV

M1 (distant) M1b IV IV IV IV

• Stage IIIB denoted the infected lymph nodes. These nodes are now
situated on the opposite side of the chest.

– Stage IV: In this stage, the cancer has spread to both lungs or to another
part of the body. The NCCN Clinical Practice Guidelines for lung tumour is
narrated in Table 1.

7 ANFIS Rules

The model of fuzzy if-then rules is outlined for the cancer stage classification is
represented as below.

if biopsy==p && stage 1a height==1 && stage 1b height == 0 &&
stage 2a height==0 && stage 2b height == 0 && stage 3 height ==0
then tumor height stage = 1;

if biopsy==p && stage 1a height==0 && stage 1b height == 1 &&
stage 2a height==0 && stage 2b height == 0 && stage 3 height ==0
then tumor height stage = 2;

if biopsy==p && stage 1a height==0 && stage 1b height == 0 &&
stage 2a height==1 && stage 2b height == 0 && stage 3 height ==0 then
tumor height stage = 3;

if biopsy==p && stage 1a height==0 && stage 1b height == 0 &&
stage 2a height==0 && stage 2b height == 1 && stage 3 height ==0 then
tumor height stage = 4;
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if biopsy==p && stage 1a height==0 && stage 1b height == 0 &&
stage 2a height==0 && stage 2b height == 0 && stage 3 height ==1 then
tumor height stage = 5;

if biopsy==p && stage 1a width==1 && stage 1b width == 0 &&
stage 2a width==0 && stage 2b width == 0 && stage 3 width ==0 then
tumor width stage = 1;

if biopsy==p && stage 1a width==0 && stage 1b width == 1 &&
stage 2a width==0 && stage 2b width == 0 && stage 3 width ==0 then
tumor width stage = 2;

if biopsy==p && stage 1a width==0 && stage 1b width == 0 &&
stage 2a width==1 && stage 2b width == 0 && stage 3 width ==0 then
tumor width stage = 3;

if biopsy==p && stage 1a width==0 && stage 1b width == 0 &&
stage 2a width==0 && stage 2b width == 1 && stage 3 width ==0 then
tumor width stage = 4;

if biopsy==p && stage 1a width==0 && stage 1b width == 0 &&

stage 2a width==0 && stage 2b width == 0 && stage 3 width ==1

then tumor width stage = 5;

8 Experimental Results and Discussions

An automatic detection of lung cancer stage from multiple slices of CT images
is presented based on ANFIS rules. The experimental result demonstrates lung
tumor slices in the whole slice of the patient. Six patients who had previously
undergone CT scans for the treatment of lung cancer were selected for this study.
GTVs, CTVs, PTVs were contoured manually on all tumors by the radiation
oncologist. Here the patient id 002 tumor slices only presented.

8.1 Patient Id: 002 – Slice No 63-74

The patient id 002 consists of 103 slices. The tumor present in this patient is
between slice no 63 and 74 out of 103 slices.

In Fig. 4, the red color indicates GTV. It is a primary tumor volume. Pink
color indicates CTV. The CTV is represented the margin either fixed or variable
length surround the GTV. Yellow color indicates PTV. PTV denotes the CTV
plus a fixed or variable margin.

In this research, only the Stage classification for lung tumor is considered.
Because esophagus and rectum staging is not based on size at all. It is entirely on
the depth of invasion of tumor. So size parameter cannot co-relate with staging.
So the stage is not identified for esophagus and rectum tumor. In addition to
the tumor volumes, a biopsy report is also used as supporting information for
this research. But the aim of the research is to identify the tumor and its stage
before performing the biopsy.
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Fig. 3. Illustration of the slice by slice Contours of GTV, CTV and PTV have been
identified on this CT slice no 63 to 74 for a Lung tumor patient.

Fig. 4. Illustrate the Contours of GTV, CTV and PTV have been identified on the CT
slice for a Lung Tumor (Slice no. 68).

The two important parameter height and width is used to identify the stage.
The tumor height and width is calculated based on the number of pixels for each
row and column. Each pixel value consists of 0.1. Each pixel value is calculated
for every row and column in tumor contouring. So the size of the tumor is based
on height and width. According to Table 1 the stages are classified as stage 1A,
stage 1B, stage IIA, stage IIB and stage III. In this research, primary tumor
stage is found. The other lymph nodes such as N0, N1, N2 and N3 are not
considered. Based on the size of the tumor, we classify the stages of the tumor.
Size of the tumor is calculated in cm unit. Height and width is calculated for all
tumor slices. The average of all tumor slices is taken for the size of the GTV.
In this research work, the lung tumor stage classification for the patient id 002,
005, 006, 008, 013, 014 is represented.
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The patient id 002 consists of 103 slices. The tumor slice is present from
slice no 63 to 74 out of 103 slices i.e. shown in Fig. 3. The height and width of
GTV is calculated for every slice. The maximum, minimum and average value
is taken to identify the stage. The tumor height is 11 cm and width is 10 cm for
patient ID 002. The average is 10.5 cm. According to Table 1, this value exceeds
greater than 7cm. It indicates that the stage is T3, i.e., Stage III. The nodes
are not considered in this research. Similarly the other lung tumor patient width
and height value is shown in Table 2. This table number 2 represents the results
obtained by the proposed method and also verified with radiation oncologist
result. The proposed method gives very close result in patient id 005,006,013,014
and exactly same in patient id 002 and 008. The primary tumor (T) result is the
same for all patients.

Table 2. Comparison of Lung Tumor Stage Classification by the Radiation Oncologist
and by proposed method with ANFIS

Patient
ID

Tumor Stage Diagnosed
by the radiation oncologist

Tumor Stage Identified by
proposed method with
ANFIS

Tumor
Height
(GTV)

Tumor
Width
(GTV)

Tumor
Stage

Tumor
Height
(GTV)

Tumor
Width
(GTV)

Tumor
Stage

002 11 10 T3N1 -
Stage
IIIA

11 10 T3-
Stage
III

005 8 9 T3N0 -
Stage
IIB

6 7 T3-
Stage
III

006 12 11 T3N2/T4
- Stage
IIIA or
Stage
IIIB

7 7 T3-
Stage
III

008 7 5 T3N2 -
Stage
IIIA

7 5 T3-
Stage
III

013 11 8 T3N2 -
Stage
IIIA

7 5 T3-
Stage
III

014 4 5 T2N2 -
Stage
IIIA

3 4 T2A-
Stage
IIA
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9 Conclusion

The medical diagnosis data is huge and more complicated. The mining of under-
standable knowledge in this data is the difficult task in medical domain. In this
research presents the knowledge discovery process from tumor volume (GTV)
for cancer stage identification using ANFIS rules. The proposed system yielded
good results and can be used in diagnosis of cancer in an efficient way. The
primary Lung tumor detection has been discussed using classification accuracy.
From the study it has been found that the accuracy of the proposed methods
with ANFIS is 98%, which means that this system can help the radiologists and
radio oncologist to increase their diagnostic confidence. The tumor stage result
demonstrates that this research is valuable to improve the diagnosis and reduce
the number of unnecessary biopsies. The system can be used as an intelligent tool
by radiologists and radio oncologists to help them make more reliable diagnosis.
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Abstract. Recently, new advances and emerging technologies in health-
care and medicine have been growing rapidly, allowing for automatic dis-
ease diagnosis. Healthcare technology advances entail monitoring devices
and processing signals. Advanced signal processing and analytical tech-
niques were effectively implemented in numerous research domains. Thus,
adopting such methods for biomedical signal processing is an essential
study field. The signal processing techniques are explicitly applied to
heart sound (called phonocardiogram or PCG) signals as part of biomed-
ical signals for heart health monitoring in this paper. The automatic
detection of life-threatening cardiac arrhythmias has been a subject of
interest for many decades. However, the computer-based PCG segmen-
tation and classification methods are still not an end-to-end task; the
process involves several tasks and challenges to overcome. The conducted
evaluation scheme of the classifier also has a significant impact on the
reliability of the proposed method. Our main contributions are twofold.
First, we provided a systematic overview of various methods that can
be employed in real applications for heart sound abnormalities. Second,
we indicated potential future research opportunities. PCG segmentation
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is critical, and arguably the hardest stage in PCG processing. Basically,
basic heart sounds can be identified by detecting the offset R-peak and
T-wave in the ECG signal. Unfortunately, utilizing the ECG signal as a
reference to the PCG segment is not always an easy operation because: it
requires synchronous recording of ECG and PCG signals; precise identi-
fication of T-wave offset is often difficult; and ECG-PCG temporal align-
ment is not always consistent. Using machine learning methods in PCG
segmentation involves multiple types and many features retrieved in both
univariate or multivariate formats. This leads to selecting the best PCG-
segmentation performance feature sets. PCG segmentation approaches
that use featureless methods based on powerful statistical models have
the potential to solve the problem of feature extraction and minimize the
total computational cost of the segmentation approach.

Keywords: Cardiovascular diseases · Machine learning · Bio-signal ·
PCG · Classifier · Segmentation

1 Introduction

Cardiovascular diseases (CVDs) remain the top leading cause of death world-
wide. According to the latest world health organization (WHO) statistics, 17.7
million people die annually from CVDs, approximately 31% of all deaths world-
wide. WHO had forecasted that by 2030, almost 23.6 mil-lion people would die
from CVDs, mainly from heart disease and stroke [40]. In 2016, WHO and part-
ners launched a new initiative aiming to reduce the global threat of cardiovas-
cular disease, including heart attack and stroke. One of the three main packages
aimed by this global initiative is the reduction of heart attacks and strokes can
be made through equitable and cost-effective healthcare technical tools. Even-
tually, for most heart disease cases, the existing approach may come up with a
more complex and expensive solution because the patient has already been in
a high degree of danger. The heartbeats are generated as a result of systematic
electromechanical activity within the heart muscle. Two signals are produced
as a representation of the heart’s electromechanical activity (see Fig. 1). Elec-
trocardiogram (ECG) is a measure of the heart’s electrical activity, whereas a
phonocardiogram (PCG) is used to represent the mechanical activity of the heart
valves.

Both ECG and PCG are non-invasive tests that play important roles in heart
abnormality detection; however, diagnosis based on ECG signal or PCG signal
alone cannot detect all cases of heart symptoms. In other words, the ECG signal
is assumed to be a more efficient diagnosis tool than PCG. There are heart
defects that cannot be detected using ECG but can be detected with PCG;
mainly the problems are related to heart valves and heart murmurs. Moreover,
PCG could reveal some heart abnormalities before they can be manifested on
the ECG graph.



138 S. H. Shaikh Salleh et al.

Fig. 1. Example of a single lead ECG recording and single-channel heart sound (PCG)
signal. Both signals are recorded using Meditron Welch Allyn digital stethoscope.

2 Background

Throughout this paper, the electrical and mechanical activities are the primary
research subjects. Accordingly, a brief review of the heart anatomy and physiol-
ogy is introduced in this section.

2.1 The Heart Muscle Structure

The cardiovascular system (CVS) consists of the heart, which acts like the blood
hub in the human body, and the blood vessels network that distributes the
blood to the body organs. The heart is the main station of the CVS, where
an exchange of oxygenated (from lungs) and deoxygenated (from body organs)
blood happens and redistributed in a cell-to-cell basis in the human body [14].
The four chambers of heart are built from special cells called the cardiomyocytes.
Besides the cardiomyocyte cells, the heart also has some unique cells named the
cardiac pacemaker cells, which act as an electrical supply for the heart to keep
beating.

2.2 Basic Components of PCG

The normal heart contracts periodically, making an average of 70 beats per
minute. Each beat is a full cardiac cycle and a result of a series of contractions
in different parts of the heart muscle. The human ear translates the two major
sounds of the heart as “lub dub” sounds, where the lub sound is the first sound
that is caused by the opening and closure of tricuspidmitral valves. On the
other hand, the dub sound is a result of the opening and closure of pulmonary-
aortic valves. In between these two sounds, the heart normally remains silent or
produces a very low sound.
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Fig. 2. The heart electromechanical activity in the form of ECG and heart sound
(PCG) signals. Show-ing the fundamental heart sound (PCG) components along with
the reference ECG graph. (a) Shows an example of normal heartbeat (record a0068
from [9]), (b) shows an example of abnormal heartbeat (record a0002 from [21]).

Figure 2, shows examples of normal and abnormal PCG heart-beats, respec-
tively. A single cardiac cycle is divided into two phases, diastole and systole.
The diastole is the period of time when the blood flows from the atria to ventri-
cles; in this case, ventricles are in relaxing mode (not contracting). The systole
represents the period of time in which the ventricles contract pushing the blood
into the aorta and pulmonary artery. Between these two intervals, the two major
sounds of heart (lub-dub), formally known as S1 and S2 sounds, occur. One of
the main concerns of the researchers working in this area is to understand the
abnormalities of the heart valves in cases where the backflow and the effect of
the forward blood movement in the heart cycle stages.

3 PCG Preprocessing

The PCG is an acoustic signal, and it is more likely to be contaminated with
various types of surrounding noises, especially in clinical environments. A nor-
mal heartbeat contains two fundamental heart sounds, S1 sound and S2 sounds
separated by silent intervals. These silent intervals are called systole interval (the
interval from the end of S1 to the beginning of S2 sound) and diastole interval
(the interval from the end of S2 to the beginning of subsequent S1 sound). For
abnormal heartbeats, additional sounds (called murmurs) are manifested in the
silent intervals, in which the type of murmur is always referred to as a systolic
or diastolic murmur.

During the early stages, the low amplitude murmur sound could be easily
buried in noise. The presence of noise will increase the possibility of false alarms
occurring in automatic diagnostic systems. Furthermore, PCG may show some
innocent murmurs, which leads the primary care physicians and expert cardiol-
ogists to misdiagnose the heart status using a simple stethoscope. False alarms
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must be avoided in any automatic processing of PCG signals. Two possibilities
may occur to the patient under test with false alarms. The healthy patient is
sent for an echo-cardiogram that is costly and not easy to reach at any time.
The pathological patient is sent home without medication or treatment [11].

4 PCG Segmentation

The identification of fundamental components of PCG signals is an essential
step towards the automatic analysis of heart sounds. The process involves the
localization of the main heart sounds, S1 and S2 sound, followed by bound-
ary detection of these sounds. The segmentation allows the automatic analy-
sis method to explore the intra-beat segments (S1, systole, S2, and diastole)
characteristics which could be used for abnormality detection and heart dis-
ease diagnosis. Several approached of PCG segmentation have been reported in
the literature, which can be grouped into four categories, for example, but not
limited to; (1) envelope-based methods, (2) decomposition methods, (3) time-
frequency methods, (4) machine learning-based methods. Category (1) and (4)
may share a similar methodology; for example, the machine learning approach
was built based on envelope features. Some of the recent PCG segmentation will
be briefly discussed in this section.

4.1 Envelope-Based Methods

PCG segmentation using the popular envelope-based approach is addressed. The
Shannon and Hilbert procedures are two examples of energy envelope-based
approaches that are extensively employed. With regard to accuracy of PCG
classification, both systems offer advantages and limitations. It is generally diffi-
cult for the Shannon type to capture the nuances of PCG signals, but the Hilbert
type has many burrs and is unsmooth. As a result, segmentation is a difficult
process to complete in the PCG study. Identification of the cardiac cycle is the
most critical stage in PCG signal analysis. During a cardiac cycle, the heart
produces four different heart sounds. It is the initial (S1) and second (S2) heart
sounds that can be heard that are the most basic. With PCG segmentation,
the goal is to detect as accurately as possible the positions of S1 and S2, which
will allow for the estimation of the cardiac cycle to be performed. The ECG is
used by the majority of segmentation algorithms. The ECG and PCG signals
are not available at the same time, which is a disappointment. If you use the
envelope-based methodology, you compute the energy enveloped by applying
the S-transform on the PCG signal, and you can choose between the Shannon
or Hilbert types. It is possible that others will employ the empirical wavelet
transform for this segmentation as well. As a result, using the energy enveloped
model, it is possible to predict the cardiac cycle.

4.2 Decomposition-Based Segmentation Methods

PCG signals are usually segmented based on their time-domain characteristics.
Tang et al. [37] proposed a dynamic clustering-based method for segmenting
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heart sounds. In this method, the short-term cycle frequency spectrum was used
to compute the instantaneous cycle frequency (ICF); the ICF was then used to
segment the PCG signal into cardiac cycles (heartbeats). These cardiac cycles
were then decomposed into 38 time-frequency atoms using Gaussian modulation
model. Then compute the weighted density function using Gaussian density ker-
nel estimation to emphasize S1 and S2 sounds in the time-frequency domain.
The second-order derivative of the density function was employed to find the
peaks (hills) to create dynamic clusters for the involved atoms. Finally, some
frequency, timing, and energy constraints were applied for locating the atoms
that represent S1 and S2 sounds; other thresholds and level-set method were
used to find the boundaries of S1 and S2 sounds. The method was evaluated
on a self-collected database containing only 565 cycles in total. Figure 3 shows
Example of PCG signal with viola integral envelop. The data was collected using
iStethoscope iPhone application.

Fig. 3. Example of PCG signal with viola integral envelop. The data was collected
using iStethoscope iPhone application.

4.3 Time-Frequency

Time-frequency representation methods also provide some contributions in the
direction of heart sounds (PCG) segmentations. Gavrovska et al. [13] presented
the use of Wigner-Ville distribution (WVD) for time-frequency representation
of PCG signals. Two features (criteria) involved recognizing S1 and S2 viz, the
maximum (peak) of the envelope with the detected margins and the duration
between current and next candidate sound. Finally, k-mean clustering with city
block distance was used to classify the candidate sounds into three classes, S1,
S2, and others.
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4.4 Probabilistic Models and Machine Learning-Based Methods

Probabilistic and Machine Learning (ML) methods can learn the underlying
characteristics of the PCG components; hence, building discrimi-native models
that can be used in segmentation, clustering, or classification purposes. Schmidt
et al. [34] proposed a breakthrough application of duration-dependent HMM
(called DHMM, also known as, hidden semi-Markov model (HSMM)) on PCG
segmentation. In standard Markov models, each PCG component is referred to
as a state. Some probabilistic rules control the jump from one state to another
regardless of the duration of time a particular state remains unchanged. This
may lead to rapid jumps between states, hence misdetection of PCG components.
Schmidt et al. addressed this problem using labeled S1 and S2 sounds databases;
a rough average estimation of the heart sounds duration was found from this
database. In the DHMM training phase, multivariate features were extracted
from PCG signals including, homomorphic envelogram, STFT energy of band
25–50 Hz, 50–100 Hz and 100–150 Hz.

Springer et al. [36] made extensive attempts and other researches to further
improve the performance of HMM for PCG segmentation. Authors investigated
the use of different types of features from PCG signals, including Hilbert enve-
lope, DWT-based envelope, and short-time PSD envelope. The procedure is sim-
ilar to the one using HSMM, except instead of using Gaussian distributions, the
emission probabilities of the HMM were derived using SVM. The method was
evaluated and compared with [34] on the normal and pathologic database. The
performance showed an improvement of 2% when using the modified HSMM. In
contrast, the features are not showing a significant improvement in the perfor-
mance.

5 PCG Feature Extraction

Feature extraction is a fundamental step in PCG signal processing which is
carried out to convert the raw data to some distinctive parametric representa-
tion. This parametric representation, called a feature, was then used for further
analysis and processing [20]. Several methods and approaches are presented in
the literature for feature extraction aim to achieve effective PCG classification
performance. There is no feature set that can be said to be an optimal represen-
tation of the PCG signal diverse characteristics. The review was only conducted
on a sample of methods in the literature over the past few years, and it is
obvious the wide options of feature extraction methods from PCG signals. How-
ever, the MFCC and wavelet transform-based features are the most widely used
for HS classifications, and the results presented recently in the literature have
demonstrated their effectiveness. Another recently proposed PCG deep feature
extraction method [43] is also worth to be further explored and investigated on
their effectiveness with more real noisy PCG data, especially pathological PCG
data. Some methods may result in a huge number of extracted features, which is
impractical and may lead to classification overfitting. Therefore, feature selection
or reduction approaches are utilized to solve this issue, some of the previously
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proposed methods are also reviewed in the following sub-sections. The feature
extraction methods from PCG signals can be categorized into four domains: time
domain, frequency domain, time-frequency domain, and a mixture of domains.
Most of the methods required to perform PCG segmentation prior to the fea-
ture extraction process, in which features are extracted from specific intervals
within the cardiac cycle or globally from the whole cardiac cycle. A cardiac cycle
represents the complete heart mechanical activity in a single heart-beat which
consists of S1, S2, and other sounds like S3, S4, and murmurs.

6 Classification Models and Performance Evaluation

Automated PCG analysis has been widely studied during the past few decades.
The typical methods for PCG classification can be grouped into six categories:
(1) SVM-based classification; (2) Artificial Neural Net-work-based classification;
(3) Statistical Tests-based classification; (4) Deep Learning-based classification;
(5) Ensemble of classifiers; (6) others including probabilistic and clustering meth-
ods. Building on previous review articles, which can be found in [8,21,25] some
of the reported studies which involve using a considerable database are discussed
briefly in the following sub-sections.

6.1 SVM-Based Classifiers

SVM is the acronynm for a single-layer nonlinear network. It first trans-forms the
data into higher-dimensional space using some specialized kernel transformation
functions. Then it uses the distance metric to create a boundary between the
data groups in which this distance is simultaneously maximized. SVM has been
widely used for PCG signal classification and is a well-studied machine learning
approach. It has been provided through well-tested libraries and toolboxes, i.e.
library of support vector machine (LibSVM) and MATLAB. In addition to lin-
ear classification, the SVM has the ability to handle a large number of features
by efficiently performing a non-linear classification using what is known as the
kernel functions, implicitly mapping their inputs 2D features space into high-
dimensional feature spaces enabling accurate classes discrimination. How-ever,
SVM has various types of kernel functions, each of which uses some hyperpa-
rameters. The kernel function and hyperparameters have to be carefully selected
and tuned to achieve the best classification performance.

It is worth to note that, there are three publicly open sources of PCG data-
base; (1) Michigan Heart Sound and Murmur database (MHSDB) was provided
by the University of Michigan Health System. MHSDB includes only 23 PCG
recordings with a total of 1496.8 s duration. (2) PASCAL challenge database, a
total of 832 recordings with varying lengths, between 1 s and 30 s. (3) Physionet
CinC challenge 2016 database, contains a total of 3,126 PCG recordings, lasting
from 5 s to 120 s. The Physionet CinC is the current largest open source database,
which includes clean and very noisy, normal and pathologic, children and adults’
recordings. The database comprises of normal and abnormal classes with some
PCG recordings labeled as “unsure” which has low-quality heart sounds.
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6.2 Artificial-Based Neural Network Based Classifiers

In recent years Machine Learning (ML) techniques have emerged for their notable
predictive abilities in a number of fields such as anomaly detection [5,12,41,42],
biological data mining [23,25], cyber security [24], disease detection [7,26,29,30,
33] and classification [6,10,22,35], earthquake prediction [1,2], elderly care [16,
17], elderly fall detection [3,4,27], financial prediction [31], safeguarding workers
in workplaces [19], text analytics [32,39], and urban planning [18]. Out of these
number of different methods, the artificial neural network technology has been
widely adopted for PCG classification. An example is a recurrent neural network
(RNN). The RNN is a multilayer neural network in which the output of some or
all layers do not only depend on the current input but also the previous output
is looped back and reused as extra input. RNNs can be configured in two designs
namely, fully connected or partially connected.

6.3 Statistical Tests-Based Classification

There are 2 types of statistical tests-based classifiers, namely the Hidden Markov
Model (HMM) and the Gaussian Mixture Model (GMM).

6.4 HMM-Based Classifiers

HMM are the time-averaged signal recorded during each measurement of the
heart and is assumed to be representative of some hidden state. This hidden
is not directly observed, is assumed to undergo a Markovian process that is
governed by statistical models.

6.5 GMM-Based Classifiers

Gaussian Mixture Model is a probabilistic model. The database consisting of
abnormalities is assumed to be generated by the Gaussian processes inside the
heart having arbitrary stochastic distribution. The classification technique is
based on the ECG signal extraction using specific algorithm.

GMM classifier is a basic supervised method which has the ability to auto-
matically cluster the data into a limited set of overlapped clusters. In training,
two Gaussian mixtures were used to represent the normal and diseased datasets.
The Gaussian parameters (mean, covariance, weights) were estimated iteratively
using an expectation maximization algorithm. In testing, the same feature vector
from the test ECG heartbeats was used to find the fitted Gaussian parameters,
the likelihood was calculated and com-pared with the already built GMM mod-
els. The main limitation of GMM based methods is that the number of mixture
models must be determined manually, which forces the GMM to cluster the data
into a limited number of clusters, which is highly dependent on the correlation
of the input data.
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6.6 Deep-Learning-Based Classifiers

Over the last few years, deep learning was getting more attention due to its
ability to learn and perform classification tasks from raw data directly. Re-cent
studies showed that deep learning methods were achieving results that were not
possible before, sometimes surpassing human-level performance. PCG classifica-
tion approach is based on the convolutional neural network (CNN). A CNN is
employed as a feature extractor, and features extracted by the CNN are input
into a heart-sound classification SVM. Time-frequency features are put into
a CNN model to classify normal and abnormal cardiac sounds. Deep-learning
architecture has a sequential mode employing a linear layer stack, namely one
input layer, and numerous dense layer. Layers’ aim is to transform data. PCG
segmentation is performed using fixed-length segments with one step from each
recording. For each segment, a PSD-based spectrogram was recovered using
STFT, and the spectrogram was regarded as the CNN model feature input.
The proposed CNN structure consisted of five-layers: input, convolutional with
max-pooling, two fully connected layers and output layer. The Physionet train-
ing database was first transformed to an overlapped (5-second) PSD spectro-
grams; the CNN treated these spectrograms as images in the input layer. The
CNN model was then trained with stochastic gradient descent using an opti-
mizer, while the output layer contained a single neuron with sigmoid activation
function. The system was designed to classify each 5-second segment whether it
belongs to a normal or abnormal class.

Ensemble of Classifiers. Homsi et al. [15] used a nesting of three ensemble clas-
sifiers: Random Forests (RF), Logit-Boost (LB), and a cost-sensitive classifier
(CSC). Each recording in the Physionet database was first segmented by iden-
tifying the fundamental heart sounds (S1, systole, S2, and diastole). A total
of 131 features were then extracted from time, frequency, wavelet, and statisti-
cal domains. The study investigated the tuning of different parameters involved
in meta-classifier in an attempt to improve the overall classification accuracy.
10-fold stratified cross-validation was used to partition the Physionet database
into train-test sets to evaluate the proposed classification approach. The method
achieved a MAcc score of 88.4% on 10-fold test-ing set and MAcc of 84.48% on
Physionet hidden test set.

Vernekar et al. [38] proposed a PCG classification method using a weighted
ensemble of four XGBoost (extreme gradient boosting) and four ANN classi-
fiers. The Physionet heart sound database was used in this study, ignoring the
recordings labeled as noisy. The rest were split into 2615 recordings for training
and 296 for validation. The annotations for four heart sound components (S1,
systole, S2, diastole), for each heartbeat, were then obtained using Springer’s
HSMM segmentation algorithm [36]. A total of 108 features were extracted from
the time domain, frequency domain, and Markov chain analysis. However, fea-
ture importance analysis selected only 36 features to train the classifiers. The
proposed method achieved MAcc score of 81.75% on the validation set and MAcc
of 77.2% on Physionet hidden test set.
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7 Future Work

ECG and PCG are two easy-to-use non-invasive tools for monitoring heart elec-
tromechanical activity. Despite the amount of research proposed in the literature,
the performance of automatic diagnosis of heart disease is still not satisfying to
be implemented in clinical systems. However, the current methodologies could
be used in primary healthcare units or at home as the first screening tool and
diagnosis tool. This will provide great assistance to help physicians to perform
a correct and final diagnosis. The ECG and PCG signals analysis are not end-
to-end processing but usually ensembles various methods for each processing
step. In general, the state of the art on techniques oriented to the use of neural
networks and deep learning should look into for example, classification methods
through the use of networks with low computational complexity without domain
transformation and with or without feature extraction.

Deep learning methods besides showing promising results also has its dis-
advantages such as there are numerous parameters of the deep learning model,
with a large amount of data to be optimized which can lead to a long execution
time and a large training data set required. Moreover, the deep learning mod-
elling needs higher configuration of the computer with powerful CPU and GPU
for calculation; hence the model is unsuitable for home computers and microcom-
puters. Existing deep learning research using only ECG data from multiple per-
spectives and highlights the present challenges and problems to identify potential
future research directions. There are too many different learning architectures
that has been used in areas such as disease detection/classification, annota-
tion/localization, sleep staging, bio-metric human identification, and denoising.
The deep learning model for disease detection is to map input ECG data to
output disease targets through multiple layers of neural networks. Detection of
cardiac arrhythmias (e.g., atrial flutter, supraventricular tachyarrhythmia, and
ventricular trigeminy) is one of the most common tasks for deep learning models
based on ECG signals. However, there are still some unresolved challenges and
problems related to these deep learning methods.

Simultaneously analyzing multivariate time series from the same source pro-
vides insight into exploring the intersection of underlying dynamics in cardiovas-
cular signals. Simultaneous PCG data recording at multiple auscultation points
on the chest area with multiple sensors is more beneficial in terms of diagnos-
tic accuracy since the results from a single HS signal can be cross-referenced
with those obtained from other locations. In fact, the introduced SLDS methods
in [28] were used for multivariate data analysis and modeling in the literature.
Hence, these methods are assumed to provide higher performance if applied to
multivariate PCG data, i.e., PCG segmentation application. This research was
constrained by using univariate HS data because currently there is no existing
clinically approved technology for multivariate HS data acquisition from dif-
ferent heart auscultation points. The recently published benchmark database
(Physionet CinC challenge 2016) does not consist of a precise diagnosis of the
whole large provided dataset. The accurate automatic diagnostic systems of the
multi-class problem are needed, which would help cardiovascular monitoring and
pre-screening.
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8 Conclusion

In this paper, we provided a systematic overview on the state-of-the-art stud-
ies conducted in the last two years on new techniques for classifying cardiac
pathologies using ECG/PCG and machine/deep learning techniques from the
perspectives of models, data and tasks in real life applications. We found that
deep learning methods can generally achieve better performance than traditional
methods for ECG/PCG modeling.
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Abstract. The cortical pyramidal neurons in the cerebral cortex, which
are positioned perpendicularly to the brain’s surface, are assumed to
be the primary source of the electroencephalogram (EEG) reading.
The EEG reading generated by the brainstem in response to auditory
impulses is known as the Auditory Brainstem Response (ABR). The
identification of wave V in ABR is now regarded as the most efficient
method for audiology testing. The ABR signal is modest in amplitude
and is lost in the background noise. The traditional approach of retriev-
ing the underlying wave V, which employs an averaging methodology,
necessitates more attempts. This results in a protracted length of screen-
ing time, which causes the subject discomfort. For the detection of wave
V , this paper uses Kalman filtering and Cyclic Shift Tree Denoising
(CSTD). In state space form, we applied Markov process modeling of
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ABR dynamics. The Kalman filter, which is optimum in the mean-
square sense, is used to estimate the clean ABRs. To save time and
effort, discrete wavelet transform (DWT) coefficients are employed as
features instead of filtering the raw ABR signal. The results show that
even with a smaller number of epochs, the wave is still visible and the
morphology of the ABR signal is preserved.

Keywords: Cyclic Shift Tree · Auditory Brainstem Response ·
Wavelet Kalman Filter · Inter-wave intervals · EEG · Wave V

1 Introduction

Genetic predisposition, [post/peri]-natal factors, intrauterine environment, all
have a part in the growth of childhood hearing impairment. Due to the presence
of various categorization systems, the definition of hearing loss/deficit may fluc-
tuate. In early development, being exposed to spoken language is essential. As
a result, children with undiagnosed hearing loss, including mild and unilateral
deficits, may experience significant delays in speech development as well as psy-
chological and mental behavioral disorders, which can have an impact on their
social and academic skills as well as their overall development [15,18,22].

The Auditory Brainstem Response (ABR) is a regularly used tool for eval-
uating neonatal auditory function. This method has long been considered the
gold standard for neonatal diagnostic evaluation throughout the first six months
of life. However, employing repeated averaging of the trials for meaningful ABR
waveform, ABR is also utilized for detecting hearing loss in adults [1]. To find
the lowest level that provokes a discernible response, the electroencephalogram
(EEG) ABR waveform is sampled, averaged, and waveforms are recorded for
stimuli of various intensities [13,17]. Noise interferences can cause the morphol-
ogy of the ABR to be distorted, affecting its accuracy. As a result, identifying
the wave V can be a difficult task since noise can be emitted by equipment,
circuits, or power sources. To correctly identify the presence of the ABR and
differentiate it from physiologic noise, skilled clinical interpretation is required;
unfortunately, subjective interpretation and the possibility of human mistake
impair an objective physiologic measure [18]. For this reason, researchers like
Wang et al. [23] suggested reasonable techniques to make hearing screening fea-
sible. They suggested use a Kalman filter to adaptively extract sounds from ABR
signals, reducing the number of trials required to enhance efficiency. Their work
shows that with proper denoising using Kalman filter, fewer sweeps was required
to obtain reliable ABR waveforms. In another related study, a wavelet based
algorithm was introduced by [4] known as cyclic shift tree denoising (CSTD)
method that technically gives a faster convergence on estimating the underlying
ABR waveform compared to the conventional averaging methods [10,21]. The
CSTD method is computationally stable and it has uncomplicated algorithm
which motivates us to apply the method in this study.
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2 Materials and Methods

Stimulus such as click, tonal, or chirp can be used in ABR measurements
[20]. Though click stimulus is widely used in ABR measurements, however the
responses obtained are not from the whole cochlea but are rather thought to
originate from basal regions (2–4 kHz) [12]. Therefore, the chirp stimulus was
developed. This chirp purpose is to stimulate the entire cochlea simultaneously
and provide effective neural synchronisation. Studies report that, since chirp
stimulus has a specific sequence from low frequency to high, larger amplitude
ABR waves can be formed than with click sounds and the whole cochlea can be
stimulated at the same time [6,7,11]. A chirp is a quick sweep through frequen-
cies which is either low to high or high to low frequency. The stimulus of Audio
chirp was generated using a personal computer for each participant, which simul-
taneously processes and records the ABR signals. By simultaneously connecting
output audio to both the trigger box and the g.PAH Programmable Attenuator
Headphone buffer, the triggering procedure could be completed (Guger Technolo-
gies, Austria). The trigger box receives the computer’s audio signal and converts
it to a square signal (trigger signal), which is utilized as a reference point for
framing the EEG signal according to the provided stimulus. At the same time,
the g.PAH attenuator sent the signal to the headphones such that every time the
“click” played on the computer, the participant hears it. The device input power
is 100–240 V with a maximum frequency of 50–60 Hz; thus, we used a bandpass
filter with cutoff 100 Hz–1500 kHz for the recorded signal. Twenty chirps per
second of stimulus rate were used to record the ABR signal with a sampling rate
of 19.2 kHz and 24-bit resolution. Although, this sampling rate was empirically
set supported by previous studies, which was found to be around 20 kHz. In this
study, the intensity level of the stimulus was set in the range of 30–60 dBnHL
with an increment of 10 dB. The EEG data were then recorded and averaged
using sliding windows of 2000 frames. Each recorded epoch start-point is aligned
with the start of the triggering signal and ends within a window of 40 ms (768
samples) for chirp and 20 ms (384 samples) for a click. The processing steps were
implemented using MATLAB. Figure 1 shows the experiment setup and devices
used for data collection of the ABR signals.

2.1 Wavelets Methods

The two wavelet denoising methods subjected to performance evaluation are as
follows:

– Wavelet Kalman Filter (WKF)
– Cyclic Shift Tree Denoising (CSTD)

Figure 2, shows the flow of the two types wavelet based denoising methods,
(a) Wavelet Kalman filter approach, (b) Cyclic Shift Tree Denoising.

A detail description of WKF method could be found in [19] while CSTD
method could be found in [4]. This section only covered the process of modifi-
cation. Due to the closeness in morphology between the ABR and the synthesis
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Fig. 1. Hardware system setup with g-tech equipment which include gUSBamp, gPAH,
trigger box and Sound Card.

wavelet, the biorthogonal 5.5 wavelets were used as proposed by [8]. The signal
was split into high-pass (HP) and low-pass (LP) components, which correspond
to details and approximates components, respectively, using the discrete wavelet
transform (DWT). The signal was dissected to level 5, at which point the ABR’s
main frequencies were 200, 500, 900 Hz, respectively [8].

2.2 Wavelet Kalman Filter Approach

DWT is the digital form of continuous Wavelet transform (CWT) and can be
used by setting discrete values of s = 2j and u = n(2j), where j and n are
integer numbers, such that,

S2jf(n) =
∑

k∈Z

hkS2j−1f
(
n − 2j−1k

)
(1)

W2f(n) =
∑

k∈Z

gkS2j−1f
(
n − 2j−1k

)
(2)

where S2jf(n) are the approximation coefficients (represent the low frequency
sub-band), W2jf(n) are the detail coefficients (represent the high frequency sub-
band), j, n, k ∈ Z, Z is a set of all integer numbers. hk and gk are the low
and high pass filters coefficients respectively. This study used wavelet coefficients
for the observation model as suggested by [16] to reduce the state dimensions
as shown in Fig. 2(a). The biorthogonal 5.5 wavelets were chosen as suggested
in [16,24] by considering the similarity in the morphology of the ABR with
the synthesis wavelet. The improved signal was then decomposed with DWT
to obtain the coefficients for the Kalman filter process. Algorithm1 summarizes
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Fig. 2. Flowchart (a) Wavelet Kalman filter approach and (b) Cyclic Shift Tree De-
noising.

the recursive procedure of Kalman filter where H and C are reshaping matrices.
When applying Kalman filter, the ABR estimation model was assumed as a
linear additive model according to [5]. From the analysis, the minimum number
of epochs sufficient to detect wave V was chosen based on the experimental result.
This method was introduced to overcome the high computational complexity
due to the high dimensional state vector. This data fusion algorithm gives a
small computational requirement, elegant recursive properties and is the optimal
estimator for one-dimensional linear systems with Gaussian error statistics. They
typically used for smoothing noisy data and provide the estimated parameter of
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interest. It is also widely used for positioning system receivers, phase locked loops
in radio equipment, smoothing the output from laptop track pads and more.

2.3 Cyclic Shift Tree Denoising

The flow chart in Fig. 2(b) shows CSTD method, an array of wavelet coefficients
was created by performing a DWT on each frame and arranged as a successive
original frame. Proceeding with the final average created by linearly averag-
ing all the frames and applied the scale threshold to obtain a smooth ABR
signal. The array of wavelet coefficients was then denoised using CSTD, with
each denoised in a distinct way. To create a sequence of total N frames, linearly
average all different denoised reordering of frames to which CSTD has been per-
formed [3,9]. Time domain samples were obtained by linearly averaging the N
frames to generate one frame of wavelet coefficient and then reconstructing this
average frame. This new estimation technique has a faster rate of convergence to
the underlying signal than linear averaging, and it outperforms linear averaging
in terms of performance [2,8]. This current technique, however, has a number of
drawbacks, including the inability to apply it to a single frame of data. Other
constraints include the requirement for multiple measurements of the same sig-
nal. The CSTD algorithm requires a power of two number of initial frames, with
the signal being estimated being constant between frames.

Algorithm 1: Kalman filter algorithm
Result: X and P
X0 and P0;
while t = 1, 2, ..., T do

//Previous state
Xt−1 and Pt−1 ;
//Predicted state
Xtp = AXt−1 ;
//Predicted process co-variance
Ptp = APt−1A

′ + Q;
//Kalman gain
K = PtpH

′

HPtpH′+R ;
//Measurement value
Yt = CXt + εt;
//Updated state
Xt = Xtp + K(yt − HXtp);
//Updated process co-variance
Pt = (1 − KH)Ptp;

end

3 Results and Discussion

Wave V amplitudes and latencies, for example, were recognized as crucial com-
ponents. In the acceptance area of latencies, the wave V was traced whether it
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existed or not. The average of 2048 epochs of data from each subject were used
to calculate the delay. In addition, data collection from tainted data with noise
interference was examined using a new modified methodology called MCSTD,
which was recommended by the researchers. Female shows earlier latencies than
male and larger amplitude than male. Table 1, below shows the average latency
values of 11 normal adult’s subjects for chirp stimulus at 2048 sweep.

Wave V amplitudes and latencies were identified as key components. The
wave V was traced in the acceptance zone of latencies, whether it exists or not.
The average of 2048 epochs recorded data from each subject was used to calculate
the delay. In addition, data collection from contaminated data with noise inter-
ference were analyzed using new suggested modified approach MCSTD. Female
shows earlier latencies than male and larger amplitude than male. Table 1, below
shows the average latency values of 11 normal adult’s subjects for chirp stimulus
at 2048 sweep.

Table 1. The average latency values of wave V ABR for adult subjects

Stimulus Gender Intensity

60 50 40 30

Chirp Female 14.36 14.86 16.29 17

Male 16.6 16.63 17.5 17.75

The inter-wave intervals for females are shorter due to the effect of negligible
for a wave I and more pronounced for later waves. Females have smaller head size
and less brain volume compared to male. Thus, the inter-wave latencies become
shorter if the distance between the generators for each of the waves is shorter
and the amplitude will be larger if the recording electrode is relatively closure
to the wave generator. Figure 3, is the comparison between female’s and male’s
signal.

3.1 Selection Minimum Number of Epochs

The signal was analyzed using averaging, KF, CSTD and MCSTD approaches.
The data were recorded for four different intensity levels consist of 60, 50, 40 and
30 dBnHL. Wave V recognition between different intensity levels was related to
their latency and frequency for each stimulus. Corona-Strauss et al. [5] stated
that the latency value increased by decreasing the frequency content of chirps.
Moreover, the latency of the responses evoked by higher intensity levels is shorter
than the response evoked from a lower intensity level. Decreased the intensity
level will longer the latency and smaller the amplitude.

Figure 4 (a) and (b) showed the results for the wave V detection at sweeps
number of 16 and 8. When decreasing the sweep number, the signal amplitude
increased. According to [16] the ABR signal amplitude is between 0.1 to 1.0µV.
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Fig. 3. ABR signal for female and male at 60 dB, 2048 sweeps.

However, ABR signal amplitude at 16 and 8 sweeps exceeded 1µV showed by
the straight red line. In addition, wave V detection failed when decreasing the
sweeps number to 16 and 8. Thus, 16 and 8 sweeps are not reliable for detecting
wave V . The goal of this research is to determine the minimal trial that will be
fulfilled in detecting the presence of wave V and denoising the tainted signals.
By comparing the results of averaged data morphology, the performance of each
methodology was assessed. Each recorded signal was averaged sweep by sweep
and the sweep was divided into 2048, 1024, 512, 256, 128, 64 and 32 sweeps.
When the signal is averaged over 2048 epochs, all techniques provide an accurate
assessment of the ABR signal. When the number of epochs is reduced, however,
wave V identification differs between techniques. As a result, when compared
to other approaches, MCSTD performs admirably. When decreasing the epoch’s
number to 16 and 8, the signal amplitude increases and exceeded 1µV in which
ABR amplitude is between 0.1 to 1.0µV [14].
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Fig. 4. ABR signal for female and male at 60 dB, 2048 sweeps.

4 Conclusion

Analyzing EEG signal is very challenging due to their high complexity, low SNR,
non-linearity and non-stationary. ABR is currently the most reliable method for
hearing screening, however, the noise interference from environment, equipment,
and subject movement can be a difficult task for wave V detection. The aim
of this study is to reduce screening time by using a better signal processing
approach, reducing the sweeping number and lowering the noise interference
effects. This study focused on detecting wave V in normal adults by applying
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KF and CSTD. From the result, it is shown that better detection of wave V
is obtained using WKF with the reduced number of epochs by considering the
SNR and RMSE. Further work should be carried to see the performance based
on Modified Cyclic Shift Tree Denoising.
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Abstract. In the field of Botany the research of flower classification
scheme is an extremely significant topic. A classifier of flowers by max-
imum precision will also carry numerous enjoyments to human lives.
However, there are tranquil a few disclaim in the identification of flower
images due to the multipart conditions of flowers, the resemblance con-
necting the unusual flowers of species, and the variations surrounded by
the similar species of flowers. The classification of flower is largely depend
on the Color, shape and texture features which needs populace to choose
features for classification and the accurateness is not extremely high. We
were designed an Android application using machine learning techniques
for flower identification. In this paper, based on Image Net model of DNN
Tensor Flow Framework platform, to get better the accuracy of flower
classification significantly, the Deep Neural Network (DNN) knowledge
were used to retrain the flower category datasets. We were used ten cat-
egory datasets. The accuracy of Image Net based MobileBetV2 model
was 98.47% and proposed Deep CNN Model accuracy was 89.87% in our
result. Any user can identify the flower by using our application from
the flower images.

Keywords: Flower classification · Tensorflow · Keras · CNN · Feature
extraction · Machine learning · MobilenetV2 · GoogLeNet

1 Introduction

Image recognition is one of the core fields in computer vision which can use the
outcome for example hand writing recognition like in and fingerprint recognition
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otherwise flush in extra significant studies for example medical researches etc.,
this value involving through the endeavour to facilitate must be involved for the
classification method and by the amount of applications. In the cultivation of
flowers, flower findings for apparent study, etc. applications of classification of
flowers is used frequently.

Seed and bulb invention, flower trade, micro propagation, garden centre and
preserved plants, and removal of important flowers oil comprises in the flori-
culture industry. Computerisation of flower classification is important in such
belongings. Computerization of the categorisation of flower images is a essen-
tial job since these works are done physically and are very work comprehensive.
There are more or less two millions and fifty thousand species of flowering plants
as a named in the world. Categorise the plants by their flowers be able to be
finished only by trained taxonomists and a lot of blooming flowers are detected
in the park, backyard, wayside and various supplementary locations by skilled
people also. People frequently must need flowers conduct manual or need the
interrelated websites on the internet to peruse the knowledge with keywords
because most of the public do not cover information concerning these flowers
and in arrange to identify concerning them.

Artificial intelligence (AI) techniques in specific machine learning (ML) have
been used over time to make easy classification, recognition and identification
of patterns in biological data [33]. A multilayer neural network (NN) of CNN
has achieved recognition in analysing image-based data [31]. In the midst of the
current development of computing and superior understanding of AI different
types of rule base and ML approaches have gained unrivalled awareness of the
researchers in the last decade for the biological and healthcare big data min-
ing, disease prediction and detection, text processing, disease management, and
mobile health based app [25]. The main perception of deep learning (DL) is to
be trained data representations through growing generalisation levels [25,31,33].

We are proposing a flower recognition approach with android application
derived from image processing technique and deep convolutional neural network
algorithm using Tensor Flow and Image Net in this work. People easily classify
the flower image from our android device approach more accurately. We were
used Google-11 and Tensorflow-5 dataset to implement of our proposed model
including our local collection of flower.

2 Related Work

In recent years ML techniques have gained popularity in research for their abili-
ties to predict patterns. They have been applied to many different fields including
disease detection [12,34,39,40,44] and classification [11,17,30,47], elderly care
[22,23] and fall detection [5,6,36], anomaly detection [8,18,51,52], biological
data mining [31,33], cyber security [32], earthquake prediction [3,4], financial
prediction [41], safeguarding workers in workplaces [25], text analytics [43,50],
and urban planning [24].

Three primary contributions are discussed in [37]. Deep CNN for extracting
the features and different machine learning algorithms for classifying objectives
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is used the categorization model to grow the performance of classifying of flower
images in the first proposed model. In Second, the make use of image expansion
for gaining enhanced substantiation consequences is established. KNN, Random
Forest, Multi-Perceptions, and SVM are compared in last part of their research to
measure the ability of the machine-learning classifiers. The author found 97.2%
on oxford dataset using SVM and 98% accuracy on Oxford-17 using MLP.

Oxford 102 flowers dataset is used in [9] which containing of eight thousand
one hundred eighty nine flowers images that fit in to 102 flower species. Four main
steps were explained in this paper starting image augmentation, in gathering of
images accustomed to settle in dataset images to generate further appropriate
dataset for subsequently stage. To split the forefront from the backdrop image
segmentation introduced. The accuracy rate was found 81.19% in this research.

Texture and color features used for flower classification by the author in [46].
From the segmented images, Texture and color features are extracted. GLCM
method is used for Texture feature extraction and Color moment is used for
color feature extraction. 95.0% accuracy of the system is found.

The authors uses a supervised model to extract flower content in [54] and [38]
which consider the flower textures with graph cuts. The author in [29] used Novel
Framework based Convolution Neural Network (CNN) to resolve this difficulty.
They had implemented the algorithm on Oxford flower data set images from 102
species.

In [37] this author the flower sections are chosen to be individual in color (e.g.,
for example) and vary considerably in size, scale, and appearance developing a
visual vocabulary that clearly represents different flowers (e.g., color, shape, and
texture) for differentiate one flower from any more, Author can prevail over
the ambiguities that be present stuck between flower sections. The results are
presented in a data set of 1360 images with 17 flower species.

The [2] author used image classification using by Deep neural network (DDN)
and five types of flowers that have been used the authors. They found the average
result 90%. In [42] the system was developed using Python and Random Forest
Classifier Method and Flower Identification used on RGB Histogram data. The
Researchers found the proposed system is able to classify flower image with an
average accuracy of 80.67% using 15 type of flower.

In [7] features based on color, texture, and shape on Image Classification and
showed high result accuracy on oxford-17 dataset. Neural Network Based Image
Processing is used for flower classification in [35]. They have proposed a method
for classification of flowers based on Artificial Neural Network (ANN) classifier.
GLCM and DWT of textural features is used of their proposed method. They got
classification accuracy 85% more using GLCM features. The back propagation
algorithm is used to train the neural network. Own dataset were created base
of flowers of five classes, each one heaving ten flower images. They have got the
result with MLP offers accuracy 87% with GLCM features.

ANN classifiers were studied in favor of the classification of flowers by the
researcher in [20]. GLCM, DWT and Color features for instance normalized
color histogram were used for textural features in their suggested model. A
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threshold based method is also used for flower image segmentation. A review of
forty research work that make use of deep learning approaches used to different
farming and food manufacture challenges performed by the authors in [26]. They
study the specific agricultural harms with this research. The investigate result
show that deep learning gives maximum accuracy.

A foreground background model is used in [10] where the segmentation is
tested on five hundred seventy-eight flower species with two million fifty thou-
sand images and hundred two flower species of OUFD with secure segmenta-
tion outcome. The contour matching algorithm is used getting the result in [48]
which were not very encouraging of both flower and leaf images. In [13] K-means
and OSTU segmentation algorithm were used. SVM and K-Nearest Neighbour
(KNN) classifier is used for classifying the images to produce good results for
those images.

In [28] the authors considered the transfer learning knowledge to retrain the
flower category datasets based on Inception-v3 model of Tensor Flow platform
which can very much increased the truthfulness of flower classification. Back
propagation learning algorithm is used to trained Multilayer feed- forward net-
works in [21]. Color and shape features dependent segmentation model of flower
is used by the authors in [13]. Training and testing were conducted on Oxford-
102 flower and the findings illustrate a close to exact boundary recognition on a
big set of images.

3 System Architecture

Our used system structural design of our proposed model is shown in following
Fig. 1. This structural design showed that whole classification system in our
model.

Fig. 1. System architecture in our proposed model.
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4 Experimentation

4.1 Required Tools

Tensor Processing Unit (TPU). In May 2016 Google declared its TPU as an
application of particular incorporated circuit that made exclusively for machine
learning and tailored for TensorFlow [1]. In addition to the accessibility of the
TPUs in Google Compute Engine, the 2nd generation announced in May 2017
which can deliver up to one hundred eighty teraflops of performance, and when
prepared into clusters of sixty four TPUs, it is able to deliver 11.5 petaflops.
The third-generation TPUs are announced by Google in May 2018 for supplying
capable of four hundred twenty teraflops of execution and 128 GB HBM. Google
were building TPUs easy to get to in beta on the Google Cloud Platform in
February 2018.

Tensor Flow Lite. Tensor Flow Lite is a software stack exclusively for mobile
expansion developed by Google in May 2017 [49]. A builder foretaste GPU infer-
ence engine for the mobile for the use of Open GL ES 3.1 Compute Shaders
on Android devices and Metal Compute Shaders on iOS devices is released by
Tensor Flow team in January 2019. Google introduced that their TensorFlow
Lite Micro and ARM’s tensor would be integration in May 2019.

Keras. Keras is an online resource documents that helps a Python interface for
ANN which uses as an interface for the Tensor Flow library. Keras version 2.3 is
used to support multiple backends, as well as Tensor Flow, R, Theano, Microsoft
Cognitive Toolkit, and Plaid ML where the version 2.4, only TensorFlow is sup-
ported [27].

Features. Keras has various implementations of generally second-hand neural-
network building. The code is generated on GitHub, and community support
forums include the GitHub issues page, and a Slack channel [14].

ImageNet. An image dataset organized consistent with the WordNet hierar-
chy referred to ImageNet [19]. WordNet, possibly described “synonym set” or
“synset” by using multiple words or word phrases. More than 100,000 synsets
in WordNet are there wher 80,000+( majority) are nouns of them. Each synset
provide on average 1000 images in ImageNet. ImageNet can offer tens of millions
of modestly sorted images for most of the concepts in the WordNet hierarchy
[45]. The need for more data the ImageNet project is encouraged by a rising
response in the image and vision research field [53]. Ween vision Image Net as
a valuable resource to researchers in the academic world, as well as educators
around the world [15,16].

First training and testing dataset were divided from the input dataset where
training and testing data were 80% and 20% respectively. We were used 11
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category image data set in our research containing 4630 images where 3708
images for training set and 922images testing set. A sample of Google 11-flower
dataset is shown in Fig. 2.

Fig. 2. Samples of 60 species of flowers in Google 11 -Flower Dataset.

We were proposed a two-step approach for the flower classification problem.
The First step is designed multi stage CNN model. The model is constructed
with input layer, five convolutional layers, seven rectified linear units (ReLu),

Fig. 3. The feature extraction and classification system architecture.
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five stochastic pooling layers, two dense and one Soft Max output layer. The
proposed CNN architecture uses five convolutional layers with same window sizes
followed by an activation function, and a rectified linear unit for non-linearities.
The feature extraction and classification system architecture has given in Fig. 3.

The Second Step is designed by ImageNet Model on MobileNetV2 which is
shown in Table 1. In MobileNetV2, there are two types of blocks. One is residual
block with stride of 1.

Table 1. ImageNet Model on MobileNetV2

Input Operator Output

h× w × k 1× 1 conv2d, ReLU6 h× w × (tk)

h× w × tk 3× 3 dwise s = s, ReLU6 h/s× w/s× (tk)

h/s× w/s× tk linear 1× 1 conv2d h/s× w/s× k′

Another one is block with stride of 2 for down sizing. In both types of blocks
3 layers are there. 1×1 convolution with ReLU6 is the first layer. The second
layer is the depth wise convolution. Without any non-linearity 1×1 convolution
is the third layer also that is demanded that if ReLU is used over again. For
all main experiments there is an extension factor t. where t = 6 for the post
of Image. The internal output would get 64 × t=64 × 6 = 384 channels, if the
input got 64 channels which is shown in Fig. 4.

AddConv 1x1 linearDwise 3x3 
ReLu6Conv 1x1 Relu6Input

Conv 1x1 linearDwise 3x3
Stride=2, ReLu6Conv 1x1 Relu6Input

Stride=1

Stride=2

Fig. 4. Image input architecture.

5 Result and Discussion

The major purpose of our study is to properly demonstrate the flower image as
of the traditional flower dataset. The suggested model of CNN was used to the
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Fig. 5. Comparative results for Google-11 and Tensorflow-5 Flowers Dataset.

Fig. 6. Comparative results for Mobile NetV2, InceptionV2 and proposed model.

flower database for categorization. The database contains custom flower dataset
were created by us in various orientations. The entire dataset were used with 10
classes. Dataset was having only flower images with reduced lighting provision.
The training accuracy was 87.05%. and Image Net based MobileNetV2 model
being trained Result accuracy was 98.07%. The comparative results for Google-
11 and Tensorflow-5 Flowers Dataset has given in Fig. 5 and where the compar-
ative results for Mobile NetV2, InceptionV2 and proposed model as shown in
Fig. 6. Sample Output result using android application with accuracy as shown
in Fig. 7.
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Fig. 7. Sample Output using android application with accuracy.

6 Conclusion and Future Work

The rapid development of technology, Artificial Intelligence has been useful in
many fields. An application of machine learning and two different learning forms
of machine learning explained the working principle of machine learning in our
proposed work. In addition, it is shown that a research of flower identification
and classification to initiate the workflow of machine learning in prototype recog-
nition. The pattern recognition and its procedure in pattern recognition were
clearly explained in our study. The CNN algorithm, which is a Deep learning
algorithm from the ImageNet method, was used. Future work includes using
other features of the flowers in classification, for example, texture and shapes.
Other method for classification can be explored to provide more accuracy. Also,
the database should be improved to contain more data. The system is very easy
to use, therefore, it can be implemented for other objects.
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Abstract. Aiming at the low accuracy of the automatic generation of text sum-
maries in the field of data mining, as well as the defects of the existing encoder and
decoder models, this paper proposes a generative text summarization model based
on the document structure neural network. The model introduces the document
structure, divides the text into a word encoding layer and a sentence encoding
layer, and builds a top-down hierarchical structure to avoid the back propaga-
tion error problem caused by the long input sequence in the traditional encoder
and decoder model; At each level, an attention mechanism is added, and a multi-
attention mechanism is proposed and introduced, which refines the granularity
of the attention mechanism, thereby improving the accuracy of text summary
generation. Experimental results show that, compared with the original encoder-
decoder model, this model can effectively refines the granularity of the attention
mechanism and significantly improve the accuracy of text summary generation.

Keywords: Data mining · Text summarization generation · Multi attention
mechanism · Document structure neural network

1 Introduction

There are a lot of text data such as news and blogs on the Internet that fill our lives [1].
However, there are often redundant and useless information in these text data. Through
a short summary, we can efficiently retrieve text content and mine text information.
However, manually writing abstracts for each article, news, and blog requires a lot of
manpower and material resources.

Natural language processing is a relatively active processing method in the field
of data processing, and it is also an important step for public opinion analysis and
data mining [2]. Text summarization is an important field in natural language process-
ing, including extractive text summaries and generative text summaries. Extractive text
summaries extract the most important sentences in the original text as abstracts, while
generative text summaries automatically generate abstract sentences based on the con-
tent of the text. Text summaries can summarize a medium-length text in one sentence,
which can greatly improve efficiency compared with manual text summaries. But its
accuracy is still relatively low, especially in the capture of key words [3].
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The traditional encoder-decoder model [4] first encodes the words of the text, then
adds the attention mechanism [5] to learn the key words of the article, and then decodes
the word encoding to generate a text summary. Compared with the previous rule-based
and statistical-based summary generation methods, this type of method has a significant
improvement in efficiency, but the granularity of its attention mechanism is relatively
rough, and it cannot achieve good attention for long text learning. As a result, it is difficult
to capture the key sentences and key words in a medium-length text, resulting in a large
deviation in the accuracy of the generated abstract. For example, given a text [In addition,
according to the “Business Insider” website, in response to Trump’s above remarks,
Andrew Bates, the director of rapid response of the Biden campaign team, responded:
“Due to the failure of Donald Trump, China’s position has become stronger in all aspects,
while theUS’s status has declined.”He said, “Trump is theweakest president inAmerican
history against China.”] Humans can quickly capture the key sentence “Trump is the
weakest president in the history of the United States against China.” However, the text
in this text is too long and the relationship between the characters involved is complex,
the traditional encoder-decoder model will produce large deviations in key words and
sentence capture. The reason is that although it introduces an attention mechanism,
the traditional model processes the entire text sequence and uses a time-series neural
network. However, for a long text vector sequence, gradient dispersion or derivative
calculation deviation will still occur, resulting in deviations. Introducing the attention
matrix on the basis of, will increase the error and cause the final generated summary to
have a large deviation. The structure of the document has the following characteristics:
sentences are composed of words, and documents are composed of sentences, which a
bottom-up hierarchical structure can be constructed. Based on this, this paper proposes
a generative text summarization model based on the document structure neural network
(DSNN-GSM) to improve the granularity of the attention mechanism and improve the
accuracy of the generative text summary.

This paper mainly studies the generation of text generative summaries. Based on
the encoder-decoder model based on the attention mechanism, this paper proposes an
improved model DSNN-GSM that divides the neural network model into layers. The
neural network level is divided into word coding layer and sentence coding layer, which
is more in line with the text structure. At each level, attention mechanism and multi-
attention mechanism are added to make the attention mechanism more granular and
make the model better Understand the meaning of the text. In general, the contribution
of this article has the following two points:

1. The original encoder-decoder model is divided into a bottom-up model of word cod-
ing level and sentence coding level, which shortens the length of the input sequence
of each processing unit, thereby alleviating the back propagation caused by the
excessively long sequence Problems with large derivation errors;

2. At each level, an attention mechanism or a multi-attention mechanism is introduced
to refine the attention granularity of the model, so that it can more accurately capture
the key information in the article, and improve the accuracy of generating abstracts.

Next, this article will analyze specific issues. In Sect. 2 we will introduce other
processingmethods in this field; in Sect. 3, we will focus on the main content, which will
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introduce the generative text summarization model based on document structure neural
network; Sect. 4 will introduce the evaluation method of the text summary and make
a confirmatory comparison between the model in this article and the reference model;
Sect. 5 gives the conclusion of this article; Sect. 6 is the part of the cited references.

2 Related Work

2.1 Encoder-Decoder Model Based on LSTM

Generative text summaries are mainly realized by the structure of deep neural networks.
The Sequence-to-Sequence sequence proposed by theGoogleBrain team in 2014 opened
up the fiery research on end-to-end networks in NLP. Sequence-to-Sequence is also
known as Encoder-Decoder (Encoder-Decoder) architecture. Encoder and Decoder are
both composed of several layers of RNN or LSTM. Encoder is responsible for encoding
the original text into a vector C; Decoder is responsible for extracting information from
this vector C, obtaining semantics, and generating text summaries. However, due to the
problem of “long-distance dependence”, when the RNN entered the word at the last
time step, a large part of the data had been lost. At this time, the vector C generated by
the encoder also lost a lot of information, resulting in inaccurate results. Therefore, the
LSTM neural network is used, and the Attention mechanism is introduced to capture the
key words in the text [6].

2.2 Gated Recurrent Unit (GRU) Neural Network

The structure diagram of GRU neural network [7] is shown in Fig. 1. GRU is a very
effective variant of the LSTMnetwork. It has a simpler structure than the LSTMnetwork,
and the effect is also very good, so it is also a very manifold network at present. Since
GRU is a variant of LSTM, it can also solve the long dependency problem in RNN
networks.

Fig. 1. Neural network structure diagram

Both LSTM and GRU introduce a gating mechanism in the recurrent neural network
[8]. In a general RNN recurrent neural network, If the prediction yt at time t depends on
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the input xt − k at time t – k, when the time interval k is relatively large, the problem
of gradient disappearance or gradient explosion is prone to occur, then it is difficult
for the recurrent neural network to learn such long input information. In this case,
when the current forecast requires longer-term information, the problem of long-term
dependence will arise. However, if all the information entered at the past moment is
stored in order to learn very long information, it will cause the saturation of the stored
information in the hidden state h and the loss of important information. To this end, a
better solution is to introduce a gating mechanism to control the speed of information
accumulation, including selectively adding new information, and selectively forgetting
previously accumulated information.

There are only two gates in the GRU model, namely the update gate Zt and the
reset gate Rt The update gate Zt is used according to formula (2.1) to control how much
information the current state ht needs to retain from the historical state ht−1, and how
much new information needs to be received from the candidate state ht . The larger value
of the update gate, the more state information from the previous moment is brought in.

Zt = δ(WZxt + UZh(t − 1) + bZ ) (2.1)

Then calculate the hidden state ht according to formula (2.2).

ht = Zt � h(t − 1) + (1 − Zt) �˜ht (2.2)

The reset gate Rt controls whether the calculation of the candidate state˜ht depends
on the state ht−1 at the previous moment according to formula (2.3). In other words, it
is used to control the degree of ignoring the state information at the previous moment.
The smaller the value of the reset gate, the more ignorance.

rt = δ(Wrxt + Urh(t − 1) + br) (2.3)

The candidate state˜ht at the current moment can be obtained by formula (2.4):

h̃t = tanh(Whxt + Uh(rt � ht−1) + bh) (2.4)

3 Generative Text Summary Model Based on Document Structure
Neural Network (DSNN-GSM)

3.1 DSNN-GSM Model Structure

This paper proposes a generative text summarization model DSNN-GSM based on doc-
ument structure neural network. The model architecture is shown in Fig. 2. It is divided
into word embedding layer, word encoding layer, sentence encoding layer and decoding
layer.

Word embedding layer is used to segment the text and convert it into a one-hot
encoding, and at the same time do partition processing, and divide each sentence into a
processing unit for subsequent processing.
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Fig. 2. DSNN-GSM model architecture

Word encoding layer uses the bidirectional GRU neural network to perform word
encoding processing on the one-hot vector to obtain the word encode with high
representation and add the word attention matrix to obtain the sentence vector.

Sentence encoding layer uses the bidirectional GRU neural network to perform
sentence encoding processing on the sentence vector obtained above to obtain a sentence
encode with high representation and add the word attentionmatrix to obtain a text vector.

Decoding layer decodes the obtained text vector, takes the above obtained text vector
andBEGIN tag as input to the decodingmodule, and then performs a softmax calculation
to obtain the probability of the next word to be output, and outputs the word with the
highest probability. This predicted word will be used as input in the next time sequence,
and the weight parameters of the neural network will be updated through the current
state, and then the next word to be output will be calculated through softmax. By analogy,
a complete text summary is finally generated.

3.2 Algorithm Flow Description

The hierarchical structure diagram of DSNN-GSM is shown in Fig. 3.
The DSNN-GSM algorithm process has the following 6 steps:

1. Split the text into words and perform partition processing to obtain multiple process-
ing units. Convert eachword in each processing unit into an embedded representation
of a one-hot vector, record it aswij, and input it to the word-level coding layer.Where
i represents the i-th sentence and j represents the j-th word in the i-th sentence.

2. Use each sentence as a processing unit and perform word encoding operations on it.
Input the GRU neural network and its variants to perform word encoding processing
on the one-hot vector to obtain training parameter matrix and word encoding with
high representation. Among them, the training parameter matrix is an incidental
product of the neural network model training process, which is used to adaptively
adjust the model error.

3. Introduce a random context matrix u_w, do a softmax operation with the word
encoding obtained above to obtain the word attention matrix, and then do the dot
product and weight the results of the attention matrix and the hidden layer to obtain
a highly representative sentence vector SL. L represents the L-th sentence vector.

4. Input the above sentence vectors into GRU neural network for sentence coding. The
sentence vector with high representation is obtained.

5. Introduce a random sentence attention matrix, encode it with the obtained sentence
and do a softmax operation to generate a document vector Twith high representation.

6. Pass the finally generated text vector as an initialization parameter to the decoder
for decoding operation to generate a text summary.
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Fig. 3. SNN-GSM hierarchy structure diagram

Among them, the steps of the decoding operation in step 6 are as follows:

a. Input the text vector T as an initialization parameter to the decoder, and pass the
label ‘begin’ as an input parameter to the initialized decoder;

b. The initialized decoder module runs time step once, and uses softmax to calculate
the next word with the highest probability and output it.

c. Use the word output at the previous moment as the input at the current moment, and
the neural network will adaptively update the weight of the neural network according
to the error value of the back propagation process, run time stpe again, calculate the
next word with the highest probability through softmax and output it.

d. Repeat the iterative process of c until the ‘end’ tag is decoded, then end the iterative
process, and get the complete summary of the text.

The specific algorithm implementation process is described as follows:
First, word embedding layer performs word segmentation processing on the input

sample data, and partitions the set of words in each sentence into a processing unit
to obtain the original word sequence (x11, x12, · · · , x1m, x21, x22, · · · , x2m, · · · , xnm),
where xij represents the jth word of the i-th sentence.

Then it is transformed into a one-hot vector
(x11, x12, · · · , x1m, x21, x22, · · · , x2m, · · · , xnm). After that, the one-hot vector is used
as the input of the word encoding module. It should be noted that each partition is pro-
cessed as an independent module, that is, there is no relationship between sentences at
this time, and only the relationship between words within each sentence is considered.
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Adopt GRU neural network model based on time series. The feature of GRU neural
network is that it has update gate and reset gate. It is a variant of long and short memory
neural network. The update gate is used to control the extent to which the state infor-
mation from the previous moment is brought into the current state. The larger the value
of the update gate, the more state information from the previous moment is brought
in; the reset gate is used to control ignoring the previous moment. The degree of status
information, the smaller the reset gate value, the more ignored. Using this feature can
solve the problem of gradient dispersion of long text sequences in the neural network
training process. Through the two-way GRU model, the new word vector uij of each
word can be mapped.

At the same time, the bidirectional GRU splices the forward and backward states, as
shown in formula (3.1):

h = (

hforward hbackward
)

(3.1)

Among them, h represents the state vector of the hidden layer after forward and
backward propagation, hforward represents the state vector of the hidden layer forward
propagation, and hbackward represents the state vector of the hidden layer backward
propagation.

Then, the word context matrix uw is randomly initialized, and the attention matrix
is obtained according to formula (3.2):

∂ij =
exp

(

uTij uw
)

∑

L
exp

(

uTij uw
) (3.2)

Where L represents the L-th partition.
Then, take the weighted dot product of ∂ij and the hidden layer value h to obtain the

sentence vector. After that, each obtained sentence vector si is used as the input of the
sentence encoding module, and the Bidirectional GRU is used to encode the sentence,
and the forward and backward state splicing h = (hforward , hbackward ) is obtained. Then,
the sentence context matrix us is initialized, and the sentence attention matrix is obtained
according to formula (3.3).

∂ij =
exp

(

uTij us
)

∑

s
exp

(

uTij us
) (3.3)

Among them, S indicates that the scope is the entire text.
Then do a weighted dot product of ∂ij and the hidden layer value h to get the final

text vector. The context matrix is learned through the network in the training process.
Finally, the last state of the encoding process, that is, the last generated text vector, is
used as the initialization parameter of the decoder to be passed to the decoder to be
decoded to obtain a generative summary of the result text.
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3.3 Multiple Attention Mechanism

The attention mechanism introduced by the word encoding layer and sentence encoding
layer in the model is a single attention mechanism. This paper also proposes a multiple
attention mechanism. Since the introduction method of the attention mechanism of the
word encoding layer is the same as that of the sentence encoding layer, only the word
coding layer module is taken as an example here. The multiple attention mechanism is
changed to randomly initialize n context matrices uwk based on the original attention
mechanism, and a single attention matrix is calculated according to formula (3.4).

∂ijk =
exp

(

uTij uwk
)

∑

L
exp

(

uTij uwk
) (3.4)

Then use formula (3.5) to weight all its attention matrices to get the final attention
matrix.

∂ =
1

∑

n

exp
(

uTij uwk
)

∑

L
exp

(

uTij uwk
) (3.5)

Among them, k ∈ (1, n). The selection of n depends on the number of nodes in the
calculation unit, and the maximum number of nodes in the calculation unit cannot be
exceeded. The best selection of n can be obtained by formula (3.6).

n = Nnode ∗ Uuse ∗ (1 + W/C) (3.6)

Among them, * in the equation is a multiplication operator,W/C is the ratio of idle
time to computing time, Nnode is the number of nodes, and Uuse is the utilization rate
of all nodes. That is, the higher the proportion of node idle time, the larger n can be set.
The higher the proportion of node calculation time, the lower n, but the total number of
n cannot exceed the total number of nodes N.

Usingmultiple attentionmatrices to replace a single attentionmatrix can superimpose
the attention effect of a single matrix and strengthen the attention effect of attention.

4 Experiment

4.1 Text Summary Evaluation Method

Text summary evaluationmethods are divided into two categories. One is internal evalua-
tion methods, which provide reference abstracts and evaluate the quality of text abstracts
on the basis of reference abstracts. It is the most commonly used text summary evalu-
ation method in the industry. The second is an external evaluation method, which does
not provide a reference abstract, and uses the document abstract to replace the original
document to execute a document-related application. This paper adopts the Edmund-
son evaluation method [9] of the internal evaluation method, which is to objectively
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evaluate the text summary by comparing the overlap rate of the text summary wmatch
generated by the model and the target text summary (expert summary) wtotal . Calculate
the coincidence rate pi of each text summary by formula (4.1).

pi = wmatch

wtotal
∗ 100% (4.1)

This paper then uses the ROUGE (recall-oriented understudy for gisting evaluation)
index proposed by Lin et al. to compare and evaluate each model [10]. This indicator
evaluates the pros and cons of the summarymodel based on the number of n-ary common
subsequences of the generated summary in the standard summary, where R-1 and R-2
refer to 1-element and 2-element subsequences, and RL means the longest Common
subsequence.

4.2 Experimental Parameter Settings

This article uses the public Chinese text abstract data set Test Data ofNLPCC2017Task1
of the NLPCC 2017 conference organizer to conduct experiments. In the experiment, the
data set is preprocessed by keras [11], word segmentation is used by hanLP, converted
into one-hot vector input, and word2vec matrix is obtained using word2vec [12] to
training. The output dimension of the word embedding module is set to 200, and the
output dimension of the word encoding module is set to 100. The GRU hidden state
vector dimension is set to 200, the activation function uses softmax [13], the batchsize is
set to 64, and the learning rate is set to 0.05. Among them, the weight parameter matrix
in the GRU and softmax classifiers is determined by themodel itself, and the gradients of
all parameters are calculated through back propagation, and the parameters are updated
adaptively. At the same time, in order to prevent overfitting, this paper introduces the
Dropout technology [14] and sets its parameter ratio to 0.5 to reduce the overfitting
phenomenon that occurs on the training set.

4.3 Activation Function Selection Analysis

The core of the DSNN-GSM model is the activation function selection. Generally, a
nonlinear function is introduced as the activation function,which canmake the expressive
ability of the deep neural network more powerful. This paper selects softmax function,
Sigmoid function, Relu function and tanh function [15], and compares and analyzes
different activation functions under the same data conditions, and finally obtains the
activation function with higher summary accuracy and less time.

Figure 4 compares four different activation functions in terms of accuracy and time
consumption. In terms of accuracy, the softmax activation function has the highest accu-
racy rate of 91.4%, the relu function is the closest to softamax, the accuracy rate reaches
84.3%, and the sigmod function has the lowest accuracy rate, only 49.0%. In terms of
time, the softmax function, relu function and tanh function are relatively close, and soft-
max takes the least time. From the comparison results; it can be seen that the softmax
function is most suitable for this model.
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Fig. 4. Activation function analysis

4.4 Comparative Analysis of Methods

In order to prove the advantages of the proposed model, the DSNN-GSM model, BiL-
STM [16] and RNN-context [17] model are used to compare the coincidence rate on the
“test data of nlpcc 2017 task 1” of the nlpcc 2017 conference. The results are shown in
Table 1.

Table 1. Comparison of three methods

Sample category method DSNN-GSM BiLSTM RNN-context

Training sample Coincidence rate (%) 91.40 81.00 81.67

Test sample Coincidence rate (%) 86.65 72.71 75.56

Experimental results show that the coincidence rate of BiLSTMunder the test sample
is 72.71%, and the coincidence rate of RNN-context is about 75.56%. In contrast, the
overlap rate of abstracts generated by the DSNN-GSM model can reach 86.65%, which
is better than the former.

Figure 5 shows the performance of DSNN-GSM, BiLSTM and RNN-context. Under
the same data set, DSNN-GSMmaintains a stable accuracy rate of about 91.4% after 10
rounds of training. BiLSTMmaintains a stable accuracy rate after 15 rounds of training,
about 81.67%. The RNN-context shows that the rate of change is unstable.

In addition, this article compares RNN-context, Cover-5 [18], DRGD [19], LEAD
[20] and other various neural network models on the data set for experimental compar-
ison of ROUGE indicators. It can be seen from the results that the DSNN-GSM model
proposed in this paper has a certain degree of improvement in these three ROUGE
indicators (Table 2).
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Fig. 5. Model performance comparison

Table 2. Comparison of rouge evaluation results

Methods R-1 R-2 R-L

RNN-context 30.1 17.3 27.1

Cover-5 36.5 21.0 31.2

DRGD 37.2 24.1 34.3

LEAD 29.9 14.5 28.6

DSNN-GSM 38.9 25.8 34.8

5 Conclusion

This paper studies the traditional encoder-decoder model based on LSTM and analyzes
its pros and cons: Although a long and short memory neural network is used tomemorize
the input content before the current input, if the input sequence is too long, it will still
cause errors in the back propagation derivation; and the problem of coarse granularity
of the attention mechanism. Based on the analysis of the above problems, a generative
text summarization model based on the neural network of the document structure is
proposed. It divides the complete text input sequence into a word encoding layer and
a sentence encoding layer. Input one-hot code to Bidirectional GRU to generate word
code, word code forms sentence code, sentence code generates text vector, and finally
decodes. In attention, DSNN-GSM alleviates the problem of large derivative error in the
back-propagation caused by long sequence; it introduces attention mechanism or multi
attention mechanism in each level, which refines the attention granularity of the model,
so that it can capture the key information in the article more accurately, and improve the
accuracy of generating summary.
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Abstract. Human gender detection which is a part of facial recognition
has received extensive attention because of it’s different kind of appli-
cation. Previous research works on gender detection have been accom-
plished based on different static body feature for example face, eyebrow,
hand-shape, body-shape, finger nail etc. In this research work, we have
presented human gender classification using Convolution Neural Net-
work (CNN) from human face images as CNN has been recognised as
best algorithm in the field of image classification. To implement our sys-
tem, at first a pre-processing technique has been applied on each image
using image processing. The pre-processed image is passed through the
Convolution, RELU and Pooling layer for feature extraction. A fully
connected layer and a classifier is applied in the classification part of
the image. To obtain a better result, we have implemented our system
using different optimizers and also have used k fold cross-validation as
deep learning approach. The whole method has been evaluated on two
dataset collected from Kaggle website and Nottingham Scan Database.
The experimented result shows a highest accuracy which is 97.44% using
Kaggle dataset and 90% accuracy using Nottingham Scan Database.

Keywords: Convolution neural network · Convolution · RELU ·
Pooling layer · Fully connected layer · K-fold cross-validation ·
Optimizers · Kaggle datset · Nottingham Scan Database

1 Introduction

Gender detection plays a significant role in modern technology. The detection of
gender has many dynamic applications such as social interaction, security main-
tenance and surveillance, video games, human-computer interaction, criminal
identification, mobile application, commercial development, monitoring applica-
tion etc. It has occupied a great space in the field of facial recognition. The main
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purpose of gender detection is to differentiate male and female based on different
features of human.

In recent years, various research papers have been published regarding human
gender classification using different methods. Human gender can be classified
using different features such as face, eyebrow [12], hand-shape [5], body-shape
[8], finger nail [32]. Among these, the majority of the gender detection research
have been accomplished using face images. The feature extraction is classified
into two categories [7], namely geometric based and appearance based.

In the geometric based feature extraction, different facial components or fea-
ture points are extracted which mainly represents the face geometry [11]. In the
appearance based feature extraction, the features are extracted applying image
filter the whole image or particular component of an image [11]. The appear-
ance based feature extraction has an advantage over the geometric based feature
extraction. In the geometric based feature extraction, only some fixed points of
face image are used where in the appearance based feature extraction, informa-
tion is extracted from the whole face image. The training process of classifying
gender includes several methods such as Support Vector Machine (SVM), Prin-
cipal Component Analysis (PCA), and Neural Networks (NN) [7]. However, in
the field of image classification the Convolution Neural Network (CNN) has
been proved to perform as best algorithm comparing with other machine learn-
ing algorithms [3,27]. The filters are optimized through automated learning in
CNN [6,33] whereas they are hand-engineered in other traditional algorithms.
This is a major advantage of CNN as it is independent of human intervention in
feature extraction. Moreover, while using an algorithm with pixel vector, a lot of
spatial interaction between pixels are lost. A CNN can effectively use adjacent
pixel information by convolution and then uses a prediction layer at the end.

Our main purpose of this research is to detect human gender from facial
images where we have used an image processing technique for appearance based
feature extraction and Convolution Neural Network (CNN) for the classification
of human gender. In this regard, at first we have applied an image process-
ing technique where we have converted the face image into a two dimensional
array where the values of the array indicates the pixel values of the image. After
that, all the pixel values have been divided by 255 so that all the values of the
array come to a range between 0 to 1. This is done to reduce the difference
among the values. After this pre-processing step, a machine learning algorithm
called Convolution Neural Network is applied for the classification of gender
using a compact variant of VGGNet architecture on 2 dataset which are Kaggle
dataset and Nottingham Scan Database. After implementation, a highest accu-
racy 97.44% has been gained using Kaggle dataset and 90% has been gained
using Nottingham Scan Database. The significant contributions of our research
are:
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1. Performance comparison has been shown among different optimizers.
2. K-fold cross validation has been applied as a deep learning approach.
3. Performance comparison has been shown among different activation function.
4. Dataset has been splitted into different ratio to gain a best accuracy.

The next sections of the paper are arranged accordingly: Sect. 2 contains the
previous works regarding gender classification. Section 3 describes the method-
ology where Convolution Neural Network is discussed broadly. Section 4 shows
experimental setup where the experimental tools used in implementing our sys-
tem has been stated. Section 5 is about the result and discussion and finally in
Sect. 6 conclusion and future work has been discussed.

2 Literature Review

In the field of image processing and machine learning, a lot of research work
has been done on human gender estimation. In this section, a brief overview of
previous work on human gender estimation has been presented.

Lian HC [20] obtained an accuracy of 94.81% applying local binary pat-
tern (LBP) and SVM with polynomial kernel on the CAS-PEAL face database.
According to this method, a good accuracy can be achieved if the block size for
the LBP operator is correctly selected, which is really a difficult task. Li et al.
[19] performed the classification of gender utilizing only five facial features (eyes,
nose, mouth, brows, forehead). One drawback of this research is that the feature
extraction method they have used is affected by complex backgrounds. Saeed
Mozaffari, Hamid Behravan and Rohollah Akbari [23] used geometric based fea-
ture for male female classification where they have used AR and Ethnic dataset
containing 126 frontal images in each dataset. Here they have achieved 80.3% and
86.6% accuracy respectively. In [10] a texture based local binary pattern has been
used for feature extraction and as classification algorithm näıve Bayes, ANN and
linear SVM has been applied. They achieved 63% accuracy with only 100 face
images that has been collected from Nottingham Scan database which is quite
low. Sajja, T. K., Kalluri, H. K. [28] have worked on gender classification from
face images using LBP, SVM and Back Propagation. In this research they have
used ORL dataset which contains 400 images and Nottingham Scan database
which contains 100 images. After implementation they gained 100% accuracy for
ORL dataset and 71% accuracy for Nottingham Scan database respectively. The
work in [24] showed a high classification accuracy of 99.30% using SUMS face
database. In this work, the researchers applied 2D-DCT feature extraction, Viola
and Jones face detection and the K-means nearest neighbor (KNN) algorithm as
classifier. Being a compute-intensive algorithm, 2D-DCT is not suitable for real-
time applications. Using principal component analysis (PCA), researchers in [30]
processed the face image to reduce the dimensionality. After that, a good sub-
set of eigenfeatures has been selected using genetic algorithm (GA). Here, they
reported an average error rate of 11.30%. The main drawback of this method is
that, the GA exhibits high computational complexity. Althnian et al. [4] used
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hand crafted and fused features for face gender recognition where they have used
both SVM and CNN and gained best accuracy 86.60% using CNN which can be
improved further. Serna et al. [29] worked on gender detection using VGG and
ResNet where they analyzed how bias affects deep learning. They divided the
images into 3 ethnic groups and also experimented on an unbiased group. Here
they achieved best average accuracy 95.27% for unbiased group using VGG and
95.67% Biased group 3 using ResNet.

Deviating from only facial based gender recognition, some researchers have
worked on estimating human gender from different body parts for example body
shape, eyebrow, hand shape, finger nail etc. Dong, Yujie & Woodard, Damon [12]
approached a new technique where they classified gender using eyebrow shape.
For classification MD, LDA and SVM were used in this paper and they gained
96% and 97% accuracy for MBGC and FRGC dataset respectively. In [5] they
investigated human gender from hand shape from a small dataset containing 40
images and they achieved 98% accuracy. As classification algorithm Score-level
fusion and LDA have been applied here. HongáLim et al. [32] presented a novel
method for gender classification using finger nail with 80 samples donated by 40
people. With the use of PCA and SVM as classification algorithm, they showed
about 90% accuracy in this research.

So considering the whole literature review, it is clear that an improvement
in gender classification is needed. The main disadvantages of the above gender
classification research works is that, the feature extraction and the classifica-
tion are performed separately. To obtain an optimum pre-processing and feature
extraction design, prior knowledge is needed here. In case of CNN which is a
multilayer neural network model [21,22], it can optimize filters through auto-
mated learning where it is independent of prior knowledge which demonstrate a
superior performance can be achieved using CNN.

3 Methodology

In our proposed system, we have utilized a CNN (Convolutional Neural Network)
architecture. CNN which is a deep learning algorithm is capable of distinguish-
ing images from their characteristics [1,9,14]. CNN is generally used for image
analysis, image segmentation, image classification, medical image analysis, image
and video recognition, etc. [2,13]. In this research, at first we have applied an
image processing technique as pre-processing on images to transform the raw
data into an efficient and useful format. Later, the CNN architecture has been
applied. Here, it has been decomposed into two parts:

– Feature Extraction
– Classification
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Fig. 1. Network architecture

The convolution and the pooling layers performs the feature extraction of
image which actually extract information from input for decision making. Finally,
fully connected layer performs as the classification part. Our basic network archi-
tecture has been illustrated in Fig. 1.

3.1 Dataset

In the field of gender estimation, there are several global datasets used in different
research works. In this paper, we have used two global datasets so that we can
show the comparison of the result achieved using different datasets. One of the
two datasets is collected from kaggle website and the other is Nottingham Scan
database.

Kaggle Dataset. The CELEBA aligned data set has been used in kaggle
dataset to provide image. This dataset is of good quality and large. Here, the
images are separated into 1747 female and 1747 male as training images, 100 male
and 100 female as test image and 100 male, 100 female as validation images. A
face cropping function using MTCNN has been applied here to crop the images
so that only face images are included here. In Fig. 2 a sample of Kaggle Database
have been shown.

Fig. 2. Sample of Kaggle Dataset
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Nottingham Scan Database. Nottingham Scan database is comprise of 100
human faces where half of the images are of male and half images are of female.
The format of images used in this database is .gif format. 438× 538 pixel size
image hase been used here with 256 a gray-levels. As per our requirement, the
images have been converted to .jpg format from .gif format. In Fig. 3 a sample
of Nottingham Scan Database have been shown.

3.2 Pre-processing

Pre-processing of image generally removes low frequency background noise, nor-
malizes the intensification of the individual practical image, removes reflection
of light to get rid of the image noise, and prepares the face image to better
feature extraction. In our system, we have first resized the images into 96× 96
dimension. Then We have converted the image to an array of pixel value. Each
pixel value of the array is converted to float and divided by 255.0 so that all the
pixel values comes to a range between 0 to 1. In Fig. 4, the whole pre-processing
system has been illustrated.

Fig. 3. Sample of Nottingham Scan database

3.3 Feature Extraction

In Convolutional Neural Network (CNN), the feature extraction is performed by
the Convolution and the Pooling layer. In our proposed system these layers are
defined as follows:

1. The convolution layer contains 32 filters with a 3 × 3 kernel. Here RELU is
used as the activation function followed by batch normalization.

2. The POOL layer uses a 3 × 3 pool size to reduce spatial dimension from
96 × 96 to 32 × 32. A dropout is used in our network architecture which
disconnects nodes arbitrarily from layer to layer.

3. Next the convolution and ReLU layers are applied twice before applying
another POOL layer. This operation of multiple convolutional and ReLU
layers allow to learn a richer set of features. Here-
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– The filter size is being increased from 32 to 64. As we go deep into the
network, we will learn the filters more.

– The max pooling size is decreased from 3 × 3 to 2 × 2 so that spatial
dimensions don’t get reduced too quickly. Dropout is again performed at
this stage.

4. Again the convolution and ReLU layers is applied twice before applying
another POOL layer. The filter size is increased to 128. And 25% dropout of
the nodes is executed in this step for the reduction of over fitting.

3.4 Classification

Fully Connected and RELU operation is performed and a sigmoid classifier is
used for classification. Here-

Fig. 4. Pre-processing steps

1. RELU and batch normalization with dense (1024) defines the fully connected
layer where dropout is executed for the last time. This time 50% of the node
is being dropped during training.

2. Finally, sigmoid function is used as classifier to return the predicted proba-
bilities for each class label.

Sigmoid(x) =
1

1 + e−θTx

In Fig. 5 the whole schematic diagram of our network architecture has been
provided.

4 Experimental Setup

Our system has been implemented using python programming language. Mat-
plotlib, keras, numpy libraries has been used for system implementation. Keras
provides some built in functions such as activation functions, optimizers, lay-
ers etc. Tensorflow has also been used as the system backend. In Table 1, the
experimental tools used in this system implementation has been showed.
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Fig. 5. A full schematic diagram of network architecture

Table 1. Experimental tools

Name Experimental tool

Hardware i. Microsoft Windows 8.1 pro ii. Processor Intel (R) core
(TM) i3-5005U, 4 GB RAM

Software Spyder (Python3.7)

Programming Language Pythonn

Method implementation i. Keras 2.2.4 ii. Tensorflow 1.15.0

5 Result and Discussion

As stated in earlier section, we have used two dataset to evaluate our model.
For both dataset, we have implemented our model using different optimizers so
that best accuracy can be obtained. After that we have trained our model using
5 fold cross validation as deep learning approach.

5.1 Comparison of Result Among Different Optimizers
and Activation Functions

Table 2 shows the training and testing accuracy for different optimizers for both
Kaggle and Nottingham Scan Database.

As we can see using Kaggle dataset, we have achieved satisfactory accuracy
using Adam, Adamax, RMSprop and Adagrad optimizer which is above 90%.
Using SGD and Adadelta optimizer the accuracy gained less comparing with the
others. Among all of these, the best accuracy has been gained using the Adam
optimizer. For Nottingham Scan Database, the Adam optimizer shows the best
accuracy and also it maintains a good balance between training and testing
accuracy. So, we can say that for both dataset the best accuracy is obtained
using adam optimizer.
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Table 2. Accuracy using different optimizers

Optimizers Kaggle Dataset Nottingham Scan Dataset

Training
accuracy

Testing
accuracy

Training
accuracy

Testing
accuracy

Adam 98% 95% 90.62% 90%

Adamax 96% 94% 78.12% 85%

RMSprop 97% 93% 93.75% 65%

Adagrad 91% 93% 87.50% 85%

SGD 84% 86% 53.12% 82.50%

Adadelta 70% 76% 40.62% 65%

Figure 6 and 7 shows Loss/Accuracy curve using Adam optimizer for Kaggle
dataset and nottingham scan database respectively.

In Table 3, we have shown the accuracy acquired by splitting the dataset into
different ratio. Here, the best training and testing accuracy we have achieved by
splitting both dataset into 80% training and 20% testing which is 98.09% train-
ing accuracy and 95% testing accuracy for Kaggle dataset and 87.50% training
accuracy and 80.50% testing accuracy for Nottingham Scan Dataset.

Table 3. Accuracy comparison of splitting dataset

Split Ratio Kaggle Dataset Nottingham Scan Dataset

Training
accuracy

Testing
accuracy

Training
accuracy

Testing
accuracy

60%–40% 96.49% 93.63% 80.77% 80%

70%–30% 96.63% 93.03% 75.67% 80%

80%–20% 98.09% 95% 87.50% 80.50%

90%–10% 93.41% 94% 80.62% 75%

Table 4 shows the result of our system implementation using different activa-
tion functions to see which activation function generates the best result. In this
case we have considered the splitting ratio as 80%-20% as we achieved a satisfac-
tory accuracy by splitting the dataset into 80% training and 20% testing. Here
as we can see, the sigmoid function results the best for each dataset. Softmax
function performs well for Kaggle dataset but it shows overfitting problem in
Nottingham Scan Dataset. On the other hand, Relu activation function shows a
poor accuracy for both dataset.

5.2 K-Fold Cross Validation

Cross validation is a re-sampling method which is used to evaluate machine
learning models on a limited data sample. Here we have implemented our model
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Fig. 6. The Loss vs Accuracy curve using Adam optimizer for Kaggle dataset

Table 4. Accuracy using different activation function

Activation function Kaggle Dataset Nottingham Scan Dataset

Training
accuracy

Testing
accuracy

Training
accuracy

Testing
accuracy

Sigmoid 98% 95% 90.62% 90%

Softmax 93.20% 87.98% 93.10% 60%

Relu 28.35% 26.20% 28.12% 50%

using K-fold cross validation as a deep learning approach on both Kaggle Dataset
and Nottingham Scan Database. We have chosen the value of k=5 here as 5 fold
cross-validation.

Table 5 shows the result of our model using 5 fold cross-validation and also the
average accuracy and the best accuracy achieved after the 5 fold cross-validation.
As we can see, the average accuracy and the best accuracy we have achieved are
respectively 95.06% and 97.44% for Kaggle Dataset and 83.50% and 90% for
Nottingham Scan Database.

In Table 6, we have shown the comparison of our proposed method with two
existing method where Nottingham Scan Database have been used. Datta et al.
[10] applied texture based LBP for feature extraction. Artificial Neural Network
(ANN), Näıve Bayes, Linear SVM algorithms have been applied for classifica-
tion. They have achieved a highest accuracy of 63% using ANN classification
algorithm. In [28], the researchers used a combination of LBP and SVM where
they achieved 55% accuracy and used a combination of LBP and NN where they
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Fig. 7. The Loss vs Accuracy curve using Adam optimizer for Nottingham Scan
database

Table 5. Accuracy using K-fold cross validation

Fold Kaggle Dataset Nottingham Scan Dataset

Training
accuracy

Testing
accuracy

Training
accuracy

Testing
accuracy

1 98.07% 93.92% 90.62% 90%

2 97.62% 94.28% 96.88% 82.85%

3 98.09% 97.44% 87.50% 77.50%

4 96.93% 94.28% 90.62% 85%

5 97.44% 95.42% 90% 82.50%

Average Accuracy 97.51% 95.06% 90% 83.50%

Best Accuracy 98.09% 97.44% 96.88% 90%

Table 6. Comparison of the proposed approach with existing method

Serial
No

Reference Method Database Accuracy

1 Datta et al. [10] LBP+ANN Nottingham Scan Database 63%

2 Sajja, T.K. [28] LBP+NN Nottingham Scan Database 71%

3 Our proposed method CNN Nottingham Scan Database 83.5%

achieved 71% from the Nottingham Scan database. But in our proposed method,
we have got a best accuracy 90% using CNN model with 5 fold cross-validation
and the average accuracy of the 5 folds is 83.50%.
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Fig. 8. Confusion matrix of 5-fold cross-validation on Kaggle dataset and Nottingham
Scan Database

Figure 8 shows the confusion matrix of 5-fold cross-validation on Nottingham
Scan Database and Kaggle Dataset respectively.

Figure 9 shows accuracy vs epoch curve using 5 fold cross-validation for kaggle
dataset and nottingham scan database respectively. As we can see here, we have
achieved a satisfactory accuracy after 100 epoch.

5.3 Performance Metrics

Researchers generally evaluate the overall performance and also the efficiency
of machine learning algorithms using these factors [26]. In our model we have
evaluated performance metrics to understand how well our model is performing
on given dataset. In this study, the performances have been evaluated based
on three criteria- Recall, Precision, F1-score. In Table 7, the comparison of the
performance metrics for both datasets are shown.

Table 7. Different parameters

Performance
matrices

Kaggle Dataset Nottingham Scan Dataset

Man Woman Macro Average Man Woman Macro Average

Precision 0.95 0.95 0.95 0.88 0.92 0.90

Recall 0.95 0.95 0.95 0.88 0.92 0.90

F1-score 0.95 0.95 0.95 0.88 0.92 0.90
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Fig. 9. The Accuracy vs Epoch curve using 5 fold for Kaggle dataset and Nottinghum
scan database

6 Conclusion and Future Work

In this paper, we have used both image processing technique and machine learn-
ing algorithm for implementation and achieved a promising result for both Kag-
gle dataset and Nottingham Scan Database. As part of image processing, a
pre-processing technique has been applied first. After pre-processing, feature
extraction and classification are implemented in this system. A sigmoid function
has been used as classifier in our model. Different optimizers have been used to
determine which optimizer gives a better result. For assessing the effectiveness of
our model, we have applied 5 fold cross-validation which has helped to evaluate
our model. After analysing the result, a comparison of two previous work with
our paper has also been shown where our system gives better result than them.

However, our system can be improved using different classifier for example
softmax function and ReLU. A more efficient system can be built for human
gender classification using Belief Rule Based Expert Systems (BRBES) [15–18,
25,31]. So in future, we will implement all these for human gender classification.
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Abstract. Optical Character Recognition (OCR) is at the forefront of
numerous applications such as digitalization of legal and legacy docu-
ments, automatic form processing, writer identification in forensic intel-
ligence. Most of these applications seldom have sufficient training sam-
ples in order to achieve an accuracy worthy of real-time deployments.
Inspired by the demonstrated performance of Siamese Neural Networks
(SNN) in various fields such as Computer vision, Natural Language Pro-
cessing, Signal processing etc., in this paper, we explore the application
of SNN for Tamil Handwritten character recognition. The Siamese-CNN
learning is implemented using cross-entropy loss and subsequently used
to validate the few-shot learning. It achieved an optimal accuracy of
83.39% for n-way-40-shot learning. Rigorous experiments were conducted
all through and the results are indicative of a promising new direction for
the development of efficient Indic OCR models using Siamese networks.

Keywords: Siamese network · Cross-entropy loss · Few-shot learning ·
One-shot learning · Indic OCR

1 Introduction

Humans exhibit supernatural power when it comes to cognitive abilities and the
automated systems are striving hard only to come near to this intelligence let
alone surpassing it. Conversely, there are several AI based systems that exceed
human intelligence but the pitfall is that the former relies on hundreds or thou-
sands of training images than the latter [7]. These systems despite their state-
of-the-art advancements, their reliance on the enormous data for model building
may lead to failure when presented with less samples [12].

One such application that demands huge data for adequate training of the
model is Optical Character Recognition (OCR) – a classic application in the
field of Pattern Recognition for the longest time and it has immense value for
multilingual multiscript countries like India [10]. Any official document (pass-
port application form, competitive examination forms, judicial documents) may
contain the same text in at least 2 or 3 languages. Hence, OCR carries a substan-
tial application potential for a country like India which has 22 official languages
and several hundreds of regional languages [10].
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Development of a robust Indic OCR system using advanced Deep learning
algorithms need huge amounts of training samples in order to generalize well on a
previously unseen set of data [12]. Such models when presented with insufficient
supervised data may overfit the training samples and/or fail to build a model
with good generalizability [12]. Research communities have attempted to address
the low-data regime applications through the application of Generative Adver-
sarial Network (GAN), transfer learning or through various data augmentation
techniques.

However, there are several shortcomings surrounding the application of these
techniques to augment the dataset. For instance, the GANs face the problem
of emulating samples that are true representative of character class which may
lead to biased model learning. Transfer learning too has limitations such as fine-
tuning of the model for the underlying dataset [6]. These are few reasons as to
why OCR for many Indic languages have not reported state-of-the-art accuracy.

There exist many Indian languages that fall into the low-data regime – either
lacking data or inadequate samples to leverage well established image recognition
models (such as VGG16, ResNet, etc.) for the development of robust OCR. As
reported in [10], there exists only 19 systematized and comprehensive databases
pertaining to 8 Indian script such as Tamil, Telugu, Bangla, Oriya, etc. India is a
country with diverse culture and there have been enormous contributions in the
field of technology by people belonging to different ethnicities. Hence, it becomes
paramount importance to contribute in the advancement of technology concern-
ing all ethnicities. Currently, the research literature indicates that there have
been numerous works concerning only those Indian languages that have compre-
hensive data. Some official Indian languages such as Konkani, Manipuri, Bodo
have not even reported the baseline accuracy on the performance of OCR for
the respective script. This incapacitated benchmarking can mainly be attributed
to the non-availability of sufficient training samples that conventional machine
learning and deep learning algorithm demand.

Nevertheless, this can be circumvented by the application of a deep learning
technique known as the Siamese Convolutional Neural Networks (CNN) for its
ability to learn the model from a limited sample size. The Siamese CNN can
effectively assist in the classification task with the constraint that the model can
learn only from a single sample per class. This is known as one-shot learning. A
natural extension of this concept is zero-shot or few-shot learning, in which the
model can either have no sample or only few samples for learning from the target
classes. Our primary focus of this paper is to see few-shot learning scenario in
the development of an efficient OCR for an Indian language.

– Overall the application of Siamese CNN is still in its infancy especially in the
field of development of Indic OCR. Our paper set the benchmark as a new
entrant for this field and can serve as a future reference material.

– for very few Indian languages, there are many Indic scripts that lack compre-
hensive samples for training and testing the model. We propose deep Siamese
network models that could maximally leverage from limited data for devel-
oping an efficient Indic OCR.
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– Models based on Siamese are robust to class imbalance as they rely only
on a few samples per class. It is of no significance even if some classes are
underrepresented.

In this paper, considering Tamil language as a case study, we leverage a
Siamese-CNN for N-way-K-shot learning strategy for the classification of Tamil
Handwritten characters, where K can be 1 (one-shot), 0 (zero-shot) or any posi-
tive constant (few-shot). This study will pave the way for studying the efficacy of
a Siamese model to maximally leverage from the limited data concerning many
Indian scripts. We build a twin CNN architecture for feature extraction for sub-
sequent similarity learning between a pair of sample characters. This model is
then used to measure the similarity-score between a pair of samples to measure
the relative closeness in the classification of 156 Tamil characters. The models
built are evaluated using binary cross entropy loss and experiments are sub-
stantiated with appropriate analysis. The remainder of this paper is structured
as follows: Sect. 2 presents the comprehensive review Siamese CNN in various
domains. Sect. 3 presents the model architecture and associated implementation
details. Experimental results and analysis are presented in Sect. 4. Finally, con-
clusion and avenues for sequel are presented in Sect. 5.

2 Literature Review

The Siamese CNN has been applied in various research domains successfully
ever since it was first proposed by Tiagman et al. in 2014 [13]. In this section,
we report some notable research work done in the last 5 years that employs the
Siamese based machine learning model for solving various problems of computer
vision and pattern recognition. In [2], a method was presented for word spot-
ting using Siamese-CNN based on similarity between two input word images.
The trained model was used to spot words of varying writing styles with vocab-
ulary words that are not in the training set. In [1], the Siamese model was
adopted in the process of offline writer identification. The probability distribu-
tion functions along with auto-derived CNN features were fed into the Siamese
neural network that resulted in encouraging performance. In another work, the
Siamese model was used for vehicle reidentification purposes [8]. The model was
fed with vehicle shape and features extracted from the license plate where these
elements were merged using distance descriptors with a sequence of dense layers.
The experiments conducted resulted in an accuracy of 98.7% on a 2 h of video
containing 2982 vehicles. Another work was proposed [5] based on the Siamese
model for text recognition by measuring the visual similarity and thereby pre-
dicting the content of the unlabeled texts. The results demonstrated that the
predicted labels sometimes outperformed human labels. Very recently in [11],
Siamese Denoising Autoencoder network was proposed which can automatically
remove position noise, recover the missing skeleton points and correct outliers
in joint trajectories in the process of gait recognition. The Siamese mechanism
to reduce between class and increase within-class variations resulted in a robust
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model against inaccurate skeleton estimation. Another work reported in [4] suc-
cessfully employed Siamese graph convolution network (SGCN) using contrastive
loss for the task of content-based image retrieval of very high resolution images.
Using SGCN, a similarity function is learnt that uses region adjacency graph to
better represent the semantically closer samples from dissimilar points thereby
a robust CBIR performance was seen. In [3], authors have applied the Siamese
framework for an object tracking process that has multiple stages:

Firstly, dynamic weighting module is introduced in the Siamese framework to
predict the response maps discriminatively. Secondly a residual structure in order
to form the residual dynamic weight module is introduced. Finally, a pyramid-re-
detection module was included to avoid unnecessary local search. The resultant
model outperformed state-of-the-art object trackers. Another object tracking
method was proposed in [14] that introduced the attention module in the tradi-
tional Siamese network. A attention shake layer replaced the max pooling layer
in the Siamese network which helped to enhance the expression power of Siamese
without increasing the depth of the network. Empirical results exhibited good
performance on multiple benchmarks. Based on this brief study of existing lit-
erature, we can conclude that:

• Siamese models have been applied successfully in various domains of pattern
recognition and computer vision and hence it becomes imperative to see its
performance in the field of OCR.

• Not much work has been reported in the field of document image processing,
especially in the domain of OCR that makes use of a Siamese model in the
recognition or clustering of the handwritten characters.

• Overall, the research adapting Siamese models for the development of efficient
Indic OCR is fairly immature till-date. We believe that this work will pave
the way for more such research in this field to fully exploit the benefit of
much acclaimed Siamese models for the few-shot/one-shot/zero-shot learning
process.

3 Methodology

We present here the overall architecture of our Siamese CNN for few-shot learn-
ing model to classify samples of Handwritten Tamil characters.

3.1 Siamese-CNN Model

The input to the Siamese CNN model are image pairs: Image-1 and Image-2
as shown in the left of Fig. 1. These two images are passed through a ConvNet
encoder to transform the input images into an embedding space represented as h1

and h2. The dual ConvNet encoders represent the Siamese network. Although the
Siamese architecture is depicted as having dual ConvNet encoders, it basically
has a single ConvNet encoder that sequentially extracts features for Image-1
and Image-2. The output of ConvNet encoder is a fully connected (FC) layer
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Fig. 1. The Siamese architecture

representing the embeddings. The Euclidean distance (Dw) is then computed
between extracted features h1 and h2 and fed to a sigmoid activation function
to determine the similarity between pairs of images that were input to the model.

The CNN that we used for ConvNet encoder has 2 convolutional layers, 2
pooling layers and 1 FC layer. The input layer contains 64 × 64 sized images.
The architecture can be represented as: 64C2-MP2-64C2-MP2-48N, where nCj
indicates a convolutional layer with n filters and j×j kernel, MPk refers to a max
pool layers with k×k kernel and fN refers to a fully connected dense layer with
48 neurons. This way a 64×64 sized image is transformed into a 48-dimensional
feature vector. Objective is to learn a similarity model that represents image
pairs to have high or low similarity for pairs belonging respectively to the same
or different classes. Another component of the Siamese model is the loss function
which has consequential effects on the overall output produced by the model. The
loss function takes Euclidean distance between h1 and h2 features and determines
if the Siamese model made the correct decision or not. This way the weights of
the model are adjusted to output optimal prediction. The objective of the model
is to minimize the loss while predicted values remain as closer to true labels as
possible.

3.2 Cross-entropy Loss

The cross-entropy loss is also called logarithmic loss. The predicted probability
yp through SoftMax activation will be compared with the actual values ya and
penalized accordingly.

Based on how far the difference between yp and ya, the cross-entropy loss
will inflict a large penalty closer to 1 for large difference and small penalty closer
to 0 for small difference.

As can be seen from Fig. 1 that the cross-entropy loss function will be used
for adjusting the weights of the model. A perfect model built will have a cross
entropy loss of 0. For binary classification as in our case (similar or dissimilar),
the binary cross entropy is defined as follows:
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L =
1
N

[
N∑
j=1

yalog(Pj) − (1 − ya)log(1 − Pj)

]
(1)

Where ya is the actual value (1 or 0), Pj is the SoftMax probability of jth

sample, N is the total training sample.
The Siamese CNN model has a ConvNet for feature extraction followed by a

neural network for learning the similarity model. Firstly, the ConvNet encoder
will be instantiated as a feature extractor. Then, Image-1 and Image-2 will be
transformed to h1 and h2 respectively (known as embedding space) using this
feature extractor. The (h1, h2) pair will be considered as input of the neural net-
work model. The Euclidean distance (L2 norm) between h1 and h2 are computed
as follows:

Dw = ||h1 − h2||2 (2)

The Euclidean distance computed will be fed to sigmoid activation function
- which will be considered as output from the neural network. Finally, the neural
network model will be created with these input and output parameters. Pairwise
training of the model will optimize the loss function based on these predicted
output and actual ground truth values.

Finally, to check the class to which the input test image xt belongs – we can
pair images as (xc, xt) (where c is in range of 1, 2, 3, · · · 156 and t represent the
class of test image xt ) and predict the class corresponding to the maximum
similarity as follows:

c∗ = argmaxc(P (xc, xt)) (3)

4 Experimental Results

In this section, we report on a series of experiments conducted to test the efficacy
of Siamese architecture for the application of OCR systems. The Siamese model
was used to test the efficacy of few-shot learning using the uTHCD database.
The uTHCD database is a unified collection of offline and online handwritten
samples collected from native Tamil speakers and it has a collection of 55000,
7870 and 28080 samples in train, validation and test sets respectively [9]. This
database has approximately 600 samples in each of the 156 distinct classes of
Tamil script.

The Siamese network needs positive and negative image pairs for training
the similarity model. Positive pair is a pair that has samples from the same class
and a negative pair has a pair of images from different classes. For every image
in the training subset, we randomly pick:

• a sample from the same class for the second image (positive pair)
• a sample from a different class for the second image (negative pair)

All experiments were conducted using this database with different training
subset configurations suiting the nature of the underlying test. However, for the
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Fig. 2. Sample positive (P) and negative (N) pairs generated for training.

Table 1. Hyperparameter values used in the architecture

Hyperparameter Value

Embedding Size 48

Loss function Cross entropy

Batch size 32

Epochs 150

Activation function ReLU and Sigmoid (last layer)

Learning rate 0.001

Batch size 64

validation set, the random draws are fixed once for all experiments to avoid
validating on different datasets at each epoch.

The entire implementation was done using Tensorflow deep learning library
with Keras API using Python 3.7.10 environment. The model training and eval-
uation was done on a GPU machine (NVIDIA GeForce MX330) running along-
side an Intel i7 1.6 GHz CPU with 16 GB RAM. All models were learned with
EarlyStopping callback in Keras to reduce overfitting.

The CNN architecture (as shown in Fig. 1) used in the Siamese model is
not very deep but can extract powerful similarity features. There are several
hyperparameters such as learning rate, epochs, optimizer etc. that control overall
dynamics of the architecture. For the rest of the experiments, unless explicitly
mentioned, the hyperparameter values are empirically fixed as shown in Table 1.
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To test the effectiveness of similarity learning using the SCNN model, we
conducted an experiment by considering the entire 55000 training set. For every
image in the training set, we randomly created a positive pair and a negative pair
resulting in a total of 110000 pairs. A corresponding label vector was generated
that has either 1 or 0 to denote a positive or negative pair respectively. The pair
images and corresponding label vectors were used for training the similarity using
the SCNN model. Similarly, pair images were generated out of validation set
(15740 pairs) and test set (56160 pairs). The Fig. 2 shows some sample positive
and negative pairs.

The Siamese model used in this section resulted in a training accuracy of
90.19% with a validation accuracy of 88.04%. The plot of training and valida-
tion accuracy and loss are as demonstrated in Fig. 3. It can be seen that the
model converged around the 80th epoch. The model resulted in a testing accu-
racy of 89.23%. It is to be noted that this experiment will result in different
values for accuracy and losses depending on the image pairs randomly generated
for train, test, validation sets. Hence it is important to fix the randomness of
NumPy, Tensorflow and Python built-in pseudo-random generators in order to
get reproducible results. Figure 4 shows similarity between random image pairs.

It can be noted that the model outputs a high and low similarity respectively
for samples belonging to intra-class and inter-class image pairs. This experiment
ensures that the Siamese model was successful in learning the similarity between
random samples to a great extent.

Fig. 3. Learning accuracy of Siamese architecture.
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Fig. 4. Result of similarity learning for positive (top) and negative (bottom) image
pairs.

The advantage of Siamese learning is in its applicability to learn a model
using less, one or zero samples. This is respectively known as K-shot (few-shot),
one-shot and zero-shot learning. As mentioned earlier, not all Indic scripts have
adequate training samples to build a reliable OCR system. It is important to
build a system that leverages maximally from the resources available to even-
tually reach a stage where it can be practically deployable. This is essentially
investigating how well a typical Siamese based OCR performance changes with
varying numbers of shots. In order to check the effectiveness of the Siamese
network for this purpose, in this section, we conducted a series of experiments
for few-shot learning by fixing only K number of samples from each of the 156
classes. The experiment was conducted by choosing randomly K samples from
each class and for each sample, ten image pairs were generated with 5 negative
and positive pair combinations. For testing purposes, we used the same subset
as described previously. This test set is fixed for all experiments involving few
shot learning models.

The results of validation accuracy and loss for different values of K are as
shown in the Fig. 5. It can be ascertained from the plot that the Siamese models
with K = 10 and K = 20 needed more data as it took more epochs to converge. In
addition, after a certain number of epochs, the validation loss started to increase
indicating that the model is suffering from a high-variance problem leading to
divergence of the model on the validation set. This suggests that the model
with too few samples (K = 10 or K = 20) using Siamese may not be adequate
to develop a reliable OCR for Indic script. Rest of the models (K = 40, K = 60
and K = 80) exhibit performance that are on par with each other. Among these
models, the model with K = 40 seems to be a good choice as it was able to learn
sufficiently when presented with less data (40 samples per class) and there is no
significant difference between results of this model with models using a higher
number of samples.

Table 2 presents the optimal value of training and validation accuracy for
different values of K. The testing accuracy saw an incremental improvement only
when trained with rapidly increased pairs of images. The model with K = 40
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Fig. 5. The results of few-shot learning.

seems to strike a very good balance in the computational time and accuracy
trade-off. Testing accuracy indicates the total number of image pairs that were
correctly classified as similar or dissimilar with a threshold of 0.5. It is evident
from these results that the performance metrics gradually increase with increased
number of shots (varying K) as the model has access to an increased number of
pairs for training.

Table 2. Result of few shot learning

Model Number
of pairs

Precision Recall F1-score Validation
accuracy

Test accuracy

10-shot 15600 0.8057 0.8052 0.8051 0.8396 0.8052

20-shot 31200 0.8147 0.8146 0.8146 0.8532 0.8146

40-shot 62400 0.8325 0.8323 0.8322 0.8745 0.8339

60-shot 93600 0.8404 0.8400 0.8399 0.8775 0.84001

80-shot 124800 0.8477 0.8471 0.8471 0.8881 0.8471

100-shot 156000 0.8495 0.8493 0.8493 0.8934 0.8493

5 Conclusion and Future Avenues

In this paper we have proposed the Siamese CNN for implementing few-shot
learning - a mechanism that leverages a minimal number of samples to build
a robust model – for the problem of Tamil OCR. We used the binary cross-
entropy loss to calibrate the Siamese-CNN model. The model resulted with a
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test accuracy of 83.39% with 40-shot learning. Among the models we tested, the
model with 40-shots (40 samples per class) achieved an optimal accuracy. The
work presented in this paper can be extended in a number of ways as below
which deserves further study:

• The Siamese model can be implemented using the contrastive loss function
instead of just relying on the cross-entropy loss function. As this loss function
is based on distance measure, it ensures semantically closer examples are
embedded closer as against binary cross-entropy loss function that adjusts
the weights of the model based on probability output by the model.

• Tamil script is a language where there may exist only minor inter-class varia-
tion through the presence/absence of tiny-dot, a loop, a stroke etc. This way
samples from different classes look near-identical and can drastically impact
the performance metrics of the Siamese model. This can be mitigated by
considering 50% each of training pairs from hard and easy categories. In the
hard category, for every image (base) the negative pair was formed by con-
sidering any compound characters pertaining to the same base character. An
easy category is where the negative pair was composed randomly as done
in all experiments in this paper. This will ensure a robust similarity model
learning unlike the model that we developed only based on random samples
(easy category).

• The ConvNet encoder that we utilized in the implemented Siamese model is
not deep. The Siamese architecture is known to perform even better when
the CNN used for feature extraction is a deep architecture. Hence, the per-
formance can be further increased if we can fine tune the pretrained models
such as VGG16, VGG19, AlexNet, ResNet etc.

The Siamese Neural network has not seen a wide-spread applicability so far in
the field of Indic OCR development. We believe that the work presented in this
paper would serve as a prelude for many such works based on Siamese models.
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Abstract. Snakes are curved, limbless, warm blooded reptiles of the
phylum serpents. Any characteristics, including head form, body shape,
physical appearance, texture of skin and eye structure, might be used
to individually identify nonvenomous and venomous snakes, that are not
usual among non-experts peoples. A standard machine learning method-
ology has also been used to create an automated categorization of species
of snake dependent upon the photograph, in which the characteristics
must be manually adjusted. As a result, a Deep convolutional neural
network has been proposed in this paper to classify snakes into two
categories: venomous and non-venomous. A set of data of 1766 snake
pictures is used to implement seven Neural network with our proposed
model. The amount of photographs even has been increased by utilizing
various image enhancement techniques. Ultimately, the transfer learn-
ing methodology is utilized to boost the identification process accuracy
even more. Five-fold cross-validating for SGD optimizer shows that the
proposed model is capable of classifying the snake images with a high
accuracy of 91.30%. Without Cross validation the model shows 90.50%
accuracy.

Keywords: Snake · CNN · Data augmentation · Deep learning ·
Transfer learning · Cross validation

1 Introduction

Snakes are ectothermic, amniotic reptiles, surrounded in sepals, just like other
squamates. Several snake species have skulls with a slew of joints than their
reptile ancestral, allowing it to swallow predators with their extremely maneu-
verable jaws relatively large unlike there own heads. There are two types of
snakes such as non-venomous (non-poisonous snake) and venomous (poisonous
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snake). Venomous snakes are members of the suborder Serpents and are able to
develop venom that they use to attack prey, defend themselves and help digest
their prey. Utilizing hollow or grooved fangs, the venom is usually released by
injection, while other venomous snakes lack well-developed fangs. Non-venomous
snakes, except for massive constrictor snakes such as the Green Anaconda or the
Burmese Python, are generally benign to humans. Like venomous snakes, non-
venomous snakes have teeth. Snake envenoming is a major, worldwide common
health issue with the greatest prevalence in Southeast Asia.

Fig. 1. Top 5 countries with the highest rate of snake bite deaths per 100,000 people

A analysis focused on 60 articles has reported that 363 victims with snake
bites, both venomous (88%) and nonvenomous (12%) were diagnosed and treated
if necrosis exists (15.2%) [30]. No infections were detected in patients although
the antibiotics were not used. Thus, based on the analysis, it can be implied
that antibiotics are present in the snake, considering the fact that very little raw
data is given. Inability to identify snake from the visible characteristics is an
important cause of mortality due to snake bite.

For centuries, snake venom, particularly in Chinese culture, have also been
used as medicine tools. Any of the leading drugs for high blood pressure,
cardiovascular disease, and heart attacks used snake venom as a blueprint.
As a consequence, snake venom is often known as a mini-drug repository,
with each medicine being clinically effective. For example, the FDA has
licensed medicines relying on snake venom, such as Captopril R© (Enalapril),
Integrilin R© (Eptifibatide), and Aggrastat R© (Tirofiban) [24]. Aside from these
approved medicines, various other snake venom materials for numerous thera-
peutic applications are presently in pre-clinical or clinical trials.

Snakebite envenoming is a well-known tropical disease exacerbated by a ven-
omous snake accidentally injecting an extremely modified poison into humans.
The snake’s fangs, that are remodeled teeth attached to a poison glands via
a inlet are used to extract the potion. Nearly 2 million residents in Asia are
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poisoned by snakes every year, although there are approximately 435,000 to
580,000 snake bites annually in Africa that require medication. Women, children
and farmers in vulnerable remote regions in low and middle-income countries
are affected by envenoming. The greatest risk exists in places where health care
services are inadequate and medical facilities are insufficient.

The detection of snake types is a key aspect of the diagnosis process. Classi-
fication and detection of venomous and non-venomous snake has many dynamic
applications such as: It can help the health professional in determining the best
anti-venom to use. Snake venom is often known as a mini-drug repository, so by
classifying the venomous snake from the non venomous snake the venom can be
used to produce more drugs for mankind.

2 Related Work

The Deep Convolution Neural Network (CNN) has carried out in previous
decades a number of groundbreaking findings on image recognition, object iden-
tification, semantic classification etc. [21]. Now it has become prominent in
research for some day because it can handle an immense number of data [4].
CNN outperforms the machine learning approach in terms of efficiency. Classifi-
cation and identification of images was an iconic machine learning issue, which
was overcome through deep learning. In particular, technologies dealing with the
visual information, including the biggest image classification data set (Image
Net), computer vision and NLP analysis were quite impressive and the out-
comes have been obtained is extraordinary. That is why we choose CNN for out
study. The algorithms of deep learning are designed to imitate the role of the
human brain [8]. In biological data [22,23] deep learning has been used. Also in
object detection CNN has shown outstanding performance [11,27,37]. CNN has
already shown remarkable effectiveness in diagnostic image recognition, such as
the detection of lung cancer [14], skin cancer [28], oral cancer [18], brain tumors
[10], and other diseases.

By Using object detection and a machine learning method focused on Mask
Region-based Convolutional Neural Network (Mask R-CNN) has been imple-
mented for snake species classification [7]. To discern reptile species from images,
deep learning, specifically CNN, has been used [5]. Snake sting marks images
were also used to identify poisonous and non-poisonous snakes using the CNN
method [20].

James et al. [16] presented a semiautomatic method in order to differentiate
six distinct organisms by eliminating taxonomical characteristics from the pho-
tos. There were 1,299 photographs in the dataset and 88 photos in the lowest
frequent level. The outer edge taxonomical characteristics are least essential for
organism recognition than the into front and side-view characteristics, according
to various feature detection techniques.

In object detection and image processing, various model architectures have
been evaluated. To discern 5 specific snake varieties Abdurrazaq et al. [2] used
3 distinct Convolutional Neural Network (CNN) frameworks. In this study they
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worked with a set of 415 pictures. There were 72 photos required for the less
common snake type. The maximum outcomes were achieved by a medium-sized
classification framework.

The Siamese network was used by Abeysinghe et al. [3] to categorize a com-
paratively limited data set that contains 200 photographs of 84 organisms from
the WHO. The method discussed in their paper focuses on one-shoot learning, as
3 to 16 photos per habitat were provided in the collection of data. The outcomes
collected by the automatic categorization process is lower than the exactness of
human identification accuracy.

Snakebite poisoning is an overlooked environmental diseases which murders
over 100,000 inhabitants and slaughters over 400,000 per year [36]. Snakebite is
a frequent workplace hazard for citizens who make their living in cultivation,
including those in South-East Communities in asia. An automated identifica-
tion of a species of snake depending on its photograph has already been con-
structed, as previously mentioned. As a classifier, a several supervised machine
learning technique has been implemented like Naive Bayes, Decision Tree J48,
k-Nearest Neighbors, or Back-Propagation Neural Network. The requirements
in the features extraction process, on the other hand, are not easy to train in
conventional machine learning techniques and must be manually calibrated. As a
result, throughout this study, important contributions has made in the following
areas:

– A CNN based model has been proposed to classify venomous and non-
venomous snake.

– Various architectures have been compared in terms of performance.
– K-fold cross validation has been applied on our proposed model with three

different optimizer to improves generalization capacity.
– The system can detect both venomous and non-venomous snakes in real time,

allowing non-experts to recognize snake species with greater accuracy than
previously mentioned approaches.

3 Data Pre-processing

At first, we will discuss about the dataset. To initiate, the data set and model
creation plan will be discussed in depth to aid in the planning of the proposed
model. Following that, we’ll go through the proposed model architecture sim-
ulation method in detail, as well as the training methodology for determining
the best parameter modifications. Ultimately, we’ll use modeling approaches to
demonstrate critical flaws in visual indicators in addition to creating a reported
snake more identifiable.

3.1 About Dataset

The set of data comes from kaggle.com and contains about 1766 snake images.
Per photo was assigned to a category and was divided into groups by the respec-
tive class labels such as non-venomous and venomous. Since reformatting is
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among the most important phases of data preprocessing, all images are refor-
matted to 224×224 pixels. Figure 3 and Fig. 4 depicts several photographs from
the benchmark dataset. Figures 3 and 4 demonstrate that there are numerous
differences between venomous and non-venomous snakes in terms of physical
appearances such as head structure, eye shape, skin colour, and so on. The men-
tioned features will aid our proposed model in learning the distinctions between
poisonous and non-poisonous snakes. The set of data has been split into train,
validation, and test segments in an appropriate proportion

Fig. 2. Non-venomous snake image

Fig. 3. Venomous snake image

3.2 Data Augmentation

It is well established that even a massive quantity of data in the datasets is
needed to achieve a better result for a CNN model. The data augmentation
techniques is necessary for correctly implementing a CNN architecture. This
methodology prevents data manipulation and maintains the initial reliability.
This technique is often used during the training process to increase the efficiency
of the architecture by fixing overfitting problems. If the dataset is large enough,
several features can be extracted from it and compared to unidentified data.
However, if there is insufficient data, data augmentation may be implemented to
boost the model’s accuracy [9,15,26,33]. Through applying augmentation oper-
ations to training images, such as random rotation, shift, zoom, noise, flips, and
so on, data augmentation will generate multiple pictures [33]. Every parame-
ter has the ability to represent photos in a number of aspects and come up
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with particular features during the training phase, increasing the framework’s
effectiveness. Since our dataset is smaller in size, we implemented a variety of
augmentation functions on it. For the augmentation, Image Data Generator was
utilized. Figure 5 represents the primary picture as well as the augmented photos
created from that. We implemented the model with 80% of the overall of the
pictures and used the remaining 20% to validate the system throughout evalua-
tion. The settings for image augmentation used in our experiment can be seen
in Table 1.

Fig. 4. Data augmentation

Table 1. Images augmentation settings

Augmentation setting Range

Rotation 0.2

Zoom 0.1

Contast 0.1

Horizontal flip True

4 Methodology

Convolutional neural networks is inspired by neurological mechanisms. A convo-
lutional neural system is made up of many layers, including convolution layers,
pooling layers, and fully connected layers, and it uses a back-propagation algo-
rithm to obtain features to train the model properly. Figure 6 depicts the overall
research’s system flow chart.

4.1 Model Construction

In this study, the framework was implemented using a Convolutional Neural Net-
work (CNN) and data augmentation. First, the architecture uses the dataset to
take the pictures. Then preprocessing begins. Then some augmentation param-
eters are used to enlarge the dataset. Ultimately, the enlarged set of data is
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Fig. 5. System flowchart

used to forecast the class by the CNN architecture. The pictures were stan-
dardised to some extent to be properly categorized. CNN itself performed the
characteristic retrieval of the pictures. We’ll describe our recommended model
architecture in detail in this section. The proposed method includes three basic
components: feature extraction, identification, and classification. In the begin-
ning, we include synchronized layers of convolution, activation, and max-pooling
in our system design. The features are then passed into a flattened layer. The
flattened attributes or features are then transferred into dense layers. In the
dense layer dropout has been used to avoid overfitting. The classification pro-
cess was then completed by the ultimate layer, which stated the softmax layer.
The photos were provided to the model for the training process after the data
augmentation. There is a CBr = iconv block in the system built, accompanied
via a max pooling stratum that is three times in consonance in sequential format.
Maxpooling is an efficient way of downsizing the tightly-scale photos, requiring
maximal rates for each stratum, since most of the features generated are ignored
by utilizing a 3×3 filter size. As discussed during the preceding analysis superim-
posed max pooling frames do not significantly increase over the nonoverlapping
windows, so the max pooling layers used during our experiment was 2 × 2 with
stride 2. It consists of 3 convolutionary layers, with 16 filters of 3× 3 in the first
convolutional layer,32 filters in the second convolutional layers and the third
layer is 64 layers 3 × 3 in dimension. The scale of the kernel is 2. The produced
features are reused by the attached activation function in the early stages to
construct an unique feature map as output just after the convolution layer. In
equation, convolution over an image q(x, y) is defined using a filter p(x, y).

p(x, y) ∗ q(x, y) =
j∑

y=−j

k∑

y=−k

w(m,n)f(x − m, y − n) (1)

To generate the low-level features all layers of convolution was accompanied
by the ReLU activation function. Following the previous convolution layers, the
ReLU activation function was used in the hidden layer as well. ReLU has a
number of advantages, the most notable of which is its ability to quickly dis-
tribute gradients. As a result, calculating the essential characteristics of CNN
in the provisional mass ,reduces the chances of gradient extinction. The activat-
ing mechanism tends to perform component-by-component operations on this
given input feature map, since the result tends to be the identical dimension as
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Fig. 6. Model architecture

the origin. As a result, among the most common activation functions, ReLU is
being used in the all layers. ReLU [12] has been included to demonstrate that
the architecture does not experience linearity, as shown in the corresponding
formula:

R(x) = max(0, x) (2)

The architecture is then exposed in the flattened layers to convert the feature
map. From feature map generated by the previous convolution layers to complete
the categorization task, a single dimensional feature vector has been constructed
by flattened layer. A drop-out layer is linked following the Fully connected or
hidden layer and the size of the fully connected layer is 128. This dropping layer
will dump the weights of the Fully connected layer at random during training
to mitigate unnecessary weight and overfitting. For our CNN model, we choose
0.2 as the dropout range for the drop out layer. The dropout layer’s job is
to discard 20% of the nodes in each FC layer in order to prevent overfitting
[29]. The hyperparameters were fine-tuned by layering again until fault did not
radically alter. In addition, the range of the dropout for the proposed model was
determined by experimenting for several constants. The drop - outs range of 0.2
was considered as the best amount of the dropout layer because it tended to
prevent overfitting rather than others value. In order to maximize the outcome
the parameters are being adapted. Ultimately, since there are two categories
the output layer contains two nodes. The softmax [32] activation function was
used just after the FC layer, as shown in the following equation, to classify
snake images into non-venomous and venomous categories. Figure 8 portrays
the representations of the suggested model’s layers.
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Softmax(x) =
ei

∑i
i=0 e

i
(3)

Fig. 7. The proposed model’s detailed layer representation

4.2 The Implementation Procedure

The coding for the framework was produced and implemented in Google Colab
[6] using the python programming language. Keras [13], Tensorflow [1], NumPy
[35], and Matplotlib [31] were the libraries utilized in the whole study. The back-
end of the framework was chosen as Tensorflow, and keras has been utilized to
offer additional built-in functionality such as activation functions, optimizers,
layers, and so on. Keras API was used to enhance the dataset. NumPy is a
Python library for mathematical evaluation. Confusion matrix, split train and
test files, modelcheckpoint, callback mechanism, as well as other schematic rep-
resentation like confusion matrix, loss against epochs graphs, accuracy against
epochs curves, and many more, are all generated using Sklearn. The matplotlib
library is also needed to create visual representations of the previously mentioned
diagrams, such as the confusion matrix.

5 Experimental Evaluation

The performance of the implemented model to classify photos of snakes specif-
ically grouped into two groups, non-venomous and venomous, will be covered
in this section. In addition, we will compare our proposed model to other tra-
ditional models such as Inception Net, Resnet50, VGG 16, VGG 19, Xception,
MobileNet v2 and Inception Resnet V2. The outcomes of our model’s k fold cross
validation for different optimizers will also be articulated.
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5.1 Tuning of the Hyper-parameters

Since fine-tuned hyper-parameters also have major impact on the CNN archi-
tecture’s performance and they are are essential because they strongly impact
the model’s attitude. The Adam, Adamax, and SGD optimizers were utilized
to trainIing 100 epochs for the proposed model, with a learning rate of 0.0001
with the batch size of 32. K fold cross validation has also been performed for the
various optimizers. As the loss function categorical cross entropy was being used,
the loss of class probability caused by the softmax function was also determined
by this loss function. Finally, calculate each category’s probability of occurrence.
ModelCheckpoint has been added as a callback function as well.

5.2 K-Fold Cross Validation

To test our model, we attempt 5 fold cross-validation. Due to the general opera-
tional overhead, this phase is normally avoided in CNNs. The dataset is divided
into three sections using K-folds cross-validation. Fold1 is composed of part 1
as a training set, part 2 as a validation set, and part 3 as testing set, while
fold2 is consists of part 2, part 1 and part 3 as a training, validation and testing
set respectively. Thus, the fold continues until it reaches 5 folds, with each fold
containing unique training, validation, and testing datasets. The K-fold cross
validation approach accounts for the utilization of various training and test-
ing data, which reduces overfitting and improves generalization capacity. As a
consequence, we may generalize our outcomes over the dataset.

5.3 Result

Figure 8 depicts the accuracy of the proposed model as compared to other stan-
dard Convolution neural networks like Inception Net, VGG 19, Resnet50, Xcep-
tion Net, MobileNet v2, Inception Resnet V2 and VGG 16. Despite providing a
dataset with a limited number of photographs, the designed model produces a
high categorization accuracy cpmpared to other CNN models. As shown in the
Fig. 9 Inception Net, VGG 19, Resnet50, Xception Net, MobileNet v2, Inception
Resnet V2 and VGG 16 has 82.38%, 43.75%, 81.81%, 80.94%, 82.35%, 89.62%
and 62.50% accuracy respectively. Our model outperformed then these models
with 90.50% accuracy. The best result corresponds to the model we introduced,
based on the current Inception Net, VGG 19, Resnet50, Xception Net, MobileNet
v2, Inception Resnet V2, and VGG 16 models. As a result, it can be concluded
that the developed framework outperforms the other ones. The performance of
all evaluation models, as seen in Fig. 8, indicate that the method is superior to
others. Figure 9 compares the proposed model’s accuracy and loss curve to those
of other traditional CNN models. From the shape of the curves in this mentioned
figure, we can see that other convolutional models have a propensity to overfit
or underfit, while our proposed model seems to have a good fit. Our proposed
model’s high accuracy and low loss have already been considered the best case
scenario for any CNN model. Figure 10 shows the detection performance of the
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Fig. 8. Accuracy of proposed model & other traditional models

proposed model and shows the detection result of the test dataset’s in two classes:
venomous and nonvenomous. In comparison to the previously listed other CNN
models, 40 images were arbitrarily checked and 9 of those being seen in Fig. 6.
The identification performance for the developed method is really exceedingly
decent. The confusion matrices of the Inception Net, VGG 19, Resnet50, Xcep-
tion Net, MobileNet v2, Inception Resnet V2, and VGG 16 models, as well as
the suggested system, are shown in Fig. 11. For our adapted CNN model, the
diagonal magnitude of the confusion matrices in both classes is greater than the
other models. That is, the proposed model will precisely distinguish the same
number of test samples from our test dataset as the current Neural network
model. As a result, our model successfully outperformed the other conventional
Neural network model in this area as well. Finally, Fig. 12 demonstrates the
K-fold cross validation result of the proposed model utilizing three optimizers:
Adamax, Adam, and SGD. By using adamax optimizer for K fold cross vali-
dation the validation accuracy and the testing accuracy for fold-1 is 83.58% &
86.87%, for fold-2 it is 81.83% & 82.52%, for fold-3 it is 77.44% & 80.07%, for
fold-4 it is 84.24% & 84.96& and for fold-5 it is 86.87% & 83.20% respectively.
For adam optimizer the validation accuracy and the testing accuracy for fold-1
is 86.56% & 89.22%, for fold-2 it is 87.57% & 88.04%, for fold-3 it is 83.35% &
84.42%, for fold-4 it is 87.78% & 90.48% and for fold-5 it is 84.36% & 88.43%
respectively. For SGD optimizer the validation accuracy and the testing accu-
racy for fold-1 is 84.85% & 85.78%, for fold-2 it is 88.30% & 89.67%, for fold-3 it
is 84.78% & 85.61%, for fold-4 it is 83.77% & 88.04% , and for fold-5 it is 87.73%
& 91.30 respectively. The SGD optimizer in fold-5 produces better outcomes for
the implemented model, as well as the other results are also quite satisfactory.
Also it demonstrates that the accuracy of the classification model is unaffected
by the training data.
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(a) InceptionNet (b) VGG19 (c) Resnet50 (d) Xception

(e) Mobilenet v2 (f) Inception-
Resnet-v2

(g) VGG16 (h) Proposed
Model

Fig. 9. Accuracy and loss curve

Fig. 10. Result of detection produced by the proposed model
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(a) InceptionNet (b) VGG19 (c) Resnet50 (d) Xception

(e) Mobilenet v2 (f) Inception
Resnet v2

(g) VGG16 (h) Proposed
Model

Fig. 11. Confusion matrix of the models

(a) adamax Optimizer (b) Adam Optimizer (c) SGD Optimizer

Fig. 12. K-Fold cross validation for proposed model using different optimizer

6 Epilogue and Future Work

A new convolutional neural network-based architecture for detecting and classi-
fying venomous and non-venomous snakes was suggested during this whole study.
The framework’s ability to acquire snake features using neural network blocks is
clearly demonstrated. In comparison to the various possibly the best Convolu-
tional neural network frameworks Inception Net, VGG 19, Resnet50, Xception
Net, MobileNet v2, Inception Resnet V2, and VGG 16, the architecture has
remarkable categorization accuracy.

This study looks at how to develop and create a venomous and nonvenomous
snake classification model that could help mankind. Snake venomous can be
used as medicinal tools by distinguishing between venomous and non-venomous
snakes. Snakebite disease may be minimized by identifying the species of snake
and administering appropriate treatment.
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The suggested solution greatly outshines state-of-the-art frameworks, with a
dramatic increase in accuracy of 90.50%, according to the experimental research
review. In addition, the model performs admirably in terms of K fold cross val-
idation outcomes. It would have been more useful in upcoming analysis if we
perform a grid hunt on the hyper-parameters and find the most suitable num-
ber of parameter values for K fold cross validation. Finally, we believe that the
current findings would hopefully resolve unique stimulation in recognizing addi-
tional snake images and categorizing them in Artificial intelligence based envi-
ronments, particularly in medical application. To create our suggested structure
more reliable and authenticated, more analysis should be done to evaluate and
gather a diverse data set with significant quantities of information about snake
photographs. Furthermore, many additional Neural networks, such as DenseNet,
EfficientNet, and others, can be used to enhance information horizons, and the
model’s output can be compared to that of other mainstream machine learning
techniques. We will try to include more pictures of snake in future captured
in different environment and lightening to analyze the model performance on
those images. Also an integration of data-driven (CNN) and knowledge-driven
(BRBES) approach can be proposed to analyze risk assessment of a snake bite
in the human body [17,19,25,34].
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Abstract. Speech recognition plays a significant role in the human-
machine interaction process, in which the first machine will search suit-
able keywords to act with help of Automatic Speech Recognition (ASR)
system. But, if there is any discontinuity or dysfluency in speech then the
Automatic Speech Recognition (ASR) system considers those words as
out of vocabulary words, for such irregular structured speech machines
cannot be able to perform the task as per the commands. In this paper,
recognition of such speech discontinuity or dysfluency is done by using
Bidirectional Long-Short Term Memory (Bi-LSTM) Recurrent Neural
Network (RNN). The proposed work concentrates on recognition of dys-
fluency based on Mel-frequency Cepstral Coefficients- Shifted Delta Cep-
stral (MFCC-SDC) feature vectors. The datasets consist of 14 female
speakers and 6 Male speakers taken from UCLASS database for testing
and training the neural network. The proposed algorithm can recognize
dysfluencies like prolongation, repetition, and blockage effectively with
the highest accuracy of 96%.

Keywords: Bi-LSTM · MFCC-SDC · RNN · Prolongation ·
Repetition · Blockage

1 Introduction

Speech is one of the useful ways of communication which allows us to commu-
nicate effectively; this enhances the sharing of information or knowledge among
individuals or group. It is defined as a group of words or phonemes, called Vocab-
ulary. In general, as given by experts that an ordinary person can understand
and use an average of 60K words oh his local language for communication. But
in the recent development of technology this communication is extended up to
the recognition of speech by Machines, which will work according to human com-
mands. In machines the recognition of speech is handled by Automatic Speech
Recognition (ASR) system, if the machine is not trained properly the work
c© Springer Nature Switzerland AG 2021
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assigned for a particular command to the machine will be affected. This happens
when speech consists of out of vocabulary words, due to some noise or discon-
tinuity is speech. The proposed work mainly concentrates on the identification
of such dysfluent speech using Neural Networks. The neural networks consist of
Artificial Neurons (Same as human Biological Brain Neurons), to process the
speech and recognize properly, by using mathematical models. The neural net-
work processes the features in three different layers in which the first layer is
Input layer which can take the features of speech as an input, the intermediate
layer is hidden layer which process the output of first layer and it maps m-
dimensional vector to n-dimensional space to the output layer in proper order,
thus it is referred as Self Organizing Map (SOM). The process of speech recog-
nition flow is as shown in Fig. 1.

Speech Sample

Pi Processing

Feature Extraction

Output 
(Speech to Text)

Fig. 1. Speech processing steps

The speech is recorded in an acoustic room with a frequency 41 kHz, but
it is down sampled to 8 kHz because at higher and lower frequencies the sound
is not audible for the human ear. Speech pre-processing normally includes noise
filtering, smoothing, endpoint detection, framing, windowing, reverberation can-
celing an echo removing. From the preprocessed speech sample, the features
re extracted using the most commonly used feature extraction technique Mel-
frequency Cepstrum Coefficient which detects the endpoint of each phrase. Then,
dysfluent speech is classified using Neural Network and converted to fluent or
continuous speech for real-time applications.
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2 Feature Extraction

2.1 Speech Representation

The best way to represent the speech is, in the time domain as a signal and as a
spectrogram in the frequency domain. But, in time domain will get the duration
of speech, in the frequency domain the relevant information like the pitch is
obtained. The complete speech sample is split into different frames with a 50%
overlap for feature extraction in frequency domain. The representation of speech
in time domain and frequency domain is as shown in Fig. 2.

Fig. 2. Spectrogram of speech sample.

2.2 Mel-Frequency Cepstrum Coefficient

The frequency of recorded speech sample 44100 Hz, but the speech signal con-
stantly varies concerning both time and amplitude, thus insertion of high-
frequency speech sample in a short time scale is very difficult, hence it is down
sampled to 8 KHz, for which human ears are sensitive. Thus, if the frequency
of the speech sample is above or below 8 kHz spectral feature estimation is not
conceivable. Thus, the complete speech sample is split into frames of total frame
length 240 (120 frames are overlapped) each. After splitting up in to frames, the
spectral density of a spectrum is computed for each frame, which is referred to as
Power Spectral Density (PSD). The value of PSD changes as frequency changes,
PSD gives more information required for Automatic Speech Recognition (ASR)
system. Since the human ear cannot differentiate the phonemes of two closely
spaced frequencies, the PSD of all the frames is summed up and total energy is
calculated at different frequencies [23]. Let Xi(n), n = 1, 2, ... N , the energy of
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the i-th frame audio sample of length N , is calculated according to the equation
[11].

E(i) =
1
N

N∑

n=1

|Xi(n)|2 (1)

Ci is the spectral centroid of the i-th frame defined at the center spectrum
[21].

Ci =
N∑

n=1

(k + 1)Xi(K)
Xi(K)

(2)

Where, i = 1, 2, ... N the DFT coefficient of i-th small frame is represented
by X(k), length of the frame by N . Energy features of higher values indicates
the presence of voice; therefore, the value of spectral centroid varies rapidly for
speech regions or voiced regions in the sample of consideration.

Fig. 3. Spectral centroid of original and filtered speech.

Based on these energy features silent/un-voiced regions and voiced regions
are identified easily because the energy value of the voiced region is greater than
the un-voiced segments. Figure 3 (a) shows the sequence of the signal’s energy.
In Fig. 3 (b), the spectral centroid sequence is presented also the endpoint of
each phrase is recognized based on energy values. The Voice Activity Detection
(VAD) [13,24], gives endpoint of each frame of speech; initially it differentiates
the voiced and non-voiced regions, then determine the starting point and ending
point of the speech. The detection of endpoint plays a major role in speech
recognition because 50% of the errors are occurred in speech recognition due to
inefficient recognition of endpoints. In the proposed work endpoint of each frame
is determined based on its Energy and spectral centroid.
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Fig. 4. Time domain representation of frames of speech sample.

The speech samples taken for identification of dysfluency includes repetition
and prolongation of syllables. The process of recognition endpoint of each sample
is done by fixing the thresholds: T1 T2, T3. . ., based on the energy sequence and
the spectral centroid sequence respectively as shown in Fig. 4 from (a) to (f).
In Mel-Filter Bank initially, filters are very narrow and gives the energy value
0 Hz and as the frequency increases the width of filters are also get wider, which
affects the loudness of the speech (in linear scale) to avoid this logarithmic value
of energy is considered which normalizes the variation of loudness of speech [22].
Normalization of loudnees is achived by keeping linear scale values in a Mel-
Scale which relates received frequency and pitch of a processed speech to actual
or original measured frequency. The compression from linear scale to Mel-scale
incorporates the features to hear the sound properly. The conversion of a linear
scale to Mel-scale is given by equation [1]:
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fmel = 2595 log(f/100 + 1) (3)

Since Mel filter banks are overlapped as in Fig. 4 the energy of the filter banks
is quite interrelated with each other hence Discrete Cosine Transform (DCT) is
applied to decor-relate the energies so that the performance of ASR is improved.
The DCT is defined by [10]:

Di(m) =
M∑

n=0

L(m) cos
[
πm(

n − 0.5
M

)
]

(4)

Where L(m) = ln
∑(N−1)

k=0 |PS|2Bm(k)), indicates M -Number of filters and
0 < m ≤ M .
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Fig. 5. Log Mel-filter bank energy and normalized MFCC’s

The output of the Discrete Cosine Transform (DCT) gives a compressed form
of the filter banks. In the proposed work 12 resultant cepstral coefficients are
retained and the rest are discarded because the coefficients alter the filter bank
coefficients rapidly and also do not contribute to Automatic Speech Recognition
(ASR) process. The normalized MFCC’s spectrum and lo Mel-Filter bank energy
spectrum are shown in Fig. 5.

Finally, the MFCC’s represents the auditory features which fed as input to
the recognition system, but for dysfluent speech recognition shifted delta cepstral
(SDC) coefficients are derived from the MFCC’s calculated for dysfluent speech
[1]. The native language recognition system, speech recognition system accuracy
can be upgraded by using the SDCs as defined in Eq. (5) [6]. The shifted delta
cepstral (SDC) coefficients for the N-dimensional cepstral feature vector are
obtained by linking K blocks of delta coefficients as given in Eq. (5) [7].

Δa(t, i) = a(t + iV + d) − a(t + iV − d) (5)

SDC features are typically written as N-d-P-k where: The number of cepstral
coefficients in each speech frame is represented by N, advancement of time and
delay for delta computation is represented by d, time difference between succeed-
ing speech frames is represented by P and the number of frames that are linked
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to generate final vector is represented by K Finally, the structure of 12-1-9-12
SDC parameters are computed and linked with fixed coefficients, which gives
128-dimensional MFCC input vector. Then the resultant MFCC-SDC features
are stored in vector as:

FCC = Fcc1, Fcc2, Fcc3, Fcc4, . . . , Fcc56 (6)

Further, based on MFCC-SDC feature vectors continuous speech and dysflu-
ent speech is classified by using Recurrent Neural Network.

3 Classification Using Recurrent Neural Networks

A Recurrent Neural Network (RNN) is a type of Artificial Neural Network
(ANN) which is suitable to categorize progressive time data and use patterns
to expect the following forthcoming consequence and application of neural net-
work can be found in [14,15]. Hence, it is used widely in Speech Recognition and
Natural Language Processing. Compare, to Deep Neural Network (DNN) and
Multilayer Perceptron (MLP), in RNN weights and bias of the hidden layers are
the same hence each of these layers performs conventionally and can combine
each other [14,20].

For the prediction of the next word in sequence in a complete sentence, RNN
utilizes the “memory cells”, which stores the information about the word or a
sequence that has been occurred. Also the application NN in detection infection
in human body is explained in [15]. For example, to classify 5 words in a sentence,
the network would be unfolded into a 5-layer where each layer is dedicated layer
for each word. One demerit of standard RNN is, the newly generated gradients
will replace the previous gradients, which damages the memory of the previous
layers. Then it takes more time to compute one complete sentence and hence it
becomes more expensive.

To avoid this, Long Short-Term Memory (LSTM) RRN is used, to catego-
rize the data into short term and long-term memory cells. This allows RNN to
identify which data is needed for further prediction and it decides which data
has to be memorized and looped back into the network.

Hence LSTM is referred to as a special type of RNN, in LSTM each layer has
inputs and outputs and the information in the network is controlled by input
gates. The internal state (at) is the basic element of the cell which is controlled
by the multiple units: input gates (gt), output gates (ht) and forward gate (et).
The input of the LSTM block is represented by Eq. (5) and input, outputs, state
unit and gates are given from Eqs. (7) to (12) respectively [9,16,16].

lt = tanh(wzX
t + Mzd

t−1 + nz) (7)

gt = ρ(w1X
t + M1d

t−1 + V1

⊙
at−1 + n1) (8)

et = ρ(weX
t + Mfdt−1 + Vf

⊙
at−1 + nf ) (9)
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at = gt
⊙

lt + et
⊙

at−1 (10)

ht = ρ(whXt + Mhdt−1 + Vh

⊙
at + nh) (11)

dt = ht
⊙

tanh(at) (12)

Where ρ is a logistic sigmoid function, gt is an input, ht is an output, et is
forget gate and at is an internal state vectors, n is a bias vector, weight vectors
are represented as V and recurrent weight matrices are represented as M , at
time t input vectors are represented by Xt, w are input weight vectors, tanh
and

⊙
is the element-wise product of the vectors. In the human and machine

communication process, each frame i.e., previous, present and future of speech
plays a significant role hence it is necessary to use Bidirectional LSTM (Bi-
LSTM) in speech recognition. The Bi-LSTM is a multi-layer neural network,
which process the frames in two distinct hidden layers (i.e., forward layer and
backward layer). The first hidden layer will take input features as-it-is and the
second layer will take the sequence in reverse order. Then the output layer will
concatenate the values generated by these two separate hidden layers [9].

When the various layers of LSTM RNN are arranged on one above the other
it results in the forming of Deep LSTM RNN structure. In the deep network,
the output of one layer will be given input to the next layer; layer certifies that
it receives the input from forward and backward layers of the previous layer.

In recent years recurrent neural network and LSTM has gained popularity in
various applications [2–5,8,17–19] To process the classified data and more com-
plex data in deep Bi-LSTM RNN, multiple hidden layers are adopted. There-
fore, in this proposed work 256 hidden layers are fixed for forward and backward
direction LSTM. The performance of a neural network depends on the num-
ber of hidden units used. A good machine learning model aims to simplify the
trained to predict future data, but few hidden units affect the performance of
a model in terms of Overfitting and Underfitting. Overfitting problem occurs
when the random fluctuation in training data is provided to network and if the
model is get trained for that noisy data only, this affects the performance of
the network while testing the model [3–5]. Underfitting refers to a model that
can neither model the training data nor simplify to new data, this will create
errors while training and validating the data. Thus the number of hidden units
should be optimized to reduce these kinds of errors, For this optimization, much
research has been carried out but in most cases, the neural network is optimized
with a different combination of hidden units and layers [12]. In the proposed
work, this problem is fixed by adjusting the number of neurons during the test-
ing process. In Fig. 6, the voice and non-voiced region of a speech are classified
effectively using Bi-LSTM RNN as shown in Fig. 6(d). A type dysfluency that
hampers the human-machine interaction is Blockage (silence or pause) is rec-
ognized effectively by using Bi-LSTM RNN as shown in Fig. 6(d) and another
kind dysfluency specifically prolongation of a word is identified based on Zero
Crossing Rate (ZCR). For this experiment, a female speech sample is taken from
the UCLASS database.
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Fig. 6. (a) Original speech (b) log spectrum of energy in Mel scale (c) MFCC’s spec-
trum (d) speech sample having blockage or silence as dysfluency (e) identification of
dysfluency (blockage) of speech sample (a) (f) identification of prolongation based on
ZCR.
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Likewise, this approach is carried out for different speech samples for identi-
fication of dysfluency for speakers which is tabulated in Table 1.

Table 1. Training and testing of different dysfluencies

Utterance
taken

Utterances
trained

Utterances
tested

Type of dysfluency
detected

1280 430 384 Prolongation

589820 58982 17694 Prolongation and
repetition

518889 51888 1556 Blockage and
prolongation

8000 800 240 Blockage

For testing and training the network, totally 13 speech samples are collected
from different speakers (14 to 28 is 1 s to 5 s. For the period of experimentation
for the recognition of dysfluency, the accuracy of recognition depends on the
number of hidden layers adopted. The accuracy and number of hidden layers
used as shown in Fig. 7(a). From Fig. 7(a), it is observed that the accuracy is
improved as the number of hidden layers increases and the highest accuracy is
obtained with 3 hidden layers.

The minimum number neurons required in each layer are decided after iden-
tifying the number of hidden layers. During the testing process, neurons are
distributed equally in each layer and for MFCC features 3 layers are used.
Figure 7(b) shows the hidden layer comparison with the number of neurons;
from this figure it is observed that 3 layers with 256 neurons perform better
with MFCC features.

The recognition accuracy achieved by the enhanced MFCC SDC feature-
based BiLSTM model on the training and validation data at different training
epochs is shown in Fig. 7(c).

The accuracy of system with respect to duration of test dysfluent utterances
is shown in the Fig. 7(d). The accuracy of each tested data is computed by
segmenting the tested data into six groups based on its duration. It is apparent
from Fig. 7(d) that accuracy of the speech recognition system improves with
the duration of test utterances, so a consistent system can be developed when
lengthier test utterances are available.
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Fig. 7. (a) Effect of hidden layers on accuracy, (b) number of hidden layers and number
of neurons, (c) recognition accuracy (d) accuracy of recognition of dysfluent utterances.

4 Conclusion

This proposed work recognized the three dysfluencies (prolongation, repetition,
and blockage) effectively with 512 neurons at the third hidden layer for 14 female
speakers and 6 Male speakers and gives efficiency of 96%. Further, it can be
extended to recognize the same dysfluency in more real-time samples with a
noisy environment and also concentrate on articulatory features can significantly
improve the performance of automatic speech recognition systems.
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Abstract. Distributed Denial of Services (DDoS) attack, one of the
most dangerous types of cyber attack, has been reported to increase
during the COVID-19 pandemic. Machine learning techniques have been
proposed in the literature to build models to detect DDoS attacks. Exist-
ing works in literature tested their models with old datasets where DDoS
attacks are not specific. These works mainly focus on detecting the pres-
ence of an attack rather than the type of DDoS attacks. However, detec-
tion of the attack type is vital for the review and analysis of enterprise-
level security policy. Cyber-attacks are inherently an imbalanced data
problem, but none of the models treated DDoS attack detection from
this perspective. In this work, we present a machine learning model
that takes the imbalance nature of the DDoS attack data into consider-
ation for both presence/absence and the type of DDoS attack detection.
Extensive experiment analysis with the recent and DDoS attack-specific
dataset shows that the proposed technique can effectively identify DDoS
attacks.

Keywords: Cyberattacks · DDoS attack · Machine learning

1 Introduction

As computer technologies are evolving, we are becoming increasingly dependent
on the Internet, cloud systems, and sophisticated applications for corporate busi-
ness, e-government functions, health services, industry operation, transportation
services and everyday tasks at the personal level. The Covid-19 has demonstrated
and increased our reliance on computers system even more. The smooth oper-
ation of all these services depends on the secured environment through which
services can be delivered. The ubiquitous use of computing devices (including
sensors in the Internet of Things) and services using those devices have made
them an inevitable target of cyber-crime exploiting vulnerabilities in the system.
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DDoS is one of the most dangerous threats on network security, specially
many attacks have targeted cloud systems on which many medium and large
organizations depend [1]. A report by Kaspersky [2] suggests that DDoS attacks
in the second Quarter of 2020 have increased by three-fold compared to the same
time in 2019, and a recent survey showed that nearly 70% of the organizations
surveyed suffered 20 to 50 DDoS attacks per month and each attack incurred
$50,000 in financial loss. The objective of the DoS or DDoS attack is to con-
sume all resources of the target server and deprive the legitimate users of using
the service. In this attack, attackers employ thousands of comprised hosts (slave
servers) at their disposal which are distributed over the internet to simultane-
ously launch a coordinated attack making use of some legitimate services and
exploiting the weakness in the network protocol. TCP SYN flood, UDP flood,
Ping flood, Ping O’ Death, smurf attack are some examples of DDoS attacks. The
large number of requests send to the server within a very short time exhausts the
victim’s available bandwidth and memory resources, and the generated traffic
prevents legitimate users to send a request.

To counter the DDoS attacks, it is important to identify an attack as early as
possible and then adopt mitigation strategies as per the enterprise security pol-
icy. For this purpose, we need a detection technique that is can identify an attack
with high accuracy at the early stage. In recent years, many works have been
presented in literature which attempted to devise an automatic detection sys-
tem for DDoS. In general, those works can be categorized into three approaches:
signature-based, anomaly-based and their hybrid. In signature-based approaches,
a signature is extracted from a known attack and then a database of signatures is
created. Similarly, a signature is extracted from the current activities and pattern
matching is done with the existing signatures in the database. In anomaly-based
approaches, a significant deviation from normal behaviors (e.g., network traffic,
port activities, IP addresses) signals an attack. Anomaly-based approaches can
again be divided into statistical, machine learning and SDN (Software-defined
network)- based approaches.

Recently, like many other domains, machine learning approaches have been
applied to build models for DDoS attack detection. These works (detailed in
next section) have used several machine learning algorithms, like ANN (artificial
neural networks), SVM (support vector machine), decision tree (DT), Random
Forest (RF), etc. A detailed discussion on related works published in recent years
is presented in the next section. However, there is always scope to improve the
detection accuracy of the proposed methods. One limitation of the proposed
methods is the only a few works have been tested on the DDoS-specific datasets
and most works were evaluated on old datasets. Furthermore, most works ignore
detecting the type of the DDoS attack which is important to review and evaluate
the current intrusion detection system of an organization. Lastly, DDoS attack
dataset used to build models can be viewed as an imbalanced data problem,
and to the best of our knowledge, no work has treated model building from
this perspective. In addressing this problem, in this work, we present a robust
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machine learning based detection system considering imbalanced data samples
among classes. In particular, the work makes the following contribution:

• Introduce a robust detection model taking class imbalance into account. The
model demonstrates high detection accuracy and consideration of class imbal-
ance shows further improvement.

• The model is evaluated on DDoS attack specific recent dataset while most
reported works used old generic intrusion datasets.

• Our works also detects attack type instead of simply identifying the presence
of an attack.

2 Related Works

In recent years, several notable works have been presented in literature which are
described in this section. Since our work falls into the machine learning based
anomaly detection approach, we limit our discussion on literature within this
category and due to space limitations within recently reported works.

In [3], Kasim used a combination of autoencoder (AE) and support vector
machine (SVM) to detect DDoS attacks. The approach attained an accuracy of
99.41% on CICIDS dataset and 99.5% on the NSL-KDD dataset. The method
is shown to achieve better results than a standalone model built on SVM. The
work claims to have reduced false positive rate (i.e., false alarms) significantly,
however, it is the false negative rate (i.e., failing to detect an attack) that is
more important to prevent cyberattack. One limitation of the method is that it
needs extensive hyper-parameter tuning and the model’s performance is highly
dependent on the hyper-parameters and the number of hidden units used in
the AE. Another issue is that, in many applications, the system administrators
want to know the type of DDoS attack that was launched. The model was not
extended to multi-class attack detection.

In [4], Gopal & Virender proposed an extreme machine learning (ELM)-
based method called voting ELM (V-ELM) to DDoS attack detection in a cloud
computing environment. This work is an extension of their previous work in [5]
where a single ELM was used but here the authors used multiple ELMs and the
detection decision of those ELMs were combined through a simple majority vot-
ing mechanism. Tested on NSL-KDD and ISCX datasets, their method reported
99.18% and 92.11% accuracy, respectively. Though overall accuracy is somewhat
improved because of the use of multiple ELMs with voting, the detection sen-
sitivity and specificity had very marginal improvement as the expense of 6 to
32-fold increase in the training time. The method’s performance in detection the
type of attack was also not investigated.

Sahi et al. [6] proposed a DDoS TCP flood attack detection and prevention
by analyzing the income packets to a cloud providers. They used simple packet
statistics including source and destination IP addresses to create feature vector
and four classifiers, namely, Least Square-SVM (LS-SVM), KNN, näıve-Bayes,
and multilayer perceptron to identify attack traffic. They simulated a TCP flood
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attack in a virtual cloud network and reported an overall accuracy of about
97% for a single source attack and 94% accuracy for multi-source attack on the
capture data when LS-SVM was used.

Very recently Maranhao et al. [7] has worked with the latest DDoS called
CICDDoS-2019 dataset containing 12 attack types and is the first work with
this dataset. They proposed a combination of multiple denoising, tensor decom-
position and classifiers to detection attack and reported an accuracy over 99%
on binary classification for various types of denoising techniques. However, these
work does not cover multi-class classification, i.e., detecting DDoS attack type
which is an important task for security practitioners.

In [8], Aamir and Zaidi devised a method, using network flow traffic data
as feature vectors, based on a combination of clustering and machine learning
technique. It works in two stages and is applicable to unlabbelled data also. At
the first stage, unlabbelled data goes through two clustering algorithms (one with
Agglomerative clustering and another PCA+K-means custring) and labelling of
data is done via the voting outcomes of these algorithms. Next, a model is
built using the labelled data and a classifier of either KNN, SVM or RF. Their
method attained an overall accuracy of 96.66% on their own dataset and 82% on
CICIDS-2017 dataset. Accuracy on the later dataset is low. In [9] Kachavimath et
al. applied co-relation based feature selection method on DSL-KDD dataset and
extract 8 features out of 41 features. They reported 98.51% and 91.31% accuracy
by KNN and Naive Bayes classifiers, respectively. The datasets contain multiple
types of attacks and none of these two works tested their models’ accuracy in
identifying attack type.

3 Proposed Model

3.1 Datasets

To gain deeper understanding of the characteristics of pre-existing and newer
cyberattacks, choice of datasets to study on holds immense value. Recent
datasets created on DDoS attacks give a clearer picture of the variety of DDoS
attacks and this motivates us to select two recent and extensive datasets, namely,
CICIDS-2017 and CICDDoS-2019.

CICIDS-2017: This dataset was provided by the Canadian Institute of Cyber-
security (CIC). It includes the result of the network traffic analysis using
CICFlowMeter (unb.ca). The dataset contains approximately 2.8 million sam-
ples with 78 features describing each sample. Although the dataset does not
completely focus on DDoS type attacks, but these attacks are dominant in size.
Besides DDoS, the set contains DoS, PortScan and very small amount of infil-
tration and other attack types.

CICDDoS-2019: Also created by the CIC, this dataset focuses completely on a
wide variety of DDoS attacks. With over 50 million samples, 81 attack attributes
and 13 attack types, the dataset can be used for thorough analysis of machine
learning methods. Not relying on pre-existing attacks, it uses TCP/UDP based
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protocols at the application layer to provide new attack taxonomies. The dataset
contains reflection based attacks like DNS, LDAP, NETBIOS, and SNMP and
exploitation based attacks such as SYN, UDP and UDP-Lag.

3.2 Pre-processing

Dataset Preparation: Due to the large volume of datasets and limited com-
putational resources, working with 2.8 and 50 million samples was not feasible.
The datasets needed to be scaled down, while retaining their original character-
istics. The dataset was scaled down by randomly choosing samples from each
class proportionately in a way so that the reduced dataset still retains the same
ratio of samples between classes as the original dataset. For CICIDS-2017, 10%
and for CICDDoS-2019, 2% of the original dataset were retained. The final sizes
were 0.28 million and 0.5 million samples for two sets, respectively. For the case
of CICDDoS-19, an attack type named WebDDoS had extremely low number of
samples compared to other classes and could not be evaluated properly. Hence,
the class was excluded, bringing the total class to 13, with 12 attack and one
benign type.

Feature Selection: The inclusion of less significant features in model training
results in reduced detection capacity. To extract the most significant features,
we used Random Forest Regression feature selection technique. It uses cross-
validation technique which helps in reducing unnecessary features. When using
a dataset with a sizeable number of samples, the features start correlating with
each other after some iteration, creating bias, and leads to greater False Pos-
itive rate. Running the features through Random Forest Regression, it creates
a number of trees, adjusts for the missing values in any feature and creates an
iterative tree method, where it adjusts and compares samples and gradually cre-
ates a forest where the top tree shows the most effective features. Employing
this techniques, 32 features were selected for CICIDS-2017 and 24 features for
CICDDoS-2019.

Class Oversampling: Chawla et al. [10] proposed Synthetic Minority Over-
sampling Technique (SMOTE) that creates artificial minority class samples. It
has been shown in literature undersampling the majority class losses valuable
information. SMOTE proposes a method where a combination of undersam-
pling and oversampling is used, the majority class being under-sampled and the
minority class being over-sampled. In oversampling minority class, new synthetic
samples are created rather than by over-sampling with replacement. For each
minority class sample, this method takes a number of nearest KNN neighbours
and interpolates feature values between that sample and one of its neighbours to
create a new sample. Taking each minority samples (x) and identifying k nearest
neighbours using KNN (k = 5), randomly select one of them (xch) and create
a new synthetic sample using interpolation:

xnew = x + (xch − x) × random(0, 1) (1)
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where random(0, 1) creates random number between 0 and 1. This process is
repeated until desired number of synthetic samples are generated.

3.3 Machine Learning Models

We used six machine learning techniques to determine their efficacy in detecting
DDoS attack and their types. These techniques are briefly described below.

Logistic regression (LR) is a linear binary classification algorithm that uses
a supervised machine learning approach to categorize data into distinct number
of classes. An input values (x) are directed to predict an output value (y), which
is a binary value (0 or 1), using the following equation

y =
e(b0+b1x)

1 + e(b0+b1x)
(2)

Here, y is the predicted output, b0 is the bias or intercept term and b1 is the
coefficient value of (x).

Support Vector Machines (SVM) is an effective tool in classifying data and
regression tasks [11]. SVM tries to find an optimal separating hyperplane (OSH).
It also transforms data into a higher dimensional space for the construction of
OSH through the use of a kernel function. The rule of thumb here is limiting
a higher bound on the normalization as opposed to limiting the rate of error is
required to perform better. Considering the hyperplane w.x+ b = 0, the output
yi in response xi

yi(w.xi + b) ≥ 1 − εi,�i (3)

where εi(>0) are often called slack variables. This equation shows how the
optimum solution is achieved.

Decision Tree (DT) has nodes and leaves which are generated during learning,
i.e., tree building [12]. Each node of the tree operates on an attribute and the
branch out leaves from this attribute and analyze the class label depending on
the value of the attribute. The sequence continues until the final class label
traversing through all leaves is calculated. The tree construction is based on the
information gain calculated by the entropy of sample S and attribute Aj as

Infogain(Aj) = Entropy(S) − Entropy(Aj) (4)

Random Forest (RF) uses bagging to train the tree learners [13]. Bagging is
a strategy to produce a training dataset by arbitrarily chosen substitution of N
examples, where N is the size of the main training set. Where DT uses nodes
of a tree, RF uses a forest of trees and bagging technique to reduce bias and
correlation which can happen in case of large number of samples.

Artificial Neural Network (ANN) is an iterative method where the out-
put learns about the input through prediction error and gradually maps the
input-output relation by learning [14]. An ANN consists of neurons, arranged in
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layers. The input layer takes in values from the sample. The next layer is the
hidden layer, whose every node is connected to every node at the input layer,
and the hidden layer is connected to the output layer. The connection weights
between layers are updated using backpropagation learning algorithm (Rumel-
heart, 1986). By iterating with X set of inputs (X1,X2,. . . ,Xp) and Y set of
outputs, the final output looks as below.

okp = f(netkp) = f(
∑

j

ωkjojp + θk) (5)

where okp is the output of neuron ‘k’, ojp is the output of neuron ‘j’ at the
preceeding layer, ωkj is the weight between the neurons ‘k’, θk is the bias for ‘k’.

k-Nearest Neighbors (KNN) is a non-parametric learning method which
doesn’t make any estimation about the data distribution rather designs algo-
rithm based on the dataset. The classification of KNN works on a majority vote
system based on the number of k. Performance of KNN depends on two factors,
choice of the number k and selection or scaling of features to improve classifi-
cation. Large value of k makes the decision boundaries vague, some preliminary
knowledge about the dataset may be useful.

4 Performance Evaluation

We used the following widely used performance metrics to evaluate the detection
capability of the proposed detection system.

Classification Accuracy (ACC): It simply states the rate of correctly predict-
ing classification type, such as attack or benign.

ACC =
TP + TN

N
× 100 (6)

Precision: It shows the model’s the accuracy of detecting attack signal. The
higher the precision, the better.

Precision =
TP

TP + FP
× 100 (7)

Recall: It indicates the percentage of attack signals that were correctly clas-
sified. It is also known as sensitivity.

Recall =
TP

TP + FN
× 100 (8)

F1-Score: It is the measure of a model’s accuracy on a dataset as a whole.
The model is better and more accurate when it is higher.

F1 − Score =
2 ∗ Sensitivity ∗ Precision

Sensitivity + Precision
(9)
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ROC and AUC: ROC (Receiver Operating Curve) is a widely used tool for
visualizing model performances. It gives another measure called AUC which is
the area under curve of ROC plot.

Here, True Positive (TP) means the model predicts an attack as attack, False
Positive (FP) mean a benign sample is incorrectly predicted as an attack, True
negative (TN) means a benign sample is predicted as benign and False Negative
(FN) means an attack sample is predicted as benign. The above is based on 2 × 2
confusion matrix for binary classification. For multiclass classification, we used
an mxm confusion matrix, where m is the number of classes.

4.1 Detection Performance

In our first experiment, we evaluated the capability of the proposed method in
distinguishing an attack from a benign application (i.e., binary classification)
using the six machine learning techniques discussed above. To test the perfor-
mance of the proposed model, each dataset was split into 80%/20% training/test
sets. The performance metrics for experiments with CICIDS-17 and CICDDoS-
2019 datasets are shown in Table 1 and 3, respectively. Table 2 and Table 4 shows
the confusion matrix for CICIDS-17 and CICDDoS-2019 datasets, respectively.
Note that for binary classification, data balancing technique was not employed
as good performance was achieved by classifiers.

As shown in Table 1, for binary classification with CICIDS-17 dataset, RF
attained the highest performance for accuracy, precision, recall and F1-score
which are 99.86%, 1.00, 1.00, 1.00. RF is followed by DT, KNN and ANN. The
lowest accuracy (89.06%) was observed for SVM. RF and KNN acquired the
highest ROC (1.00), while LR and SVM attained the lowest (0.96).

Table 1. Attack/benign detection (binary class) performance on CICIDS-2017 dataset

Model Accuracy (%) Precision Recall F1-Score AUC

Logistic Regression 90.64 0.90 0.91 0.90 0.96

Support Vector Machines 89.06 0.88 0.89 0.88 0.96

Decision Tree 99.81 1.00 1.00 1.00 0.99

Random Forest 99.86 1.00 1.00 1.00 1.00

Artificial Neural Network 97.12 0.97 0.97 0.97 0.99

K-Nearest Neighbours 98.80 0.99 0.99 0.99 1.00

Table 3 shows the binary class detection performance on the CICDDoS-2019
dataset. The overall accuracy, precision, recall and F1-score were highest for
RF at 99.99%, 1.00, 1.00, 1.00, followed by ANN, DT and KNN. The RF also
demonstrated the highest ROC (1.00). The lowest accuracy (99.34%), precision
(0.98) and ROC (0.97) were observed for LR. From Table 1 and 3, it can be seen
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Table 2. Confusion matrix for CICIDS-2017 dataset

Actual class Prediction class

Negative Positive

Negative 10975 45

Positive 33 45562

Table 3. Attack/benign detection (binary class) performance on CICDDoS-2019
dataset

Model Accuracy (%) Precision Recall F1-Score AUC

Logistic Regression 99.34 0.98 0.99 0.99 0.97

Support Vector Machine 99.82 0.99 1.00 1.00 0.99

Decision Tree 99.95 1.00 0.99 0.99 0.99

Random Forest 99.99 1.00 1.00 1.00 1.00

Artificial Neural Network 99.96 1.00 1.00 1.00 0.99

K-Nearest Neighbours 99.93 1.00 0.99 0.99 0.98

Table 4. Confusion matrix for CICDDoS-2019 dataset

Actual class Prediction class

Negative Positive

Negative 111315 3

Positive 4 204

that RF and LR classifiers demonstrated the best and least performance respec-
tively for both datasets. Our overall accuracy (99.96%) is better that the recently
reported performance in [7] which is 99.68% with CICDDoS-2019 dataset.

The second experiment was done on CICDDoS-2019 dataset to identify the
type of an attack as well as benign class (i.e., multiclass classification of 12
attack types and benign class). This dataset was chosen for multiclass classifica-
tion as it contains various types of DDoS specific attacks. This experiment was
done without SMOTE and with SMOTE for class balancing. Table 5 shows the
performance metrics for multiclass classification when SMOTE is not employed.
The accuracy, precision, recall and F1-score were highest for RF at 88.54%, 0.86,
0.88, 0.86, followed by KNN, ANN and DT. The lowest accuracy (75.36%) was
observed for LR. Both RF and ANN attained the highest AUC (0.94). Similar to
binary classification, LR attained the least precision (0.73) and F1-score (0.72)
while SVM demonstrated the least recall (0.73).

Since RF demonstrated the best performance so far, further experiment for
class balancing was done with this classifier. While addressing class imbalance,
we tried two methods for class balancing with SMOTE. One with data balanced
and another with selected class weights. Balanced weight is defined as: Bwc =
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Table 5. Multiclass classification (attack types and benign) on CICDDoS-2019 dataset
without class balancing

Model Accuracy (%) Precision Recall F1-Score ROC

Logistic Regression 75.36 0.73 0.75 0.72 0.89

Support Vector Machine 78.63 0.77 0.73 0.75 0.85

Decision Tree 84.94 0.85 0.85 0.85 0.86

Random Forrest 88.54 0.86 0.88 0.86 0.94

Artificial Neural Network 84.97 0.85 0.85 0.82 0.94

K-Nearest Neighbours 87.98 0.84 0.86 0.86 0.90

Table 6. Multi-class classification using without and with SMOTE using Random
Forest classifier

Type Precision Recall F1-score

Original SMOTE (Bal.) SMOTE (Sel.) Original SMOTE (Bal.) SMOTE (Sel.) Original SMOTE (Bal.) SMOTE (Sel.)

Benign 0.93 0.94 0.96 0.99 0.99 0.99 0.96 0.96 0.97

DNS 0.81 0.81 0.82 0.49 0.76 0.86 0.61 0.67 0.76

NTP 0.99 0.99 0.99 1 1 1 0.99 0.99 0.99

SNMP 0.82 0.82 0.82 0.84 0.84 0.84 0.83 0.83 0.83

SSDP 0.44 0.44 0.45 0.42 0.43 0.46 0.43 0.47 0.52

UDP 0.55 0.55 0.56 0.57 0.63 0.74 0.56 0.61 0.64

LDAP 0.37 0.55 0.7 0.69 0.72 0.77 0.48 0.49 0.57

MSSQL 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99

NetBIOS 0.9 0.9 0.9 0.91 0.94 0.99 0.9 0.91 0.94

Portmap 0.09 0.18 0.25 0.15 0.12 0.01 0.11 0.18 0.21

SYN 0.94 0.94 0.94 0.94 0.97 0.99 0.94 0.94 0.96

TFTP 1 1 1 0.99 0.99 0.99 1 1 1

UDPLAG 0.19 0.19 0.2 0.23 0.18 0.04 0.21 0.24 0.27

Overall 86 87 88 88 88 89 86 87 89

s/(t×sc), where Bwc is the balanced weight of class c, s is the number of samples,
sc is the number of class c samples, and t is the total number of classes.

For selected weight classes, we tested with different values for different classes.
We also over-sampled the minority class data using SMOTE. This improved the
overall accuracy increases from 88.54% to 88.75% for without and with SMOTE
respectively. We observed that the precision, recall, and F1-score are lower in
some specific classes (e.g., SSDP, UDP, LDAP attack types) as shown in the
columns marked with ‘without SMOTE’ in Table 6.

Table 7 and Table 8 show the confusion matrix for the CICDDoS-2019 dataset
without and with applying SMOTE, respectively. When we applied SMOTE and
used balanced weight (SMOTE (Bal.)) the performance increased. For example,
the precision, recall, and F1-score for LDAP increased from 0.37, 0.69, and 0.48
to 0.55, 0.72, and 0.49 for ‘without SMOTE’ and balanced class weights with
SMOTE (SMOTE (Bal.)) in learning, respectively. When we selective weights for
the classes with lower performance and also used SMOTE, these classes’ perfor-
mance increased further. The above metrics for LDAP increased to 0.70, 0.77,
and 0.49, respectively, when we applied SMOTE oversampling with selective
class weight, demonstrating our method’s efficacy in identifying attack types.
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Also method with SMOTE and class weight shows improved overall precision,
recall and F1-score averaged over all classes.

Note that, due to the lack of works on identifying attack types in CICDDOS
dataset, we could not compare our results with similar works in literature.

5 Conclusion

In this paper, we have proposed a machine learning model that can detect DDoS
attacks and their type by considering the class imbalance nature of the dataset.
Here, we have used SMOTE with selected weights for each class in addressing
the class imbalance issue in the DDoS dataset. Experiment results with a recent
DDoS attack-specific dataset show that the proposed model based on machine
learning has a better capability of detecting DDoS attacks and their type in terms
of widely used metrics. Our future work will explore ensemble (e.g., [15]) and/or
deep learning and reinforcement learning techniques (e.g., [16], [17]) to enhance
DDoS attack detection performance further. Adversarial sample generation and
model retraining (e.g., [18]) is another approach to enhance performance that
remains the focus of our future study.
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Abstract. In recent years, Guangdong Province has made remarkable achieve-
ments in implementing thework of openness in government affairs,which has been
rated as excellent in the evaluation. The digital government reform and construc-
tion of Guangdong Province also promotes the deep integration of government
affairs openness and government services. However, for people from overseas,
such as Hong Kong, Macao, Taiwan and foreign nationals or enterprises, there
is no perfect service system and mechanism, which undoubtedly becomes one of
the obstacles to the construction of the Guangdong-Hong Kong-Macao Greater
Bay Area and is not conducive to the efficient development of the Greater Bay
Area. At present, there is a gap in the bibliometric analysis of this topic. In this
paper, 908 articles were retrieved from the Web of Science database, and the cited
literatures on “e-government”, “management”, “social Science”, “business econ-
omy”, “Science and technology” were reviewed. With the use of big data analysis
technology and visualization software, the author’s key words, major research
institutions, countries and sources of publications are analyzed in detail, reveal-
ing the current situation related to the work of government affairs openness, so
as to provide a more complete picture. To a certain extent, it will promote the
improvement of the government service level and ability of Guangdong Province
as a first-tier city and region with close exchanges with overseas compatriots and
foreign friends, and encourage it to absorb more talents.

Keywords: E-government ·Management · Social sciences · Business economy ·
Science and technology

1 Introduction

Since the reform and opening up, China’s economy has been deeply integrated into the
global system, which has brought a tsunami-like impact on the global existing industrial
economic pattern. On February 18, 2019, the CPC Central Committee and the State
Council officially issued the Outline of the Development Plan for the Guangdong-Hong
Kong-Macao Greater Bay Area. The issuance of this outline demonstrates China’s con-
fidence and determination to build a dynamic world-class city cluster, an international
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center of science and technology innovation, a high-quality living area that is livable,
suitable for business and travel, and a model of high-quality development in the world.
Up to now, with industrial upgrading and value chain rising, the Greater Bay Area has
gradually become a gathering place for high-tech enterprises. As a means of transform-
ing public governance, e-government is increasingly recognized by people [1]. General
Secretary Xi Jinping has stressed that talent is the primary resource for innovation. In
the development process of the Greater Bay Area, the introduction of talents and follow-
up services are particularly important. At the policy level, the gathering of high-level
innovative talents in the Guangdong-Hong Kong-Macao Greater Bay Area has entered
a white-hot stage [2]. At present, countries have made a lot of efforts to attract and
serve overseas talents. The United States, Germany, Japan, South Korea, Singapore,
Russia and other countries have established a series of relatively perfect laws to attract
and serve overseas talents. Among them, Singapore has incorporated talent legislation
into the framework of its immigration law, focusing not only on attracting practical tal-
ents, but also on future development [3]. In Germany, the government actively matches
businesses with individuals. The German Labour Bureau has specially established an
exchange platform between German IT enterprises and foreign IT talents on its web-
site, produced an annual report, analyzed the employment development trend of various
industries, and provided authoritative guidance information for senior talents’ employ-
ment [4]. Within the Greater Bay Area of China, two-way flows of financial markets
are also relatively frequent. The entire region has a rapid transport network, a port
group of Guangzhou-Shenzhen-Hong Kong and a group of airports. The Hong Kong-
Zhuhai-Macao Bridge has also been put into operation. The Greater Bay Area system
coordination and breakthrough under the background of “one country, two systems” has
been continuously explored and innovated in the process of comprehensively deepening
reform and opening up on the mainland. The integrated economic development of the
Guangdong-Hong Kong-Macao Greater Bay Area is a typical example of the introduc-
tion, development and upgrading of global industrial transfer in China from the middle
and late 20th century, and eventually becomes an important level of the world economy.
It is also a typical example of the connection and optimization of the economic devel-
opment system and mechanism with Chinese characteristics and the world industrial
economic system. The thoughts, theories and models of China’s economic development
contained in them are important contributions to the innovation of economic theories
[5]. Marc et al. (2011) believe that in many service design projects, collaborative design
is seen as the key to success, and collaborative design can bring a series of benefits.
They have outlined the benefits of collaborative design in service design projects, which
can help relevant personnel to clarify their goals more accurately and clearly [6]. Gang
& Tony(2006) The application of mobile technology in the government sector not only
provides an alternative channel for communication and public service delivery, but more
importantly, it can solve the government’s own mobility problem and transcend the tra-
ditional e-government service delivery model by bringing personalization. Localization
and context awareness services are close to their citizens [7].

In a word, just as life scientists need complex data-intensive machine learning tech-
nology to mine a large amount of data for pattern recognition [8], the innovation of
government services is necessary, and the innovation of government services and the



262 W.-K. Zhou et al.

improvement of government services facing overseas people are of great significance
for the promotion of “One Core, One Belt, One Region” in Guangdong Province. At
present, the government service has become a hot topic, but the research on the internal
relationship of the government service field does not have the vision of seeing the tree
and seeing the forest. In this study, the literature of e-government, management, social
science, business economy, technology and other specific fields were reviewed by sci-
entific metrology. Based on this, this paper screened 908 literatures from the Web Of
Science (WOS) database, mapped the coword cluster, and analyzed their annual trend,
topic scope, literature sources, etc. With the help of big data analysis technology and
visualization software function, scientometrics is used to demonstrate the possibility
and feasibility of the research contents in relevant fields, and to produce cutting-edge
academic achievements with insight. In order to accelerate the reform of electronic
government affairs in Guangdong Province to make forward-looking contributions.

2 Scientometric Approach and Data

As of January 5, 2021, we had retrieved and collected 908 papers from theWOS database
of the WOS Core Collection(including SCI-Expanded, SSCI, A&HCI, ESCI), and used
Python scripts to clean up and analyze the data. Delete duplicate keywords.Then, based
on the multiple interactions of word clusters, the research contents are classified and
summarized. Finally, VosViewer is used for visual analysis and drawing. Track spatial
connections between keywords, disciplines, topics, and resources to create a dynamic
network of interactive results.

We perform advanced search operations in the WOS core set: TS = (“Elec-
tronic government” OR “E-Governmant” OR “E-Government” OR “Digital govern-
ment” OR “Mobile government” OR “Eletronic governance” OR “e-governance” OR
“e-governor”) AND SU = (“Management” OR “Social Sciences” OR “Business &”
Economics” OR “Technology”).

Arrange all the retrieved documents in order of high to low citations, export them
as tabbed delimiter files, and then clean up the data using Python to produce 898 valid
articles, based on which VosViewer is used for bibliographic coupling.

3 Research Findings

This paper introduces the research trends, major countries, institutions, publications and
author keywords related to the topic and performs statistical and visual analysis.

3.1 Annual Trends

According to the statistical data in Fig. 1, the number of publications in this research
field shows a fluctuating rise, especially when its popularity peaks in 2020. As can be
seen from Fig. 2, the citation rate of related papers is also increasing year by year, and the
two articles with the highest citation rate are:Trust and Risk in E-Government Adoption
and Trust and Electronic Government Success: An Empirical Study.
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Fig. 1. The number of publications

Fig. 2. The number of citations

3.2 Major States and Institutions

As shown in Fig. 3, the field described the relationship between the five groups involved,
including 25 countries, green line represents the node of “American” in the middle of the
picture, including “American” green country South Korea, Spain, wales, New Zealand,
including Italy and Brazil, these data not only data have close relations with China,
Also linked to the Dutch data system, the green group, shown in yellow, also plays a
role in linking the two regions of society in red. The red countries, including China,
include Denmark, Pakistan, Egypt, Indonesia, Malaysia, Switzerland, Australia and the
United Arab Emirates, which are the middle points connecting the citizens of the two
countries. The purple branches of Germany, including Sweden and India are closely
related not only to the blue people, but also to the green people and the red people. The
blue peoples on the right of the photo are Poland, Republic of South Africa, Ireland, etc.
Although the proportion is relatively small, it cannot be ignored.Other data subjects in the
picture include people of the yellow race, representing the Netherlands and Singapore.
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Although the proportion of data is small, it also plays a role in connecting green and red
nationalities.

Figure 4 shows the co-citation relationship of epidemic organizations. The whole
chart is composed of six different groups. Among these numerous epidemic organiza-
tions, they are mainly concentrated in six groups: National University of Singapore,
Bruna University, Nanyang Technological University, University of Manchester, Royal
Melbourne Institute of Technology University and Seoul National University. The green
group is the only country that can share the relationship with the four ethnic groups,
and it is also the largest. Secondly, the blue and red residents are mainly concentrated
in the nodes. Like the green group, the blue group acts as a bridge between the yellow
and light blue groups. The yellow and purple groups are subgroups of the green groups,
which deserve special attention.

Fig. 3. Coupling visualization of major national literature (Color figure online)

3.3 Major Publications

Figure 5 shows the 15 publishing channels, with Social Science Computer Review,
Public Administration Review, European Journal of Information, Research in Electronic
Commerce, and Journal of Electronic Information taking the most important positions.
However, the fact that the Social Science Computer Review is the largest shows its
importance and its active engagementwith the outsideworld.Comparedwith other ethnic
groups, the red ethnic group accounts for the highest proportion and is the intermediate
bridge between the yellowethnic group and the green ethnic group. The second is the blue
nationality, which spreads to other nationalities and plays a role of connecting the green
nationality and the yellow nationality. Finally, although the proportion of yellow-green
ethnic groups is small, it is a key link that cannot be ignored.
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Fig. 4. Coupling visualization of literature of major institutions (Color figure online)

Fig. 5. Top 23 publications: Bibliographic Coupled Web Visualization (Color figure online)

3.4 Key Words Analysis of Authors

Figure 6 shows that this paper uses VosViewer software to build co-citation maps of
author keywords and tests the links between these keywords and topics. It can show the
development and development of specific fields on the knowledge map, help researchers
to conduct intuitive analysis to determine the research direction of the field and the
leading direction of the statistical field, visual analysis of the first 30 keywords, and
divide them into four groups of colors.

Most of the key words in the picture are in the red group. It is often mentioned that
keywords such as “e-government”, “satisfaction”, “e-government”, “user acceptance”,
“information technology” and “system” are frequently cited, indicating that researchers
attach great importance to this field when promoting information technology.
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The green group in the upper right corner is the second largest keyword group in the
image; “E-government” keyword nodes is the most important green group node, node is
also the most closely contact with the outside world, it represents the minority of “social
media”, “information”, “information and communications technology”, “Internet”, such
as node, provides a way to contact with the outside world, and connect blue and red
intersection of two nations.

The blue panel includes topics such as “innovation”, “change”, “implementation”,
“mechanism”and “management”. It not only has close relationwith greennation, but also
has close relation with yellow nation and red nation. Although the number of keywords
and the number of citations is small, it is also a detail that cannot be ignored. For the
yellow group with the least keywords, although there is only one theme, “determinants”,
it is a bridge between the red nation and the blue nation, and it is also a detail that cannot
be ignored.

Fig. 6. Visualization of clustering results by the main authors (Color figure online)

4 Conclusion

Through the above literature review, data processing and visualization charts, it is more
intuitive to show the cross and penetration of multiple structures in the field of e-
government and service design. Based on different research methods, this paper draws
the following conclusions:

(1) By applying the new thinking of government service design, service design com-
bines the principles of customer experience and business process design to help
public sector agencies improve three key tasks: task efficiency, productivity and
customer satisfaction.
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(2) The innovationof government services and the improvement of government services
for overseas people are of great significance to the promotion of “One Core, One
Belt, One Region” in Guangdong Province. At present, countries, including the
United States, Singapore and China, are making continuous efforts to attract and
serve overseas talents.

(3) In this paper, the research content based on the electronic government affairs, man-
agement, social sciences, business, economy and science and technology, the study
found that with the content at the same time, cited most frequently keywords are
“information technology”, “system”, “Internet”, etc., it also shows that the develop-
ment of information technology push scholars focus on government affairs service
and research to new heights.

(4) The future work will be devoted to publishing the research report of “New Think-
ing Based on Government Design – Research on the Development Strategy of
Guangdong Government Construction” in the Third World Ecological Design
Conference.

(5) The difference between the current work and the key lies in the following points.
Firstly, the knowledge of the end user is limited. Many government agencies lack
detailed demographic and behavioral knowledge of the citizens and organizations
they serve; Secondly, the service has been disconnected. Poor communication
between different organizations and limited consolidation of processes and systems
within the same organization can lead to disjointed service delivery.

In summary, as a current research hotspot, government services are attracting the
attention of scholars. This article can familiarize readers with relevant research progress
in existing research disciplines and provide ideas for follow-up researchers so that future
research can findmoremeaningful andmeaningful results. Our research conclusionswill
help future scholars to better study government services and related fields, and promote
government service innovation.
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Abstract. Video/Camera-based monitoring is a prominent and difficult
research problem in the field of machine learning and pattern recognition
and posed much interest in our safety in the private and public sectors.
Therefore, surveillance cameras have been deploying to control suspicious
activity. Consequently, many researchers have worked on developing an
automatic surveillance system to detect violent events and assists secu-
rity guards to take the right decision at the right time. Still, violent
event detection is difficult to detect because of illumination, complex
background, scale variation, blurriness, occlusion, and low resolution in
a surveillance camera. In this paper, the Local Optimal Oriented Pat-
tern (LOOP) texture-based feature descriptor is proposed. Eventually,
eminent features are used with a support vector machine (SVM) classier
for violent event detection. Experiments are conducted on the Hockey
Fight dataset and Violent-Flows dataset. The five-Fold Cross-Validation
approach is used to analyze the performance of the proposed method.
The data and results are promising and encouraging.

Keywords: Violent event · Texture features · Spatio-temporal ·
LOOP descriptor

1 Introduction

Video surveillance is often seen as the process of analyzing violent event scenes
in the video. The actions conducted by humans can be analyzed with the help
of a surveillance camera that can be manual or automated. An intelligent video
surveillance system intends at detecting, tracking, and recognizing objects of
interest and further analyzing and interpreting the video activities of the scenes,
despite the substantial amount of videos collected by surveillance cameras. Nowa-
days, we see plenty of surveillance cameras being installed throughout the private
and public sectors. The reason behind this is for the safety of human beings and
also for the hardware equipment available in the markets at reasonable prices.
As indicated by the way that visual information is generally accessible in surveil-
lance systems, we focus on strategies used vision information [7]. The automatic
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surveillance system reduces the risk of security persons monitoring prolonged
videos. Violent event detection is a difficult action recognition task and it is
a branch of computer vision. The pattern, facial expression, and actions to be
detected unusual events in the video scenes. A terrorist attack, bomb detec-
tion, fraud detection, loitering, slip and fall event, and many more are action
recognition problems [22]. Detection of the violent events is highly uncertain
to resolve the difficult task. Once the system has experienced violent and non-
violent events, we apparently gave the test label to detect the classification of
events. This is a more challenging scenario when the normal event drastically
alters and it is difficult to learn due to blurriness, variations in scale, complex
background, occlusion, and illumination. In this work, we have used the LOOP
descriptor to detect violent events in the video sequences.

The Contributions of the Paper are as Follows

– LOOP descriptor used to extracts salient features to detect violent events
– Spatial-temporal post-processing approach is used to improve the accuracy

of violent event detection.
– To evaluate the efficiency of the proposed method, Five-Fold Cross-Validation

approach is used and results are compared with the state of the art techniques.

The rest of the paper is structured as follows. Section 2 is connected with the
previous research work. The proposed texture-based descriptors are discussed in
Sect. 3. Experimentation results are described in Sect. 4. Finally conclude the
research paper in Sect. 5.

2 Previous Works

In recent years, the research community has established a survey on a variety
of algorithms based on the handcrafted features [2,5], deep learning features
[27,28,30,39] and classifiers [3,18] are used to resolve the major issues of vio-
lent event detection [29,32]. Quasim et al. [33] introduced the Histogram of
Swarms (HOS) descriptor. The method used the variance of Optical Flow (OF)
to extract spatio-temporal information in the sequence of video frames. Ant
Colony Optimization (ACO) is used to cluster moving object and it separate
salient and non-salient features, finally OF technique is used to extract promi-
nent features to detect normal and violent events. Febin et al. [12] presented
a combination of Motion Boundary Scale Invariant Features Transform (MoB-
SIFT) and movement filter algorithm. The movement filter algorithm extracts
temporal information features of the non-violent event and avoids the normal
event. Furthermore, the combination of motion boundary, optical flow, and SIFT
feature extract eminent features to detect violent events. Esen et al. [36] used
Motion Co-Occurrence Feature (MCF) to detect abnormal events in the video.
The method used a block matching algorithm to extract the direction and magni-
tude of motion features and fed it to the KNN classifier to categorize normal and
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abnormal events. Recently, Lohithashva et al. [23] introduced the integration of
texture features to detect violent activity. The method extracts prominent tex-
ture features to detect suspicious activity. Song et al. [37] introduced the fusion of
multi-temporal analysis and multi-temporal perceptron layers to detect unusual
events. Zhang et al. [41] presented an entropy model to measure the distribution
of enthalpy for abnormal event detection. The authors have used an enthalpy
model in the micro point of view to describe crowd energy information. Ryan
et al. [35] proposed optical flow and Gray Level Co-occurrence Matrix (GLCM)
feature descriptor to detect abnormal events in the video sequence. Lloyd et al.
[21] proposed a GLCM texture feature descriptor detect non-violent and violent
activity detection. Pujol et al. [10] described events based on features fusion
extraction technique of local eccentricity which includes the combination of Fast
Fourier Transform, radon transform, projection, and ellipse eccentricity. Deepak
et al. [9] introduced the extraction of both spatio-temporal information from
texture based feature descriptor. The method extracts local geometric charac-
teristics such as gradients and curvatures which are basic space-time movement
properties used to detect normal and abnormal events. Li et al. [20] introduced
OF based feature descriptor to detect violent events in the video scene. Ini-
tially, they have used background subtraction to remove low variation and noise
in the frame and extract the Histogram of Maximal Optical Flow Projection
(HMOFP) features. Reconstruction cost (RC) is used to detect violent events in
video scenes.

Imran et al. [16] introduced a deep learning method to detect a violent event
in surveillance video. MobileNet is used to extract spatio-temporal information
from the moving objects after that dominant features are given to a gated recur-
rent unit (GRU) to detect suspicious events in the video scene. Hason et al. [14]
introduced spatiotemporal information using a Spatiotemporal Encoder, Bidi-
rectional Convolution Long Short Term Memory (BCLSTM) deep-learning fea-
ture extraction technique to detect unusual events in the video sequence. Asad
et al. [4] presented violent event detection based on the spatio-temporal fea-
tures from a video’s uniformly spaced sequential frames. Multi-level processes
for two consecutive frames, obtained from the top and bottom layers of the con-
volutional layers neural network, are integrated using optimized feature fusion
strategy, finally, features are fed to Long short term memory (LSTM) to dis-
tinguish between violent and non-violent event. Sabokrou et al. [11] introduced
Fully Convolution Neural Networks (FCNs) to detect and localize violent events
in a sequence of video. Accatolli et al. [1] introduced a 3D-CNN to detect suspi-
cious activity in video. CNN architecture extracts salient features without any
prior knowledge and fed them to the SVM classifier to segregate violent and
non-violent events. Zhou et al. [36] applied hybrid auto-encoder architecture to
extract spatio-temporal features from the crowd and discriminate normal and
abnormal events in video frames. Song et al. [38] introduced a modified 3D-CNN
to detect an aggressive incidence throughout the video. The method is used a
uniform sampling method to reduce the redundancy and conquest the motion
coherence and they have illustrated the efficacy of the sampling method.
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3 Proposed Methodology

We demonstrate an overview of the proposed approach in this section. The LOOP
descriptor extracts prominent texture features from the input video and fed
them to the SVM classifier to detect violent events. Figure 1 shows the workflow
of violent event detection using the proposed LOOP descriptor. The approach
suggested in the sections that follow illustrates the detection of violent events.

Fig. 1. The description of the proposed method

3.1 LOOP Feature Descriptor

LOOP [6] is a scale and rotational invariance texture-based feature descriptor.
To overcome the drawback of previous binary descriptors the LOOP descriptor
has used and it is an upgrade of the Local Binary Pattern (LBP) and Local
Directional Pattern (LDP) descriptors. Consider pc be the intensity of the frame
F at pixel (ac, bc) and pn(n = 0, 1, ..., n − 1) and pixel intensity of 3 × 3 neigh-
borhood of (ac, bc) except for the middle pixel pc. The eight Kirsch masks used
previously for the LDP [17] are located in the direction of these eight adjacent
pixels pn(n = 0, 1, ..., n − 1). Therefore, it provides a measure of the severity of
the degree of variability in the direction, separately. The Kirsch eight directions
mask as shown in Fig. 2.

The eight respondents of the Kirsch masks are kn response to the pixels of
the intensity pn(n = 0, 1, ..., n − 1). Each pixel is assigned an exponential en by
the size of kn output of eight Kirsch masks.
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Fig. 2. Kirsch eight directions mask

LOOP (ac, bc) =
n−1∑

n=0

s(pn − pc) ∗ 2kn (1)

s(a) =

{
1 if a ≥ 0
0 otherwise

(2)

The LOOP outcome about the pixel (ac, bc) is stated as in (1 & 2) and s(a)
represents neighborhood pixels intensity values. Therefore, the LOOP descriptor
computes the rotational invariance in the major method. Eventually, pixel inten-
sities are evaluated over the cell at each number that has prominently featured.
This descriptor is measured as a 28 = 256 dimensional features for each frame.

3.2 Classification Based on Support Vector Machine (SVM)

SVM [8] is a binary classification approach which is widely used in regression
and classification applications. Initially, SVM is introduced for classification and
regression and subsequent kernel methodologies are used to implement non-linear
classification by processing input information via a high-dimensional feature
space. SVM attempts to optimize the distance of the distinguishing borderline
among violent and non-violent events by trying to maximize the distance of the
separating plane from each of the features. In the binary classification problem,
data from a two-class are considered. In our research work, the Gaussian kernel
function in SVM is used to violent video scene.

3.3 Post-processing

The post-processing technique [34] significantly increases the accuracy and
reduces the false-positive rate. In this work, for the post-processing technique,
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we have taken 30 frames for the detection of frames which significantly improves
the performance.

4 Experiment Results and Discussion

In this section, we summarize the detailed experimentation study to evaluate the
use of violent event detection approaches in two standard benchmark datasets.
Thereafter, the experimentation parameter setting is explained. Finally, the
results obtained are compared with the existing feature descriptors.

4.1 Violent Datasets

The Hockey Fight (HF) dataset and Violent-Flows (VF) dataset experimentation
are conducted to demonstrate the effectiveness of the proposed method and both
datasets have complex backgrounds, illumination, blurriness, scale changes, and
occlusion. This dataset comprises 1000 action videos of the National Hockey
League (NHL) (500 fights and 500 no-fights), initially used to distinguish violent
event detection processes [31]. For each clip, there have been battles to fight
between two or hardly any hockey players. Each video clip is approximately
equal to 1.75 s.

Fig. 3. Violent datasets sample frames. First row: Normal scenes, Second row: Fight
scenes.

The Violent-Flows dataset contains 246 action videos (123 fights and 123 no-
fights). Maximum possible people to seeing aggressive events that occurred inside
the football ground during the match. This dataset is used to assess the detection
of violent events [15]. All violent videos in the angered circumstances, each video
is roughly equivalent to 3.5 s. Figure 3 illustrates the following frame sequences
comprising Hockey Fight and Violent-Flows dataset sample frames of fights and
no fight scenes.
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4.2 Experimental Setting

In this section, we have used a Five-fold cross-validation test. We have com-
pared our experimental results with existing methods using Hockey Fight and
Violent-Flows dataset. Therefore, five different divisions were partitioned into
each dataset: four for training and one for evaluation testing. The average accu-
racy result is estimated each time and the Precision (P), Recall (R), F-measure
(F), Accuracy (Acc), and Area Under Curve (AUC) have used as an evalua-
tion method. we employed an SVM classifier with a Gaussian kernel function to
differentiate violent and non-violent events in the video sequences.

4.3 Result

In the experiment, we have used the LOOP descriptor to demonstrate for detec-
tion of unusual events in the video sequence. Our proposed method shows impres-
sive results compared to existing methods. HF dataset ROC curves with SVM
classifier using LOOP descriptor is compared with the existing methods as shown
in Fig. 4. The Precision of 94.48%, Recall of 94.09%, F-measure of 94.28%, the
accuracy of 92.25%, and AUC of 95.11% as illustrated in Table 1. VF dataset
ROC curves SVM classifier using LOOP descriptor compared with the previous
methods as shown in Fig. 5. The obtained Precision, Recall, F-measure, Accu-
racy, and AUC result are successively, 95.64%, 93.38%, 95.17%, 91.54%, and
93.81% on the Violent-Flows dataset as shown in Table 1. Comparative analy-
sis of the proposed method for HF and VF Datasets as shown in Fig. 6. It is
noticed that our proposed feature descriptor is capable to detect violent events
even if there is a cluttered background, varied illumination, little motion, and
scale changes.

Table 1. Performance evaluation metrics is illustrated in percentage

Dataset P R F Acc AUC

Hockey Fight 94.48 94.09 94.28 92.25±1.77 95.11

Violent-Flows 95.64 93.83 95.17 91.54±3.42 93.84

4.4 Discussion

Our proposed LOOP descriptor gives good result than Histograms of Ori-
ented Gradients (HOG), Histogram of Optical Flow (HOF), Local Ternary Pat-
tern (LTP), Violent Flow (ViF), Oriented Violent Flow (OViF), ViF+OViF,
Distribution of Magnitude Orientation Local Interest Frame (DiMOLIF),
GHOG+GIST, LBP+GLCM and Histogram of Optical flow Magnitude and Ori-
entation (HOMO) for both HF and VF datasets. HOG, HOF, LTP, and ViF
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descriptors can not work if orientation changes. Therefore, these feature extrac-
tion methods are failed to detect violent event detection. The OViF feature
extraction method extracts orientation features and obtains good performance
for the HF dataset but does not perform well for the VF dataset. To resolve
this problem the ViF+OViF feature extraction technique is used to extracts
both magnitude and orientation features to detect suspicious behavior and is
superior to ViF and OViF descriptors. DiMOLIF descriptor extracts magnitude
and orientation from the optical flow feature descriptor to detect violent events.
This descriptor gives substantial results as compared to ViF and OViF. The
GHOG+GIST descriptor uses the fusion of global gradient and texture features.
GHOG descriptor is poorly performed if there is a cluttered background and the
GIST descriptor does not work for violent crowd activity in the video sequence.
LBP+GLCM descriptor uses the fusion of texture features to detect aggressive
behavior. The main drawback of LBP is the arbitrarily defined set of binary
weights that depend on direction. GLCM feature extraction limitations are the
high dimensional of the matrix and the high correlation of the features. HOMO
is based on multiple scaling factors being applied to the magnitude and orienta-
tion variations of the optical flow. LOOP descriptor is effective for illumination
changes, scale, and rotational invariance.

Table 2. Performance comparision result on Hockey Fight and Violent-Flow dataset

Method HF dataset VF dataset

Acc (±SD) AUC Acc (±SD) AUC

HOG [19] 87.8 - 57.43±0.37 61.82

HOF [19] 83.5 - 58.53±0.32 57.60

LTP [40] 71.90±0.49 - 71.53±0.17 79.86

ViF [15] 81.60±0.22 88.01 81.20±1.79 88.04

OViF [13] 84.20±3.33 90.32 76.80±3.90 80.47

ViF+OViF [13] 86.30±1.57 91.93 86.00±1.41 91.82

DiMOLIF [25] 88.6±1.2 93.23 85.83±4.2 89.25

GHOG+GIST [24] 91.18 ± 2.95 93.45 88.86 ±5.12 92.00

LBP+GLCM [23] 91.51±1.51 93.60 89.06±3.32 93.00

HOMO [26] 89.3±0.91 95.18 76.83±1.76 82.84

LOOP 92.25±3.13 95.19 91.54±1.32 93.84

We have demonstrated the efficiency of our proposed model and this is an
immensely important task. We compare our experimental results with existing
methods using HF and VF datasets. In the experiment, we have used the LOOP
descriptor to demonstrate for violent event detection. Our proposed method
shows impressive results compared to existing methods as illustrate in Table 2.
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Fig. 4. Hockey Fight dataset ROC Curves of proposed feature descriptor with SVM
classifier

Fig. 5. Violent-Flows dataset ROC Curves of proposed feature descriptor with SVM
classifier

It is noticed that our proposed feature descriptor is capable to detect violent
event even if there is a cluttered background, varied illumination, little motion,
and scale changes. Actually, there are six attributes that need to be intimate for
suspicious event detection. Some of the intimates are, magnitude, orientation,
the spatial arrangement of the moving objects, number of the objects moving in
a video scene, mass, and acceleration. Certainly, our proposed method based on
the scale and orientation of the object apparent motion using the extraction of
LOOP features to improve the performance of the proposed method. Eventually,
we deduce that our proposed method significantly performs well for both Hockey
Fight and Violent-Flows dataset.
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Fig. 6. Comparative analysis of the proposed method for Hockey Fight and Violent
Flows Dataset

5 Conclusion

Video monitoring is used as a mechanism of scrutinizing videos to recognize sus-
picious behavior. Human behavior can be examined with the help of a surveil-
lance video that could be manual or automatic. The research community has
failed to develop an effective algorithm because of complex background, illumi-
nation, scale changes, etc. Experiments are conducted on the HF dataset and
VF dataset and the experimental result shows that our proposed method per-
forms an effective and preferable result to the previous feature descriptors. In
the future, we intent to conduct experimentation on complex videos, endeavor
to optimize the proposed method to improve the accuracy and reduce the time
computation.
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Abstract. Identifying people’s ages and events by the use of gait infor-
mation is a popular issue in our daily applications. The most popular
application is health, security, entertainment and charging. A variety
of algorithms for data mining and deep learning have been proposed.
Many different technologies may be used to keep track of people’s ages
and behaviors. Existing approaches and technologies are limited by their
performance, as well as their privacy and deployment costs. For exam-
ple CCTV or Kinect sensor technology constitutes a privacy offense and
most people do not want to make pictures or videos when they are work-
ing every day. The inertial sensor-based gait data collection is a recent
addition to the gait analysis field. We have identified the age of people
in this paper from an inertial sensor-data. We obtained the gait data
from the University of Osaka. Convolution Neural Network (CNN) and
LSTM-Based Convolution Neural Network (LSTM-CNN) are two deep
learning algorithms that have been used to predict people’s ages. The
accuracy of age prediction via CNN is around 71.45%, while it is around
65.53% via CNN-LSTM, according to the experimental results.

Keywords: Gait · Inertial sensor · Age estimation · Deep learning

1 Introduction

Age-prediction is an important analytical factor in deep learning system. Cur-
rently, the age of a person may be predicted by measure and analysis of using
teeth and bones with its acceptable error [1,2]. Human beings are systems of
complex social cells and organisms that live in organized way to shape a living
being that is a nebulous structure of atoms, of cells, of tissues, of organisms. The
entirety of this instruction originates from the association of two cells. To tell the
age of a living being a person could consider the cell divisions emphases of the
framework and develop a standard morphology model for living frameworks all
in all dependent on hereditary qualities and the cycle by emphasis development
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of a life form. The images in this system have a few varieties in appearance,
clamor, posture, and lighting which may influence the capacity of those physi-
cally planned computer vision techniques to precisely order the age of the images.
Deep learning-based methods have demonstrated empowering execution in this
field particularly on the age order of unfiltered face images [3,4].

Age assessment is a procedure of consequently marking the human face with
a precise age or then again age gathering. This age can be either genuine age,
appearance age, seen age, or assessed age [5]. Appearance and seen age are
assessed dependent on visual age data depicted on the face while assessed age is
a subject’s age assessed by a machine from the facial visual appearance. Appear-
ance age is thought to be steady with real age despite the fact that there are
varieties due to the stochastic nature of maturing among people. Real age is the
quantity of years one has assessed since birth to date, meant as a genuine num-
ber. Another method of age estimation is to look at a person’s overall appearance
and guess their age. Age estimation from facial images, on the other hand, is
gaining popularity. As a result, facial characteristics are more accurate aging
biomarkers than blood samples, and they can represent health conditions more
than actual age.

Another method of age assessment is the classification machines which are
performed with the age highlights. This can be arranged into three method-
ologies: single-level age assessment [6], hierarchical age assessment [7], and age
group characterization [8]. The principal approach is the strategy that roughly
predicts an age gathering, rather than assessing precise age. The first and second
methodologies center around assessing the exact age.

These days, movable or wearable keen hardware devices are utilized as often
as possible for various purposes and they are made with the different sort of
sensors. Despite the fact that their request is a lot of high, these devices are
grown quickly; furthermore, the assembling organizations are improving these
tools as indicated by the interest of the proprietor and furthermore rely upon
the wellbeing state of the customary individuals [9].

Even though the previous approaches can achieve effective estimation out-
comes, they do have several drawbacks. Some of these problems include the
impact on age prediction of gender differences, face, or the accuracy of captured
photos.

In spite of the fact that these previous techniques can create great assessment
results, they despite everything have numerous difficulties. Whatever difficulties
incorporate the impact of sex contrasts, facial appearances, or the quality of
caught pictures on age assessment. The appearance of the human face changes
(both male and female) in both texture and shape.

There are many method and many types of data available [11–14] to clas-
sify age. In this paper, we have attempted to confront these difficulties and have
showed the way toward predicting age from the inertial sensor-based gait dataset.
The walk Inertial sensor which is remembering gyroscope or accelerometer or
both for it is dynamically being appended in profitable movable electronic gad-
gets. Walk inertial sensor information was made by Osaka University-Institute of
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Scientific and Industrial Research (OU-ISIR) [10]. We use a convolutional neural
network in this case because it is an extremely noise-resistant model that can
extract very detailed, deep features which are time-independent.

The main objective of this paper to classify human age is given below:

– • A CNN and CNN-LSTM based age classification is proposed where we used
inertial based gait dataset.

– • We have compared our proposed CNN and CNN-LSTM model with other
traditional machine learning method.

– • We have also compared our CNN method with other current work.

The remaining portions of the paper are divided into several parts. The
Sect. 2 describes the related work. Section 3 discusses the methodology. Section 4
describes the experiment’s results. The conclusion and future work are discussed
in the final section.

2 Related Work

Kanij Mehtanin Khabir et al. [15] used an inertial sensor-based Dataset con-
sist of 744 people for age identification. In this research, they analyzed twelve
types of time-domain features such as mean, median, maximum, minimum, mean
absolute deviation, kurtosis, skewness, standard deviation, variance, root mean
square, standard error of the mean, vector sum. This research has some overfit-
ting problems because the accuracy of the training data is higher than the test
data.

The statistical features collected from accelerations and angular velocities
[16] of 26 people to measure the age. The total 50 features estimated in this
research, in each step. The diversity of biometric features was too small in this
experiment.

The uniqueness of video-based gait features for four different classes, as for
instance children, adult males, adult females, and the elderly were analyzed with
static and dynamic components for age classification in [17].

Tim Van Hamme et al. [18] analyzed the age information from gait traces
gained from IMU sensors and compared different machine learning algorithms,
including both traditional and deep learning methods.

Thanh Trung Ngo et al. [19] organized a challenging competition on age
prediction using wearable sensors. They used the largest inertial gait dataset
to predict a person age which gained by using the IMUZ sensor. The proposed
method and extracted features are not enough enriched.

Age classification based on gait analysis data was presented in [20]. They
find out 50 hand-crafted spatio-spectral features by a sensor which was fixed at
the chest. In the research, they used three different estimators to predict the
age where random forest regressor performed well other than support vector
regressor and Multi-layer perceptron. The number of data was not enough for
deep learning so needed a larger dataset.
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Multi-stage CNN based method proposed in [21] for age estimation. In this
paper, they introduced CNN based model which manufactured with three stages
of CNN and analyzed the large-scale gait OULP-age dataset.

In another work, a baseline algorithm using Gaussian process regression [22]
has been used to estimate age. This proposed method achieved successes in the
age classification. When the actual age and the gait age difference this proposed
method failed to give good result.

3 Methodology

As seen in Fig. 1, this section describes the proposed methodology framework for
classifying human age, which includes data collection, data preprocessing and
applying deep learning method.This study has considered the dataset obtained
using the 3-axis accelerometer and gyroscope sensor in the University of Osaka.
The dataset was preprocessed to remove noise, which were then split into two
datasets: training and testing. Deep learning methods were used to train the
training dataset.The components of the proposed technique as seen in Fig. 1, are
described below.

Fig. 1. Graphical illustration of proposed methodology.

3.1 Dataset Description

The University of Osaka generated OU-ISIR gait dataset. It is the biggest inertial
gait dataset on a sensor [23], and is comparatively well built. Three IMU (inertial
measurement unit) sensors known as IMUZ were used to collect gait signals in
this dataset. A 3-axis accelerometer and a 3-axis gyroscope module were used in
the IMUZ. Three sensors are located on the belt: one on the right, one on the
left, and one on the center-back. These three sensors were attached to the belt
in a variety of positions (90◦ for centre-left, center-right and 180◦ for right-left
group). 745 visitors’ gait data was gathered over the course of five days. Every
visitor entered and exited the specified data collection tool only once. Triaxial
accelerometer and triaxial gyroscope signals are recorded in each IMUZ sensor.
And hence, 6D data from every signal is stored. Five actions data classified as:
slope-up, slope-down, level walking, step-up and step-down walking have been
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gathered. Data were obtained for only level walking, Slope-up and slope-down for
each subject. The data contains four categories, including identity, age, gender
and activity. The signals of accelerometer data and gyroscope data are shown in
Figs. 2 and 3.

Fig. 2. Example of signals for accelerom-
eter data.

Fig. 3. Example of signals for gyroscope
data

3.2 Model Design

In this paper, we have used two deep learning model one is Convolutional neural
network (CNN) and the other is LSTM-based Convolutional Neural Network
(CNN-LSTM).

CNN Model Design. Table 1 illustrates the network structure of our proposed
model. The CNN architecture is made up of four 1D convolution layers and a
fully-connected layer. The first two 1D convolution layers are composed of 64
filters, each with a kernel size of 3. All of these filters create maps for extracting
various data features. A MaxPooling layer with a pool size of 2 is included in
order to find the maximum number of features. There are 128 filter with kernels
of size 3 in the second and third convolution layers, each following the two
previous layers. This time, a MaxPooling layer with the dimension of pool 2
has been added. Finally, the pooling layer is flattened into a single vector. The
fully-connected layer, which is also known as the hidden layer, consists of 128
nodes. There is a drop-out layer after the hidden layer that modifies 50% of the
active nodes so that the model does not show bias against the training result,
thus preventing the model from overfitting. In all convolutions as well as the
hidden layer, the activation function ReLU has been used. The final CNN layer
is an output layer consisting of three nodes for three classes, and this layer is
used as a SoftMax activation function.

LSTM-CNN Model Design. Table 2 shows the CNN-LSTM-based model.
The CNN-LSTM has four convoluted layers, followed by two maximum pooling
layers and two layers of the LSTM. First input data is fed into the LSTM layer.
First LSTM layer consists of 64 nodes this layer is followed by another LSTM
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Table 1. Description of the CNN system architecture.

Model contents Details

First and second convolution
layers

32 filters of size 3, ReLU, 85 × 1

Max pooling layer Pooling size 2

Third and fourth convolution
layers

64 filters of size 3, ReLU activation function

Max pooling layer Pooling size 2

Hidden layer 64 nodes, ReLU activation function

Dropout layer Deactivates 50% of node randomly

Output layer 3 nodes for 3 classes, SoftMax activation
function

Optimization function Adam

Learning rate 0.001

Loss function Categorical cross entropy

layer which consists 128 nodes. Then these LSTM layer are fed into Convolu-
tional layer. Convolution layers are used to create maps that are transferred into
the nest layers. There are 64 filters for the first two 1D convolution layers, each
with a kernel size of 3. There is a layer of MaxPooling with a pool of 2 size. In the
second and third convolution layers, the filters have kernels of size3, following
the previous two layersA MaxPooling layer with the dimension pool 2 has been
applied this time. The pooling layer would finally be flattened into one vector.
There are 32 nodes in the fully connected layer, which is also called the hidden
layer. A drop-out layer following the hidden layer modifies 25% of the active
nodes to prevent the model from overfitting. The last CNN layer is a three-class
output layer composed of three nodes, and this layer is used SoftMax activation
function.

4 Result and Discussion

In this section, we’ll talk about the performances of the applied model identifies
human age. Human age primarily classified into three groups which are child,
adult and old. It discusses a brief description of the data collection used in the
study and analysis process. In this paper, we have used OU-ISIR Gait Database,
Large Population Dataset with Age (OULP-Age). The dataset has been split into
80–20% train-test section. We have used 80% (1244 samples) of the data to train
our model with CNN and CNN-LSTM, remaining 20% (312 samples) data has
been used for validation of the trained model.
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Table 2. Description of the LSTM-CNN system architecture.

Model contents Details

First and second LSTM layers 64 nodes, 85 × 1

First and second convolution
layers

64 filters of size 3, ReLU activation function

Max pooling layer Pooling size 2

Third and fourth convolution
layers

32 filters of size 3, ReLU activation function

Max pooling layer Pooling size 2

Hidden layer 32 nodes, ReLU activation function

Dropout layer Deactivates 25% of node randomly

Output layer 3 nodes for 3 classes, SoftMax activation
function

Optimization function Adam

Learning rate 0.001

Loss function Categorical cross entropy

4.1 System Configuration

We used the tensor-flow enabled GPU [24] for implementation of convolution
neural network. A suitable GPU for the deep learning model training is required
because there are many matrix multiplication operations in the neural network.
Because of the processing power limitations in a CPU, the proposed CNN Archi-
tecture is designated for training on the Google Colaboratory cloud server. GPU
and Jupyter Notebook environment shared by the Google Colab is specially
designed to help the machine learner overcome the problem of the processing
unit. Google Colab has been used to train and test our presented deep learning
approach.

4.2 Tuning Hyperparameters

Hyperparameters are essential if they effect the behaviors of the system directly,
as fine-tuned hyperparameters affect the performance of the model significantly.
We used the Adam [25] optimizer to train 200 epochs, with a learning rate
of 0.0001 for a batch size of 64. In addition, the categorical cross entropy loss
function determines the class probability loss estimated by the softmax function.
Lastly, calculate each age groups probability.

4.3 Performance Evaluation Matrix

In this paper, we evaluated the age estimation output with Accuracy, Loss and
MAE (mean absolute error) [26]. We have compared the efficiency of the clas-
sification model to three metrics: accuracy, recall and F1-score. Accuracy can
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be defined as system capability to estimate the age against the ages of ground
truth. Accuracy can be determined from.

Accuracy =
TP + TN

TP + TN + FP + FN
× 100 (1)

The average of absolute errors between the predicted ages and the age of
ground truth can be known as MAE. MAE can be determined from

MAE =
1
n

n∑

j=1

| y − y′ | (2)

4.4 Result

Table 3 shows the training accuracy and validation accuracy of CNN and CNN-
LSTM. From the table we can see that the CNN algorithm’s training accuracy is
91.56% and Validation accuracy is 71.86% and CNN-LSTM algorithm’s training
accuracy is 80.86% and validation accuracy is 65.53%. From the observation, we
can see that validation accuracy is 20% less than the training accuracy in CNN
algorithm and in CNN-LSTM validation accuracy is 15% less than the training
accuracy.

Table 3. Training and validation accuracy.

Classifier name Training accuracy Testing accuracy MAE

CNN 91.56% 71.45% 3.75%

CNN-LSTM 80.86% 65.53% 5.50%

Gradient boosting 92.15% 69.48% 5.0%

Bagging 96.48% 67.47% 5.94%

Extra tree classifier 98.92% 63.28% 6.21%

Figure 4 shows the training and validation accuracy at each stage for CNN
algorithm. Here, green line shows the training accuracy and the red line shows
the validation accuracy. From the figure we can see that at initial stage the
training accuracy is 58% and validation accuracy is 51%. Gradually the train-
ing accuracy and validation accuracy is increasing with the number of epoch.
At final epoch the training accuracy is approximately 90% and validation accu-
racy is approximately 70%. After the 200 epoch between training accuracy and
validation accuracy is difference more than 20%.

Figure 5 shows the training and validation accuracy at each stage for CN-
LSTM algorithm. Here, green line shows the training accuracy and the red line
shows the validation accuracy. From the figure we can see that at initial stage the
training accuracy is 55% and validation accuracy is 50%. Gradually the training
accuracy and validation accuracy is increasing with the number of epoch. At
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Fig. 4. Training and validation accu-
racy of CNN algorithm (Color figure
online)

Fig. 5. Training and validation accu-
racy of CNN-LSTM algorithm (Color
figure online)

final epoch the training accuracy is approximately 80% and validation accuracy
is approximately 65%. Difference between the training and validation accuracy
is approximately 15% after the 200 epoch.

Fig. 6. Training and validation MSE of
CNN algorithm (Color figure online)

Fig. 7. Training and validation MSE
of CNN-LSTM algorithm (Color figure
online)

Figures 6 and 7 shows the MSE of training and validation of the CNN and
CNN-LSTM algorithm. In these figure the blue line shows the training MSE and
orange line show the validation MSE. From Fig. 6 we can see that at initial epoch
the training MSE is greater than 0.18 and while the epoch is increasing the loss
is decreasing. At the epoch number 200 the MSE is less than 0.10. When the
epoch number is increasing the difference between the training and testing MSE
is become minimized. From Fig. 7 we can see that at initial stage the validation
MSE is 0.16 and training MSE is greater than 0.17. The difference between the
training and validation MSE is gradually increases while the epoch number is
increasing.

Figures 8 and 9 illustrates the confusion matrix of CNN and CNN-LSTM
based algorithm. The confusion matrix is applied to three classes: child, adult,
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Fig. 8. Confusion matrix of CNN algo-
rithm

Fig. 9. Confusion matrix of CNN-
LSTM algorithm

and Old. The row of the table represents the true class, and the column represents
the class that classifiers know. The value in the table shows the possibility of
recognizing the real class.

Table 4. Age estimation performance matrices

Classifier name Class level Precision Recall F-score

CNN Child 0.80 0.91 0.85

Adult 0.50 0.52 0.51

Old 0.72 0.50 0.59

CNN-LSTM Child 0.77 0.70 0.89

Adult 0.46 0.44 0.45

Old 0.58 0.55 0.56

Gradient boosting Child 0.72 0.82 0.79

Adult 0.48 0.43 0.45

Old 0.48 0.46 0.47

Bagging Child 0.63 0.89 0.71

Adult 0.48 0.38 0.42

Old 0.66 0.54 0.59

Extra tree classifier Child 0.72 0.92 0.84

Adult 0.68 0.26 0.38

Old 0.65 0.64 0.65

The Above Table 4 shows the precision, recall and f-measure of the CNN and
CNN-LSTM based algorithm. From the table we can see that child class shows
the better precision, recall and f-Score in two algorithms and adult class shows
the worst precision, recall and f-score in two algorithms.
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We have also compared our proposed CNN-LSTM with other existing work.
Table 5 shows the comparison with other existing work. From the table we can
see that the proposed method has the highest accuracy among the other work.

Table 5. Comparison of our proposed methodology with existing work.

Author Method/Algorithm Performance matrix (%)

[8] Ensemble MAE (5.94%)

[16] TCN MAE (12.29%)

[17] Multu-layer perceptron RMSE (9.72%)

[19] Multi-stage CNN MAE (5.84%)

Our proposed method CNN MAE (3.75%)

5 Conclusion and Future Work

In this study, the best deep learning algorithm has been attempted to estimate
age in the inertial sensor gait dataset. This experiment analyzes the largest iner-
tial sensor OU-ISIR gait dataset. The use of time and frequency domain char-
acteristics is a key aspect of our paper and we also choose the most appropriate
features for estimating age. These derived functions are used to train our chosen
deep learning models successfully. Nevertheless, in this analysis, only 1100 train-
ing set data were used. We will collect more data for the training process in the
future and we also try to build more deep learning model [27–32] and use some
traditional machine learning model [33–39]. As our proposed deep learning does
not give the better accuracy so in future we will apply some data preprocessing
technique to improve our accuracy also to handle ambient conditions.
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1 Introduction

In recent trends, video transmission through Ad Hoc networks is required to be
concentrated plays a vital role in processing bandwidth and power for mobile
Ad Hoc devices. An Ad Hoc network is defined as a group of devices that allows
users to provide static infrastructure for exchanging consecutive data. Each node
in the network will act as a router. As a result of a quick process Ad Hoc
network, a video transmission becomes an additional feature than other video
transmission systems. Video transmission is defined as a process of streaming
and compressing transmitted videos through the internet. The drawback is that
it requires sufficient distance to transmit those videos. One of the most stimu-
lating tasks is making video communication through the Ad Hoc network more
consistent. Both line breaks, as well as packet loss from video channel, will often
get occurred because of mobility and the disappearing of nodes from particular
channel video. In addition to this, the errors for compressed video bitstreams
become delicate due to the dependency of temporal data and the variable length
of coded ciphers. Each frame error has been transmitted into a various set of
frames through which the quality of video gets degraded for some point. A for-
ward error correction (FEC) method possesses a better choice to detect the
channel error that is required. But redundancy of transmitted data gets affected
because packet loss of transmitted video will not work properly. An automatic
repeat request is an existing method is utilized to identify missing packets of the
video channel [1]. It provides less overhead than forwarding error correction. It
is utilized as one of the most effective applications for backchannel that provide
sufficient availability of video decoder channels respectively. At a certain point, a
retransmitted packet of video channel will not be suitable. When retransmitted
video packet gets lost, then that particular part of the video frame gets hidden by
other information video frames. On the other hand, a bursty error environment
becomes a common part of Ad Hoc networks through hidden data is required to
be efficient, In this case, Multiple Description Coding (MDC) makes a path to
be effective. These distributed errors get occurred within a frame in a separate
manner that makes hidden packet loss be executed more efficiently. A flexible
macroblock ordering method in H.264 AVC video standard has been established.
It denotes the process of arranging Macro-Blocks (MB) into several groups where
each group description of the video was described based on a specific pattern
[2]. A layered coding method [3] is utilized [4] to enhance error resiliency video
and supports several network properties. It converts the base layer into many
enhancement layers. It also delivers basic video quality to improve the quality
of the base layer. This method encodes standard codecs of the enhancement
layer autonomously based on the accessibility of the base layer. A base layer
is much more essential than an enhancement layer as it is required to protect
an error-prone network of video transmission [5]. A quality-of-service routing
problem in a MANET, self-organizing mobile route network linked through a
wireless network without access point that provides a real-time factor for mul-
timedia applications. Aliyu et al. [6] proposed a multipath video transmission
protocol that considers the path’s route coupling effect to minimize interference
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between paths which is utilized to develop an interference-aware video streaming
method considering angular driving statistics of vehicles. Asif-Ur-Rahman et al.
[7] proposed a five-layered heterogeneous mist, fog, and cloud-based IoHT [8]
framework capable of efficiently handling and routing (near-)real-time as well as
offline/batch mode data. They have concluded that the designed network via its
various components can achieve high QoS, with reduced end-to-end latency and
packet drop rate, which is essential for developing next generation-healthcare
systems.

The basic idea of this video transmission is to distribute the number of tick-
ets from the source that could be separated into sub tickets to search satis-
factory multi-path. Through simulations, the value of our multi-path protocol
flexibility was maintained when the network bandwidth is very limited, it deliv-
ers a higher success rate to find satisfactory QoS route than those protocols
that allow users to find uni-path, and also when network bandwidth is suffi-
cient performs almost similar to those protocols from both routing overhead
and success rate. An EDBTC bitmap video has been constructed to reward the
brightness of nearby pixels. It separates the particular block of video into several
non-overlapped videos. Each video has been processed individually to provide
the EDBTC video encoder and decoder process. The main contribution of the
paper are to encompass EDBTC video encoder method for encoding video and
propose an EDBTC video decoder method for decoding video. The remaining
section of the paper is ordered as follows: Sect. 2 presents a brief review of the
existing research works related to both Ad Hoc network and unequal error packet
technique and also its advantage and disadvantage were discussed briefly Sect. 3
shows the detailed explanation of the proposed EDBTC comparative analysis
of proposed work. Section 4 involves the short discussion of the conclusion and
future work of the proposed work.

2 Proposed Work

This section presented a proposed work of EDBTC extension from the video
encoder and decoder process. An EDBTC video provides a better method for
integrating the error diffusion kernel into the bitmap video that is produced. It
contains two quantizers such as minimum and a maximum quantizer. It delivers
low computational complexity for both bit map video and quantizers. In the
EDBTC method, two quantizers and a video bit map have been created by
computing several moment values to reduce high computational. Consider color
video of size M × N that are separated into non-overlapping video block size
m × n. Assume f(a, b) = {fR(a, b), fG(a, b), fB(a, b)} as block of video, where
a = 1, 2, · · · ,m and b = 1, 2, · · · , n. Every video, this proposed EDBTC creates
single bit map video bm(a, b) and also quantizerqmin and qmax. The size of the
bit map video is similar to the size of the original video for both the encoder
and decoder process. It is used to produce an error kernel representation of bit
map video. To overcome the contour problem, an EDBTC property for error
diffusion has been proposed. A blocking process of EDBTC in error kernel has
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been quantized from one part into another part of video encoded and decoded
boundary. It has been determined by performing average threshold values along
with the error kernel. In a block-based encoder and decoder process, the path
moves from left to right and top to bottom for every pixel of a video given. Both
f(a, b) and f̄(a, b) represents original and average inter-band value respectively.
It can be determined as

f̄(a, b) =
1
3

(fR(a, b) + fG(a, b),+(a, b)) (1)

The Eq. 1 states that fR(a, b), fG(a, b), fB(a, b) represents represents video pixels
like red, green, and blue color channels. A gray scale video has been viewed by
average inter-band video of encoder and decoder process. A minimum, maximum,
and mean value for inter-band average can be computed as amin = min

∀a,b
f̄(a, b),

amax = max
∀a,b

f̄(a, b) and x̄ =
∑m

a=1

∑n
b=1 f̄(a, b). An video bit map k(a, b) has

been computed and determined as

k(a, b) =

{
1 if f̄(a, b) ≥ x̄

0 if f̄(a, b) ≤ x̄
.

An intermediate value l(a, b) for similar bitmap video time generation has been
produced. This value l(a, b) are determined as

l(a, b) =

{
amax iif k(a, b) = 1
amin if k(a, b) = 0

.

An EDBTC residual quantization error of video can be calculated by given
equation g(a, b) = f̄(a, b) − l(a, b). This EDBTC thresholding method from one
pixel into another pixel of residual quantization error that has been diffused and
accumulated to nearby unprocessed. An unprocessed pixel f̄(a, b) is updated and
computed by using equation

f̄new(a, b) = f̄(a, b) + g(a, b) ∗ µ (2)

In Eq. 2, where µ where represents the error kernel that is used to diffuse
the quantization residual method into neighboring pixels encoded into EDBTC
thresholding. A symbol ∗ represents convolution operation. There are different
error kernel diffusion operations is performed for Jarvis error kernel, Burkers,
Floyd-Steinberg, Sierra, Stucki, and Stevenson. The purpose of selecting extreme
values to represent video blocks is to produce a dithered result and also to
reduce the annoying blocking effect or false contour of EDBTC video. An error
at the boundary of the video block must be dispersed to their particular adja-
cent blocks. This could be estimated considerably reduced from reconstructed
EDBTC video. It consists of information about RGB color video that can be
obtained by finding minimum and maximum value for every color video block.
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A two consecutive EDBTC color quantizers have been also calculated by observ-
ing every block or frame of a video

qmin(i, j) = {min
∀a,b

fR(a, b), ,min
∀a,b

fG(a, b),min
∀a,b

fB(a, b)} (3)

qmax(i, j) = {max
∀a,b

fR(a, b),max
∀a,b

fG(a, b),max
∀a,b

fB(a, b)} (4)

In Eqs. 3 and 4, where qmin(i, j) and qmax(i, j) represents maximum and
minimum quantizer of video encoding and decoding process min

∀a,b
fR(a, b),

min
∀a,b

fG(a, b), min
∀a,b

fB(a, b) and max
∀a,b

fR(a, b), max
∀a,b

fG(a, b), max
∀a,b

fB(a, b) represents

maximum and minimum video color coding.
Figure 1 represents the overall diagram for the proposed EDBTC video

encoder and decoder system. It is unable to encode or decode video. Then, the
index of a video is capable of obtaining values from the CBIR system. At the
EDBTC encoding process, both color quantizers and bitmap video of the decoder
have been sent through a transmission channel. It replaces the video bit map
as 1 and 0. Here the value 1 represents the maximum quantizer and the value
o represents the minimum quantizer. In the encoding process, the EDBTC pro-
cess sends video bit map value into the encoder through a transmission channel.
It converts the original video into a reconstructed video of a transmitted video
channel. In the decoder process, there is no such computation required that
makes the user understandable in real-time applications. An EDBTC encoder
and decoder process both blocking effect and false contour through which the
produced EDBTC video has been reconstructed.

Fig. 1. Mobile adhoc network
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3 Performance Analysis

In this section, the performance results of both existing and proposed techniques
LC JCM, LC JSVM, and EDBTC are analyzed and evaluated based on PSNR
values for various Paris sequences. To prove the advantage of the proposed sys-
tem, LC JM is compared with some of the existing techniques like LC JCM,
LC MDC1, and LC MDC2. In those consequences, Paris sequences for two con-
secutive 90-frame video test sequences were coded at 30 frames/s.

3.1 Peak Signal to Noise Ratio

The quality of the video has been calculated and measured by using the PSNR
formula of the reconstructed video decoder. Here, where N number of pixel
frames in PSNR can be calculated as follows

PSNR = 10 log 10

[
2552

1
N

∑
i

∑
j(Yref(i,j) − Yproc(i,j))2

]

(5)

where Yref(i,j) and Yproc(i,j) represents pixel values for both reference and pro-
cessed frames correspondingly. In this paper, the proposed EDBTC method has
better performance than other existing systems such as LC JM, LC MDC1 and
LC MDC2. A single path for Paris sequence packet values of PSNR will be sent.
The performance analysis for data loss PSNR and time coding Paris sequences
in existing and proposed system graph values has been determined (Fig. 2).

PSNR Data Loss for Paris Sequence. The Fig. 3 represents PSNR data loss
for Paris sequences. The x-axis denotes video data loss and y-axis denotes PSNR.
The LC MDC1 method provides good performance than LC MDC2. If the error
gets burst, then video information from different path becomes essential. A data
loss value for video packet in x-axis ranges from 0 to 30 and PSNR value in
y-axis ranges from 0 to 40. The LC JM values from 0 to 30 are 37.5, 37, 36, 32.5,
32.7, 26, 22, 18 and 14.5. The LC MDC1 and LC MDC2 values from 0 to 30 are
37.2, 37, 36, 33.5, 32, 28, 24.5, 21, 17, 37.5, 37.1, 36.2, 34.2, 33, 29, 25.2, 21.8
and 18. Finally, the LC JSVM values from 0 to 30 are 38, 37.8, 37, 34.3, 32.5,
28, 24, 20 and 16.5.

Comparative Study: Time Coding for Paris Sequence. The Fig. 4 rep-
resents time coding for Paris sequence. The x-axis represents rate and y-axis
represents time. A rate value in x-axis ranges from 200 to 1900 and Time value
in y-axis ranges from 0 to 300. A coding time frame for video encoder and
decoder contains two process like buffering and arranging MBs. The proposed
LC MDC method achieves high scalability performance than existing system
like LC JM and LC JSVM. A rate and time frame from 200 to 1900 in LC JM
are 60, 70, 90, 100, 115, 140, 175, 210, 240 and 255. Similarly, rate and time
from 200 to 1900 for both LC MDC1 and LC MDC2 are 55, 65, 85, 92, 107,
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Fig. 2. Overall diagram for EDBTC proposed system in video transmission
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Fig. 3. PSNR data loss for Paris sequence

Fig. 4. Time coding for Paris sequence
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125, 127, 160, 165, 190, 195, 225, 230, 240 and 242. Finally, the rate and time
frame from 200 to 1900 in LC JSVM are 75, 90, 105, 120, 135, 155, 185, 225, 260
and 275. Figure 5 depicts the deforming coding rate of the HERP versions and
the proposed with variable Bit Error Ratio. It is observed that for less value of
BFR (i.e. >0.000005), the proposed and the two HERP versions deliver the same
decodable frame rate that states the non-utilizable redundancy at this level of
an error on HERP performance protection. Consequently for higher Bit Error
Ratio values i.e., >0.00001 the DFR values of the HERP version decrease to
avoid transmission delay. As per the above results, the THL value is fixed as
0.00005. Figure 6 illustrates the average delay in transmission attained by the
solution. When BER is less than 0.002, HERP attains a low average delay when
compared with UDP-SPFEC. Due to network overload that disturbs the delay
in transmission the performance of UDP-SPFEC is reduced. In contrast, HERP
possesses a low transmission delay since the maximum redundancy rate is not
used to circumvent the overload of the network and the transmission rate is not
reduced at a similar time error. Consequently, as the BER is more than 0.002,
UDP-SPFEC achieves less average delay than HERP, since the HERP mecha-
nism lowers the rate of transmission to evade the blocking issue and also because
of a large number of I-frame retransmission of video packets. Figure 5 demon-
strates that UDP attains minimum average delay than UDP-SPFEC, proposed
and HERP with BER since the jamming problem faced by UDP-SPFEC and the
reduction in the rate of transmission by HERP was not faced by UDP. Figure 7
depicts the average PSNR of every video structure for the pretended protocols.
It is observed that when the Bit Error Ratio is less than 0.002, the HERP pos-
sesses high PSNR than UDP, proposed and HERP due to HERP’s PDR is high
than the other compared protocols that deliver high DFR.

Fig. 5. Comparison of HERP versions with variable Bit Error Ratio.
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Fig. 6. Comparison of BER with average delay in seconds.

Fig. 7. Comparison of BER with average PSNP.

4 Conclusion

In this paper, a layered coded video transmission by disjoint paths in the Ad Hoc
network is proposed to increase the video layer of the error-prone network. It is
a method that separates a given video into several non-overlapped video blocks.
Every video block is processed separately to acquire two extreme quantizers. A
layered coding is also known as a scalable video coding method that is utilized



An Error Resilient Video Transmission in Ad Hoc Network 305

to extract the encoded and decoded quality of the video. To generate a sketch
for a single layer of video, a flexible macroblock ordering method is utilized to
protect the base layer. To overcome existing methods, a new EDBTC method
is proposed to achieve indexing color video transmission of both encoding and
decoding processes. It is used to represent encoded data for both quantizers and
bit map video. The performance analysis for both PSNR data loss and time
coding for the Paris sequence has been determined and executed.
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Abstract. In recent years, visual assistants of humans are taking place
in the consumer market–the eye-line of humans equipped with a see-
through optical display. Computer Vision Technology may play a vital
role in visually challenged people to carry out their daily activities with-
out much dependency on others. In this paper, we introduce ALO (AI for
Least Observed) as an assistive glass for blind people. It can listen as a
companion, read from the internet on the fly, detect surrounding objects
and obstacles for freedom of movement, and recognize the faces he is
communicating with. This glass can be a virtual companion of the users
for social safety from unknown people, reduce the dependency of others.
This system uses the camera for identifying human faces using MTCNN
deep learning technique, bone conduction microphone, and google API
(Application Programming Interface) for translating voice to text and
text to bone conduction sound. A Market Valuable Product (MVP) has
already been developed depending on our survey of over 300 visually
impaired persons in Europe and Asia.

Keywords: Smart glass · Blind vision · Face recognition · Object
detection

1 Introduction

Globally, at least 2.2 billion people have a vision impairment or blindness. The
majority of these populations face moderate or severe distance vision impair-
ment or blindness due to refractive error, cataracts, glaucoma, corneal opacities,
diabetic retinopathy, and trachoma. In terms of regional differences, blindness
in low and middle-income countries projects to be four times higher than in
developed countries. In the Asian region, the blindness problem is 10% lower
than the developed region [1].

The healthcare industry is in the midst of a transformative period, thanks to
the emergence of sensor technology and the rapid implementation of the Internet
of Things (IoT) [2–4]. These sensors and IoT devices provide researchers with
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several opportunities to develop assistive products for people with special needs
in a variety of ways [5–8].

In recent years, researchers have attempted to develop innovative gadgets
that will be of assistance to visually impaired people in their daily lives. Nev-
ertheless, since the end-users are real blind people, finding a solution must be
based on empathy for the situation. The standard survey method will never
be effective in identifying their life’s most difficult challenges. The process of
prototyping hardware and software involves a great deal of thinking and itera-
tion to be successful. There are unique problems in each and every fundamental
domain of Artificial Intelligence – Machine Learning, Cognitive Vision, and Nat-
ural Language Processing, for example – from data preparation to attaining
high accuracy levels using performance measurements [18,19]. Though the chal-
lenges, researchers and startup industries are trying to develop vision assistance
to blind people. We are proposing an intelligent eyeglass for blind people that
can assist them in indoor environments. In indoor, the blind or low visioned
person needs daily activity like pouring water into the glass for drinking. In this
scenario, users need to find the glass and water bottle first and know its loca-
tion in indoor premises [16]. Therefore, they need a companion or ask help from
family members to serve them. In addition, in the developed country, blind peo-
ple have many community services in a working hour, but in the Asian region,
that kind of service is rare. So, they need to help themselves to find some-
one by oral communication. If glass demonstrate someone around them like in
[20,21], it would be great. In this context, researchers and startup companies
come up with some solutions with the help of AI. One of the widespread prod-
ucts provided by google’s X lab. This intelligent glass uses primary navigation
and localizes information based on the mobility of the mobile user on the road.
It uses an optical head-mounted display connected via wi-fi or pairing with
an android mobile phone to assist the user in getting information surrounding
them. It also uses its Speech to Text/Text to Speech (GTTS) for communi-
cation with users. According to our study, researchers try to assist real blind
people by innovating technology for oral communication (OC). Moreover, gives
observability of the surrounding through the camera, object detection (OD),
face detection/identification (FDI), optical character recognition, and bone con-
duction (BC) for ear free hearing. The summary of our findings from different
research groups describes in tabular form in Table 1.

Table 1. System review for blind people assistive product.

Product Developer OC NAV OD FDI BC

Google glasses [9] Google Inc Yes Yes Yes Yes No

Aira [10] Suman Kanuganti Yes Yes Yes No No

eSights [11] CNETs No No Yes Yes No

[12] CCES, PMU Yes Yes No No No

ALO Yes Yes Yes Yes Yes Yes
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Fig. 1. Overall system specification

In this paper, we are proposing an intelligent goggle named ALO (AI for
Least Observed) that can communicate with blind people or user with the help
of the internet. It can able to read text from any newspapers. We use “google
text to speech (gTTS)” service API for reading the text and send it to our bone
conduction microphone because we want to free the user’s ear from hearing
bud. It can recognize the object around the user so that s/he can find their
necessary things without the help of companions or family members. Our glass
also trained to recognize the user’s family members or acquaintances with whom
they communicate in their daily lives. These features make them self-dependent
when they go outside. When blind people are in their comfort zone, users want
to do their work like finding water glass and bottle, TV remote, finding the
dress to wear, etc. Our system acts as a complete companion in their life to
give them freedom of movement in an indoor scenario. Figure 1 illustrated the
overall system features and real market valuable product (MVP) unit. In the
subsequent Sects. 2, 3 will describe ALO briefly with our survey over 300 blind
participants from Asia and European regions.

2 AI for Least Observed (ALO)

We are proposing ALO in collaboration with the Ministry of Economic Develop-
ment, Italy, and the ICT division of the Bangladesh government by conducting a
survey of 300 participants from both countries. Among them, 158 are male par-
ticipants, and 142 are female in 6 different age groups illustrated in Table 2. Our
survey illustrated that 60% male and 40% female are suffering from low vision
due to accident or disease. We have also interviewed them personally by social
interaction method in the park, road, or home. 88.2% of the sample population
feels lack of autonomy in aspect to

– Dependency on assistance,
– Not understanding the Surrounding,
– Inability to recognize the facial expression of others,
– Inability to find Objects, and,
– Inability to understand Distance and Direction.
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Table 2. Survey sample size of 300 participants

Age Sample size Male Female

<20 18 12 6

21–30 25 14 11

31–40 64 34 30

41–50 67 35 32

51–60 76 38 38

61–70 50 25 25

Moreover, 81.2% feels worried in the aspect of 1: Lack of visual information,
2: Unable to determine risks, 2: person/kids/pets in the vicinity, Obstacles/risks
around the path, 3: Unable to see the facial expression of others and 4: Inability
to understand texts/reading materials. Moreover, we found that lack of self-
esteem, Inability to develop a desired life or career, Forced to follow a routine
without any exception, Psychological health condition of the subject, Gradual
disconnect from society (example: Friends or colleagues), and Self-isolation by
the subject [22]. Therefore, Fig. 1 ALO gives them a chance to lead their own
life without dependency, communicate with other persons, remember acquainted
persons in the next meet, measure the object’s distance to avoid or pick up, and
read contents from the internet.

3 System Overview

Our goal is to make a Market Valuable Product (MVP) for the slightest vision
or blind user. So that, they can read text from internet resources like Wikipedia
or any daily newspaper, detect and recognize the faces of family members or
acquainted person at home or roadside walking, detection of an object for using
or avoiding hazardous. ALO uses Raspberry pi zero W model with 8 Mega Pixel
camera module (Sony IMX219 image sensor) supported by 850 mAh battery for
2 h of continuous energy supply. It also uses a 2.4 GHz wi-fi module for home
use. Noise cancellation MIC and used Remax earphones wireless audio driver
circuit running a bone conduction module. The dimension of ALO is 154 mm
× 43 mm and 147 mm from the side view angle and 154 mm × 40 mm from the
front view. Total weight is average 80 gm only, which will give comfort for the
users (Fig. 2).

3.1 Real Time Messaging

Our system also proposes a high level of service integration ecosystem to support
blind users through this glass illustrated in Fig. 4. ALO uses a contextual chatbot
for a live conversation with users. Users give voice commands through noiseless
MIC using a real-time messaging protocol like person detection or object detec-
tion using Google speech API services. Moreover, Contextual chatbot API then
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Fig. 2. Side and front view of ALO

hooks the scheduler model update service to get the API for other services. Model
builder and model service layer are separated because of continuous update of
the model when ALO gets new objects or persons. ALO assists the different users
simultaneously from the web. Hence it will open API services for real-time mes-
saging among targeted users and storage of ALO. For real-time messaging, ALO
uses Mesibo [13] frameworks for building on system FnF APP which can open
instantaneous replies from the chatbot. The working procedure of Mesibo illus-
trates in Fig. 3. Moreover, the chatbot model continuously updates its model
depends on the conversations. Users to ALO real-time communication makes
extremely simple by Mesibo. mesibo know about each of ALO end user. Mesibo
will create an access token for each user and give it to the unit using the internet
(using mesibo Server-side Admin API) to give respective access tokens to the
users. Therefore, users use this access token in Mesibo SDK to create a real-time
connection with the mesibo server to send and receive real-time messages. Using
this system, users can communicate with the glass by voice command. To imple-
ment this task, we use Google Speech-to-Text (gSTT), which interfaced with
a python library to get the message into our Mesibo architecture for real-time
execution of the command. gSTT has a multi-language support API for convert
the ultimate length of voice to text. This API recognizes over 120 languages and
variants to support the user base. gSTT uses deep natural language machine
learning techniques to identify the languages for instant translation to text. In
our system, we use only English and Bangla for MVP purposes. We have used
a simple questionnaire in fig that the user may ask to find an object or person.
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Fig. 3. Mesibo works flow

Fig. 4. Question ask by the user to the system

3.2 Bone Conduction Unit

The regular headphone uses wired or wireless passes through the ear canal to
the eardrum for making a spectrum of voice. The bone conduction unit of our
system works by vibrating against the bones in our cheeks or upper jaw, passing
the ear canal to direct hit on the eardrum. Therefore, users are independently
listening to system output as well as surrounding events. We included HBQ-
Q25C TWS Wireless Bluetooth Headphones Ergonomic Waterproof Earbuds
Ear Hook Bone Conduction (BC) Earphones module. This particular module
has 10 m of transmission distance with a sensitivity range 50–180 KHz. In Fig. 5
exhibit our BC unit attached to ALO, modified to be compatible with our system
for connecting it. We opened the bought bone conduction product and tried to
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reset up it. We have changed the battery and circuit of the bone conduction unit
and attached it with our glass handle. So, this BC module is no more wireless
Bluetooth, and it now acts as a System on a chip (SOC) (Fig. 6).

Fig. 5. ALO Bone Conduction Module

3.3 Object Detection

Our system can successfully detect objects in an indoor situation to find out the
objects like water bottles, cups etc., for daily uses. We used Look Only Once
(YOLO) [16] for object detection based on VGG-16 deep learning architecture.
Though most Image Recognition Systems (IRS) use GPUs, we use the tiny
version of YOLO’s cpuNet that runs on a CPU at 15 FPS, which is quite good
for detecting only 80 classes of objects using COCO dataset [14]. COCO dataset
contains 82,783 training, 40,504 validation, and 40,775 testing images split into
train, validation, and test data. There are nearly 270k segmented people and
886k segmented object instances in the 2014 train and validation data alone.
The cumulative 2015 release will contain 165,482 train, 81,208 val, and 81,434
test images. Moreover, we use VGG-16 net to train the model developed in Keras
and the google TensorFlow framework. The system is identifying an object with
98% of accuracy. In addition, when a user gives a voice command like ”What is
in front of me?” using mesibo framework, it takes a camera feed. It feeds into our
IRS model to identify object and labeling as categories and name it. The user
gets feedback sound through a bone conduction microphone which is attached
to our unit. Figure 7 shows the accuracy of detecting objects using our system.
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Fig. 6. System Architecture of ALO

3.4 Face Detection and Identification

Humans are using feature-based techniques to solve vision problems. The
machine also uses the same process, such as the cascade classifier. Nowadays,
deep learning methods have achieved state-of-the-art results on standard bench-
mark face detection datasets like Multi-task Cascade Convolutional Neural Net-
work (MTCNN). In the traditional feature engineering method, we need thou-
sands of features or kernels to detect the facial point to identify the face. But,
in MTCNN, face detection and face alignment are done jointly, in a multi-task
training fashion. Face alignment allows the model to detect better faces that are
initially not aligned. MTCNN model structure uses three networks; at the first
stage of this system, the image is resized to a range of different sizes called an
image pyramid. And, then the first model (Proposal Network or P-Net) proposes
candidate facial regions, the second model (Refine Network or R-Net) filters the



314 S. A. Mamun et al.

Fig. 7. System performance of ALO for object detection.

bounding boxes, and the third model (Output Network or O-Net) offers facial
landmarks. There are three types of prediction uses in MTCNN; face classifica-
tion, bounding box regression, and facial landmark localization. Three models
are not directly connected and act as a lap of a sprint race. When one round
finishes, the next one starts, and so on until the 3rd lap finished. The additional
processing is performed between stages; for example, non-maximum suppression
(NMS) is used to filter the candidate bounding boxes proposed by the first-stage
P-Net, the input feeder R-Net model. Figure 8 shows the camera feed of faces and
extract faces from the feed, and Fig. 9 illustrated that our system could recog-
nize those two faces using MTCNN framework. In our system, we use OpenCV
library with python to implement the model. As we are considering multiple
models in our architecture to work simultaneously and recognize the acquainted
person’s faces, we have developed multi-layer trained deep CNN for cascading
the facial images in training and validation. Our system also teaches individ-
ual models with a single image instead train the whole model for classification.
Moreover, multiple users can update their model on-the-fly mode to store and
prepare their model without dormant the previous weight file rather than update
it concurrently.
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Fig. 8. Face detection using MTCNN

Fig. 9. System output for MTCNN face detection

4 Conclusion

In this paper, we propose communicative assistive tools for blind people found
by the survey of 300 participants of real blind users. Our system gives level
up the user’s confidence level in their daily life. ALO also gives them a com-
fort zone to communicate with another person whether they are unknown to
them. Hence, also improve their security when they are communicating with
an unknown person at home or road. We will do more experiments in natural
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environment scenarios shortly and find their comfort level for using ALO. Addi-
tionally, implement improved circuitry for resizing the glass at the minimum
size and weight. We will train our system with different objects, languages and
enhance the voice-to-text accuracy also.
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Abstract. In this pandemic, children are affected heavily by lockdown
and quarantine worldwide. Hence, children’s awareness of COVID-19 and
passing a joyful time at home are necessary for their mental health. In
this work, we developed a mobile gaming app named COVID-Hero, which
intends to learn and create awareness among children about COVID-19.
Using this app, they obtain scores/points by grabbing the right objects
from their superhero-shaped player, which are fun, attractive, and psy-
chologically helpful during this pandemic. However, we designed a ques-
tionnaire and conducted a user survey of different aged people who gave
their opinions about this game. Finally, numerous significant features
were extracted and prioritized using machine learning regression models
that enhance children’s COVID-19 awareness and tolerable behavior in
this pandemic.
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1 Introduction

On December 31, 2019, Wuhan Municipal Health Commission (WMHC)
reported that a cluster of pneumonia cases had been identified in Wuhan, Hubei
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province, China. Then, the coronavirus disease (COVID-19) was first identified
there [4,20] and eventually spread it throughout the world [26]. To transmit
coronavirus human to human, different types of medium are considered, such as
close contact, sneezing, coughing, and respiratory droplets for both symptomatic
and asymptomatic individuals [9]. However, the symptoms of COVID-19 can be
expressed from 2 to 14 d [7]. Later, the World Health Organization (WHO) pro-
claimed this outbreak as a Public Health Emergency of International Concern
(PHEIC) on February 28, 2020 [22,25]. In this situation, various precautions are
followed, such as staying in the home, using masks, frequently washing hands,
restrictions at travels, avoiding social gatherings, and sanitizing places to get rid
of this pandemic [28]. Again, many countries are imposing lockdowns to prevent
COVID-19 by restricting the movement of their citizens.

While the adults are followed the precautions of deadly COVID-19, it is not
easy for children to keep up them at home because they are less susceptible
about this infection. However, a recent study showed that children aged from
newborn to 21 years old were admitted to pediatric intensive care units (PICUs)
in the United States and Canada due to COVID-19 [27]. So, children should
not go outside and no longer accompany with their friends in this pandemic
situation. Besides, they need to get worried and conscious about COVID-19.
Hence, a lot of enjoyable activities like various kinds of sports, songs, dances,
and humors can be used to concise children about this disease. Many digital
applications (i.e., computer/smartphone apps) are not only assisted to create
real-time solutions [12,32] but also used to build awareness against COVID-19
[24,25]. Likewise, game playing is a fun and accessible way to demonstrate this
threat more precisely. On the other hand, machine learning is an emerging field to
estimate unknown aspects about various issues more precisely [14,15]. Recently,
this tool is widely employed to explore significant facts about COVID-19 [5,25].
A study showed that video games are inspiring, innovative, and fruitful things to
impart implicit knowledge and carry out persuasive messages [3]. The rationale
of work is to aware kids about COVID-19 through game playing and extract
noteworthy factors about its impact using machine learning.

In this work, we proposed a machine learning framework where a 2D survival
smartphone based gaming app named COVID-Hero has been developed. In this
app, a protagonist character is used as a player and numerous components are
passed from left to right in the screen. In this situation, the player can be grab-
bing them by jumping from bottom to top. However, he should avoid virus to
save their lives. To justify impact of this game, a survey was conducted to get
public (i.e. specially the guardians of children) reactions. Afterwards, various
regression models were implemented on these instances to extract significant
features of this game’s effects. Therefore it can be seemed as a reliable platform
for children to learn about familiar positive and negative objects of this disease
in the subconscious mind. Hence, some following research questions (RQ) are
arisen about this work which are:
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– RQ1: How can we design and develop interesting games for children?
– RQ2: How this interactive game enhance children awareness about COVID-

19?
– RQ3: How machine learning techniques impact children performance and

awareness about this pandemic through this game?

This paper is organized as follows: Sect. 2 describes several works about
COVID-19 game development. Section 3 narrates some step by step procedure,
how we can develop this app, conduct the survey, and extract significant features
using machine learning methods. Section 4 explains the experimental results and
Sect. 5 evaluates the performance of this work. Finally, Sect. 6 summarizes the
outcomes and provides some future instructions that enhance this task.

2 Related Works

However, there were happened some works related to manufacturing associated
gaming applications to learn and make interaction about this pandemic situa-
tion. The first coronavirus game for children was recently developed by Richard
Weizmann named “Can You Save the World” [8]. It showed how children could
avoid pedestrians, cyclists, coughing people on busy roads, and maintain social
distance. Also, they rescued more people and got a higher score for defend-
ing themselves. Meanwhile, only 9 years old Italian child named Lapo Daturi
had stunned the world by making a funny game for children called “Cerba-20”
[1]. In this app, a spacecraft was fighting against its COVID-19 opponent and
required to kill all the coronaviruses for winning the battle. Then, a mobile
game entitled “COVID Run” had been launched by the developers of depart-
ment of Health, Kerala, where a young boy is considered the central character to
clear multiple obstacles including the coronavirus, infected people, gorges and
reach his destination [2]. Suppan et al. [29] developed a serious game named
“Escape COVID-19” to boost safe infection prevention and control (IPC) prac-
tices among health workers within the Geneva University Hospitals. They [30]
also build a gamified e-learning module to increase knowledge about the usage
of personal protective equipment (PPE) among prehospital health care workers.
Gasper et al. [10] developed a serious game named “COVID-19-Did You Know?”
which provided science based, personal care information and also assessed play-
ers’ knowledge about COVID-19–related topics. Laato [13] used location based
games to investigate the responses of game developers and players and observe
human movement during COVID-19 applying netnography method. Venigalla et
al. [31] proposed a 2D survival game named “Survive Covid-19” to educate indi-
viduals about taking stable precausions in the outside their homes (i.e., how can
we use masks, sanitizers and maintaining social distance) against COVID-19.
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3 Methods and Materials

This proposed methodology consists of several parts to explain how children can
learn about COVID-19 through game playing app and investigate its impact
using machine learning. The details of this framework is shown briefly in Fig. 1.

3.1 Requirement Analysis

Requirement Analysis is a crucial part of system development that specifies to
design this app as the expectations of users. First of all, we need to fix how we can
build this gaming app and what tools should be required to use. Consequently,
android which is the most common platform has been used for planning and
developing this app (see details Sect. 3.2). To realize the performance of this
game, we prepared a questionnaire about COVID-19 oriented gaming app and
taken a survey. Then, various machine learning models have been employed into
survey data to estimate which aspects are more significant to make children
aware about COVID-19.

3.2 COVID-Hero

Numerous media such as television, smartphones, tablets, and others are affect-
ing children minds in positive or negative ways. COVID-Hero makes an oppor-
tunity for kids to interact with real-life tools and learn about precautions of this
pandemic with fun. The working procedure of this app how can it operate and
make scores are provided as follows.

1. When COVID-Hero is run, it shows a splash screen message and a symbol of
fighting against COVID-19. Then, the enter button is needed to access the
game. This app has been made for the children more flexible way where they
do not requisite extra instructions to play it.

2. The background of this game is entirely astral. Moreover, several protago-
nist characters are used (e.g., superheroes like Superman, Thor), which draw
more attention to the kids. Also, different items are symbolized as positive
(i.e., wearing a mask, washing hands, and maintaining distance) and negative
objects (i.e., crowd, virus, etc.) that assist to learn such things with fun.

3. Recently, children are more enthusiastic, compassionate and fight against
coronavirus. Hence, there are considered three levels namely, level 1 (easy), 2
(medium) and 3 (hard) to make COVID-Hero more thrilling. In these levels,
a virtual avatar appears like a superhero that symbolizes the player. In this
game, the player can jump up and down vertically as well as catch individual
symbolic positive objects to gather points. But, grabbing the negative objects
are warned kids that they are harmful for losing scores (i.e., reduce 0.25 score
in each touch) or their life. However, the player have three lives to stay in the
game. If he touch the symbol of coronavirus, one life is overlooked at a time.
Moreover, he can stay in this game until losing all of his lives. Finally, when
the player drops all of his life to stay game, this app shows final scores and
finishes the game. Again, he can start a new session to play this game.



COVID-Hero 325

4. If the player obtains 500 scores without losing life, he reaches to the level
2 and asks to play in this session. Meanwhile, a superhero character and
another positive objects such as a doctor, oranges, food containing vitamin
C, stay home are used to catch them in the same way. Like level 1, the player
must avoid negative objects to keep scores and lives. If he touches the virus
objects at most three times, the game is terminated to display final scores.
In addition, the player can also run this game to play new session.

5. When the player gain almost 1000 scores, he comes into level 3 and can play
it in this session. Almost all positive or negative objects of both levels are
passed from left to right more rapidly and the player can touch them to get
scores. Like other levels, player have to avoid the negative objects specially
virus. Likewise, if the game is terminated in level 3, the final score is shown
and given the option to play again.

6. However, he can pause the running session at any stage and save the final
scores of this game. However, the lifelines are fully retrieved while shifting to
the individual levels of the game.

Developing Platform and UI/UX Design. In the Human Computer Inter-
action (HCI) model, a well-designed user interface (UI) is used to maximize the
usability of application. On the other hand, User Experience (UX) depicts an
application by supporting the desire and behavior of users. In this work, the
whole apps has been developed at android studio v4.0.1 (i.e.,Android version 10,
API level 29).

– User Interface (UI): COVID-Hero is developed using Java programming
language in android platform. Different classes and interfaces were used to
organize UI in this apps. Therefore, Canvas class is employed for hosting
the draw calls and Paint class is applied for style and color information about
drawing geometries, text and bitmaps. Alongside Bitmap class depicts bitmap
images as well as BitmapFactory deploys these images as resource, input-
Stream or file.

– User Experience (UX): In COVID-Hero, the background, protagonist
characters (i.e., the players) and other objects are important to grow flex-
ible user experience about this app. The main characters are considered as
the Marvel and detective comics (DC) characters alike Superman and Thor
in different levels. Alongside the signs of different objects (e.g., mask man,
doctor, hand-washing, virus, distancing, vitamin C, staying home etc.) are
quite enchanting to enthrall the children. Moreover, every loss of life makes a
heart from red to fade where the lifelines are fully recoverable at the different
levels in the game. However, the moving sign and flying of the players create
this gaming environment more dynamic. In the change of levels, notification
message makes children more amicable to play this game.
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Fig. 1. Proposed methodology where (A) different requirement have been analyzed,
designed the structure and developed smartphone-based gaming app named COVID-
Hero, (B) prepared a questionnaire to assess the performance of COVID-Hero and take
a survey from various users (C) preprocessing survey instances, implemented regression
models and explored the priority list of individual features

3.3 Survey Works

After releasing the prototype of this app, we gathered several participants to
get user feedback about COVID-Hero. First, a survey questionnaire had been
prepared and validated by a psychological expert [23]. These comments were
taken using two steps namely pre-survey (before playing/observing) and post
survey after playing. Pre-survey was needed to extract general knowledge and
usefulness about this kinds of game. In this session, there are considered five
questions (F1–F5) to get opinions about the usefulness of this type of game.
Consequently, post-survey was used to take comments about how COVID-Hero
is useful to create awareness and learn about this disease among children. In this
light, it contains eight questions (F6–F13), where we took user reactions after
playing/observing this game. Due to the COVID-19 situation, the data collection
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procedures are too much difficult from the users. Hence, a working video clip
was useful to take responses about this game before and after observing it.
Therefore, it was not efficient way to take responses from under-aged kids. So,
we took responses from children’s legal guardians (e.g., parents, siblings, teachers
or others) on behalf of them where the audience (i.e., adolescents, adults, and
mobile game experts) age limits were found within 17–42 years old. Further,
some enthusiastic and interested people are also observed and give their feedback
about this app. Each response contains several options: strongly agree, agree,
neutral, disagree, and strongly disagree. Again, some of them are considered
different options like strongly satisfactory, satisfactory, neutral, not satisfactory,
and strongly not satisfactory. We shared the questionnaire and guided videos
with children via the participant’s email or social media respectively.

Table 1. Demographic description of survey data

Features Mean SE Median Mode SD Skewness Kurtosis

Age 22.245 0.210 22.15 23.000 3.035 1.901 9.132

Awareness (F1) 4.024 0.055 4.120 4.000 0.795 –1.207 2.312

Psychological Affect (F2) 4.096 0.043 4.130 4.000 0.622 –0.675 2.750

Habit (F3) 3.875 0.050 3.900 4.000 0.725 –0.574 0.548

Educational (F4) 3.986 0.050 4.050 4.000 0.726 –0.898 1.422

Attractivity (F5) 3.784 0.056 3.800 4.000 0.802 –0.551 0.635

Enjoyably (F6) 3.760 0.057 3.820 4.000 0.822 –0.949 1.249

Content (F7) 3.673 0.059 3.730 4.000 0.845 –0.726 0.385

Graphical Curiosity (F8) 3.423 0.064 3.500 4.000 0.924 –0.532 –0.376

Behavioral Changes (F9) 3.409 0.055 3.440 4.000 0.787 –0.264 –0.248

Mental Health (F10) 2.514 0.065 2.440 2.000 0.943 0.622 0.134

Experience (F11) 3.529 0.059 3.570 4.000 0.851 –0.685 0.860

Adaptability (F12) 3.288 0.068 3.390 4.000 0.980 –0.544 –0.343

Rate (F13) 3.678 0.059 3.750 4.000 0.855 –0.824 0.639

Legend: SE: Standard Error of Mean; SD: Standard Deviation

3.4 Machine Learning Based Analysis

In this section, we applied various machine learning methods to the user
responses and prioritized individual features about children’s behavioral changes
for COVID-Hero/this types of of games. The workflow of this procedure is
described briefly as follows:

Data Preprocessing. After gathering numerous user’s comments, duplicate
and missing instances were removed from this dataset. The primary question-
naire is contained 18 features with 13 qualitative and 4 general features like
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name, age, gender, and mail address. A few attributes (e.g., name and mail
address) had not shown any behavioral effects, hence they were lessen from this
work. Then, we calculated the average of each instance o determine the ultimate
responses respectively. Table 1 shows the demographics details of numerical val-
ues of this survey data. Then, we encoded categorical instances (i.e., gender)
into numeric values for further analysis.

Applying Regression Models. Several machine learning based regression
models [6,16] such as linear regression (LR), decision tree (DT), random forest
(RF), XGBoost (XGB), and k-nearest neighbour (KNN) were used to investigate
this survey dataset. Many works were previously happened where these models
were widely implemented. For instance, Satu et al. [21] used LR to select signif-
icant attributes about adolescent career decision difficulties. Then, Howlader et
al. [11] employed different DT models to extract factors about diabetes mellitus.
Further, Prakash et al. [18] were identified some essential features and ranked
them to monitor hydraulic cooling circuit applying XGB. However, Sanchez et
al. [19] proposed a methodological framework to diagnose multifaults in rotating
machinery by ranking its features using RF and KNN.

Evaluation Metrics. In this work, several performance metrics such as max
error (ME), mean absolute error (MAE), mean squared error (MSE) and R2
score were used to verify these regression models which are described as follows:

– Max Error (ME) denotes as the maximum residual error that computes
the worst distance between predicted and desired samples. The associated
formula is defined as follows:

Max Error(y, ŷ) = max (|yi − ŷi|) (1)

Where yi and ŷi indicates real and predicted instances respectively.
– Mean Absolute Error (MAE) computes the average inaccuracy and does

not measure trending issue. Therefore, all singular variances are considered as
similar weighted. The matrix values of MAE are begun from 0 to infinity, and
low scores are represented the good performance of machine learning models.

MAE =
1
n

n∑

j=1

|yj − ŷj | (2)

Where n is the number of records including yi and ŷi indicates real and
predicted instances respectively.

– Mean Square Error (MSE) manipulates the average magnitude of the
residuals that indicates how the predicted result is fitted properly with real
instances by ignoring unexpected large errors.

MSE =
1
n

n∑

j=1

(y − ŷ)2 (3)
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Where n is the number of tuples along with yi and ŷi indicates real and
predicted instances respectively.

– R-Squared measures the relational strength among dependent variables and
models. Again, the degree around the prediction line is defined that perfectly
fits with it. A high R2 value has represented the goodness of model.

R2 = 1 − SSRES

SSTOT
= 1 −

∑
i (yi − ŷi)

2

∑
i (yi − ȳ)2

(4)

Where SSRES and SSTOT generates the sum of regression and total sum of
regression error. Besides, yi, ŷi and ȳ denotes as real, predicted and mean
values instances, respectively.

4 Experimental Result

In this work, we developed a gaming smartphone app named COVID-Hero which
helps kids to learn precaution steps about COVID-19 with fun. Various com-
ments were gathered from users to realize the effects of this app on children’s
behavior. Therefore, some machine learning regression models were implemented
into this survey dataset for identifying relevant significant features (i.e. which
enhances the quality of the game). To conduct this work, scikit learn machine
learning library [17] had been used to investigate these instances using python.
Hence, the performance of individual regression models were evaluated using
various metrics, such as ME, MAE, MSE, and R2 Score respectively.

Table 2. Experimental result of different regression models

Classifier ME MAE MSE R2 score

LR 6.080 2.330 7.730 0.990

DT 1.154 0.166 0.054 0.727

RF 0.630 0.110 0.020 0.890

XGB 0.410 0.070 0.009 0.950

KNN 1.030 0.130 0.030 0.840

The outcomes of individual regression models are given at Table 2. In such a
situation, XGB showed the lowest ME (0.410), MAE (0.070), and MSE (0.009)
and RF showed the second lowest ME (0.630), MAE (0.110), and MSE (0.020),
respectively. Later, KNN provided the third lowest residuals for ME (1.030),
MAE (0.130), and MSE (0.030). In comparing residuals between the rest of
the models, DT showed the lowest residuals than LR. Besides, we required to
compare the results of R2 score with another metrics for identifying the best
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Fig. 2. The feature ranking plots are generated using (a) LR (b) DT (c) RF (d) XGB
(e) KNN regression models and estimate individuals to extract significant features
about COVID-19

model that prioritized individual features as well. LR showed the highest R2
value (0.990), but its residual values (Max Error, MAE, and MSE) were higher
than other models. So, it was not seemed as the best model. Instead, XGB showed
the maximum R2 value (0.950) and the lowest residuals respectively. Therefore,
XGB is estimated as the best regression model in this experiment. Then, RF
provided the second-best model because it gave higher R2 score (0.890) and
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lower residuals except for XGB. Further, KNN generated higher R2 value than
DT. When we compared DT and LR, LR represented larger residuals than DT
except for the R2 value.

We inspected the findings of different regression models to determine the
importance of individual features and indicated how they effected the behavior
of children about COVID-19. From the perspective of their performance, XGB
is the best model to analyze the user survey dataset. The feature ranking of
individual regression models is shown in Fig. 2. As the best model, XGB ranked
individual features such as F13, F7, F9, F12, F8, F11, F1, F6, F5, F3, F10, F4,
and F2 respectively (see Fig. 2(d)). Also, other models have been predicted user
scores and prioritized individual features as well (see Fig. 2(a–c, e)). Then, we
averaged the ranks of different features of individual regression models and sorted
them according to the smallest to largest values. The features were organized
as F13, F7, F12, F8, F9, F1, F11, F10, F6, F3, F4, F5, and F2 respectively.
Afterward, two feature ranking lists were gathered where the weights (i.e., 1, 2,
3, 4,......) has been serially assigned to the features of these lists, summed up the
ranks both of similar features and originated a sequential list. Hence, the final
feature list is provided by the following sequence, F13, F7, F12, F9, F8, F11, F1,
F6, F10, F3, F5, F4 and F2.

When we describe the effect of ranked variables from right to left, the prereq-
uisite criteria can be detected. First, the psychological effect (F2) is an essential
variable where most of the users were given the highest marks to it. So, they are
confident to change the psychological condition of children for COVID-19/this
types of game. Later, F4 is identified as the second prior feature that indicates
COVID-Hero is a more educational game to learn about this pandemic. Then,
F5 and F3 are prioritized where F5 symbolizes attractiveness, and F3 denotes
the changes of children’s habits. Nevertheless, F10 and F6 are ranked wherever
F10 represents the worrisome issues about the game’s negative impact and F6
exemplifies the joyfulness of it. Thus, F1 and F11 provide equal priority because
their summation was equal. These features were associated with the effectiveness
and shared criteria of children. Then, F8 displays user’s graphical interface and
F9 shows the behavioral changes of children after playing/observing this game.
Therefore, the adaptability of children on COVID-Hero have been pondered as
F12 as well. Besides, F7 and F13 are less important, where F7 indicates the
contents, and F13 shows this app’s rate, respectively.

5 Discussion

Most of the children are not conscious about the harmful effects of COVID-
19. It is a challenging task to realize about this pandemic because they are
not perceived related information as adult people. Numerous ways are used to
identify and make awareness to the kids. Game playing is useful way to make
aware and learn about COVID-19 for children. Recently, several games [1,2,8]
had been developed which had not efficiently functioned. Therefore, we built
a smartphone-based gaming app named COVID-Hero that is more flexible to
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learn precaution steps about this pandemic. Both pre and post-survey of this
app were mingled to investigate its performance. Thus, machine learning mod-
els were used to scrutinize which features are more critical to change children’s
behaviors. Two schemes are used to optimize features such as XGB and average
feature rankings. Then, the final feature priority list are generated to understand
the effects of COVID-Hero about changing behavioral activities. Although some
research questions (RQ) has been raised that defines the feasibility of gamifica-
tion for the awareness of COVID-19. According to above explanation, it is one of
the best approaches to change relevant habitual facts with fun, and perhaps they
do not understand the general instructions about COVID-19 properly. By play-
ing game, children are able to learn precautions and follow them as usual (i.e.,
mostly it happens due to changing their behavioral activities). Thus, these issues
cover RQ1. Due to the lockdown situation, children cannot go outside and enjoy
the usual games and other activities. As a result, they may addict to watch
inappropriate contents which make them disgusting and hamper their mental
and health conditions severely. Also, most of online materials are not provided
sufficient things to aware kids about COVID-19 pandemic. This app provides
children with such services where they can learn about handling COVID-19 with
funny games. Therefore, RQ2 is accomplished from this response. In addition,
machine learning is needed to investigate significant features about how this
game can affect children about COVID-19. Besides, we explore the prioritized
list of features and determine how various features are significant for children
correspondingly. Thus, RQ3 is covered for this reason.

6 Conclusion and Future Work

The WHO imposed and recommended several essential prohibitions of COVID-
19 during this pandemic period and called for compliance. The aim of this work
is to create awareness and enhance their knowledge about COVID-19 among
children by educating them through mobile games. Hence, we designed and
developed an attractive mobile app-based game named COVID-Hero in this
purpose. By playing this game, kids are encouraged to develop various healthy
habit such as “cleaning their hands and face”,“not touching eyes”, “nose and
mouth”, “wearing masks”, and “maintaining social distance” etc. to cope with
this outbreak. Additionally, machine learning based regression analysis is used
to extract relevant factors which indicate why COVID-Hero/Related games are
useful to change behavioral activities of children against COVID-19. Besides,
COVID-Hero is one of well-organized gaming app where no related apps were
not originated and evaluated to estimate children’s activities in this situation.
Like other mobile apps, we should be aware of excessive game playing tendencies
(i.e., COVID-Hero/related games) among children. In future, we will include
comparatively more intelligent features and functionality to this game for in-
depth understanding among children about COVID-19.
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Literature Classification Model of Deep
Learning Based on BERT-BiLSTM——Taking

COVID-19 as an Example

Zhi Li(B)

School of Management, Harbin Institute of Technology, Harbin 150001, China

Abstract. [Objective] In the beginning of 2020, the outbreak of covid-19 epi-
demic occurred, and the number of literatures related to it increased rapidly. In
order tomeet the increasingneeds of literature classification, this paperwill explore
an automated literature classification model. [method] firstly, more than 20000
articles related to covid-19 in CNKI were collected as the marked data set, and
the title, keyword and abstract information of the articles were extracted. Then,
different combinations of the title, keyword and abstract were used as the input of
different features of the model, and the support vector machine (SVM) based liter-
ature classification model and BERT-LSTM based literature classification model
were trained respectively and the effect of the model was compared. [Results] The
accuracy of the feature combination of “title + keyword + abstract” in the BERT-
BiLSTM model was 85.79%, which was higher than the accuracy of the feature
combination of “title + keyword” and “keyword + abstract”. The accuracy of the
benchmark model (SVM) with the combination of “title + keyword + abstract”
is 78.79%, so the model based on BERT-BiLSTM can significantly improve the
classification effect. [limitation] this paper only classifies four categories, which
are classified under R category, so the classification is very few.

Keywords: Deep learning · BERT · Literature classification · Covid-19

1 Introduction

In early 2020, the outbreak of New Coronavirus (COVID19) in Wuhan region of China.
Then it rapidly evolved into a global pandemic. On the night of January 30, 2020, the
WHO (WHO) announced that it would list COVID-19 as a public health emergencies
of international concern. In response to the outbreak of New Coronavirus, a great deal
of research has been carried out around the world. It is estimated that only about 2000
articles were collected in CNKI in January 1, 2020 alone. Literature is the basis of
further research, and the classification of literature is the basis of making full use of
existing literature. Based on this situation, this paper will explore an automatic document
classification model to cope with the growing work of document classification.

There are five basic classification methods in China, which are: Chinese Library
Classification, China Library Classification, Library Classification of Chinese Academy
of Sciences, library of Renmin University of China and International Book Integration
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classification. Among them, the classification method of Chinese library [1] is the most
widely used. The classification method of Chinese library is initiated by Beijing Library,
which is divided into five basic categories, and 22 categories. The mark adopts the
mixed number of Chinese pinyin andArabic numerals. Such classification often involves
manual participation and complicated classification rules, which costs more resources
and is difficult to copewith the urgent need of document classification duringCOVID-19.

Since the 21st century, deep learning algorithm is more and more used in document
classification. Compared with traditional machine learning algorithm, deep learning
method has the significant advantage of high classification efficiency and can quickly
deal with the classification needs of a large number of data. Therefore, this paper will
take the COVID-19 related literature which has been classified in CNKI as the data,
extract some features of these literature, and compare the classification effect of machine
learning and deep learning algorithm, design a document automatic classification model
based on deep learning.

2 Review of Related Research

2.1 Research on Text Classification Algorithm

Text classification technology has experienced the transition from expert system to
machine learning and then to deep learning [2]. Text classification is a classic problem in
natural language processing (NLP). In the 1950s, text classification was mainly carried
out through expert system. In the 1980s, knowledge engineering was used to establish
expert system. For example, LiMing and Liu Lu [3] proposed amulti knowledge domain
expert recommendation method based on fuzzy text classification. However, the com-
mon disadvantages of these methods are high cost and poor portability. Since the 1990s,
machine learning has been developed and widely used in the field of text classification.
Since the 21st century, the application of deep learning algorithm in the neighborhood
of text classification has greatly improved the effect of text classification.

(1) Traditional machine learning algorithm.
Text classification using traditional machine learning algorithms requires two steps
of artificial feature engineering and shallow classification models. In terms of fea-
ture selection, feature selection methods for text classification were proposed by
Dasgupta A [4] et al. In terms of shallow classification models, the commonly used
algorithms are Naive Bayes (NB), random forest (RF), support vector machine
(SVM), maximum entropy and nearest neighbor (KNN), etc. The process of uti-
lizing SVM for text classification is illustrated by Joachims T [5]. Nigam K [6]
et al. use maximum entropy to build a classification model. McCallum A [7] et al.
compared the effect of multivariate Bernoulli model and polynomial model based
on Naive Bayes model. Soucy P [8] et al. searched for features through a feature
interaction approach based on word dependency and conducted text classification
with the KNN method.
At the same time, many scholars have improved these basic methods to deal with
the problems in reality. For example, scholars such as Qiu Ningjia [9] proposed a
weighted naive Bayes algorithm for the problem that the independence assumption
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of naive Bayes would reduce the classification effect. Zou Dingjie [10] proposed a
Bayesian classifier based on knowledge mapping to solve the problem that paper
books have low performance of automated classifiers due to scarcity of metadata.

(2) Deep learning algorithms
The main drawbacks of traditional learning algorithms are high dimensionality and
highly sparse text representation as well as weak feature expressivity. Whereas
the properties of deep learning algorithms adapted to handle continuous and dense
data compensate for this shortcoming. This makes it suitable for addressing the
problem of text classification on a large scale. The application of deep learning is
embodied in two aspects, the directed quantitative representation of text and the
text classification model.
In terms of the directed quantitative representation of text, two typical deep learning
algorithms are Word2Vec and BERT. The Word2Vec model was proposed in 2013
by Mikolov T [11] et al. The model was extended with skip-gram model and con-
tinuous bag-of word model (CBOW). Subsequently Mikolov T [12] proposed the
training method for Word2Vec, i.e., Negative Sampling and Hierarchical softmax.
The skip-gram model uses a single word as input to predict the context around it.
The continuous bag-of word model takes as input the context of a word to predict
that word itself. The primary use of Word2Vec is the acquisition of word vectors.
Its main advantages are two points. First it takes context into account, and second
it has a smaller dimension of its generative vector. It is therefore more versatile
and suitable for more natural language processing tasks. It has the disadvantage
that words and vectors are one-to-one relationships. The 2018 Google team [13]
proposed the BERT model. The model used transformer as the main framework of
the algorithm and used the multitask training goal of mask model (MLM) and next
sentence prediction (NSP) The advantage of BERT is that it employs a combination
of pre-training with fine-tuning. This allows it greater flexibility to accommodate
more downstream tasks. The disadvantage of BERT is that the number of parame-
ters is huge, and pre-training requires substantial computational resources. In text
classification models, the commonly used algorithms for text classification are con-
volutional neural network (CNN), recurrent neural network (RNN), and long and
short memory network (LSTM). For example Xie Kinbao [14] et al. applied convo-
lutional neural networks in the classification of multi-fields texts. Wu Hanyu [15]
et al. combined attention mechanism, convolutional neural network and long and
short memory network to construct classifiers. And Mahmud used this technology
in medical domain [27] and biological data analysis [28].

2.2 Related Research on the Application of Text Classification

Besides the improvement of algorithms for text classification, many scholars are also
exploring the application of text classification. The classification of texts has beenwidely
used in the column division of press publications, classification of web pages, person-
alized recommendation, filtering of harmful information and retrieval of information
classification. Chen Deyi, Zhang Hongyi [16] and so on used keywords information to
construct a CNN network to identify harmful information. Ma Zhanghua [17] analyzed
the characteristics of different network retrieval systems constructed based on literature
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taxonomy in terms of resource selection, class table survey, and retrieval method. Jia
Haijun and Liao Chenyang [18] introduced the text classification technology into the
government convenient service system tomake the personalized recommendationof gov-
ernment documents Gao Fei [19] used text classification technique to detect malicious
codes. Liu Gaojun and Wang Xiaobin [20] et al. used CNN and LSTM to classify mar-
keting news. But most of the studies have problems as follows: Most of the studies used
machine learning algorithms, but the classification effect is poor; Part of the literature
used deep learning algorithms, but the used deep learning algorithms are not advanced
enough; Less literatures involved in multiple classification problems. Meanwhile, in the
field of literature classification, there are many problems such as low accuracy and con-
sistency of literature classification [21] and incompatibility of literature classification
system [22] Therefore, this paper proposed a literature classification model based on
BERT-BiLSTM, which can solve the above problems to some extent.

3 The Text Classification Model Based on BERT-BiLSTM

3.1 The Description of Text Classification Problem

The purpose of this paper is to construct a multi classifier and use the classifier to
classify literature about COVID-19. In this paper, title, key words and abstract were
used as characteristics. With the Chinese library classification number as the output
target value. Thus let the literature Pi = {Ti, Ki, Ai, Ci}, where Ti denote title, Ki denote
keywords, Ai denote summary, Ci denote classification number. The above formula
illustrates that a literature sample consists of four values: title, keywords, abstract, and
classification number. In this paper, we will build a classification g. By using mapping
Ĉi = g(Ti, Ki, Ai), to predict the true value of Ci.

3.2 Pre Training Language Model—BERT

In this section, we will introduce BERT and its detailed implementation. There are two
steps in the framework of BERT: pre training and fine-tuning. The model is pre trained
with unlabeled data. Use the lable data in the downstream task to fine tune all parameters.
Therefore, although each downstream task has the same pre training model, the model
of each downstream task is different. The composition of the BERT model is described
below.

(1) Input of the model
One advantage of the BERT model is that the BERT model takes “word” as the
unit, so it can improve the problem of polysemy. The input to BERT can be a single
sentence or a pair of sentences. BERT transforms the sentence into a sequence
label, which is used as the input of the self-attention layer. The sequence label is
completed by following steps: (1) A special label ([CLS]) is added at the beginning
of the sentence, another special label ([SEP]) is added between two sentences, and
each word is converted into a word embedding (2) For two sentences, fragment
embedding should be used to further distinguish them, such as EMA stands for the
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first sentence,EMBmeans the second sentence. (3) Position embedding is introduced
to represent the position information of words. The input of self-attention layer can
be obtained by adding the word embedding, fragment embedding and position
embedding. The whole process is shown in Fig. 1.

Fig. 1. Generating principle of BERT input sequence

(2) The layer of self-attention
The self-attention layer is based on the encoder of transformer model [23], which is
composed of 12 layers based on the same structure. The layerwith the same structure
is composed of three parts: multi attention layer, full link layer and normalization
layer. In themulti attention layer, we first define the dot product attention as follows:

Attention(Q,K,V) = softmax

(
QKT

√
dk

)
V (1)

Where q is the query matrix, K is the key matrix, V is the value matrix, and dk
is the dimension of Q and K matrices. After that, we can define multi attention as
follows:

MultiHead(Q,K,V) = contact(head1, . . . , headh)W
o (2)

Among them headi = Attention
(
QWQ

i ,KWK
i ,VWV

i

)
. This is the final output.

In addition, there are normalization layer and full link layer in self attention
mechanism. The main structure is shown in Fig. 2.
Compared to Word2Vec, BERT has the following advantages: (1) The word vector
generated by BERT is dynamic, which can better solve the problem of polysemy
(2) BERT embodies the complex characteristics of words, such as semantic and
grammatical characteristics. (3) BERT uses the way of pre-training and fine-tuning,
which makes it more widely used.

3.3 BiLSTM

In recent years, deep learning algorithm is widely used in text classification. The deep
learning models for text classification include convolutional neural network (CNN),
recurrent neural network (RNN), long short memory network (LSTM) and bidirectional
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Fig. 2. Structure chart of BERT

long short memory network (BiLSTM). The following will introduce the deep learning
methods used in this paper: LSTM and BiLSTM.

LSTM was first proposed by Hochreiter and Schmidhub [24] in 1997 to solve the
long-termdependence problem inRNN.The reason of long-termdependence is that after
multi-stage calculation, the characteristics of the long time slice have been covered.
The solution to the long-term dependence of long and short memory network is the
introduction of gating unit. The basic structure of long short memory network is shown
in Fig. 3.

Fig. 3. LSTM schematic diagram

The long-term and short-term memory network is composed of special neural net-
work units, which plays a role in maintaining long-term and short-term memory. The
long short memory network can be expanded into a series of cells as shown in Fig. 3.
Each cell has three types of gating components: input gate, forgetting gate and output
gate. The function of forgetting gate is to judge how much information needs to be
forgotten according to the given input. The input gate consists of two parts for updating
information. The output gate, also known as update gate, affects the output of the gating
unit at time t and the input at time t + 1.

A key part of LSTM is the state of the cell. The input of the cell at time t is the
splicing of the vector representation of the data and the vector output at the previous
time. The gating components in every cell have an effect on the state of the cell. The
state of the cell is like a production line, which processes and outputs the information
of T-1 time.

However, one disadvantage of LSTM is that it can’t encode the information from
back to front. BiLSTM is a combination of forward LSTM and backward LSTM, that
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is, the input of forward LSTM and backward LSTM are spliced as model input. So this
method can capture bidirectional semantics better.

3.4 Support Vector Machine (SVM)

Support vector machine is a statistical learning theory, which was first proposed in the
1960s. Support vectormachine (SVM) is a binary classificationmodel, which tries to find
a hyperplane and divide samples into two classes. The principle of finding hyperplane is
to maximize the classification interval. Support vector machine (SVM) was first applied
to linear separable problems, and then with the introduction of kernel method, it can also
deal with non linear separable problems.

For the linear separable problem, let the classifier be yi = wTxi + b, support vector
machine is essentially to solve the optimization problems which is shown in formula
(3):

max
1

2
‖w‖22 (3)

s.t. yi
(
wTxi + b

)
≥ 1

The parameters of the solution are w and b, the objective function is a quadratic
function of w, and the constraint condition is linear. Therefore, the optimization problem
is a quadratic programming problem, and the global optimal solution can be obtained.

Support vector machine (SVM) can’t solve the linear non separable problem directly.
For this kind of problem, we can use kernel function tomap the original vector to a higher
dimensional space and make it separable in a higher dimensional space. In this case, the
classifier is yi = wTφ(xi)+b In this case, the optimization problem is shown in formula
(4).

max
1

2
‖w‖22 (4)

s.t. yi(w
Tφ(xi) + b) ≥ 1

It is difficult to solve the problemdirectly, so kernel function is introduced to solve the
problem conveniently. The commonly used kernel functions are linear kernel, Gaussian
kernel, Laplace kernel and so on. But in reality, it is difficult to determine which kernel
function can make the original problem linearly separable, so a soft interval support
vector machine will be used in practice. Soft interval support vector machine is mainly
realized by relaxing variables. At this time, the optimization problem is shown in formula
(5).

max
1

2
‖w‖22 + P

∑n

i=1
ζi (5)

s.t. yi(w
Txi + b) ≥ 1 − ζi

Where p > 0 is the penalty parameter, the greater the P is, the greater the penalty for
misclassification, and the smaller the P is, the smaller the penalty for misclassification.
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Support vector machine is usually used to solve binary classification problem. But
this paper is faced with multi classification problem. The method to deal with multi
classification is to transform the original optimization problem into a multi-objective
optimization problem, and solve multiple hyperplanes to divide the feature space at the
same time. However, this method needs a lot of calculation and is difficult to achieve in
reality. Therefore, the following three methods can be used to realize multi classification
of SVM in reality.

(1) One to many training method.
In this method, one class is taken as one class, and the other class is taken as another class
to train SVM. If there is a k-classification problem, the method needs to train K SVM.
Themain drawback of thismethod is that therewill be problems of repeated classification
and unclassifiability. The so-called repeated classification means that multiple classes
claim that the sample belongs to it. Unclassifiable means that all classes claim that the
sample does not belong to it.
(2) One to one training method.
In thismethod, all classes are combined in pairs to trainmultiple support vectormachines,
and then the final class of samples is determined by statistical frequency. If there is a
k-classification problem, this method needs to train k*(k−1)

2 support vector machines.
This method can avoid the phenomenon of unclassifiability, but it still has the problem
of repeated classification.
(3) Hierarchical support vector machine.
The structure of this method is similar to the decision tree. Firstly, all categories are
divided into twocategories, and then each sub category is subdivideduntil each individual
category can be determined.

3.5 Model Framework

Therefore, this paper proposes a literature classificationmodel based onBERT-BiLSTM,
as shown in Fig. 4.

Fig. 4. Schematic diagram of BERT-BiLSTM model

Based on the BERT-BiLSTMmodel, the input can be any combination of summary,
title and keyword. The input is first processed by BERT and converted to the data type
that BiLSTM can process, and then processed by BiLSTM layer and input into softmax
layer. After softmax layer output, we get the category of literature.
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4 Experimental Setup

This experiment includes three steps: experimental data collection and processing, exper-
imental model design and experimental results comparison. Compare the model based
on BERT-BiLSTM with the benchmark SVMmodel to illustrate the effect of the model
based on BERT-BiLSTM.

4.1 Collection and Processing of Experimental Data

The purpose of this experiment is to realize the automatic classification of documents.
Therefore, the corpus of this paper is R-type Chinese literature related to cowid-19
on CNKI. Because there are many subcategories under R category, it needs a lot of
computing resources to include each subcategory into the model, so this experiment
only selects the class with more literature for the experiment. The specific experimental
steps are as follows:

(1) Data collection: Search “covid-19” in the advanced retrieval function of “CNKI”,
select Chinese literature, extract the title, key words and abstract information of
literature, and export them.A total of 18598 literatureswere exported.All literatures
were published from January 15, 2020 to February 10, 2021.

(2) Data preprocessing: remove the category labels of non-R categories in the classi-
fication number of Chinese Library Classification. Non-Chinese literatures were
deleted. Delete the literature that abstract or keyword is empty. The literatures with
the same integral part of the classification number are merged into one category.
According to the category, the category with more samples is selected. Finally, we
get the following four categories: R563, R197, R259, R181. Their meanings are:
R563 represents the category of lung disease. R197 stands for medical and health
systems and institutions. R259 represents the diseases of modern medicine. R181
represents the basic theory and method of epidemiology. The number of samples
in each category is shown in Fig. 5.

Fig. 5. Literature distribution map
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4.2 Experimental Model Design

Due to the excellent performance of BERT on many data sets [25], the experiment uses
the BERT-BiLSTM model. Three combinations of “abstract + key words”, “topic +
key words” and “topic + key words + abstract” were used as features to compare the
effects of these three combinations. Then the best model is compared with the traditional
machine learning model. Traditional machine learning methods include SVM, logistic
regression and so on. In this paper, SVM is selected as the contrast.

(1) Design of classification model based on BERT-BiLSTM.
Due to the limitation of computing resources, this paper uses the downloaded Chi-
nese pre training model (Chinese_ L-12_ H-768_ A-12 model, which has 12 layers,
768 hidden layer neurons and 12 Attention heads).
Deep learning models for text classification include convolutional neural network
(CNN), recurrent neural network (RNN) and long short memory network (LSTM).
RNN is suitable for processing data with continuous features, but its main disad-
vantage is that it is difficult to train for long sequences. Moreover, the influence of
the preceding words on the following words is decreased by degrees. Long short
memory network is a special kind of recurrent neural network, which improves
the shortcomings of recurrent neural network. Long short memory network is con-
trolled by gate structure, including input gate, output gate and forgetting gate. The
long-term and short-term memory can be effectively maintained through the gate
cycle unit. However, LSTM does not make full use of the information from the
back to the front. Therefore, this paper uses bi-directional long and short memory
network (BiLSTM) to model.
The specific experimental steps are as follows: first of all, the BERT pre training
model is optimized. In this paper, we use bert4keras to implement the BERTmodel.
Dropout layer is added to the BERT model to prevent over fitting. After that, the
bidirectional long short memory network layer is added, and the output dimension
of this layer is 300. Finally, the output layer is added, softmax function is used as the
activation function, and the output dimension is 4. Finally, the test set data is used
to evaluate the model, and the accuracy is used as the evaluation index. Perform the
above steps for the three combinations of “abstract+ keyword”, “topic+ keyword”
and “topic + keyword + abstract”.

(2) Design of classification model based on SVM.
First, we extract the words from the sentences in the test set. Because Jieba is not
effective in Chinese English mixed sentences, this paper uses Chinese Academy
of Sciences’ pynlpir to extract words from sentences. After extracting words from
sentences, feature extraction is carried out by using the hot bag feature and TF-IDF
feature respectively. Then, the SVM model is constructed by using the model in
sklearn package.

4.3 Comparison of Experimental Results

Next, the experimental results are compared, and the accuracy rate is used as the
evaluation index of the model.
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In the classification model based on BERT-BiLSTM, the accuracy of three combi-
nations of “abstract + keyword”, “keyword + topic” and “abstract + topic + keyword”
is shown in Fig. 6. It can be seen from Fig. 6 that the best combination is “abstract
+ keyword + title”, with an accuracy of 85.79%. The second is the combination of
“title + keyword”, the accuracy rate is 84.74%. The accuracy of “abstract + keywords”
combination was the lowest, which was 82.56%. Because the combination of “abstract
+ keyword + title” contains more information, the model trained with it as feature also
has strong generalization ability. Therefore, the combination of “abstract + keyword
+ title” is selected as the feature to further compare the effect of the model based on
BERT-BiLSTM and the traditional machine learning model SVM.

Fig. 6. Comparison of accuracy of different combination models

Using the combination of “abstract + keyword + title” as the feature, we compare
the effects of the classification model based on BERT-BiLSTM, the SVM model based
on hot word bag and the SVMmodel based on TF-IDF. The accuracy of the three models
is shown in Fig. 7. It can be seen from the figure that the BERT-BiLSTM model has the
highest accuracy which is 85.79%. The accuracy rate of SVMmodel using hot word bag
as feature extraction method is 78.79%. The accuracy of SVM model based on TF-IDF
is 78.41%. From the results of this experiment, it can be seen that the effect of the model
based on BERT-BiLSTM is better than that of SVMmodel. Because SVMmainly deals
with two classification problems, it needs to build multiple SVM when dealing with
multi classification problems, so the deviation is large. The text classification model
based on BERT-BiLSTM is pre trained on the basis of deep network and attention
mechanism. At the same time, BiLSTM model can better capture two-way semantics,
so the experimental effect is better.

Fig. 7. Comparison of accuracy of different models



Literature Classification Model of Deep Learning Based on BERT-BiLSTM 347

5 Epilogue

From the experiments, it can be seen that using the combination of “abstract+ keywords
+ title” has a better effect than using only “title + key words” or only “abstract + key
words” for classification. Therefore if more information is included in the input, such
as including references, author related information, etc. [26], the classification may be
improved.

Besides that the complexity of deep learning model is higher, which easily leads
to overfitting. Therefore the sample size needs to be increased to reduce the risk of
overfitting. This paper has a sample size of just over 9000 due to the limitation of
computing resources. Since part of the data was again extracted from it to be used as
a test set and a validation set, the number of training samples was low. Increasing the
number of training samples might improve model fit.

This paper model is used to solve is four classification problem and only four classes
R563, R197, R259, R181 are considered, while there are 16 classes under R class. This
limits the use of the model as more classes are not considered and the fine classification
of these four classes is not considered. In further studies, the scope of the study should
be extended to enhance the usefulness of the model.

The model also does not take into account domain crossover issues of the literature.
A literature related to COVID-19 may not be limited to category R. It may also produce
crossovers with other major categories. More broad categories should also be included
in the model in future studies.

More models can be tried in subsequent studies. Using different models for different
data may achieve different classification effects. In the pre training process of BERT,
the data within a field can also be used for pre training if the computational resources
allow it. This action can also affect the model classification effect.
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Abstract. In recent times, considerable attention has been given to digital ser-
vices, mainly digital healthcare, i.e., health and well-being applications and ser-
vices by health organizations, practitioners, and researchers. One of the significant
challenges for today’s digital health and well-being applications and services is
that they are not sustainable and focusing less on relevant stakeholders. However,
to the best of our knowledge, little is known about relevant stakeholders in the
digital health and well-being applications and services, precisely identifying them
using an appropriate method. This paper seeks to define and identify the relevant
stakeholders in the digital health and well-being applications and services. A lit-
erature review is conducted based on relevant articles on stakeholders within the
health domain. Hence, the narrative synthesis literature review approach has been
used with a combination of the Bryant model of stakeholder-issue interrelation-
ship. We identified relevant stakeholders who may build a better future to enhance
the efficacy of the digital health and well-being applications and services in the
long run and suggested a future study on value propositions.

Keywords: Relevant stakeholders · Digital healthcare · Narrative synthesis
literature review · Bryant model · Sustainability

1 Introduction

The United Nations Sustainable Development Goals: goal three is intended to “ensure
healthy lives and promote well-being for all ages” [1]. In the modern operating envi-
ronment of work, various actors need to collaborate to build a successful occupational
digital healthcare. These multiple actors with apparent interests (‘stakes’) in the work
and operations within a workplace are known as stakeholders [2].

Nowadays, services for all stakeholders cover the broad area of the new IT and
its utilization which we call the “digital service”, mixing knowledge with technology.
Deploying digital services in supporting health and well-being is expanding rapidly.
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Thousands of digital health and well-being applications and services for the users are
accessible. An example, Teveyshelppi: A digital telephone mediated free healthcare
service for LähiTapiola personal insurance customers in Finland. It is expected that
various advanced digital services, i.e., digital health and well-being applications and
services, will be readily available in the future. But not all these services are fulfilling
stakeholders’ value expectations or preferences.

Out of 196 countries, 78 countries expensemore than 7%of total GDP (Gross domes-
tic product) in healthcare costs, which covers the delivery of health and well-being appli-
cations and services [3]. The digital health and well-being applications and services are
struggling to focus on stakeholders’ needs and preferences, particularly relevant stake-
holders. It means digital health and well-being services are not relevant stakeholders’
oriented even though it costs a high budget. Involving users and communities is essential
to improve digital healthcare [4].

Moreover, researchers [5] examined that healthcare service providers face difficulties
in improving the performance of digital health and well-being applications and services.
Collaborating with relevant stakeholders to work to create value is still a challenge
[6]. Considering the obstacles mentioned earlier, involving the relevant stakeholders,
and focusing on their needs may bring positive aspects for the sustainable development
of digital health and well-being applications and services. This leads to the research
question:

• To what degree relevant stakeholders can be identified, and who are the relevant
stakeholders in digital healthcare?

To answer the question,we proposed a technique and identified relevant stakeholders,
which is based on a narrative synthesis review of literature on relevant stakeholders’
topic of interest and adopting Bryant model of stakeholder-issue interrelationship. The
results of this study could support adding an advantage to digital health and well-being
applications and services involving the relevant stakeholders.

2 Relevant Stakeholders

The term “Stakeholder” was formed based on the word Stockholder in 1960 [7]. It was
suggested that in the process of decision making of publicly held, contemporary cor-
porations and other parties are present to have the “stake”. Stanford Research Institute
introduced the term “stakeholders” in 1963, but Freeman [8] developed the stakeholder
concept by defining stakeholders as the team or group of members or an individual in an
organization, and this organization’s performance is affected by stakeholders, for exam-
ple, consumers, suppliers, creditors, competitors, employees, communities, incubators,
financial institutions, government, universities, and research institutes etc. Moreover,
Philips and his colleagues, in their work [9] identified a few internal stakeholders or
primary stakeholders (customers, suppliers, employers, shareholders or financiers, and
communities or dropping competitors) and added external stakeholders or secondary
stakeholders (NGOs, governments, environmentalists, critics, media, and others). Our
study named the users and other stakeholders as the “relevant stakeholders” due to their
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relativity in the digital health and well-being applications and services. Stakeholders
help organizations to save time, effort and integrate resources [10], and it is, therefore,
important to find other stakeholders who are related to achieve the objectives.

Previous research highlighted the importance of identifying stakeholders [11, 12].
A stakeholder identification methodology was implemented over two phases in trans-
disciplinary research [11]. First phase was a design phase where the researchers worked
with other researchers involved in the same project to develop a tool to identify stake-
holders in the second phase of implementation. They then worked with the case study
leaders to confirm their interests and skills were accounted for. The resultant tool such
as a questionnaire was then implemented by case study leaders with the help from the
central researcher of the project [11].

Others identified stakeholders generally in healthcare IT projects but not deliberated
a method to define and identify relevant stakeholders of digital health and well-being
applications and services. In their work [12], Nilsen and his colleagues have employed
longitudinal qualitative and interpretive methodological approach in their research to
design the case study to find stakeholders. For the stakeholder analysis, an analytical
framework has been applied to define different aspects (decisions-making fields, roles,
and levels) of stakeholder’s participation in healthcare decision-making [13].However, to
the best of our knowledge, little is known about relevant stakeholders in the digital health
and well-being applications and services, precisely identifying them using appropriate
method and techniques.

3 Method

Our approach in identifying relevant stakeholders in digital healthcare might be one
effective method for sustainable digital health and well-being applications and services.
The approaches applied are a combination of the narrative synthesis literature review and
integrating Bryant model [14] of stakeholders-issue interrelationship. We categorized of
relevant stakeholders’ identification process as a set expressed by,

• Relevant stakeholders in digital healthcare = {Narrative synthesis literature review
+ incorporation of Bryant model}

3.1 Narrative Synthesis Literature Review

The literature search presented in this study was performed using conference and jour-
nal papers in the context of relevant stakeholders and health-based information systems.
A narrative literature review search was conducted using the online repository systems:
ACMdigital library, science direct, web of science, Scopus, andEBSCODatabase.Addi-
tionally, we scanned the reference lists of selected articles (snowballing). We searched
for literature using the combination of search terms “stakeholders”, “relevant stakehold-
ers”, and “stakeholders and digital healthcare”. The second literature search specifically
targeted the conference and journal papers in the context of health-based information
systems. The second search had been conducted using web addresses dealt with health
and well-being conference proceedings and journal papers. Relevant titles and abstracts
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on English literature were reviewed, published between January 2007 and January 2021.
This review search was started at the beginning of August 2020 and finished at the end
of January 2021.

Eligibility Criteria
Eligibility CriteriaArticles were included in this systematic review if the abstract or title
showed the results of original research studies related to stakeholders and healthcare
services and related approaches. Electronic citations, including accessible abstracts of all
articles recovered from the search, were selected by one author to choose articles for full-
text review. From the initial search, duplicates were eliminated. However, publication
and language bias has been analysed during the search process of the article election.
Nevertheless, full texts of possibly relevant studies were examined to ascertain eligibility
for inclusion. In the following Table 1, inclusion and exclusion criteria for the studies
are listed.

Table 1. Criteria for inclusion and exclusion of studies

Criteria Inclusion Exclusion

Time period Jan 2007 – Jan 2021 Before 2007

Language English Other languages

Type of studies Primary studies Reports, commentaries, letters

Aim: to identify relevant
stakeholders

Literature points out possible
stakeholders

Literature does not cover

Subsequently, we summarized the main outcomes and key results. The variances
were set by consensus. Finally, a narrative synthesis literature review of studies that
meet the inclusion criteria was conducted. We used reference management software
MENDELEY (Windows 10 Version 1803) to categorize and store the literature.

Data Extraction and Synthesis
The data extraction in the form of a framework was applied to summarize the study
results. The literature was deliberated and synthesized into themes after the data extrac-
tion. To synthesize the findings of the studies, a narrative synthesis was performed.
We decided that a narrative synthesis literature review establishes as the fit instrument
to synthesize the findings of the studies. This was done due to the choice of different
studies that were incorporated in this narrative review. The findings from the search
resulted in eight unique literature studies (Fig. 2). These eight literature studies revealed
that researchers had identified some relevant stakeholders in the health and well-being
applications and services.

3.2 Adopting Bryant Model

To analyze the results of relevant stakeholders, we integrated the Bryant model to the
identified eight pieces of literature studies (Fig. 2). Stakeholders differ according to their
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issues of interest [15]. As relevant stakeholders have related issues and these stakehold-
ers are interlinked to each other. Bryant depicted a stakeholder-issue interrelationship
diagram [14] where different issues connect a group of stakeholders, and then these
stakeholders are defined as relevant stakeholders. Therefore, we examined whether these
relevant stakeholders from the eight literature studies define the Bryant model, such as
whether they are connected based on similar topics of interest in digital health and
well-being applications and services. We found out that these relevant stakeholders are
directly or indirectly interlinked to each other.

Relevant stakeholders can be primary stakeholders or secondary stakeholders, or
both if they are relevant and related to achieve their objectives. Stakeholders differ
according to their issues of interest [15]. They can have related issues, and they can be
interlinked to each other. Bryant depicted stakeholder-issue interrelationship diagram
[14]. On the diagram, stakeholders’ interests have been indicated by arrow signs and
stakeholders interlinked by issues or important topics to discourse, e.g., value and value
related actions in the digital health and well-being applications and services.

Fig. 1. The connection of relevant stakeholders through the lens of Bryant model

Figure 1 represents the stakeholder-issue interrelationship, and seven stakeholder
groups (Group A, Group B, Group C, Group D, Group E, Group F, Group G) are
interlinked by four issues (Issue1, Issue 2, Issue 3, Issue 4). Group A has two members
(A’ and A”), and they are connected by issue 2, i.e., they have similar topics to discuss.
Issue 1 is surrounded byGroupB, C,D andE due to similar topic approaches of the group
stakeholders. On the other hand, Group F is connected with Group D and E by issue 4.
Group F and G are connected by issue 3. The above diagram describes the relationship
among a group of stakeholders associated with the key issues or topic and the member
of groups. When different issues connect a group of stakeholders, these stakeholders
are defined as relevant stakeholders. Relevant stakeholders might be involved in any
subjective matter. They can be identified if and only if their issues of interest are focused
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on values and value-related actions, such as whether these stakeholders co-create value
in the digital health and well-being applications and services.

4 Results

The findings from searching resulted in eight unique literature studies of relevant
stakeholders, which are presented below.

• Researchers mentioned the relevant stakeholders as patients or users, families of
patients, health professionals (clinicians and nurses, employees), health institutions
and organizations, payer and authorities [10].

• Researchers listed stakeholders as acceptors, providers, supporters, and controllers
[16].

• Others identified patients, clinicians, nurses, residents, interns, specialists, physi-
cians, and administrators as the key stakeholders [17]. Value has been described in
digital health and well-being applications and services by considering the relevant
stakeholders: patients, employers, providers, payers, and manufacturers [18].

• Relevant stakeholders are listed as clinicians, nurses, employees, patients, and other
parties engaged in digital health applications and services [19].

• Scholars coined out relevant stakeholders as patients, surgical, radiation, gynecologic,
medical oncologists, nurses, dieticians, social workers, care coordinators, mental
health professionals, nurses, practitioners, physician assistants, behavioral therapists,
and other physicians’ extenders [20, 21].

• Later, others identified stakeholders as patients, families, clinicians, healthcare facili-
ties, researchers, policy actors, payors and purchasers, employees, vendors, suppliers,
distributors, small-to-medium enterprise applications and services developers and
consultants [22].

5 Discussion

Based on narrative synthesis literature review and integrating Bryant model of
stakeholders-issue interrelationship [14], the study’s main findings are presented in
Fig. 2.

Figure 2 represents our technique of identifying relevant stakeholders. The identified
relevant stakeholders are patients or users, families of patients, health professionals
(clinicians, nurses, administrators, and employees), health institutions and organizations,
researchers, payers’ organizations and authorities, health care policymakers, health care
facilities, small-to-medium service developers and consultants, and consumer advocates.
However, this is not to say that this is the end of relevant stakeholders in digital healthcare.
In upcoming years, more research should be conducted to add more of them to the list.

To co-create value, value propositions convey users and other stakeholders’ solu-
tions, i.e., by involving relevant stakeholders in one body network [23]. Thus, value
propositions are a potential approach [24] for sustainable digital health and well-being
applications and services. These relevant stakeholders can add value to identify the key
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Fig. 2. The proposed technique of identifying relevant stakeholders in digital healthcare.

value propositions [24] for digital healthcare research, particularly in the context of
developing countries.

To avoid human error and to reduce time and effort, the literature search could have
been conducted using an AI-based online literature review and data extraction search
machine such as irish.ai. Though this was a limitation due to not having a licensed
or registered AI-based searching tool; and using an AI-based tool is a new approach
which the authors and researchers of the present study might have found challenging
to implement. Our identified relevant stakeholders in digital healthcare are limited to
literature, and expert validation (such as in-depth interviews) is not involved.

This is a work-in-progress paper. Further study needs more attention on the extract
version of these key relevant stakeholders to underline their value for different digital
healthcare applications and services. In future, expert validation of pertinent stakeholders
of digital healthcare should be performed. Focusing on future expert validation, an
impact framework can be proposed. This framework can be focused on the sustainable
development of digital health and well-being applications and services. As examples,
involving relevant stakeholders and design thinking for sustainable solutions [25, 26].

6 Conclusion

This paper was aimed to identify relevant stakeholders in digital healthcare, i.e., digital
health and well-being applications and services. This was conducted by proposing a
method followed by the Bryant model and narrative synthesis review of literature based
on their topic of interest and recommendation from the literature study. We also believe
that digital healthcare applications and services providers and other relevant stakeholders
will work together to provide quality and efficient service to users to boost digital health
and well-being applications and services.
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Abstract. AI-based medical image processing has made significant
progress, and it has a significant impact on biomedical research. Among
the imaging variants, Chest x-rays imaging is cheap, simple, and can
be used to detect influenza, tuberculosis, and various other illnesses.
Researchers discovered that coronavirus spreads through the lungs, caus-
ing severe injuries during the COVID19 pandemic. As a result, chest x-
rays can be used to detect COVID-19, making it a more robust detection
method. In this paper, a RegNet hierarchical deep learning-based model
has been proposed to detect COVID-19 positive and negative cases using
CXI. The RegNet structure is designed to develop a model with a small
number of epochs and parameters. The performance measurement found
that the model takes five periods to reach a total accuracy of 98.08%.
To test the model, we used two sets of data. The first dataset consists
of 1200 COVID-19 positive CXRs and 1,341 COVID-19 negative CXRs,
and the second dataset consists of 195 COVID-19 positive CXRs and
2,000 COVID-19 negative CXRs; all of these are publicly available. We
obtained precision of 99.02% and 97.13% for these datasets, respectively.
As a result of this finding, the proposed approach could be used for mass
screening, and, as far as we are aware, the results achieved indicate that
this model could be used as a screen guide.

Keywords: COVID-19 · Chest X-Rays · Deep learning · RegNet ·
CNN · Image processing

1 Introduction

Coronavirus was first discovered in late 2019 in Wuhan, Hubei Province, China,
and is now the most feared name in the world. According to the World Health
Organization (WHO), in mid-April 2021, 138 million people were infected, and
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2.97 million people have died. COVID-19 is distributed from person to per-
son through respiratory transmission. In most cases, it is spread through direct
contact with people who have COVID-19, such as through air or hand con-
tact. The most common symptoms include fever, dry cough, exhaustion, sore
throat, headache, nausea, muscle pain, and shortness of breath [1]. COVID-
19 causes pneumonia in humans, which affects the lungs and results in severe
injury. Real-time reverse transcription-polymerase chain reaction (RT-PCR) is
the most widely used detection method for COVID-19 diagnosis. Since people
infected with COVID-19 develop pneumonia, chest radiological screening, such
as X-rays and computed tomography (CT) scans, can be used to diagnose the
infection [3,4]. After all, when the virus spreads to the lungs, it causes serious
injuries. As a result, radiographic imaging of the chest may be used to diagnose
disease [5].

In recent months, several researchers have successfully contributed to the
early detection methodology of COVID-19 infection. This was possible as recent
developments in artificial intelligence (AI) [1] and Machine Learning (ML) [6] and
computational techniques. Through the study of computed tomography (CT)
lung imaging, chest x-ray images, workplace employee safety, symptom iden-
tification using fluid systems, and hospital support for robots, several AI and
ML-driven approaches to help COVID-19 were created [8–12]. It’s difficult to
create a classifier with a small number of details. Overcome this problem by
considering unique class-specific features that need to be learned if the experi-
ence of common features can be imported or borrowed. RegNet Structured Deep
Learning Model can be used to do this. Our contribution in this work is listed
below:

• A ML model for classifying COVID-19-infected patients based on their chest
x-ray images has been suggested.

• The model is trained and tested on an open dataset of COVID-19 infected
chest x-ray images.

• A RegNet Structured deep learning model is proposed to learn features from
the chest x-ray images.

• The proposed approach is higher than state-of-the-art learning algorithms
available in the literature.

The remainder of the study is summarized as follows: The related works
explaining COVID-19 detection using a Machine Learning Model are presented
in Sect. 2. COVID-19 Chest X-Ray is included in Sect. 3. The proposed COVID-
19 detection model is introduced in Sect. 4 of the imaging datasets. Model eval-
uation is covered in Sect. 5. The findings and discussion are described in Sect. 6.
Finally, Sect. 7 brings the work to an end

2 Related Works

Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) causes Coro-
navirus Disease 2019 (COVID-19). Using a chest X-ray image, A.K. Jaiswal et
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al. [2] used deep learning to recognize pneumonia in the lungs. The researcher [7]
used three different deep learning models to classify the pneumonia patient using
X-ray images: fine-tuned model, model without fine-tuning, and scratch-trained
model. Another research obtained an average of 82.2% accuracy using the ResNet
model and Multi-Layer Perception (MLP) as a classification tool. S.S. Yadav et
al. [13] used X-Ray images of natural, bacterial, and viral pneumonia to classify
pneumonia using classification algorithms such as SVM, InceptionV3, and VGG-
16 models as a deep learning approach. To detect COVID-19 positive patients,
we have used a chest X-Ray image data processing method. The study aims to
develop a technique that uses image recognition and deep learning to detect the
COVID-19 coronavirus. The suggested procedure is validated on a data collec-
tion of chest X-Ray photographs and Covid positive and negative chest images
and provides tailored findings. In CXRs, K.C. Santosh et al. [14] used Faster R-
CNN to locate foreign objects such as surgical tubing, instruments, and jewelry.
The proposed DNN had a precision of 97%, a recall of 90%, and an F1 score
of 93%. In another work, K.C. Santosh [15] addressed that AI-driven tools will
facilitate to spot COVID-19 outbreaks and predict their nature of spread across
the world. Dipayan Das et al. [16] suggested an AI-driven screening method that
uses a Truncated Inception Net Convolutional Neural Network (CNN) model to
distinguish COVID-19 positive cases from chest x-ray images and found 99.96%
accuracy. Himadri Mukherjee et al. [17] proposed a lightweight (9 layered) CNN-
tailored deep neural network model to identify COVID-19 for both CT Scans
and Chest X-rays images, and they achieved 96.28% accuracy. The authors [18]
developed a shallow CNN-tailored architecture model with fewer parameters
that can automatically identify COVID-19-positive cases with no false negatives
using chest X-rays and achieved the highest precision of 99.69%. To diagnose
COVID-19 cases using chest x-rays, Mesut Togaçar et al. [19] used the Fuzzy
color approach, Stacking technique, Social mimic, and Deep learning approaches
where the average accuracy rate was 99.27%. In their article, Ali Narin1 et al.
[20] used five pre-trained convolutional neural network-based models (ResNet50,
ResNet101, ResNet152, InceptionV3 and Inception-ResNetV2) to diagnose coro-
navirus positive cases using chest X-ray images and achieved 96.1%, 99.5% and
99.7% accuracy for three separate datasets. Huang C et al. [21] published a paper
on COVID-19’s therapeutic and paraclinical dimensions in January 2020. They
claimed that Ground-Glass Opacity (GGO) anomalies could be detected using
chest CT scans (based on 41 positive cases). CT scans are commonly used to
recognise irregular trends in COVID-19 confirmed cases [22–24]. Li and Xia [25]
tested 51 CT scans (images) and found that COVID-19 could be identified in
96.1% of the cases. Zhou S et al. [26] tested 62 COVID-19 and Pneumonia mice,
and their findings revealed a variety of trends that resemble lung parenchyma
and interstitial diseases. Author of [27] and [28] addressed a convolutional neu-
ral network with transfer learning to detect for COVID-19 positive cases. Tulin
Ozturk et al. [29] proposed a deep learning model called DarkCovidNet, which
can detect COVID-19 cases with 98.08% accuracy using CXRs. Jing Xu et al. [30]
proposed a self-regulated network for image classification. They used RNN and
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followed RegNet architecture. Emtiaz Hussain et al. [31] introduced a deep learn-
ing model called CoroDet to detect COVID-19 by using plain chest X-rays and
CT scan images with up to 99.1% accuracy. In a few recent works, authors’ [32]
proposed model is a multi-class classification model since it divides photos into
four categories: bacterial pneumonia, viral pneumonia, natural, and COVID-19.
In another work, authors [33] proposed a COVID-19 infection detection pipeline
based on CXR images and achieved a classification accuracy of 99.65%. Deep
learning methods are used to extract meaningful results from medical records. A
Designing Network Design Spaces had introduced by Ilija Radosavovic et al. [35]
they proposed a network called RegNet. The purpose of the network is to design
a network with a low-compute, low-epoch regime using a single network block
type on ImageNet. The authors [37] of this paper provided a concise overview of
the use of DL, RL, and deep RL strategies in biological data mining. Finally, they
explored future architecture viewpoints and open questions in this challenging
research field. In another article, authors [38] proposed a hybrid deep learning
model for diagnosing the virus from chest X-rays that combines a convolutional
neural network (CNN) and a gated recurrent unit (GRU) (CXRs). The model
was developed using 424 CXRs images divided into three groups(COIVD-19,
Pneumonia, and Normal) and obtained promising results of 0.96, 0.96, and 0.95.

3 Dataset

In Artificial intelligence-based work, data is essential, and to achieve substantial
efficiency, we need to analyze a large quantity of data. Data has been collected
from several resources. We collected more than two thousand five hundred images
from multiple sources for the COVID-19 dataset. COVID-19 was diagnosed in
this study primarily using X-ray images collected from two separate sources.
Tawsifur Rahman [32,33] has developed a COVID-19 X-ray image dataset that
is open access to everyone, and this dataset is available in Kaggle. This database
is constantly updated with images shared by researchers from different regions.
At present, there are 1200 COVID-19 positive X-ray images, 1341 normal X-Ray
images. Sample CXRs given in Fig. 1 (Table 1).

Table 1. Data collection publicly available

Collection Positive cases Negative cases

C1: COVID-19 Radiography Database 1200 1341

C2: COVID-XRay-5K DATASET 195 2000

Another source of COVID-19 X-ray image collection was COVID-XRay-5K
DATASET [34] is an open-source dataset, which is made and maintained by
Shervin Minaee and his team. At the time of the present study, it comprises
184 COVID-19 positive Chest X-ray and some other CXRs of diseases like viral
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Fig. 1. Sample images of data set. (a–c) COVID-19 positive cases CXRs and (d–f)
COVID-19 negative cases CXRs

Pneumonia, Normal, Fracture, Edema, etc. Our purpose is to use COVID-19
positive and negative CXRs images from this dataset.

These images had been collected from different published papers available
online or from pdfs. Other qualities and sizes of images were noisy, skewed, and
had different orientations. Moreover, the various grades and sizes of image han-
dling was an extremely challenging task. We prepossessed each image before
train our deep learning models. In this prepossessing, the data set was recon-
structed using greyscale conversion. Then, we trained the two data sets using
our deep learning models.

4 Proposed Model Architecture

Deep learning methods have been used for image processing in many fields,
including medical image processing. Many researchers have used deep learn-
ing models for image recognition, segmentation, identification, and diagnosis of
diabetes, brain tumors, and skin cancer using MRI, CT, and X-ray. We have fol-
lowed the RegNet network to develop our deep learning model. We designed the
model with CNN, consisting of three layers: a convolutional layer, pooling layer,
and fully connected layer to perform these operations effectively. The feature
extraction process takes place in both convolutional and pooling layers.

Our proposed model has nine convolution layers with three simple blocks
of conv2d layer followed by ReLu. The block we used in our model, visually
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Fig. 2. The architecture of the RegNet structured proposed model.

presented in Fig. 3 is based on the standard residual bottleneck block with group
convolution. Each block consists of a 1× 1 conv2d, a 3× 3 group conv2d, and a
last 1× 1 conv2d and ReLU follow each conv2d layer. The second layer after the
convolutional layer is the pooling layer. The pooling layer is usually applied to
the created feature maps for reducing the number of feature maps and network
parameters by applying corresponding mathematical computation. In this study,
we used max-pooling with stride (s = 1). The number of neurons was 128,64,32,
respectively. To attain further knowledge about our model, see Fig. 2, Fig. 3 and
Table 2. A fully connected layer is the last and most important layer of any deep
learning model. This fully connected layer functions like a multi-layer perceptron,
and Rectified Linear Unit (ReLU) activation function is most commonly used
on a fully connected layer. In contrast, the Sigmoid activation function predicts
output images in the last layer of a fully connected layer. We used 50% dropout
on a fully connected layer.

We trained our model with five epochs, which is very few epochs compared to
other trained deep learning models. Our model consists of input size 224× 224,
which ideal input size for RegNet structured network. In Table 2 we used 9
conv2d layer with filter size 128,64,32 and 1 flatten layer two dense layer for
our model. The total number of learning parameters is 194,903,073 for 224× 224
images.

5 Model Evaluation

The reason for using CNN to build our model is feature engineering is not
required. CNN can extract features automatically from the image. CNN per-
forms well, and it gives better accuracy compared to handcrafted features. It is
covering local and global features. It also learns different features from images.
CNN effectively uses adjacent pixel information to down-sample the image first
by convolution and then uses a prediction layer at the end, and CNN is easy to
implement. Our main target was to achieve higher accuracy with a few epochs
and learning parameters, and we just used five epochs to get 99.02% accuracy.
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Fig. 3. Block diagram of the RegNet structured proposed model.

Table 2. Number of learning parameter of our proposed model for 224× 224 image

Number of layer Layer name Output shape Params

1 Conv2d [224, 224, 128] 256

2 Conv2d [222, 222, 64] 73792

3 Conv2d [222, 222, 32] 2080

4 Conv2d [222, 222, 128] 4224

5 Conv2d [220, 220, 64] 73792

6 Conv2d [220, 220, 32] 2080

7 Conv2d [220, 220, 128] 4224

8 Conv2d [218, 218, 64] 73792

9 Conv2d [218, 218, 32] 2080

10 Flatten [1520768] 0

11 Dense [128] 194658432

12 Dense [64] 8256

13 Linear [1] 65

Total parameters 194,903,073
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To validate our model, we used two distinct data set and k-10 fold validation.
The primary purpose was to design a model with low-compute, low-epoch, and
gain higher accuracy using a single network block. We just used five epochs to
train our model. We obtain 99.02% validation accuracy for the first dataset,
and for the second dataset, we receive 97.13% validation accuracy. The average
accuracy is 98.075% which is promising compare to other deep learning models.
The training and validation accuracy for both data sets are given below.
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Fig. 4. Training/Validation Accuracy/loss. (A) the training and validation accuracy
(B) training and validation loss as a function of epoch using for dataset named COVID-
19 Radiography Database [32,33] (C) the training and validation accuracy (D) training
and validation loss as a function of epoch using for dataset named CoronaHack -Chest
X-Ray-Dataset [34]

There were 1200 COVID-19 positive cases in the first data set and 1341
COVID-19 negative chest x-ray images. We split the data set into 70 and 30
ratios for training and validation. The training set consists of 960 COVID-19
positive CXRs and 1072 COVID-19 negative CXRs. The validation set contains
240 COVID-19 positive CXRs and 402 COVID-19 negative CXRs. We obtained
99.02% accuracy for this dataset, and we can see from Fig. 4 the training and
validation accuracy and loss for every epoch of our model.

There were 195 COVID-19 positive cases and 2000 COVID-19 negative chest
x-ray images in the second data set. We split the data set into 70 and 30 ratios for
training and validation. The training set contains 156 COVID-19 positive CXRs
and 1400 COVID-19 negative CXRs. The validation set includes 58 COVID-19
positive CXRs and 600 COVID-19 negative CXRs. We obtained 97.13% accuracy
for this dataset, and we can see from Fig. 4 the training and validation accuracy
and loss for every epoch of our model.
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6 Result Analysis

In this section, we will present an analysis of our model and a comparison with
other deep learning models presented in our literature review.

Intending to present more information on the performance of our classifiers
on test images, we provide a receiver operating characteristic curve (ROC) curve
Fig. 5 below. A receiver operating characteristic curve (ROC) curve is a graphical
plot that illustrates the model performance evaluation. We have presented a
ROC curve of 2 distinct dataset. AUC - ROC curve display estimation for the
classification problems at various threshold settings. ROC is a probability curve,
and AUC depicts the degree or measure of separability. It describes how much
the model is proficient in differentiating between classes. The proposed classifier
achieved the maximum AUC score (1.00) for the both dataset. The AUC score of
our model for identifying COVID-19 is 1, which means our model has high-class
separation capability whatsoever.

Fig. 5. ROC curve of proposed model.

From Table 3, we can see our model achieved 99.02% accuracy, and the
authors of [15,18,19] presented models have more accuracy than our model’s
accuracy. On the other hand author of [17,20,25,29] presented models have less
accuracy than our model. So we can conclude that our model gave a promising
result for the detection of COVID-19 positive cases.
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Table 3. Comparison table

Ref Author name Model name Accuracy rate

[16] Das et al. Truncated Inception Net 99.96

[17] Himadri Mukherjee et al. CNN-tailored network 96.28

[18] Himadri Mukherjee et al. Shallow CNN-tailored network 99.69

[19] Mesut Togaçar et al. Deep learning 99.27

[20] Ali Narin1 et al. ResNet 96.01

[25] Li and Xia Deep learning 96.10

[27] Bassi & Attux ImageNe 100.0

[28] Majeed, T et al. CNN transfer learning 97.86

[29] Tulin Ozturk et al. DarkCovidNet 98.08

[31] Hussain et al. CoroDet 99.10

[32] Chowdhury, M. E. et al. ImageNet 99.70

[33] Rahman, T. et al. Deep learning 99.65

[38] P. M. Shah et al. Deep GRU-CNN model 96.00

Our proposed model RegNet Structured 99.02

7 Conclusion and Future Work

In this paper, we propose a lightweight (12-layer) RegNet structured deep learn-
ing model for detecting COVID-19 positive patients using chest X-ray images.
In this project, we used two types of images; one type was COVID-19 positive,
and the other type was COVID-19 negative images. For validation, experimental
tests were done on two different experimental datasets by combining COVID-19
positive and COVID-19 negative CXRs. We have trained and tested the proposed
model, and we have achieved an overall accuracy of 98.08%. Besides, consider-
ing the number of parameters and the number of epochs used in our proposed
model, it is computationally efficient compared to many other established mod-
els and other works presented in the literature review. It is important to note
that our study has no clinical implications and has not been reviewed by any
medical experts. We aimed to check whether our proposed RegNet structured
model could detect COVID-19 positive cases using CXRs with high accuracy.
Our developed model is only able to perform binary classification with an over-
all accuracy of 98.08%. In future, this work could be extended by fusing the
decisions of multiple transfer learning models.
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Abstract. In this era of the scientific revolution, speech recognition is
an important field. People of the world are connecting by using tech-
nology. People are shifting from one country to another, sharing their
culture and language. Speech recognition has made it easy by translat-
ing most of the languages into a readable format. Our world is mov-
ing forward through the era of the digital revolution. Still, there are
rudimentary examples of research works on Bangla speech recognition
with the advancement of automatic speech recognition (ASR). From a
Bangladeshi perspective, we often feel the need of using mixed Bangla-
English language in different use-cases, mostly in educational institu-
tions and hospital environments. However, most research works focus
on speech recognition in the English language, so we were motivated
to develop a mixed Bangla-English language classifier to transcribe iso-
lated mixed Bangla-English spoken digits. We have used an open-source
dataset for English, and for Bangla, we created a dataset in a noisy
environment by speakers of different ages, gender, and dialects. Finally,
for the mixed dataset, we have used Mel Frequency Cepstral Coeffi-
cient (MFCC) for feature extraction and Convolutional Neural Network
(CNN) classifier to train, test, and analyze data for two different exper-
iments we found promising results.

Keywords: Bangla-English digit classification · MFCC · CNN · ASR

1 Introduction

Speech is one of the most important means of human communication. From
ancient times, people did use established gestures to express their emotions and
feelings, then over time, and through the evolution process, the language came
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into being. There are 7.6 billion people in the world. Of these, 379 and 228 million
people use English and Bengali language respectively, as their first language [36].
With the change of era, computers, different programming languages, algorithms,
and many more have been discovered. Speech recognition is one of them, which
is a cross-sectional subfield of computer science and computational linguistics
that includes techniques and methods to identify the spoken language. Speech is
then converted to text via computer. There has been substantial improvement
in speech recognition over the last few decades. Today’s speech recognition first
started from ‘Audrey’ (1952) which, was a single-speaker digit recognition system
[31]. Plenty of research work has been carried out on English speech recognition
than that of Bangla.

Fig. 1. Applications of speech recognition: it has been widely adopted from the purpose
of entertainment to autonomous transportation, medical record-keeping to personal
digital assistance and beyond.

Figure 1 shows the applications where speech recognition is being used. For
entertainment, speech commands can be used to play a song or to play a movie. In
hospitals, speech recognition can be beneficial to generate a prescription, find the
medical record, and hospital staffs can be reminded of a given task or instruction,
etc. At work, speech recognition can be used to start a conference, schedule a
meeting, book an appointment, etc. [11]. In the automobile, voice commands are
already being used. Since our world is connected through technology, people are
taking immigration to their dearest country. For this immigration system, people
are mixing up language and culture. Also, many Bangladeshi people are living in
different foreign countries. People often are using mixed Bangla-English almost
in every aspect of their daily communication. People commonly use ‘please’,
‘sir’, ‘excuse me’ in their normal conversation with Bangla. This paper aims to
develop a Bangla-English mixed spoken digits (0–9) classifier that can be denoted
as the first approach to building a system that can recognize Bangla-English
mixed language in the future. Figure 2 shows the visual representation of our
research work, where we put both genders as the speaker, then the spoken digits
are preprocessed in a .JSON file (.wav format). MFCC technique is applied for



Mixed Bangla-English Spoken Digit Classification 373

Fig. 2. Basic block diagram for digit classification

feature extraction, which is the most popular feature extraction method used in
most speech recognition research works. It also works well with machine learning
algorithms. The extracted information is then fed to a CNN architecture mode
for training and testing purpose. It can be seen that CNN based models are
popular and used for a variety of tasks from Music Genre Classification [6,9,38],
Environment Sound Classification [3,8,14], Audio Generation [21,26]. Besides, in
[29] CNN is used for Bangla digits classification and achieved an impressive result
of 98% which was way better than the results that were found using the CNN
model in paper [2,12,15,19] which motivates us to work with CNN architecture
for this task. We have used a mixture dataset of Bangla-English where an open-
source English isolated dataset [5] are mixed with recorded Bangla dataset from
various area of Bangladesh. MFCC features are easily extracted from the ‘librosa’
module in python. Finally, we achieved classified digits as the system output
extracted by CNN model architecture.

2 Literature Review

We live within the age of information, where everything around us is associated
with one another based on the information, and this information is the processed
facts of raw data. In this digital world, every single digital operation is based
on data, for example, mobile data, business data, social media data, security
data, health data, etc. There is no alter of Artificial Intelligence (AI) techniques
that are performed through different machine learning algorithms to process this
data. Articles [17,18] focused on the use of deep learning to analyze patterns in
data from diverse biological domains; the work investigates different learning
architectures applications to these data. Another article [27] presented a com-
prehensive comparison based on Machine Learning algorithms like Polynomial
Regression (PR) and Multilayer Perception (MLP) and Long Short-Term Mem-
ory (LSTM) algorithm to predict the Infected and Recovered (SIR), projected
comparative outcomes during the outbreak of COVID-19 in Bangladesh. Thus,
machine learning algorithms have much diversity in solving real-World applica-
tions and setting up research directions [4,24]. Classification through machine
learning algorithms is not new. Many articles work with the machine learning
approach to develop various classification systems. In [1], Naive Bayes Classifier,



374 S. Das et al.

a Bayesian approach of Machine Learning algorithm, has been applied to iden-
tify fake news. Satellite Image Classification with K-nearest neighbour (KNN)
algorithm has been outperformed in [7]. Support vector machine (SVM) has
been used in [10] for classifying the images using the feature vector in Facial
Spoof Detection. Music Artist Classification with Convolutional Recurrent Neu-
ral Network in [20] is performed. But in our paper, we are focused on audio data
based on the mixed voice. We have also reviewed some remarkable works that
are associated with the English and Bangla voice-based dataset.

In the research work [32] presents a brief study of remarkable works done to
develop the Automatic Speech Recognition (ASR) system for the Bangla lan-
guage. It highlights information of available speech corpora for this language and
reports major contributions made in this research paradigm in the last decade.
Some important design issues, challenges, levels of recognition, vocabulary size,
speaker dependency, and approaches for classifications have been reviewed in
this paper in the order of complexity of speech recognition.

Taufik and Hanafiah [33] developed an automated visual acuity test (Auto-
VAT) that can run on a computer using a microphone as an input device and
monitor as an output device. The authors have used Snellen Chart with digit
optotype to measure the visual acuity. They have collected a downloadable
dataset that contains twenty isolated English words, including isolated spoken
digits (0–9). After collecting the dataset, they have used a python package called
librosa for the MFCC feature extraction. They got 20× 8 matrix for each file as
output after applying the MFCC. Finally, CNN is used for classification.

Paul et al. [22] proposed a system that can automatically recognise spoken
numerals in regional language. The authors developed a Gaussian Mixture Model
(GMM) for isolated Bengali spoken numerals and MFCC for feature extraction.
They have achieved 91.7% accuracy in prediction for the Bangla numeral dataset.

Watt and Kostylev [35] used a newly proposed approach, spin-wave delay-
line active-ring reservoir computer for spoken digit recognition. The authors have
achieved 93% accuracy on spoken digit recognition. They also let the Reservoir
Computer (RC) perform Short-Term Memory (STM) and Parity Check (PC)
tasks to satisfy the two main properties of RC implementation.

Reddy and Kumar [25] made a comparison between CNN and NN in spoken
digit recognition. The authors have noticed that accuracy increased in spoken
digit recognition using CNN. They got 100% accuracy in spoken digit using CNN
and 95%–99% using NN.

Sharmin et al. [29] proposed a Bengali digit classification approach using
CNN. The authors used 1230 audio files (.wav format) from ten different people
from different age groups, dialects, and gender. For feature extraction, MFCC
was used, then they used the train, test, split method to train and test the
dataset and claimed 98% accuracy comparatively on a smaller dataset.

Mahalingam and Rajakumar [16] used a different approach for spoken digit
classification. Instead of the commonly used feature extraction approach MFCC,
the authors used wavelet scattering for the initial extraction of useful information
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from the audio signal. Then, the extracted information was sent to the LSTM
network for classification.

Zerari et al. [37] proposed a general framework using LSTM and NN for
Arabic speech recognition. The authors have used both spoken Arabic digits (0–
9) and spoken Arabic TV commands as a dataset. They have used both feature
extraction techniques MFCC-dynamic and static features, and the Filter Banks
(FB) coefficient. Their proposed system first extracts relevant features from the
signal of natural speech using MFCC (dynamic and static features) and FB,
and then the extracted information is padded to deal with the non-uniformity of
the sequence. After that, LSTM or Gated Recurrent Unit (GRU) is used as an
architecture to encode the sequences and then introduced to an MLP network
to perform classification.

Gupta and Sarkar [13] represented a method that can recognize Bengali spo-
ken digits in both noise-free and noisy environments. MFCC and PCA are used
for feature extraction. The authors have used SVM, MLP, and Random Forest
(RF) for the classification and made a comparison of their performance. They
found that RF has a lower accuracy rate than MLP and SVM.

3 Methodology

3.1 Data Preproecessing

Speech preprocessing includes conversion of digital audio data from the analog
audio data recorded by speakers, labeling speech files, and extraction of fea-
tures. In our experiment, Data acquisition is done with the following recording
parameters:

Fig. 3. Variations of the dataset in dialects and age respectively with 23 different
regions of Bangladesh and an age range (6–56) years of people



376 S. Das et al.

Fig. 4. Raw input audio signal: (top left to right) waveform of ‘Shunno’, ‘Ek’, ‘Dui’,
‘Tin’ and (bottom left to right) ‘Chaar’, ‘Zero’, ‘One’, ‘Two’ respectively.

– Encoding Format: Highest quality (PCM/WAV)
– Sampling Rate: 22050 (default with ‘librosa’ package)
– Environment: Less noisy for English and Noisy for Bangla

We have taken a mixture of 3500 data, where the English dataset containing
1500 audio files (.wav format) collected from Google AI blog [5] and for Bangla
dataset, we have collected voice recordings of 200 people containing 2000 audio
files(.wav format) for the experiment. For the Bangla dataset, the participation
ratio of age-group and different dialects has been represented using the seaborn
barplot.

Thus, Fig. 3(left), we have taken the count numbers in X-axis and in Y-
axis and plotted the dialects of 23 different regions whereas Fig. 3(right) shows
the representation of the age group ranging from six to fifty-six (6–56) years
for the data we have collected. It is clearly noticeable that most of the dataset
that we have collected is from Dhaka and Bogura regions, and between 24 to 27
age-group. Thus, Fig. 3 proves the data diversity of our collected data (Fig. 5).

Fig. 5. English-Bangla symbolic digits and pronunciation
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We have taken a sample rate of 22050, which works better with ‘librosa’
packages. Then, the pre-processed data was saved as .json file, which has fed
into our built model later. Figure 4 illustrates the waveform of some digits such
as, ‘shunno’, ‘ek’, ‘dui’, ‘tin’, ‘chaar’, ‘zero’, ‘one’, and ‘two’ respectively. These
waveforms were generated using ‘librosa’ python package with the help of ‘mat-
plotlib.pyplot’.

We have mixed the both data set of English-Bangla and kept them in a single
folder path and labeled properly. For English, each data were labeled as- ‘one’,
‘two’, ‘three’, ‘four’, ‘five’ , ‘six’, ‘seven’, ‘eight’, and ‘nine’. For Bangla, each
data were labeled as- ‘shunno’, ‘ek’, ‘dui’, ‘tin’, ‘chaar’, ‘paach’, ‘choy’, ‘saat’,
‘aat’, and ‘noy’.

3.2 Feature Extraction

MFCC is the most commonly used method of audio feature extraction. The
reason behind using MFCC because it tells us a lot about the timbre of an audio
signal. MFCC takes into account human perception for sensitivity at appropriate
frequencies by converting the conventional frequency to Mel Scale, and are thus
suitable for speech recognition tasks quite well. Figure 6 shows the process of
feature extraction of a audio data. MFCC features were easily extracted from
the audio files using the ‘librosa’ package of python [23] and appended into a
python ‘numpy’- array [28]. Figure 6 illustrates the spectrum of the audio signal
before and after feature extraction.

Fig. 6. Feature extraction technique of isolated digit taking 13 coefficient as output

3.3 Train and Test Data

After the feature extraction and labelling was completed, the dataset created
was divided into ‘train’ and ‘test’ set. It was done using the test train split



378 S. Das et al.

Fig. 7. Train, validation and test division of a dataset before processing in developed
model and prediction analyses

method from the ‘sklearn’ module in python [30]. The dataset was divided by
maintaining an 80:20 ratio, where 80% data was used for the training dataset
and 20% data was used for the test dataset, 20% of the training dataset is taken
as a validation set for the processing. Figure 7 shows the processing overview
of the training, test and validation dataset in the model which will be used in
prediction analysis of the test dataset with the trained model.

3.4 Feature Learning and Classification Using CNN

In this analysis, we have built a 3-layer sequential Convolutional Neural Network
for feature learning and classification purposes. We have built 2 different models
with different parameters in each convolution layers. It was made utilizing the
‘Tensorflow and Keras’ module in python [34]. Train data was passed through
the first 2D-convolutional layer (conv2D) which comprises a filter size of 128
(model-1) and 64 (model-2) with (3, 3) kernel size, a RELU activation function
and an ‘L2’ kernel regulizer for both models. The output of the first Conv2D
layer was passed through the first batch normalization layer. After that, the
output is sent into a 2D-max pooling layer. This process is done twice for each
model using the second conv2D and third conv2D. For the first model, a size of
48 filters size batch normalization-pool size of (3, 3) is used and for the second
model: the size of 32 filters are used keeping the other two parameters the same
as before.

After the feature learning process, the classification procedure starts with
transforming the resultant vector into a one-dimensional vector by using the
flatten layer as 1-D vector is easier to use for classification purposes, and there-
fore, it has been used to flatten the data. The 1D vector that came out of the
flatten layer is then passed through a series of layers consisting of a fully con-
nected dense layer with 128 and 64 units of neurons along with the ‘RELU’
activation function for the first and second model respectively. The output from
that layer is passed down to the dropout layer with a 0.3 dropout rate used to
minimize the over-fitting issue. Then, the resultant vector is passed through a
final fully connected dense layer with twenty units, which is the number of key-
words for the Bangla-English mix dataset, and the softmax activation function.
After that, we got the final output. We have used ‘Sparse Categorical Cross-
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Fig. 8. CNN architecture used for digit classification using ‘RELU’ as activation funtion
and (3 × 3) maxpooling for minimizing overfitting issues with a fully connected dense
layer

entropy’ as the loss function and ‘Adam’ as optimizer in this model. Figure 8
shows the basic architecture of our proposed model.

4 Result Analysis

We have performed two experiments with two different case scenario for the
mixed Bangla-English model. In the first experiment, we implemented model-
1 with a 90:10 and 80:20 training-test ratio which gives us a test accuracy of
87.24% and 81.04% respectively. Similarly, in the second experiment, we imple-
mented model-2 with the same training-test ratios as before which gives us a
test accuracy of 84.23% and 72.81% respectively. So, it has been marked that
model-1 outperforms better than the other model in both experiments. Table
1 illustrates the comparison of test accuracy for the cases of experiment-1 and
experiment-2.

Figure 9 shows performance evaluation with train vs validation accuracy and
train vs validation loss for the best-suited model, i.e. experiment-1. We have
acquired 87.25% & 81.04% test accuracy and test loss of 57.19% & 79.19%
for (0:10 and 80:20 respectively while experimenting. Figure 10 compares our
result with the previous research works for classification purposes. It can be
seen that in 91.04% accuracy acquired which was developed by CNN model
working with English digits and letters [33] and 93% accuracy acquired working
with using TI46 corpus which was developed by STM [35]. Another work claimed
extraordinary results on only Bangla digit classification and achieved an accuracy
of 98% which was also developed by CNN as well [29]. However, they used
only 1200 data samples. Compared to these works, though our model has not
performed well, we have achieved a decent performance accuracy as a first tried
method for mixed English-Bangla speech corpus, i.e. mixed digit classifications.

Figure 10 is the performance evaluation of our model with previous research
work to classify audio digits in English and Bangla language. Model 1 to Model 4
is the outcome of our proposed work for mixed Bangla-English language. Though
some of the existing model shown in the figure have higher accuracy than our
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Fig. 9. The plots describe accuracy measure shows train and validation accuracy vs
train and validation loss which has given the best outcome i.e Fig. 9 (top and 2nd top)
for model-1 and Fig. 9 (3rd top and bottom) for model-2. Model-1 achieved 87.24%
which involves 128, 48, 48 filters each conv2D layer and 128 active neurons taking 90%
data for training the model, 10% for testing purpose and 10% for validation from the
remaining train set whereas in model-2 we kept every other parameter the same as
before but now we run 80% data for training the model, 20% for testing purpose and
20% for validation from the remaining 80% of train set which also can be seen by the
Table 1 summery.

Table 1. A performance measurement comparison for individual run-time with differ-
ent model and train-test ratio

Experiment no. Dataset

ratio

Train-test

dataset ratio

Filters used in

each layer

Active

neurons

Test

accuracy

English digits Bangla digits

Exp. 1 1500 2000 90:10 128,48,48 128 87.24%

80:20 81.04%

Exp .2 1500 2000 90:10 64,32,32 64 84.22%

80:20 72.81%

obtained results, they are for individual languages, either English or Bangla.
However, we worked on a mixed Bangla-English model, and till the present
date, no mixed model was available to compare our results.
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Fig. 10. Performance analysis of different models

5 Conclusion

As the days go by, speech recognition is becoming a necessary part of peo-
ple’s daily lives. Since speech recognition itself is a substantial and instrumental
part of artificial intelligence and machine learning, spoken digit recognition is
paramount. If we look at it from the Bangladeshi perspective, most people use
mixed Bangla-English for daily communication. To take Bangla speech recogni-
tion a step forward, we have performed a mixed Bangla-English spoken digits
classification. The main contribution of our work is to develop a Bangla isolated
dataset of 2000 voices. A mixture model of the Bangla-English dataset is trained
and test with CNN architecture with an accuracy of 87.24%, which is not up to
the satisfactory level. However, the result is quite conceivable as the first app-
roach on this topic has been carried out to the present date. We believe still
better accuracy can be found in the future by tuning model parameters more
appropriately and developing a more enriched Bangla dataset which can also
be mentioned as one of the challenging issues. Besides, taking variation in the
rest of the dialects for the other regions and age groups of the Bengali speaking
people and a larger dataset for training the model could be helpful to attain a
higher accuracy level.
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Abstract. At the time of writing, the Covid-19 pandemic is continu-
ing to spread across the globe with more than 135 million confirmed
cases and 2.9 million deaths across nearly 200 countries. The impact
on global economies has been significant. For example, the Office for
National Statistics reported that the UK’s unemployment level increased
to 5% and the headline GDP declined by 9.9%, which is more than twice
the fall in 2009 due to the financial crisis. It is therefore paramount for
governments and policymakers to understand the spread of the disease,
patient mortality rates and the impact of their interventions on these
two factors. A number of researchers have subsequently applied vari-
ous state-of-the-art forecasting models, such as long short-term memory
models (LSTMs), to the problem of forecasting future numbers of Covid-
19 cases (confirmed, deaths) with varying levels of success. In this paper,
we present a model from the simple recurrent network class, The Multi-
recurrent network (MRN), for predicting the future trend of Covid-19
confirmed and deaths cases in the United States. The MRN is a sim-
ple yet powerful alternative to LSTMs, which utilises a unique sluggish
state-based memory mechanism. To test this mechanism, we first applied
the MRN to predicting monthly Covid-19 cases between Feb 2020 to July
2020, which includes the first peak of the pandemic. The MRN is then
applied to predicting cases on a weekly basis from late Feb 2020 to late
Dec 2020 which includes two peaks. Our results show that the MRN is
able to provide superior predictions to the LSTM with significantly fewer
adjustable parameters. We attribute this performance to its robust slug-
gish state memory, lower model complexity and open up the case for
simpler alternative models to the LSTM.
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1 Introduction

The World Health Organisation (WHO) declared the Covid-19 outbreak a pan-
demic on the 11th of March 2020 [1]. From the 11th of March to date, the
outbreak has spread rapidly to many countries and has had a drastic impact
on our day-to-day lives. Accurate forecasting of Covid-19 cases is crucial for
resource allocation to treat infected patients and to aid governments and scien-
tist as they discuss tactics to mitigate the virus spread. A number of researchers,
in an attempt to understand the virus, particularly the rate at which it spreads,
have applied various forecasting models (such as Susceptible-Exposed-Infectious-
Recovered model, Long-Short Term Memory (LSTM) to forecast the future cases
(death or confirmed).

Artificial intelligence (AI) and machine learning (ML) techniques are notable
for their predictive abilities in a number of fields such as anomaly detection [2,3],
biological data mining [4], disease detection [5], financial prediction [6], text ana-
lytics [7] and urban planning [8]. This also includes methods to support Covid-19
[9] through analysing lung images acquired by means of computed tomography
[10], chest x-ray [11], safeguarding workers in workplaces [12], identifying symp-
toms using fuzzy systems [13], and supporting hospitals using robots [14]. In
particular, LSTMs have been widely applied for the Covid-19 prediction task
given the currently held belief that they are state of the art for forecasting [15–
18]. Others such as Shastri et al. [19] build on the premise that LSTMs are the
most suitable tools for time-series processing and have endowed the LSTM to
enhance performance.

In this paper, we compare the Multi-recurrent Network to current state-of-
the-art, the LSTM to forecast future cases of Covid-19 in the USA. To the best
of our knowledge, MRNs have not been presented or applied for the Covid-
19 forecasting task. Both models are evaluated on publicly available data from
the Centers for Disease Control and Prevention and assessed using the Mean
Absolute Percentage Error. The structure of the paper is as follows. A brief
summary of the modelling techniques applied for Covid-19 forecasting is given
in Sect. 2. The methodology is given in Sect. 3. The results are given in Sect. 4
and Sect. 6 concludes.

2 Covid-19 Forecasting

Mathematical models have been historically applied for the modelling and pre-
diction of infectious disease [20–22]. In particular, in an attempt to model
Covid-19, the most basic Susceptible-Infectious-Recovered (SIR) model and vari-
ants (such as Susceptible-Exposed-Infectious-Recovered (SEIR) model) have been
widely applied [23,24]. He et al. [25] propose the SEIR model to analyse the
epidemic evolution in Hubei province demonstrating its usefulness to forecast
Covid-19 epidemic. Tiwari et al. [26] employ an improvised five compartment
mathematical model, SEIR-Death (SEIRD) model, to predict the peak of the
epidemic considering the lockdown in India. Other mathematical models have
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been developed and adopted to model Covid-19. For example, Singhal et al. [27]
apply Gaussian Mixture model and Fourier decomposition method (FDM) to
predict Covid-19 cases. They show that the proposed models can be used to aid
the continuous predictive monitoring of Covid-19. Bekiros and Kouloumpou [28]
introduce a Stereographic Brownian Diffusion Epidemiology Model (SBDiEM)
for modelling, forecasting and nowcasting for Covid-19.

Statistical models have been popularly used for time-series analysis, particu-
larly due to their flexibility and ability to model stationary processes. For exam-
ple, Ankarali et al. [29] apply different curves (exponential, quadratic, power,
cubic, logistic, and growth) to model Covid-19. They found that the cubic model
obtained the best results. Zuo et al. [30] propose a statistical model, they partic-
ularly study a sub-model, flexible extended Weibull distribution, they find these
sub-models could describe the total death data of Covid-19 in Asian countries.
Despite the success obtained with mathematical and statistical models, they are
notably prone to inaccuracies. Mathematical models specifically i) assume the
future is similar to the past (which is not always the case) and ii) model estimates
are based a priori, so the models may miss changes over time thus limiting the
usefulness of the model [31]. Similarly, statistical methods mostly assume linear-
ity and are unable to predict the structural shifts found in non-linear data. This
is unsuitable for the Covid-19 prediction task as current observations indicate
non-linearity.

Machine learning has provided opportunities to better model non-linearities
and co-dependencies in the signal that aids learning and enhances perfor-
mance thus mitigating the limitations of mathematical and statistical model
[32–34]. To harness the superiority of ML techniques, researchers have applied
them for Covid-19 prediction and classification task. For example, Parbat and
Chakraborty [35] propose a model based on a support vector regression model
with Radial Basis Function to predict Covid-19 cases1 in India. Their proposed
methodology provides higher accuracy than a linear, polynomial, or logistic
regression. Jibril et al. [36] develop models based on supervised learning algo-
rithms2 to predict Covid-19 infection in Mexico using labelled data. They find
that models based on the Decision tree performed best based on accuracy while
the SVM provides the best sensitivity3 and finally the Naives Bayes obtains the
best specificity4.

Several researchers present a comparative analysis between different models.
Kirbaş et al. [37] carry out a comparative analysis using the ARIMA, Nonlinear
Autoregression Neural Network (NARNN) and LSTM approaches to predict the
Covid-19 confirmed cases in 8 European countries5. The results show that the
1 The total number of COVID19 infected cases, total number of daily new cases, total

number of deaths and total number of daily new deaths.
2 Logistic regression, Decision tree, Support vector machine, Naive Bayes, and Artifi-

cial neutral network.
3 The percentage of Covid-19 positive patients correctly identified by the models.
4 The percentage of Covid-19 negative patients correctly identified by the models.
5 Denmark, Belgium, Germany, France, United Kingdom, Finland, Switzerland and

Turkey.
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LSTM has superior predictive abilities. Wang et al. [38] used a model built
on LSTM along with a rolling update mechanism to forecast positive cases in
Russia, Peru and Iran. The model provided very consistent results with actual
values, demonstrating the suitability of the LSTM for modelling of Covid-19
cases. Yan et al. [39] propose a method based on the LSTM and compared to
digital prediction models (such as Logistic and Hill equations). Their proposed
method produced smaller prediction deviation and provided a better fit.

Shahid et al. [40] assesses the performance of ARIMA, Support Vector
Regression (SVR), LSTM, bidirectional LSTM (Bi-LSTM) for time-series pre-
diction of confirmed, death and recovered cases in the top ten countries largely
affected by the virus. Their experimental results demonstrate that the Bi-LSTM
outperformed the other models as it enhances learning and memorizing of long
sequences thus, they present the Bi-LSTM as an appropriate predictor. ArunK-
umar et al. [41] similarly presents deep learning Recurrent Neural Networks
(RNN) models including the LSTM to predict the confirmed, recovered and
death cases.

Arora et al. [42] apply LSTM variants (Deep LSTM, Convolutional LSTM
and Bi- LSTM) to predict the number of positive cases in India. They also
found that Bi-LSTM provided the best result. Vadyala et al. [43] predict con-
firmed cases using k-means-LSTM for short-term Covid-19 cases forecasting in
Louisana, USA. They benchmark their model against traditional SEIR model
and demonstrate that their model provides better results. Others enhanced
predictive performance and modelling abilities using pre-processing techniques.
Silva et al. [44] employ five machine learning models6 for Covid-19 forecasting
of the cumulative confirmed in five Brazilian and American states. They also
employ the variational mode decomposition (VMD) for pre-processing. They
demonstrate that using the hybridization of VMD enhances performance. Gau-
tam [45] proposes transfer learning for Covid-19 cases and deaths forecast using
LSTM networks. The LSTM has also been applied for other Covid-19 related
task due to its popularity, for example, Demir [46] employ a deep LSTM for auto-
mated detection of Covid-19 cases from chest X-ray images which significantly
improves performance compared to current radiology based approaches.

Specifically, LSTMs are believed to currently provide the best performance
given the acclaimed track record with forecasting and mitigate limitations asso-
ciated with RNNS. However, Nabi et al. [47] find that from the deep learning
models employed, LSTMs were a poor candidate particularly as they aim to iden-
tify seasonality and periodic intervals which were absent in our studied countries.
This demonstrates the lack of robustness with these models. However, Chen et
al. [48] argue that LSTMs are not adaptable to new changes that occur as seen
when they used it to predict oil prices. In addition, Le et al. [49] point out
that although LSTMs provide accurate forecasts at specific points, they should
however be combined with other models to obtain improved performance for

6 Bayesian regression neural network (BRNN), Cubist Regression (CUBIST), k-
nearest neighbours (KNN), Quantile Random Forest (QRF), and support vector
regression (SVR).
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long-term prediction. Danihelka et al. [50] point out the LSTM’s limited ability
with representation makes it a poor candidate for learning due to its lack of
memory mechanism. Yu et al. [51] presented a systematic review on different
LSTM cells and pointed to the need of ‘external’ memory to strengthen memory
capacity. Ulbricht [52]’s proposed model, the Multi-recurrent network (MRN)
has been shown to enhance prediction (compared to Simple Recurrent Network,
Echo-State Network). In this paper, the MRN is compared to the LSTM to
identify if it offers better results and as such is a more reliable tool to inform
decision-making and resource allocation.

3 Methodology

In this section, the data and the proposed modelling technique, the Multi-
recurrent Network along with other notable techniques are presented for Covid-
19 predictions. In addition, the error measurement, Mean Absolute Percentage
Error (MAPE) is specified.

3.1 Covid-19 Dataset

In this paper, the data collection is like that in [19]. U.S. confirmed and death
cases of Covid-19 are used for the monthly prediction task obtained from Centers
for Disease Control and Prevention, U.S. Department of Health and Human
Services7. The selection date is from the 7th of Feb 2020 to the 7th of July 2020
for the confirmed cases and from the 26th of Feb to the 7th of July 2020 for the
death cases. The data was divided into training and testing sets, training data
accounted for 80% of the data and the remaining 20% was out-of-sample testing.
Both series were transformed using MinMaxScaler, such that the data is scaled
to a given range on the training set [19].

Additional data from the 22nd of January to 22nd of December used for
weekly of prediction of Covid-19 confirmed and death cases. Similarly, the data
was divided into training and testing sets, training data accounted for 80% of the
data and the remaining 20% was out-of-sample testing and transformed using
MinMaxScaler.

3.2 Multi-recurrent Networks

Ulbricht [52] explored this notion that complexity and memory are key com-
ponents for effective time-series processing and as a result introduced Multi-
recurrent Networks. The MRN integrates features of both the Jordan and SRN
model, along with input memory banks and variable layer-link and self-link recur-
rency. These properties enhance the model complexity sufficiently to encourage
better processing without the added over-complexity associated with LSTM or

7 https://www.cdc.gov/.

https://www.cdc.gov/
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Gated Recurrent Units and as such are worthy of further exploration for appro-
priateness for time-series. In addition, the MRN enables and allows for differ-
ent and flexible representation of past information unlike Jordan, SRN, ESN
and LSTM which have a ‘rigid’ representation. Tepper et al. [53] more recently
showed that this slightly more sophisticated class of SRNs, MRNs, is better able
to capture the latent signal in time-series data and found that the MRN dynamics
improved learning and achieved better accuracy (compared to the SRN, NARX
and ESN networks).

The MRNs memory mechanism enables the network to ‘forget’ and ‘retain’
knowledge which is the catalyst for enhanced performance [52]. In addition,
the MRNs memory state enables the formation of a comprehensive averaged
history providing better insights and understanding of spatio-temporality in the
data. More specifically, Ulbricht [52] and more recently [53] and Orojo et al.
[6] demonstrated the MRNs superiority when compared with other techniques
(such as the Elman Network, Echo-State Network, LSTM). A detail description
of this method is provided in [6].

An adapted MRN architecture from [53] is illustrated in Fig. 1 showing the
flow of information through the network layers, employing the following feedback:

1. Layer-link recurrency: the units within each layer of the network copied to
its respective memory bank at time, t, fed to the hidden layer at time, t + 1.
The layer-level recurrency comprises the:

– Input layer recurrency : the input layer’s output at time, t is fed back to
the relevant memory bank on the input layer at time, t + 1.

– Hidden layer recurrency : the hidden layer’s output at time, t is fed back
to the relevant memory bank on the input layer at time, t + 1.

– Output layer recurrency : the output layer’s output at time, t is fed back
to the relevant memory bank on the input layer at time, t + 1.

2. Self-link recurrency: the units within each memory bank on the input layer
(referred to as either state units or context units) at time, t is fed back to
itself at time, t + 1

The memory bank compositions for each layer are derived using the calcu-
lated layer-link and self-link ratios (which determine the degree of rigidity and
flexibility of the memory banks). More specifically, the number of memory banks
for a layer is directly related to the granularity at which previous and current
information is integrated and stored [53]. For each layer, the layer-link ratios
are calculated from the allocated number of memory banks for the layer, nM as:
i

nM
for i = nM , ..., 2, 1. The self-link ratios are then calculated as: 1 − i

nM
for

i = nM , ..., 2, 1. For example, a network with for 4 output memory banks gives
the following layer-link ratios: 4

4(1),
3
4(0.75),

2
4(0.5),

1
4(0.25) and the following

self-link ratios: 1 − 4
4(0), 1 − 3

4(0.25), 1 − 2
4(0.5), 1 − 1

4(0.75).
These combinations (of varying layer- and self-link weights and thus mem-

ory banks) form sluggish state-spaces within the memory mechanism of the
MRN. These sluggish state spaces distinguishes the MRN from other networks
in the simple recurrent network family [53]. More specifically, these sluggish
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Fig. 1. The architecture of an MRN without noise injection (adapted from [53]).

state spaces aid the exploiting of information from both recent and distant past
endowing the network with a ‘longer averaged history’ encouraging learning in
long-term dependency tasks [53].

3.3 Forecasting Methodology

The MRN is coupled with a sliding window approach for prediction as applied
by [6] et al. as this encourages better information processing in the MRN. The
input sequences (temporal input windows) which are fed as inputs at any given
time-step to predict the output are generated by a sliding window technique
with a shift factor of 1 [6]. Input window lengths are empirically established. For
each input sequence, the output is determined by the forecast horizon (that is
the number of time-steps ahead the prediction is made) [6].

4 Results and Discussion

In this section, the MRN is applied for Covid-19 forecasting and its performance
is compared to current state-of-the-art, the LSTM. Model forecasts are obtained
using an averaging ensemble approach (that is a given number (empirically estab-
lished) of models are trained and the average of the predictions are used as the
final predictions and to assess performance. The models are assessed using the
Mean Absolute Percentage Error (MAPE) score.



Sluggish State-Based Neural Networks 391

The MRN and LSTM are first trained and validated on data from early Feb
to early June for the confirmed cases and late Feb to mid-June for the death
cases to predict the monthly confirmed and death cases from early-June to early
July for the confirmed cases and mid-June to early July for the death cases. The
MRN and LSTM are then trained and validated on data from late January to
mid-October to predict weekly confirmed and death cases from mid-October to
late December.

4.1 Advance Monthly Predictions of Covid-19 Cases

The MRN and LSTM are trained to forecast the number of Covid-19 cases from
mid-June to early July. Both models are trained with a number of parameter
combinations to identify the best parameters. Note: both models have the same
training and test set, however the MRN processes the data as input sequences
and as such predictions start later than that of the LSTM as shown in Figs. 2
and 3.

MRN: The MRN is trained with 20 units and employs a sigmoid activation
function for its hidden layer, a learning rate of 0.001 and momentum of 1.25.
Experiments with three window size [15, 25, 35] and a memory order of 4 (that
is, the maximum number of memory bank for any memory bank type is 4; [4, 4,
4]) are undertaken to identify the best model.

LSTM: The LSTM is trained with 20 units and employs a sigmoid activa-
tion function. Experiments with three optimisers; Stochastic Gradient Descent
(SGD), Adam and RMSprop optimiser, three dropouts [0.1, 0.4, 0.7] and three
batch sizes [20, 50, 100] are undertaken to identify the best model.

Table 1 presents the MAPE score (for the test set) for the best MRN and
LSTM. The MRN is trained for 500 epochs whereas the LSTM is first trained for
500 epochs and then trained further for an additional 500 epochs (1000 epochs
in total) as results show training for longer epochs enhances its performance and
provides predictions closer to the observations). The MRN models performed
best for both confirmed and death cases.

Table 1. MAPE Score on test set for USA Covid-19 cases (with the number of trainable
parameters shown in parentheses)

Models Epochs Confirmed cases Death cases

MRN 500 4.11 (1,261) 0.3 (1,821)

LSTM 500 7.03 (5,061) 22.67 (5,061)

1000 6.99 (5,061) 7.62 (5,061)

Figure 2(a) and 2(b) visualises the number of observed confirmed cases
against the predicted number of confirmed cases for the MRN and the LSTM
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(respectively) for the confirmed cases. The MRN appears to follow the trend
of the confirmed cases closely; it does have an uptrend similar to that of the
observed however it misses the sharp increase in the number of confirmed cases
from late June. The LSTM on the other hand appears to follow the upward
trend of the observed cases however, it overestimates the number of confirmed
cases up to late June thus explaining the higher MAPE score it obtained in
Table 1. Note: Both models have the same training and test set, however the
number of windows available to the MRN is dependent on the window size which
determines the number of observations available, the MRN starts predicting from
early April unlike the LSTM which processes the observations sequentially rather
than in windows.
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Fig. 2. Monthly confirmed cases for (a) MRN (b) LSTM.

The MRN and LSTM models are then used to forecast the number of Covid-
19 death cases. Figure 3(a) and 3(b) visualises the number of observed death
cases against the predicted number of death cases of the MRN and the LSTM
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respectively. The MRN appears to have learnt the underlying signal and predicts
values for the death cases similar to those observed. The LSTM on the other hand
appears to follow the trend however it overestimates the number of death cases
compared to the observed number of death cases. (Note: Both models have the
same training and test set, however the number of windows available to the MRN
is dependent on the window size which determines the number of observations
available, the MRN starts predicting from late April.)
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Fig. 3. Monthly death cases using MRN (a) and LSTM (b).

The MRN albeit a smaller framework has a lower MAPE score for both
forecasting task and outperforms the LSTM (see Table 1). The results demon-
strate the predictive abilities of the MRN for time-series forecasting, specifically
Covid-19 forecasting. To validate the superiority of the MRN, we then train it
to forecast weekly Covid-19 cases over a longer period of time, roughly a year
(which reflects different underlying signals given the cyclical pattern observed
with Covid-19 in 2020), we then benchmark its performance against the LSTM.
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4.2 Advance Weekly Predictions of Covid-19 Cases

The MRN and LSTM are then trained to forecast the number of Covid-19 cases
from mid-October to late December using weekly data from late-January to
early-October. Like the monthly predictions, both models are trained with 20
hidden units and with several combinations to identify the best parameters. The
models are trained for 500 epochs.

MRN: The MRN is trained with 20 units and employs a sigmoid activation
function for its hidden layer, a learning rate of 0.001 and momentum of 1.25.
Experiments with three window size [15, 25, 35] and a memory order of 4 (that
is, the maximum number of memory bank for any memory bank type is 4; [4,
4, 4]) are undertaken to identify the best model and the results of which are
presented in Table 2.

Table 2. MRN results for the test set (number of trainable parameters shown in paren-
theses)

Window size Confirmed cases Death cases

MAPE Score Memory bank MAPE Score Memory bank

15 14.5 (861) [0, 2, 0] 5.13 (1,261) [0, 3, 0]

25 12.78 (861) [0, 2, 0] 4.86 (861) [0, 2, 0]

35 14 (1,721) [0, 4, 3] 5.92 (861) [0, 2, 0]

LSTM: The LSTM is trained with 20 units and employs a sigmoid activa-
tion function. Experiments with three optimisers; Stochastic Gradient Descent
(SGD), Adam and RMSprop optimiser, three dropouts [0.1, 0.4, 0.7] and five
batch sizes [20, 50, 100, 120, 150] are undertaken to identify the best model and
the results of which are presented in Table 3.

Table 3. LSTM results for the test set (number of trainable parameters shown in
parentheses)

Batch size Confirmed cases Death cases

20 35.22 (5,061) 24.02 (5,061)

50 23.44 (5,061) 16.34 (5,061)

100 20.75 (5,061) 12.51 (5,061)

120 17.64 (5,061) 12.57 (5,061)

150 18.15 (5,061) 9.88 (5,061)



Sluggish State-Based Neural Networks 395

As seen from Table 2 and Table 3, the best MRN model employed a window
size of 25 for the confirmed and death cases. The best LSTM model employed a
batch size of 120 for the confirmed cases and a batch size of 150 for the death
cases. All the LSTM models performed best with a dropout of 0.1 and the LSTM
models using a batch size of 100, 120 & 150 performed best with the RMSprop
optimiser while those using a batch size of 20 & 50 performed best with the
adam optimiser.

The MRN models performed best on both the confirmed and death cases,
more specifically all the best MRN models for each window size performed better
than the overall best LSTM models (in bold in Table 3). Interestingly, the MRN
models employ a significantly lower number of parameters (in some cases over
one-fifth less) than the LSTM models.

21 Feb 09 Sept 20 July 31 May11 Apr 28 Oct 17 Dec

Fig. 4. Weekly confirmed cases

Figure 4 presents the MRN and LSTM predictions of weekly confirmed cases
against the observed number of confirmed cases. Both models appear to follow
the trend however miss the spike in confirmed cases from mid-late October. The
MRN appears to accurately map and predict all the confirmed cases for the
training set (to the left of the black vertical line) however for the test set, it
follows the trend but underestimates the number of observed cases. The LSTM
appears to map and accurately predict the training set till mid-June after which
it underestimates the number of confirmed cases. For the test set, the LSTM
underestimates the number of confirmed cases.

The weekly death cases are presented in Fig. 5 visualising the number of
observed death cases against the MRN and LSTM predictions of weekly death
cases. Like the confirmed cases, both models appear to follow the trend however
missing the spike in death cases from mid-late October. The MRN appears to
accurately map and predict most of the confirmed cases for the training set (to
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Fig. 5. Weekly death cases

the left of the black vertical line). However, for the test set, underestimates the
number of observed cases. The LSTM appears to map and accurately predict
some training data and for the test underestimates the number of confirmed
cases.

5 Discussion

There has been a shift from simple recurrent networks to more complex recurrent
networks particularly due to the vanishing gradient problem inherent in simpler
networks. The LSTM, current state-of-the-art has been widely applied for a
number of tasks, more specifically for Covid-19 forecasting [38–40,42,43]. How-
ever, there are inherent limitations with the LSTM for example, lack of adequate
memory mechanism and overly complex gating mechanism [48,50]. Current work
compared the performance of varying deep learning models and some of these
models have been compared with mathematical and statistical models. How-
ever, there currently exist no study that compares and assess simpler RNNs to
complex RNNs for the Covid-19 forecasting task. Therefore, the MRN, a much
simpler and less computationally intensive class of model is applied for Covid-19
forecasting and its performance is compared to the LSTM, which it outperforms.

In particular, the MRN’s superiority is attributed to its memory mechanism
which employs different types of memory banks to encourage strong information
latching. This encourages and enables the network to identify and ‘remember’
the spatio-temporal relationships within the signal. As stated in the method-
ology, employing different types of memory provides a descriptive overview of
the historical information and enhances performance as shown from the results
obtained in this paper. In addition, the results in this chapter along with results
obtained by [6,52–55] particularly indicate that the shift to more complex mech-
anisms might be premature. As such, the MRN should be further explored and
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endowed with additional features as with other models (for example, as seen in
(see [19])) in order to further enhance performance.

6 Conclusion

The Multi-recurrent Network is presented to model and predict Covid-19 con-
firmed and death cases in the USA. Current state-of-the-art, the LSTM and its
variant have been widely applied for this task. In this paper, we show the MRN
has strong abilities as it models and predicts cases leading up to the first peak
of the virus spread using monthly data and then the second peak using weekly
data. Its performance is benchmarked against the LSTM and the MRN with
fewer parameters obtained better results than the LSTM. The results show that
the MRN is a suitable and superior model for the Covid-19 prediction task. More
specifically, the MRN should be endowed and explored to further enhance its per-
formance. These findings are indicative of the usefulness of the MRN to aid the
fight to mitigate the spread of this deadly virus. In addition, these findings should
be explored for more Covid-19 related task (such as contact tracing, screening
and treatment) to harness the strength of the MRN to inform decision-making.
Future research would include endowing the MRN with explanatory power to
provide understanding of the model predictions. Appropriate techniques will be
applied to review the hidden states in response to the input stimuli to identify
localised clusters and transitions.
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