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Abstract. Automatic short answer grading (ASAG) is focusing on
tackling the problem of automatically assessing students’ constructed
responses to open-ended questions. ASAG is still far from being a reality
in NLP. Previous work mainly concentrates on exploiting feature extrac-
tion from the textual information between the student answer and the
model answer. A grade will be assigned to the student based on the simi-
larity of his/her answers and the model answer. However, ASAG models
trained by the same type of features lack the capacity to deal with a
diversity of conceptual representations in students’ responses. To cap-
ture multiple types of features, prior knowledge is utilized in our work
to enrich the obtained features. The whole model is based on the Trans-
former. More specifically, a novel training approach is proposed. Forward
propagation is added in the training step randomly to exploit the tex-
tual information between the provided questions and student answers
in a training step. A feature fusion layer followed by an output layer is
introduced accordingly for fine-tuning purposes. We evaluate the pro-
posed model on two datasets (the University of North Texas dataset and
student response analysis (SRA) dataset). A comparison is conducted
on the ASAG task between the proposed model and the baselines. The
performance results show that our model is superior to the recent state-
of-the-art models.

Keywords: Automatic short answer grading · Natural language
processing · Classification

1 Introduction

With the rapid development of online education, there are many challenges for
educators. One challenge is for instructors scoring work to assess the gained
knowledge from students and to be able to provide instructive feedback to teach-
ers. However, manual grading is tedious and has a low degree of reproducibility.
The computer-aided assessment has been facilitated in schools and colleges for
several years currently, but primarily for the objective test with strained answers
such as Multiple Choice Questions. A previous study did specify which nature
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of objective tests was deficient capture multiple aspects of acquired knowledge
from the student. Such as reasoning and comprehension [1].

Thus, assessment of some form of a free response by students on open-ended
questions could be a major focus of current research. Specifically, We are inter-
ested in fill-in-the-gap and essay-style short answers that are between a few
words and a few sentences long [2,3]. Previously Automatic Short-Answer Grad-
ing (ASAG) is the procedure of assigning grades to student provided free-text
answers either by comparing it with the corresponding model answers or pattern-
based answers extracted from student answer [4,5]. Grading student-constructed
answers could be a complicated natural language task attributed to linguistic
diversity (the same answer can be phrased in numerous ways). Therefore ASAG
is an important research area.

The methods of calculating the semantic similarity of two texts have been
well researched in Natural Language Processing(NLP) literature [6]. These works
mainly based on supervised learning technology are all around the text-similarity
(synonymously, overlap, correspondence, entailment etc.) in NLP [7,8]. The
ASAG system’s general procedure is that features are extracted from model
answers and student answers that have been graded by the instructor or grader
and fed these features into various classification or regression models for train-
ing. The trained model will automatically mark raw student answers fraction.
ASAG systems can be regarded in two ways:
Classification/labeling task (Table 1, the 2rd column): The student answer
will be assigned to one of a set of categories i.e., ‘correct’, ‘partially correct
incomplete’, ‘contradictory’, ‘irrelevant’, ‘non domain’.
Regression task (Table 1, the 3rd column): Assign a mark/grade to the student
answer based on the similarity with the corresponding model answer.

Table 1. Sample in the middle are from the ScientsBank [9] subset of student response
analysis(SRA dataset) corpus, and the 3rd column are from the undergraduate Data
Structure course(CS dataset) [8], the scores or label of each student’s answer are man-
ually assigned.

Question Throwing a ball uses a hinge joint
and a ball-and-socket joint.
Describe how each of these 2 joints
moves when you throw a ball. The
hinge joint —

What is the role of a prototype program
in problem solving?

Reference
answer

Moves back-and-forth To simulate the behaviour of portions of
the desired software product

Student
answer-1

Up and down if it did not go up
and down you could not throw a
ball. (correct)

You can break the whole program into
prototype programs to simulate parts of
the final program. (5.0/5.0)

Student
answer-2

The socket joint makes sure that
you do not break your wrist.
(irrelevant)

A prototype program is a part of the
Specification phase of Software Problem
Solving. It is employed to illustrate how
the key problem or problems will be solved
in a program, and sometimes serves as a
base program to expand upon. (4.5/5.0)
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However, the previous ASAG model had remarkable shortcomings. With the
diversity of the conceptual representation in the context, student-constructed
responses are diverse and sophisticated. A correct answer has relevance to the
question and the reference answer. Meanwhile, students’ responses may be dif-
ferent from the reference answer but still correct, they may be similar to the
reference answer but incorrect. For example, in Table 1, both questions have a
brief reference answer. Each answer is different from the reference answer but is
correct, and interestingly is highly similar to the question. We analyze that the
feature extracted from the answer and the reference answer pair does not effec-
tively address the variety of conceptual representations. We can use the method
of adding prior knowledge to capture multiple types of features to enhance per-
formance. Here, we want to exploit the textual information of the questions
and student answers to enable the ASAG system to mine meaningful semantic
features that the previous model could not hit.

In this paper, we propose a novel ASAG system based on the Transformer [10]
network. We proposed a novel Feature Fusion layer based on the pooling layer
that was deployed as fine-tuning. Then, we design a novel train approach by
adding a forward propagation on a random training step, which takes the string
of the reference answer and answers into the model to do forward propagation
to get the first output. Consecutively, we input the string of the question and
student answer into the same model to do another forward propagation to get
the second output. Finally, feed the two outputs obtained above into the Feature
Fusion layer filtering out multiple facets of semantic features, followed by a
flexible output layer for generating a score/label. Our contribution is as follows

– We propose a novel training approach to incorporate textual information of
questions and answers. The method has the capacity to enable the ASAG
system to capture multiple aspects of semantic features.

– We customize an ASAG system for the proposed training method com-
prising a novel Feature Fusion layer based on the pooling layer over the
Transformer-Encoder network, followed by a flexible output layer for gen-
erating a score/label.

– Experiments were evaluated on two publicly available datasets. We compare
the performance of several popular Transformer models on the ASAG task.
Extensive experimental results illustrate the effectiveness of our model and
outperform the previous ASAG model in most metrics.
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2 Related Work

Numerous approaches have been proposed for the grading of short answers. The
Oxford-UCLES system [4] requires manually crafted patterns by using a set
of keywords and synonyms to search for a new pattern through a text win-
dow. C-Rater [11] generates a word set that is extracted from the model answer
set, and then the corresponding student’s answer is matched with this word
set for scoring. Many text similarity methods have been considered, and the
assigned scores are measured relying on the correlation between the student and
model answers, using text similarity measures such as knowledge-based, corpus-
based [7,8,12]and word embedding [13].

To improve the performance of the model, many researchers have tried to
combine ensemble learning. Divide the feature set into several feature subsets to
train the classifier, and ensemble the different classifiers trained [14]. Similarly,
there is the ensemble of different regression models with the same feature set [13].
The ASAG system, which combines domain adaptive techniques and ensemble
two classifiers, is designed to grade students [15]. The above work requires feature
engineering. There is also a deep learning model in the ASAG system. Which
contains three neural network blocks: Siamese bidirectional LSTMs(bi-LSTMs),
EMD(Earth mover’s distance) pooling layer, and regression layer. It can assign a
score to student answers by optimizing above mentioned neural network blocks
in order [16]. However, ASAG similar to other nontrivial NLP tasks that have
limited training data.

The NLP community has recently proposed many general pre-trained lan-
guage models, which can be transferred and fine-tuned seamlessly for any
downstream tasks. Bidirectional Encoder Representations from Transform-
ers(BERT [17]) has been proven to achieve state-of-the-art results through fine-
tuning in a large number of tasks. It is a trained deep language model that
can simultaneously combine left and right context information on all layers. By
training the BERT model from corpus resources in a specific domain, fine-tuning
it in the ASAG task will achieve superior performance [18].

However, all of these ASAG systems leverage the same type of features
extracted from textual information between the reference answer and the student
answer. The results in the ASAG system lack of capability to tackle the diversity
of conceptual representations in response. More specifically, these ASAG systems
are incapable to discriminate against the ground truth for student answers with
low or no similarity to the reference answer. In this article, we focus on methods
to add prior knowledge through textual information of the question that was
discarded by most previous researchers to capture multiple aspects of semantic
features.
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Fig. 1. Schematic of ASAG system.

3 Our System

The black circle on the left of Fig. 1 shows input data for the system. questionj,
r − answerj and answeri represents the case of the input data. questionj rep-
resents the jth question in the dataset, r − answerj represents the questionj

corresponding reference answer, answeri denotes the ith responses to jth ques-
tion. Auto-encoder Layer is based on the Funnel-Transformer-Encoder model,
with three blocks and six layers in each block. We propose a novel approach to
training a model by dividing each training step into two stages. The blue dotted
line represents the first stage fed the sequence of questionj and answeri into the
Auto-encoder Layer do forward propagation. Immediately, the green dotted line
represents the second stage fed the sequence of r−answerj and answeri into the
same Encoder Layer do another forward propagation. The output of two for-
ward propagations are fed into our proposed Feature Fusion layer based pooling
layer to filter out meaningful semantic features blue cube hq,i, green cube hr,i.
Further fusing semantic features hq,i and hr,i in Feature Fusion Layer to obtain
the dark blue square hq,r,i, which is the capture multiple aspects of the semantic
feature. Then drop hq,r,i into the output layer and the assessment score of the
ith response by the ASAG system.

3.1 Auto-Encoder Layer

Funnel-Transformer [19] is proposed to compress the hidden layer computation
reduction of the whole sequence, and the structure is similar to the Trans-
former. But the difference is made up of multiple layers of blocks stacked and the
sequence length of each block is gradually reduced through a pooling as follow:

h
′ ← Pooling(h) (1)

After a pooling, the sequence length of h
′
will be less than the sequence length

of h, which is L
′
< L. The new multi-head self-attention can be expressed as

h ← LayerNorm(h
′
+ S − Attn(Q = h

′
,KV = h)) (2)
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Where h is still used as a role of key and value vector, which is to reduce the
loss of information after passing through the pooling. In this article, the Funnel-
Transformer-encoder will be used as the Auto-encoder of the proposed system.

3.2 Feature Fusion Layer

In this article, We propose a novel approach to divide each training step into a
two-stage. More specifically, the first stage is to input the answer and question
pairs in the form of “[CLS] answer [SEP] question [SEP]” into the Auto-encoder
layer to do forward propagation to obtain the output of sequence representation
as Eq. (3). Similarly, in the second stage, to input the answer and model answer
pairs in the form of “[CLS] answer [SEP] model answer [SEP]” into the same
Auto-encoder layer does a second forward propagation to obtain the sequence
representation as Eq. (4). Due to Funnel-Transformer-encoder, the length of the
sequence decreases as the number of blocks increases. Then the sequence length
of all layers in the last block is greatly reduced. Avoid waste the sequence rep-
resentation, distinct from takes the hidden state of the first position token ([cls]
token) of the sequence as aggregate representation, we can filter the sequence
representation as aggregate representation. Therefore, we propose a novel Fea-
ture Fusion layer based on the pooling layer and put the output of two forward
propagations into the Feature Fusion layer, which can be described as.

h
′′
q,i ← LayerNorm(h

′
q,i + S − Attn(Q = h

′
q,i,KV = hq,i)) (3)

h
′′
r,i ← LayerNorm(h

′
r,i + S − Attn(Q = h

′
r,i,KV = hr,i)) (4)

h
′′′
q,i ← Pooling(h

′′
q,i) (5)

h
′′′
r,i ← Pooling(h

′′
r,i) (6)

where h
′′
q,i is sequence representation of questions and corresponding student

responses. h
′′′
q,i is meaningful semantic features filtered out from textual informa-

tion of questions and answers. h
′′
r,i and h

′′′
r,i is also obtained in the above manner.

The difference is h
′′′
r,i captured another type of semantic feature. Further we

can fuse both h
′′′
q,i and h

′′′
r,i semantic features aim to capture multiple aspects of

semantic feature, which can be described as.

h
′′ ← Pooling([h1

q,r,i : · · · : hj
q,r,i]) (7)

where hj
q,r,i = [h

′′′
q,i : h

′′′
r,i] is expressed as a matrix of h

′′′
q,i and h

′′′
r,i of the j-th

(j ∈ num layer) layer concatenated according to feature dimensions. To better
filter out meaningful semantic features, h1

q,r,i, · · · , hj
q,r,imeans that output of each

layer of the last block in the Auto-encoder layer, concatenated according to the
sequence dimension. Finally it is filtered the sequence dimension to obtain h

′′
.
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3.3 Output Layer

Here, we have captured multiple aspects of semantic feature h
′′

. Further, the
following.

S = softmax(tanh(h
′′
W0)W1) (8)

where W0 and h
′′

have the same dimensions. After nonlinear mapping is
performed through tanh function, linear matrix transformation is performed
through W1. For classification tasks and fed to the softmax classifier. Although
the output after the Compress layer is a set of values and the number of dimen-
sions and label categories are the same, it did not directly correspond to answer
labels. It needs to be fed into a softmax classifier. The loss function on all labeled
data is defined as cross-entropy error:

Lcls = −
∑

i∈TI

F∑

f=0

Tif lnSif (9)

where TI is the set of graded student answers, F is the dimension of the output
features, and Tif is the ground truth of the ith answer in TI .

For regression tasks, remove the softmax classifier and the output is a single
value, but it will not directly match the answer score. The final loss function can
be the L2 (mean square) error between the above output prediction and ground
truth. The overall ASAG system is schematically illustrated in Fig. 1.

4 Experiments

4.1 Dataset

We use two publicly available datasets for evaluation, shwon as follows:

CS dataset1 [8]: This dataset is provided by the two examinations of the Data
Structure course of a class of undergraduates at the University of North Texas.
It contains 2442 student answers and 87 questions and the corresponding model
answers are spread across ten assignments. The answer has been scored from
0 to 5 independently by two human graders. Their average score will be used
as the gold standard, The Inter Annotator Agreement(IAA) between the two
annotators Pearson Correlation Coefficient = 0.586.

SRA dataset2: This dataset is part of the“Student Response Analysis” (SRA)
in the Semantic Evaluation (SemEval) workshop in 2013 [20], it contains two
types of datasets:

- ScientsBank: This dataset has about 10,000 student answers to around
197 questions, which belonging to 15 different scientific domains. The answers
have been graded as explained in [9].

- Beetle: This dataset has about 3000 answers and 56 questions in Basic
Electricity and Electronics domains extracted from the interactions with the
1 http://web.eecs.umich.edu/∼mihalcea/downloads/ShortAnswerGrading v2.0.zip.
2 https://www.cs.york.ac.uk/semeval-2013/task7/index.php%3Fid=data.html

http://web.eecs.umich.edu/~mihalcea/downloads/ShortAnswerGrading_v2.0.zip
https://www.cs.york.ac.uk/semeval-2013/task7/index.php%3Fid=data.html
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Beetle-II Tutorial Dialogue system [21]. The student answers can refer to single
or multiple reference answers. Each reference answer has a category from ‘BEST’,
‘GOOD’, ‘MINIMAL’ or ‘KEYWORD’.

All student answers contained in the SRA dataset [20] are labeled by man-
ual graders, and categories are in any of the five categories named, Correct,
Partially Correct Incomplete, Contradictory, Irrelevant, Non-domain. In case of
ScientsBank corpus, it contains three types of test sets [9]: Unseen-answers (UA),
Unseen-questions (UQ) and Unseen-domains (UD). However, for Beetle corpus,
only two types of test sets are included: Unseen-answers (UA) and Unseen-
questions (UQ). All the above five-way datasets are considered for optimization.

4.2 Experiment Design

Settings. Our system will evaluate on classification tasks and regression tasks,
so we have two sets of experimental settings. For classification tasks on the SRA
dataset, experiment and debug other parameters, set the learning rate to 3e-5,
the drop out to 0.1, and the epoch to 6. The cross-entropy loss function sets the
parameter weight, which is set to (5., 2., 1., 2., 1.) for scientbank’s UQ test set,
and (1., 1., 1., 1., 15.) for the rest of the test sets. For the regression task on
the CS dataset, we randomly divide 10% of the dataset used for testing, and the
remaining dataset (about 2197 student answers) for training (in 12-fold cross-
validation), the learning rate is set to 4e−5, the rest of the settings are a similar
as the classified tasks. Besides, we use the AdamW [22] optimizer, with a linear
learning rate schedule with 20% of train steps to warm-up. The padding size of
the two experiments is 90.

Evaluation Metrics. The results reported using evaluation metrics Weighted-
average F1 score and Macro-average F1 score consider all categories for the
classification task. In the regression task, there are two types of evaluation met-
rics for the ordinal labels predicted by ASAG. RMSE is used here as a metric of
value deviation, and Pearson’s is the most popular correlation coefficient.

Table 2. We make tests on ScientBank, Beetle and CS dataset. Where UA is denoted
as Unseen-answers test set, UQ is denoted as Unseen-questions test set and UD is
denoted as Unseen-domains test set.

Model Scientbank Beetle CS dataset

Wighted F1 Macro F1 Wighted F1 Macro F1 Pearson RMSE

UA UQ UD UA UQ UD UA UQ UA UQ

BERT-question 0.541 0.365 0.394 0.455 0.251 0.375 0.687 0.579 0.626 0.557 0.621 0.880

BERT-reference 0.644 0.556 0.526 0.480 0.398 0.510 0.784 0.702 0.704 0.615 0.722 0.778

Our approach 0.659 0.541 0.534 0.498 0.388 0.512 0.790 0.693 0.713 0.660 0.754 0.736
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4.3 Proposed Training Approach

In this experimental part, we only use BERT [10] as the encoder layer in our
ASAG system, because we want to verify that the idea of incorporating question
information is feasible. As shown in Table 2, BERT-reference indicates that the
input is the reference answer and answer pair, BERT-question is also the same
meaning. The result is our proposed approach has better results. We analyze
that the proposed method can capture multiple aspects of semantic features
compared to other systems, and the model can learn a better feature distribution.
The following experiments will all adopt this training approach.

Table 3. Influence of encoder and ablation experiment table

Model Scientbank Beetle CS dataset

Wighted F1 Macro F1 Wighted F1 Macro F1 Pearson RMSE

UA UQ UD UA UQ UD UA UQ UA UQ

A BERT-base 0.659 0.541 0.534 0.498 0.388 0.512 0.790 0.693 0.713 0.660 0.754 0.736

ROBERTA-base 0.678 0.572 0.560 0.625 0.407 0.538 0.794 0.722 0.720 0.685 0.767 0.735

ELECTRA-base 0.706 0.603 0.583 0.549 0.438 0.597 0.764 0.720 0.637 0.616 0.754 0.741

Funnel-B6-6-6 0.717 0.600 0.602 0.667 0.582 0.630 0.789 0.735 0.768 0.622 0.796 0.678

Funnel-B4-4-4 0.689 0.597 0.562 0.587 0.434 0.575 0.779 0.697 0.728 0.616 0.795 0.683

Funnel-B6-3*2-3*2 0.655 0.585 0.565 0.488 0.398 0.560 0.775 0.714 0.688 0.606 0.782 0.698

B Funnel-layers(−6) 0.717 0.600 0.602 0.662 0.582 0.630 0.789 0.735 0.768 0.622 0.796 0.678

Funnel-layers (−5) 0.724 0.575 0.593 0.562 0.513 0.589 0.779 0.707 0.692 0.602 0.747 0.760

Funnel-layers (−4) 0.708 0.589 0.571 0.609 0.529 0.590 0.780 0.729 0.689 0.618 0.789 0.690

Funnel-layers (−3) 0.684 0.572 0.574 0.513 0.516 0.558 0.768 0.687 0.710 0.576 0.751 0.745

Funnel-layers (−2) 0.703 0.510 0.604 0.543 0.449 0.629 0.767 0.725 0.698 0.614 0.761 0.733

Funnel-layers (−1) 0.707 0.552 0.596 0.609 0.501 0.612 0.787 0.684 0.728 0.606 0.760 0.731

C Funnel-Avg pooling 0.717 0.600 0.602 0.662 0.582 0.630 0.789 0.735 0.768 0.622 0.796 0.678

Funnel-Max pooling 0.676 0.479 0.561 0.502 0.414 0.544 0.769 0.712 0.715 0.609 0.768 0.743

Funnel-Dropping 0.707 0.310 0.596 0.609 0.260 0.612 0.787 0.684 0.728 0.606 0.775 0.710

D Funnel-Normal set – – – – – – 0.789 0.735 0.768 0.622 – –

Funnel-Optimal set – – – – – – 0.772 0.717 0.685 0.664 – –

Funnel-GOOD set – – – – – – 0.773 0.659 0.675 0.563 – –

Funnel-BEST set – – – – – – 0.755 0.676 0.657 0.668 – –

4.4 Influence of Encoder

In this section, we selected the few most popular transformers to
replace Funnel-Transformer for comparison experiments. It is BERT-uncased-
base, ROBERTA [23]-base, ELECTRA [24]-base-discriminator, Funnel-B6-6-6,
Funnel-B4-4-4 and Funnel-B6-3*2-3*2. The above six pre-trained models are all
from huggingface3. Except for Funnel-B6-6-6 (6 represent each six layers as a
block) and Funnel-B6-3*2-3*2 has 18 layers, each other pre-trained model has
12 layers, every layer has 12 heads, and the hidden layer size is 768 dimensions.

The results of Block A in Table 3 show that Funnel-B6-6-6 has the best
performance compared to other models. We believe that the number of layers of

3 https://huggingface.co/.

https://huggingface.co/
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Funnel-B6-6-6 is the key point. The reason is sequence length becomes shorter
after a pooling operation, which leads to savings memory, further can increase
the number of layers of stacked transformers from 12 to 18 and boost the model
capacity. However, Funnel-B6-3*2-3*2 also has the same number of stacked layers
and the difference is that every two layers share parameters in the 2nd and 3rd
blocks. The reason for the loss performance is the number of parameters will be
less than Funnel-B6-6-6. Compared with the model mentioned above, Funnel-
B6-6-6 can achieve better results at the expense of more computing power.

4.5 Ablation Experiment

We compare some important points about our system in this section.

Encoder Layer Comparative: In this section, we want to know which aggre-
gate representation of layers is worth utilizing(can be regarded as the multi layer
of Sect. 3 and formula 7). According to [25], Attention heads in the last few layers
of BERT in medium metastable states [25], and still have learning ability after
pre-trained. Therefore, we only compare the last six layers of the encoder for
experimental validation. The result is shown in block B in Table 3. We believe
that splicing the aggregate representation of the last six layers (expressed as
layers(−6)) and the best result can be achieved. In the following ablation exper-
iments, we adopt this fixed setting.

Feature Fusion Layer Comparative: Our Feature Fusion layer uses the Aver-
age pooling operations (as shown in block C in Table 3). For simplicity, we only
experiment with stride 6 and window size 6 in this work. We compared the results
after replacing it with another Max pooling operation and the ASAG system
after dropping Feature Fusion layer (denoted as Funnel-Dropping). Through the
results, we believe that compared to Average pooling, Max pooling operation
will lose more valuable feature information during the compression sequence.

Beetle Dataset Analysis: We use all the reference answers corresponding to
the question as a Normal set, the previous experiments also used the Normal
set. Then we manually filter out the model answers, we put the categories of
each conference answers are ‘BEST’ and ‘GOOD’ as BEST set and GOOD set,
respectively, and further combine the above two sets as an Optimal set. We have
done four comparative experiments and aim to analyze whether the category of
the reference answer will have a significant impact on the result. As shown block
D in Table 3, from top to bottom, indicates that used reference answer set in
the experiment. Our analysis that the category of the reference answer will not
lead to improve the result, but the number of reference answers will increase the
result. This is because the more prior knowledge the model can mine meaningful
semantic features.

4.6 Comparison with State-of-the-Art Systems

Our proposed ASAG system will be compared with other state-of-art ASAG
systems. The ASAG systems that have been considered are Mohler [8], Earth
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Mover’s Distance-based ASAG System [16], Iterative Ensemble [15], ETS [14]
and Feature Engineering and Ensemble-Based [13]. Table 4 shows that the com-
parison between our proposed system and the above systems includes regression
tasks and classification tasks.

Table 4. Our proposed system is compared with the recently out-of-the-art ASAG
system

ASAG systems Scientbank Beetle CS dataset

Wighted F1 Macro F1 Wighted F1 Macro F1 Pearson RMSE

UA UQ UD UA UQ UD UA UQ UA UQ

Mohler [8] – – – – – – – – – – 0.518 0.978

Earth Mover’s
Distancebased [16]

– – – – – – – – – – 0.649 0.830

ETS [14] 0.625 0.356 0.434 0.581 0.274 0.339 0.705 0.614 0.619 0.552 – –

Iterative
Ensemble [15]

0.672 0.518 0.507 0.612 0.415 0.402 – – – – – –

Feature Engineering
and
Ensemble-Based [13]

0.925 0.658 0.656 0.899 0.527 0.505 0.7091 0.6248 0.5969 0.5923 0.703 0.793

Our System 0.717 0.6004 0.6019 0.6671 0.5823 0.6298 0.7889 0.7348 0.7683 0.6219 0.7961 0.6776

The results show that the performance of the proposed system exceeds the
most recent ASAG systems. Compared with [13], our system has highly improved
performance both in the case of regression tasks and for classification tasks
in Beetle. But for the classification task on ScientsBank, we only have a huge
improvement on the Macro F1 metric of UQ and UD compared to [13], and the
Weighted F1 and Macro F1 of UA have a significant improvement over [16] but
lower than [13]. We analyze that our proposed system perform poorly on long-
tailed dataset such as ScientsBank. More specifically, the number of students
answers in category Non doamin is minimal just 23 compared to 4969 students
answers, which makes it difficult for our proposed neural network based system
to learn the feature distribution of samples. Therefore, the performance of the
proposed system on classification tasks for the ScientBank dataset will under-
performance compared to the beetle. We analyze that feature engineering in [13]
tackle long-tailed dataset is helpful, which it can extract a variety of text similar-
ity features. In summary, our model achieved the best grading performance on
the regression task with Pearson = 0.796 and RMSE = 0.678. The best labeling
performance on the classification task in case of Beetle Dataset with Weighted
F1-score = 0.789, Macro F1-score = 0.768 (UA test set) and Weighted F1-score
= 0.735, Macro F1-score = 0.622 (UQ test set).

5 Conclusion

In this work, we tested with several popular Transformers on the ASAG task,
and the Funnel-Transformer has significant results compared to other models.
We propose a novel ASAG system comprising a novel Feature Fusion layer based
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on the pooling layer over the Transformer-Encoder network. Further, our pro-
posed novel training approach incorporates question information to obtain more
prior knowledge. Our proposed ASAG system can effectively tackle the diver-
sity of conceptual representations in a student response. Extensive experiments
demonstrate the superior performance on the two publicly available datasets and
surpass the most recent out-of-the-art ASAG systems.
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