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Abstract. There exist several methods for computing exact solutions
of algebraic differential equations. Most of the methods, however, do not
ensure existence and uniqueness of the solutions and might fail after
several steps, or are restricted to linear equations. The authors have
presented in previous works a method to overcome this problem for
autonomous first order algebraic ordinary differential equations and for-
mal Puiseux series solutions and algebraic solutions. In the first case, all
solutions can uniquely be represented by a sufficiently large truncation
and in the latter case by its minimal polynomial.

The main contribution of this paper is the implementation, in a MAPLE

package named FirstOrderSolve, of the algorithmic ideas presented
therein. More precisely, all formal Puiseux series and algebraic solu-
tions, including the generic and singular solutions, are computed and
described uniquely. The computation strategy is to reduce the given dif-
ferential equation to a simpler one by using local parametrizations and
the already known degree bounds.

Keywords: Maple · Symbolic computation · Algebraic differential
equation · Formal Puiseux series solution · Algebraic solution

1 Introduction

The problem of finding power series solutions of ordinary differential equations
has been extensively studied in the literature. A method to compute general-
ized formal power series solutions, i.e. power series with real exponents, and
c© Springer Nature Switzerland AG 2021
R. M. Corless et al. (Eds.): MC 2020, CCIS 1414, pp. 89–103, 2021.
https://doi.org/10.1007/978-3-030-81698-8_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-81698-8_7&domain=pdf
https://doi.org/10.1007/978-3-030-81698-8_7


90 F. Boulier et al.

to describe their properties is the Newton polygon method. A description of
this method is given in [11,12] and more recently in [1,6,13]. In [4], the second
author, using the Newton polygon method, gives a theoretical description of all
generalized formal power series solutions of a non-autonomous first order ordi-
nary differential equation as a finite set of one parameter families of generalized
formal power series. This description of the solutions is in general not algorith-
mic by several reasons. One of them is that there is no bound on the number
of terms which have to be computed in order to guarantee the existence of a
generalized formal power series solution when extending a given truncation of a
determined potential solution. Also the uniqueness of the extension can not be
ensured a-priori.

In [5] this problem has been overcome by the authors for autonomous first
order differential equations by using a local version of the algebro-geometric
approach introduced in [9].

In [15] they derive an associated differential system to find rational gen-
eral solutions of non-autonomous first order differential equations by considering
rational parametrizations of the implicitly defined curve. We instead consider its
places and obtain an associated differential equation of first order and first degree
which can be transformed into an equation of a very specific type [3]. Using the
known bounds for computing places of algebraic curves (see e.g. [7]), existence
and uniqueness of the solutions and the termination of our computations can be
ensured.

In [2] the results of [9,10] are generalized to algebraic solutions. It is well
known that algebraic solutions can be represented as Puiseux series. The advan-
tage is that they can be fully described by its minimal polynomial. In this package
we mainly follow [2], but we use an adapted version of the algorithm there for
deciding the existence of algebraic solutions and computing all of them in the
affirmative case.

2 Theoretical and Algorithmic Framework

In this section we recall the main notions and results that are used in our imple-
mentations. For further details we refer to [5] in the case of formal Puiseux series
and to [2] in the case of algebraic solutions.

Let K be a computable field of characteristic zero such as the rational num-
bers Q and let us denote by K its algebraic closure. Let us consider the differential
equation

F (y, y′) = 0, (1)

where F ∈ K[y, p] is square-free and non-constant in the variables y and p. We
are looking for formal Puiseux series and algebraic solutions of (1). In the case of
formal Puiseux series solutions we will represent the full series by a sufficiently
large truncation such that existence and uniqueness are guaranteed. In the case
of algebraic solutions we look for its minimal polynomial.

We associate to (1) the affine algebraic curve C(F ) ⊂ K
2

defined by the zero
set of F (y, p) in K

2
. We denote by C (F ) the Zariski closure of C(F ) in K

2

∞,
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where K∞ = K ∪ {∞} denotes the one-point compactification of K. In the case
of formal Puiseux series solutions we will look for local parametrizations of C (F )
and in the case of algebraic solutions for algebraic parametrizations, respectively.

2.1 Formal Puiseux Series Solutions

Formal Puiseux series can either be expanded around a finite point or at infinity.
In the first case, since Eq. (1) is invariant under translation of the independent
variable, without loss of generality we can assume that the formal Puiseux series
is expanded around zero and it is of the form ϕ(x) =

∑
j≥j0

aj xj/n, where aj ∈
K, n ∈ Z>0 and j0 ∈ Z. In the case of infinity we can use the transformation x =
1/z obtaining the (non-autonomous) differential equation F (y(z),−z2y′(z)) = 0.
In order to deal with both cases in a unified way, we will study equations of the
type

F (y(x), (1 − h)xhy′(x)) = 0, (2)

with h ∈ {0, 2} and its formal Puiseux series solutions expanded around zero.
We note that for h = 0 Eq. (2) is equal to (1) and for h = 2 the case of formal
Puiseux series solutions expanded at infinity is treated.

We use the notations L[[x]] for the ring of formal power series, L((x)) for its
fraction field and L((x))∗ =

⋃
n≥1 L((x1/n)) for the field of formal Puiseux series

expanded at zero with coefficients in some field L. We call the minimal natural
number n such that ϕ(x) belongs to L((x1/n)) the ramification order of ϕ(x).
Moreover, for ϕ(x) =

∑
j≥j0

aj xj/n with aj0 �= 0 we call j0/n ∈ Q the order of
ϕ, denoted by ordx(ϕ(x)), and set ordx(ϕ(x)) = ∞ for ϕ = 0.

Additionally to (2) we may require that a formal Puiseux series solution
y(x) of (2) fulfills the initial conditions y(0) = y0, ((1 − h)xhy′(x))(0) = p0 for
some fixed p0 = (y0, p0) ∈ K

2

∞. In the case where y(0) = ∞, ỹ(x) = 1/y(x)
is a Puiseux series solution of a new first order differential equation of the
same type, namely the equation given by the numerator of the rational func-
tion F (1/y,−(1 − h)xhp/y2), and ỹ(0) ∈ K. Therefore, in the sequel, we may
assume that p0 ∈ K × K∞.

Formal Parametrizations. Let us recall some classical terminology on local
parametrizations of algebraic curves and its algorithmic aspects, for further
details see e.g. [7,16].

A formal parametrization centered at p0 ∈ C (F ) is a pair of formal Puiseux
series A(t) ∈ K((t))2\K2

such that A(0) = p0 and F (A(t)) = 0. In the set of
all formal parametrizations of C (F ) we introduce the equivalence relation ∼ by
defining A(t) ∼ B(t) if and only if there exists a formal power series s(t) ∈ K[[t]]
of order one such that A(s(t)) = B(t). A formal parametrization is said to be
irreducible if it is not equivalent to another one in K((tm))2 for some m > 1. An
equivalence class of an irreducible formal parametrization (a(t), b(t)) is called
a place of C (F ) centered at the common center point p0 and is denoted by
[(a(t), b(t))].
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Let IFP(p0) denote the set of all irreducible formal parametrizations of C (F )
at p0 and Places(p0) containing the places of C (F ) centered at p0. Computa-
tionally we have to truncate the formal parametrizations. There are bounds
presented in [7,14] such that

1. the truncations of the formal parametrizations (a(t), b(t)) at p0 are in one-
to-one correspondence to Places(p0);

2. the orders ordt(a(t) − y0), ordt(b(t)) are determined;
3. no further extension of the ground field for computing the following coeffi-

cients have to be done.

More precisely, in [7], N = 2(degp(F ) − 1) degy(F ) + 1 is proved to be a bound
satisfying the above requirements, under the hypothesis that the leading coeffi-
cient of F (y, p), seen as polynomial in p and denoted by lcp(F )(y), is constant.
Her proof can be generalized straightforward to the case where lcp(F )(y) is of
order zero. The general case is reduced to the previous one by a change of vari-
able q(y) = yν p(y), where ν is the order of lcp(F )(y). In this way, the bound
above generalizes as

N = (2 degp F − 1) (degy F + ν (degp F − 1)) + 1

≤ (2 degp F − 1) degp F degy F + 1.
(3)

In the literature other possible bounds exist such as in [14] given in terms of the
Milnor number.

Let us note that the solutions of (2) will be independent of the chosen rep-
resentative of a place. Hence, regarding uniqueness of the prolongation, number
of field extensions, etc. it does not matter which local parametrization we chose
(for example classical Puiseux parametrizations or rational Puiseux parametriza-
tion [7]). For representing the solution parametrizations, which is not the goal
of the current paper, however, it would be relevant.

Puiseux Solution Place. Let Sol
K((x))∗(p0) be the set containing the non-

constant formal Puiseux series solutions of Eq. (2), expanded at zero, with coeffi-
cients in K and with p0 as initial values. Then the mapping Δ : Sol

K((x))∗(p0) −→
IFP(p0) defined as

Δ(y(x)) =
(

y(tn), (1 − h)thn d y

d x
(tn)

)

,

where n is the ramification order of y(x), is well-defined and injective. Moreover,
we denote by δ : Sol

K((x))∗(p0) −→ Places(p0) the map δ(y(x)) = [Δ(y(x))].
An irreducible formal parametrization A(t) ∈ IFP(p0) is called a solution

parametrization of (1) if A is in the image Im(Δ). Similarly, a place in Im(δ) is
called a (Puiseux) solution place.

It can be shown that for solution parametrizations (a(t), b(t)) ∈ IFP(p0),
corresponding to a solution with ramification index n, it holds that

n(1 − h) = ordt(a(t) − y0) − ordt(b(t)). (4)



First Order Autonomous AODEs 93

This condition is invariant for the representative of a place. In particular, all
Puiseux series solutions in the same solution place have the same ramification
order. It turns out that condition (4) is already sufficient for solution places at
p0 with y0 ∈ K. Let us highlight this statement (see Theorem 10 in [5]):

Theorem 1. Let P = [(a(t), b(t))] ∈ Places(p0) and h = 0. Then P is a solution
place if and only if Eq. (4) holds for an n ∈ Z>0. In the affirmative case the
ramification order of P is equal to n.

Also the solutions with h = 2 can be computed algorithmically. For this
purpose let us give in the following some insight into to proof of Theorem 1.

Let L be a subfield of K. For a given parametrization (a(t), b(t))) ∈ L((t))2

satisfying (4), our strategy is to find s(t) ∈ K[[t]] with ordt(s(t)) = 1 such that
(a(s(t)), b(s(t))) satisfies the associated differential equation

a′(s(t)) · s′(t) = n(1 − h) tn(1−h)−1 b(s(t)). (5)

Let k = ordt(a(t) − y0), r = ordt(b(t)) and n(1 − h) = k − r > 0. By transform-
ing (5) into an equation of Briot-Bouquet type [3], the solutions s(t) =

∑∞
i=1 σi ti

fulfill the following items.

1. If h = 0, there are exactly n solutions where σn
1 ∈ L and σi ∈ L(σ1) are

uniquely determined for i > 1.
2. If h = 2, there is no solution or up to n one-parameter families of solutions

with σn
1 ∈ L, σr−k ∈ L is a free parameter; σ2, . . . , σr−k−1 ∈ L(σ1) and for

i > r − k the coefficients σi ∈ L(σ1, σr−k) are uniquely determined.

After computing the solutions s(t) of the associated differential equation, we
obtain the solutions of the original differential equation by a(s(x1/n)).

Solution Truncations. Since we cannot compute all coefficients of the Puiseux
series solution, we have to truncate at some point. A determined solution trunca-
tion of (2) is an element of L[x1/n][x−1], for some n ∈ Z>0, that can be extended
uniquely to a formal Puiseux series solution in L((x1/n)) or L((x−1/n)), respec-
tively.

A point p0 = (y0, p0) ∈ C (F ) is called a critical curve point if p0 ∈ {0,∞} or
∂F
∂p (p0) = 0 or y0 = ∞. Under our assumptions, the set of critical curve points
is finite. The only formal Puiseux series solution with non-critical p0 as initial
tuple is a formal power series and its determined solution truncation is given by
y0 + p0x.

Assume that p0 ∈ C (F ) is a critical curve point. Then, by the properties of
the solutions of the associated differential equations, the bound N as in (3) also
holds for the computation of the determined solution truncations. In particular,
Eq. (4) can be checked, no further extensions of the ground field for computing
the coefficients are necessary and the ramification index is determined.
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Algorithm 1. PuiseuxSolve
Input: A first-order AODE F (y, y′) = 0, where F ∈ K[y, p] is square-free with no

factor in K[y] or K[p].
Output: A set consisting of all determined solution truncations of F (y, y′) = 0

(expanded around zero and around infinity).
1: If (∞, ∞) ∈ C (F ), then perform the transformation ỹ = 1/y and apply the follow-

ing steps additionally to the numerator of F (1/y, −p/y2) and p0 = (0, 0) in order
to obtain the solutions of negative order.

2: Compute the set of critical curve points B(F ) (for y0 ∈ K) and V(F (y, 0)) (for
y0 = ∞).

3: For every point (y0, p0) ∈ C (F ) \ B(F ), y0 �= ∞, a determined solution truncation
is y0 + p0x.

4: Add to the output the constant solutions y(x) = y0 corresponding to (y0, 0) ∈
C (F ), y0 �= ∞.

5: For every place centered at a critical curve point p0 = (y0, p0) ∈ B(F ), compute
the first N terms of a formal parametrization (a(t), b(t)).

6: For solutions expanded around zero (resp. around infinity), check equation (4) with
h = 0 (resp. h = 2).

7: In the negative case, [(a(t), b(t)] is not a solution place. In the affirmative case,
compute the first N terms of the solutions s(t) of (5).

8: If h = 0 and n > 0, there exist exactly n solutions. If h = 2 and n > 0, the
associated differential equation is either unsolvable or contains a free parameter.

9: The first N terms of a(s(x1/n)) are the solution truncations with p0 as initial tuple.

For solutions expanded around zero we are able to ensure uniqueness of the
extension of the truncated Puiseux series solutions (see also [5] [Theorem 14]).
In the case where the expansion point is infinity, some truncations may coincide
for some specific values of the free parameter coming from the solution of the
associated differential equation.

2.2 Algebraic Solutions

In this section we consider a subclass of formal Puiseux series, namely algebraic
series. These are y(x) ∈ K((x))∗ such that there exists a non-zero G ∈ K[x, y]
with G(x, y(x)) = 0. Since the field of formal Puiseux series is algebraically
closed, all algebraic solutions can be represented as (formal) Puiseux series.

In [2] a bound on the degree of algebraic general solutions is given. There
the authors indicate how to use these results in order to compute all algebraic
solutions of such a given differential equation. A more detailed proof of this fact
can be found in [8].

The first important observation is that if there exists one non-constant alge-
braic solution of (1), then all of them can be found easily by a shift in the
minimal polynomial (see [8] [Theorem 4.1.22]).

Theorem 2. Let F ∈ K[y, y′] be irreducible and let y(x) be a non-constant
solution of F = 0 algebraic over K(x) with minimal polynomial G ∈ K[x, y].
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Then all formal Puiseux series solutions Sol
K((x))∗(F ) are algebraic and given

by G(x + c, y), where c ∈ K.

The second important computational aspect is the degree bound on the solu-
tions [2] [Theorem 3.4, Theorem 3.8]:

Theorem 3. Let F ∈ K[y, y′] be irreducible and let y(x) be a non-constant
solution of F = 0 algebraic over K(x) with minimal polynomial G ∈ K[x, y].
Then

degx(G) = degp(F ), degy(G) ≤ degy(F ) + degp(F ).

The third result is used to construct candidates of algebraic solutions:

Lemma 1. Let G(x, y) ∈ K[x, y] be an irreducible polynomial with dx =
degx G, dy = degy G. Let y(x) be a Puiseux series solution of G(x, y) = 0
expanded at x = 0 with ordx(y(x)) = ν. Let ν′ = min{ν, 0} and write
y(x) = ȳ(x) + ϕ(x) with ordx(ϕ(x)) > N > 0 where

N ≥ 2 dx dy − 2 ν′ (dy − 1). (6)

Assume that A(x, y) ∈ K[x, y],degx A ≤ dx, degy A ≤ dy is minimal with respect
to the lexicographical order y > x such that

ordx(A(x, ȳ(x)) > 2 dx dy − ν′(dy − 1), (7)

holds. Then A(x, y) is, up to a constant factor, equal to G(x, y).

Proof. Let R(x) be the resultant of G(x, y) and A(x, y) with respect to y. It
is well known that there exist polynomials B(x, y), C(x, y) with degy B < dy,
degy C < dy such that

G(x, y)B(x, y) + A(x, y)C(x, y) = R(x).

Evaluating at ȳ(x) we obtain

G(x, ȳ(x))B(x, ȳ(x)) + A(x, ȳ(x))C(x, ȳ(x)) = R(x). (8)

Since ν′ ≤ 0, it follows that ordx C(x, ȳ(x)) ≥ ν′ degy C ≥ ν′(dy − 1) and
similarly for B(x, ȳ(x)). Hence, by (7), we have that

ordx(A(x, ȳ(x))C(x, ȳ(x))) > 2 dx dy.

Let us proof that ordx(G(x, ȳ(x)) > ν′(dy − 1) + N . Taking the Taylor series of
G(x, ȳ(x) + ϕ(x)) and because G(x, ȳ(x) + ϕ(x)) = 0, we have:

G(x, ȳ(x)) = −
dy∑

j=1

1
j!

∂jG

∂yj
(x, ȳ(x))ϕ(x)j .
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The order in x of each term on the right hand side of above equation is greater
than ν′ (dy − 1)+N , so it is for the left hand side. Now, because of (6), we have
that

ordx(G(x, ȳ(x))B(x, ȳ(x))) > ν′(dy − 1) + N + ν′(dy − 1) ≥ 2 dx dy.

Hence, the left hand side of (8) has order greater than 2 dx dy and the right hand
side is a polynomial of degree less than or equal to 2 dx dy. Hence, R(x) = 0,
and therefore, G(x, y) and A(x, y) have a common factor. Since G(x, y) is an
irreducible polynomial, it is a factor of A(x, y). Then, by the degree conditions
on A(x, y), the statement follows. ��

In [2] the method of detecting candidates G(x, y) for algebraic solutions of the
differential equations F (y, y′) = 0 consists by computing ȳ(x), the first N terms
of a power series solution y(x) of the differential equations F (y, y′) = 0, with a
regular curve point of C (F ) as initial tuple. Hence, in this case the solution y(x)
is of order 0 and ν′ = 0. Choose N > dx dy and construct, by solving a linear
system of equations, a polynomial A fulfilling the properties (6) and (7). This
approach reduced the number of formal power series solutions that we can use
to construct a candidate. Lemma 1 allows to choose any Puiseux series solutions
of the differential equations and reduce the computational cost.

Once a candidate A(x, y) is detected, we can check whether it is an actual
algebraic solution of the differential equation F (y, y′) = 0 by checking whether
the differential pseudo remainder of F (y, y′) with respect A(x, y) is zero. These
results lead to the following algorithm.

Algorithm 2. AlgebraicSolve
Input: A first-order AODE F (y, y′) = 0, where F ∈ K[y, p] is irreducible over K(y).
Output: The minimal polynomial of an algebraic solution of F (y, y′) = 0, describing

all solutions, if it exists.
1: Compute the minimal number of terms of all Puiseux solutions of F (y, y′) = 0

using PuiseuxSolve and choose one of them, denote it by ŷ(x). Let ν be its order,
ν′ = min(ν, 0) and n its ramification index.

2: Let dx = degp F and dy = degy F + degp F .
3: Compute the prolongation ȳ(x) of ŷ(x) up to order N = 2 dx dy−2 ν′ (dy−1)+1/n.

4: Compute A(x, y) ∈ K[x, y] fulfilling the required conditions from Lemma 1 by an
ansatz of unknown coefficients and solving the resulting linear system.

5: Check whether prem(F, A) = 0. If so, then A(x, y) is an actual solution. Otherwise
there exists no algebraic solution.

3 The Package FirstOrderSolve

In this section, we present the structure and content of the MAPLE package
FirstOrderSolve. It consists several procedures that implement in particular
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the algorithms PuiseuxSolve and AlgebraicSolve described above. This pack-
age computes the Puiseux series solutions and algebraic solutions of first order
autonomous AODEs with coefficients in an algebraic extension field of Q.

3.1 Overview of the Software Structure

The created MAPLE package is initialized by the command
> with(FirstOrderSolve):

The main procedures are

– SolutionTruncations: for computing all formal Puiseux series solutions
(Algorithm PuiseuxSolve);

– AlgebraicSolution: for computing the minimal polynomial of the algebraic
solutions (Algorithm AlgebraicSolve);

– GenericSolutionTruncation: for computing a truncation of the solutions
with non-critical initial tuple;

– ProlongSolutionTruncation: for prolonging the solution truncations up to
a higher degree.

These four commands are public to the user. The package is divided into several
sub-packages BriotBouquetSolve, LocalSolve, AlgebraicSolve, which are
not accessible for the user, and uses the hierarchy sketched below (Fig. 1).

Fig. 1. The hierarchy of the package.

The main commands in the sub-packages are the following.

– ParametrizationSetAlgCurve: for computing truncations of the formal
parametrizations of an implicitly defined algebraic curve by using the com-
mand algcurves:-puiseux;

– ReparametrizationSet: for computing the solutions of the associated differ-
ential equation by using BriotBouquetSolve;

– BriotBouquetSolve: for computing the unique solution of a first-order dif-
ferential equation in quasi-solved form (which is called an equation of Briot-
Bouquet type [3] [Section 80,86]); this procedure is using a Newton type algo-
rithm for solving the resulting linear system in several variables;

In the following, we give a description of the procedures in the package
FirstOrderSolve, available at https://risc.jku.at/sw/firstordersolve/. There
can be found more detailed information on the commands in the included help.

https://risc.jku.at/sw/firstordersolve/
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3.2 Description of the Software Components

> SolutionTruncations
Computes all Puiseux series solutions of a given first order autonomous ordinary
differential equation.

Since the equation is autonomous, the translation of the independent vari-
able by any constant in a solution is again a solution. Hence, the only relevant
expansion points are 0 and infinity.

The solutions expanded at 0 can be split into two sets: a generic solu-
tion and a set of particular solutions. The generic solution consists of
all solutions starting with a non-critical curve point and is addressed in
GenericSolutionTruncation. Each critical curve point corresponds to a set
(that could be empty) of particular Puiseux series solutions.

The command computes the generic solution, all particular solutions
expanded at 0 and all solutions expanded at infinity. The solutions are rep-
resented as truncations such that existence and uniqueness is ensured. In other
words, the truncations are in one-to-one correspondence to the solutions. By set-
ting the optional arguments genericsolution, const, computeFinite, computeInf
to false, the corresponding subsets of the solution set can be suppressed. The
remaining option iv = y0 represents an initial condition of the format y(0) = y0,
where y0 is an element of the ground field or an algebraic extension field of it,
which is additionally taken into account.


 Calling Sequence: > SolutionTruncations(F, N, options)

 Input: a polynomial F in y, y′, a rational number N (by default set to zero)

and several optional arguments: genericsolution, const, computeFinite, com-
puteInf (all boolean) and a constant iv.


 Output: a list consisting of three components: the generic solutions, the solu-
tions expanded at 0 and the solutions expanded at infinity represented as
truncated Puiseux series (modulo xN ).

> GenericSolutionTruncation
The first order differential equation has a generic local solution y(x) = y0 +
y1x + O(x2), where F (y0, y1) = 0. If F is irreducible as polynomial and
(y0, y1) is a regular affine point of the curve implicitly defined by F , the exten-
sion of y0 + y1x to a solution y(x) is guaranteed and unique. The command
GenericSolutionTruncation computes the first terms of the generic (formal)
power series solutions, expanded around 0, of the given differential equation.

Note that for every irreducible component one generic solution is computed.
Thus, all generic solutions of F = 0 are given by the union of the generic solutions
of the components. If the given differential equation is known to be irreducible,
the optional argument irreducible = true (see below) can be used in order to
speed up computations.
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The output of the command is a set of lists with two entries: a polynomial
in x representing the solution computed modulo xN involving an unspecified
parameter CC and a set of exceptional values for CC. For these values the
generic solution would in general not lead to a solution of the given differential
equation or might involve fractional exponents. Finally, let us mention that, if
the precision of the output is not high enough, it is possible to use the command
ProlongSolutionTruncation; see below.


 Calling Sequence: > GenericSolutionTruncation(F, N, options)

 Input: a polynomial F in y, y′, a rational number N (by default set to zero),

and optionally irreducible as boolean.

 Output: is a set of lists with two entries: a polynomial in x representing the

solution computed modulo xN involving an unspecified parameter CC and
a set of exceptional values for CC.

> ProlongSolutionTruncation
For the given first order differential equation, if an appropriate change of vari-
ables z(x) = y(x) + s(x) is performed, the resulting equation

G(x, z(x), z′(x)) = F (y(x) + s(x), y′(x) + s′(x)) = 0

might be of Briot-Bouquet type. In case that s(x) is such a solution truncation
of y(x), existence and uniqueness of the solution z(x) of G are ensured and the
following coefficients can be found by a Newton type algorithm. In particular,
this is the case when s(x) is an output element of GenericSolutionTruncation
or SolutionsTruncations.

In this situation, the command ProlongSolutionTruncation prolongs the
first terms of a truncated Puiseux series solution s(x) of F (y(x), y′(x)) = 0.


 Calling Sequence: > ProlongSolutionTruncation(F, s, N, x0)

 Input: a polynomial F in y, y′, a polynomial s, a rational number N and x0

equals 0 or infinity (by default set to zero)

 Output: it is again a truncated Puiseux series computed until the order xN

(or 1/xN )

> AlgebraicSolution
Algebraic solutions of the first order autonomous differential equation are rep-
resented by its minimal polynomisl, say G(x, y). In this case, all the functions
y(x) with G(x, y(x)) = 0 are solutions of this differential equation and can be
represented as Puiseux series.
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Assuming that F is an irreducible polynomial, the existence of algebraic solu-
tions can be decided and, in the affirmative case, all solutions are algebraic and
are given as shift of the independent variable, namely by G(x + c, y). Therefore,
by factorizing the given differential equation, all algebraic solutions can be found
using this procedure for every component.

The command AlgebraicSolution decides the existence of algebraic solu-
tions of the given differential equation. Furthermore, if a solution exists the
output is the minimal polynomial of the solution. The other solutions then can
be easily found by shifting x. The solutions are found by checking whether a
particular solution is algebraic. Efficiency of the algorithm highly depends on
the chosen initial value. The procedure is using a formal power series solution,
which means non-negative integer exponents for the solution, with a relatively
small number of algebraic extensions of the ground field. Similarly to the com-
mand GenericSolutionTruncation, if the given differential equations is known
to be irreducible, this can be specified by the optional argument irreducible =
true.


 Calling Sequence: > AlgebraicSolution(F, options)

 Input: F is a first-order differential polynomial, and irreducible is a boolean

option.

 Output: the decision on the existence of algebraic solutions of the differential

equation. If a solution exists the output is the minimal polynomial of the
solution.

3.3 Usage of the Package

In order to use the package, download the file FirstOrderSolve.m from https://
risc.jku.at/sw/firstordersolve/ and save it as your local folder. After starting
Maple you redefine the variable libname as

> libname:=libname, ’path of user local folder’;
Then, after executing the command

> with(FirstOrderSolve);
The package can be used. In the appendix we provide a Maple Worksheet

illustrating the usage of our package for the computation of all Puiseux series
solutions of first-order autonomous ordinary differential equations. We provide
at https://risc.jku.at/sw/firstordersolve/ an extended version of this file.

https://risc.jku.at/sw/firstordersolve/
https://risc.jku.at/sw/firstordersolve/
https://risc.jku.at/sw/firstordersolve/
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(7)(7)

 > >

 > >

(3)(3)

(6)(6)

 > >

 > >

 > >

(1)(1)

 > >

(2)(2)

(4)(4)

 > >

(5)(5)

 > >

A list of possible examples is the following.

We start with the first entry of the list and compute all solutions and use the option of minimal output 
length by not specifying the truncation order.

Let us prolong the non-constant solution.

The generic solution can be either prolonged by the same command or by GenericSolutionTruncation 
itself. The exceptional value is _CC=0.

For the second example we prolong the solution expanded around infinity.
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 > >

 > >

(13)(13)

 > >
(12)(12)

 > >

(14)(14)

(15)(15)

(10)(10)

 > >

(8)(8)

 > >

 > >

 > >

(11)(11)

 > >

(9)(9)

The standard procedure of Maple cannot find all of the solutions, since for example the series 
expansion of the Puiseux series is not covered.

Solutions at infinity with fractional exponents are found in the next example. The generic solution, 
constant solutions and the solutions expanded around infinity are suppressed and the precision is set to 
N=2.

Alternatively one may directly specify the initial value by iv=infinity.

In the next example we compute the solutions with the initial value y(0)=0. The non-constant solutions 
are not detected by 'dsolve'.

For obtaining algebraic solutions we run the corresponding command over all examples. We see that 
not all of them have algebraic solutions.

For the last two differential equations we obtain other results by using 'dsolve'. In the latter example the
output is very complicated and lengthy whereas the algebraic solution obtained by our code is very 
compact.
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