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Abstract. The threat of quantum computers is real and will require sig-
nificant resources and time for classical systems and applications to pre-
pare for the remedies against the threat. At the algorithm-level, the two
most popular public-key cryptosystems, RSA and ECC, are vulnerable
to quantum cryptanalysis using Shor’s algorithm, while symmetric key
and hash-based cryptosystems are weakened by Grover’s algorithm. Less
is understood at the implementation layer, where businesses, operations,
and other considerations such as time, resources, know-how, and costs can
affect the speed, safety, and availability of the applications under threat.

We carry out a landscape study of 20 better-known threat modelling
methods and identify PASTA, when complemented with Attack Trees and
STRIDE, as the most appropriate method to be used for evaluating quan-
tum computing threats on existing systems. We then perform a PASTA
threat modelling exercise on a generic Cyber-Physical System (CPS) to
demonstrate its efficacy and report our findings. We also include mitiga-
tion strategies identified during the threat modelling exercise for CPS own-
ers to adopt.

Keywords: Quantum computing · Threat modelling · Post-quantum
cryptography · Cyber-physical systems

1 Introduction

Breakthroughs in quantum computing (QC) where the computational power of
quantum computers exceed all possible classical computer systems are happen-
ing more regularly. In 2019, a team at Google demonstrated quantum supremacy
by checking the validity of random samples [5] on their superconducting-based
Sycamore 53-qubit quantum chip. More recently in 2020, a team in China also
demonstrated quantum supremacy with Gaussian Boson sampling[44], this time
using a photonics-based quantum setup. While these breakthroughs bring about
potential advances in science and technology [31], it also threatens the security
of classical computer systems. On a quantum computer, Shor’s [35] algorithm
can solve integer-factoring and discrete-logarithm problems in polynomial time
which means that public key cryptosystems that are built on Rivest-Shamir-
Adleman (RSA), Diffie-Hellman (DH), and Elliptic-Curve Cryptography (ECC)
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algorithms are no longer secure, and can be crypt-analyzed easily. Another exam-
ple is Grover’s [14] algorithm, which on a quantum computer provides a quadratic
speed-up in performing brute-force attacks against symmetric-key and hash-
based cryptography. Applications that rely on cryptography to achieve confi-
dentiality, integrity, authenticity and non-repudiation for their data, users and
communication will need to use alternative mechanisms or have the security and
trust eroded due to quantum computers. The National Institute of Standards
and Technology (NIST) is currently running on a Post-Quantum Cryptography
(PQC) contest [26] to standardize suitable quantum-resistant asymmetric key
algorithms for key exchange and digital signatures and is expected to finalize
the standard by 2024 [24].

The good news is that current quantum computers are not sufficiently power-
ful to run Shor’s or Grover’s algorithm on a large-enough scale. Shor’s algorithm
has been demonstrated up to a 7-qubit quantum computer [41] and none of the
current-day noisy intermediate-state quantum computers (NISQ) [28] are fault-
tolerant enough to beat classical computers at asymmetric key cryptanalysis.
On the other hand, NIST mentions in 2016 [8] that by 2030 with a budget of
$1 billion, a quantum computer could likely be built to break RSA-2048 keys.
So how can organizations be sufficiently prepared to face the threat of quantum
computers? The study by Arslan et al. [4] listed 4 areas that are all cryptography-
specific. We intend to dive deeper and use threat modelling to find the answer.

The rationale to use threat modelling is logical. Organizations face circum-
stances and situations that can impact and cause harm to the organizations’
own, other organizations’ or even national assets, personnel, processes, mission,
function, image or reputation. These circumstances or situations are potential
violations of security are known as threats and are caused by threat sources [6].
Any environment where the system operates may have both known and unknown
vulnerabilities or weaknesses and can be exploited by one or more threats causing
a breach of the system’s security processes or policy. As technology continually
evolves (in the case of QC), new threats and even threat types emerge. NIST
describes threat modelling as a risk assessment method that is used to model
aspects of both offensive and defensive sides of a specific logical entity, which
can be a system or an environment, an application or a host or even a piece of
data or information [37]. Here, we have distinguished the difference between a
threat, vulnerability and risk.

– Threat. The word “threat” has an extensive range of different meanings asso-
ciated with it and it can be understood as people or person, event, weakness
or vulnerability and in the context of cybersecurity, also as malware, criminal
activity, and espionage. A threat can be described as an event or a develop-
ment of events that are possible and harmful. Compared to danger which is
more tangible and well-defined, a threat has a more uncertain evolution phase
and has to be dealt with using risk management procedures. During the risk
management process, threats are usually decomposed further to threat events
and threat sources to give a more detailed picture of threats, their impact and
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possible mitigation. In essence, a threat is an undesired event or something
malicious that can happen to or through a system/product/service.

– Vulnerability. A vulnerability refers to any trust assumption that can be vio-
lated to exploit a system. It is a weakness in a system, process, individual,
control, implementation, architecture or even organizational structure and
external dependencies. These weaknesses can be exploited, and vulnerabili-
ties revealed to provide attackers with the window of opportunity.

– Risk. A risk is uncertainty or insecurity affecting objectives. Risk causes a
deviation from expected and can be positive, negative or both, although the
word “risk” is often associated with being implicitly negative. A risk usually
contains an evaluation of the likelihood and impact and it has a score based on
these estimations [37]. In the case of Cyber-Physical system (CPS) and other
critical infrastructure, there is an added safety risk to the human operators,
system and environment that must be considered.

In this paper’s context, the advent of quantum computers poses a threat to
classical computing systems because adversaries can run Shor’s algorithm [35]
on quantum computers to exploit vulnerabilities in RSA/DH/ECC asymmetric
key cryptography and, to a lesser extent, run Grover’s algorithm [14] to carry
out faster brute-force attacks on encrypted data, passwords, and hashes, thus
rendering such cryptographic primitives inadequate to provide the necessary
security primitives that the application requires. What is less known or un-
quantified is the potential extent of the threat and therefore the risks faced by
present-day applications and data.

Highly operational systems such as CPS require to go through regular threat
modelling exercises to update their design and/or processes to remain secure.
But not all threat modelling methods (TMM) are suitable for evaluating and
mitigating QC threats. Our paper attempts to complement the post-quantum
cryptography (PQC) standardization efforts by NIST [24,26] by identifying an
appropriate TMM that system owners can use in their preparation for the post-
quantum computing era. Our contributions are:

– Performing a study of different threat modelling approaches and evaluat-
ing 20 TMMs to select PASTA, when complemented with Attack Trees and
STRIDE, as the most appropriate TMM for evaluating QC threats for exist-
ing systems.

– Carrying out a threat modelling exercise using PASTA on a generic CPS set
up to demonstrate its efficacy at evaluating QC threats, and providing the
outputs of the exercise including mitigation strategies.

The rest of this paper is organized as follows. In Sect. 2, we perform a landscape
study of different threat modelling approaches and methods to select an appro-
priate TMM for evaluating the QC threats. In Sect. 3, we carry out a threat
modelling exercise using our selected method on a CPS setup to demonstrate its
efficacy before concluding in Sect. 4.
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2 Threat Modelling Landscape Study

Different threat modelling methodologies, frameworks, and tools have been
developed. Some are more comprehensive than others; some have a higher
abstraction level while some focus on one or a combination of a few domains
with greater granularity. Different methods can be distinguished by the logical
entity that is being modelled (data, software, system, service, product), the phase
of the entity’s lifecycle and the goal of the threat modelling. TMMs and tools
can be consolidated with other methods and even risk management processes to
create custom tools for special needs.

In selecting an appropriate TMM, it should be comprehensive enough to
effectively communicate the relevant threats and risks to the management but
should also have ample details for those responsible for mitigating the threat.
Threat modelling is a continuous process against newer threats and matching it
with the existing mitigation efforts. The key benefit from routine threat mod-
elling is the precision of modelling results from the increased frequency in which
newer data from the system is obtained, reviewed, and reported. We are mindful
that as the evolving nature of QC still presents numerous facets of factors and
considerations, it is unlikely to address all the QC threats by designing a per-
fect TMM. Instead, we start by identifying suitable threat modelling approaches
that can be used, before narrowing them down to the most appropriate TMM
for evaluating QC threats.

2.1 Threat Modelling Approaches

We describe the different (non-exclusive) approaches [36] and their suitability to
analyzing the QC threat.

Asset-Centric Approach. An asset-oriented approach begins with the identifi-
cation of critical assets and impacts or consequences towards them. Asset-centric
modelling focuses on questions, such as what one’s most valuable assets are and
what can go wrong with them. A list of valuable assets is then cycled through, and
each asset is considered one at a time. Threat scenarios that can have an impact
on the asset are described and prioritized. Assets that have a supporting role or
can be used as a secondary asset to harm primary assets should also be included
[36]. In modelling for QC threats, we expect the effort to be large but the results
to be comprehensive since the threat modelling exercise will cycle through each
asset to evaluate the QC-specific vulnerability. Relevance: High.

Attacker-Centric or Threat-Centric Approach. In the attacker-centric
approach, potential adversaries’ intent, capabilities, resources, characteristics
relationships and/or behaviour are consolidated as a type of threat model.
Understanding what adversaries seek to achieve for their actions against a sys-
tem, may give an organization more understanding and insight into the Tactics,
Techniques, and Procedures (TTP) of these adversaries. Adversary behaviours
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can be organized using a cyber kill-chain model into a threat scenario or attack
scenario. Threat sources and/or events are usually identified first, and threat
scenarios and the developments of threats are described in more detail. Adver-
sary characteristics and behaviours as well as intents and motivations are the
key elements when identifying impacts [6]. Attacker-centric modelling focuses on
questions, such as what the attacker wants and why as well as how attackers gain
their objectives. In modelling for QC threats, this approach is efficient in nar-
rowing down the scope as the QC threat posed by the cryptographic weakness
is already known and the threat modelling effort can be targeted at identifying
and mitigating negative outcomes. Relevance: High.

Software-Centric. Software-centric threat modelling is performed during the
software design and development process to reduce vulnerabilities in the software
[37]. Software-centric modelling focuses on questions, such as what the system
is and how it works, as well as what can go wrong and how it can be used incor-
rectly or harmfully. Hence it is often requirements and vulnerability oriented.
In software or system-centric modelling techniques, data flow diagrams are usu-
ally used to first model the system, data, and boundaries and then determine
which threats are relevant to each component and trust boundary-crossing. In
modelling for QC threats, this approach is useful mainly for developers since the
vulnerabilities are well understood which allows the software to be designed and
evaluated accurately. On the other hand, the unknown impact of QC threats
may lead to a large number of overlapping threats being identified. Relevance:
Low.

Data-Centric Approach. Data-centric threat modelling focuses on protecting
types of data/ information within a system instead of hosts, operating systems or
applications. The system and data of interest are identified and characterized and
prioritised. The focus is on the characteristics of authorized locations for storing,
transmitting, executing, inputting and outputting data within the system: data
flows between authorized locations, security objectives and people and processes
authorized to access the data [37]. In modelling for QC threats, this approach is
efficient since a large proportion of the cryptographic implementation is meant
for data protection. However, we are concerned that this focused approach may
not be ideal for non-data-related considerations such as business-impact analysis.
Relevance: Medium.

2.2 Risk Management

Risk management [40] is usually not a stand-alone threat modelling approach,
but one that integrates risk considerations and processes into one or more of
the approaches mentioned in Sect. 2.1. While it increases the overall effort in
performing the threat modelling exercise, the outcome is a more comprehen-
sive and complete picture, especially in threats where the resulting impact is
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not well defined or known. It also allows organizations to take on a more pre-
ventive posture when dealing with such threats. In modelling for QC threats,
risk management extends the known QC threats into identified risk areas for
application owners to calibrate and manage. It can help organizations assess,
quantify and prioritize the various risk areas including business costs, probable
losses, organizational preparedness, safety, etc., and embark on both technical
and non-technical preventive and/or mitigation actions.

2.3 Threat Modelling Methods (TMM)

TMMs are used to create an abstraction of the system, profiles of potential
attackers, including their goals and methods and producing a catalogue of poten-
tial threats that may arise. Some TMMs are typically used on their own while
others are used in combination with others. We performed a landscape study
that included a total of 20 different TMMs (see Table 1). The study includes all
12 TMMs studied by Shevchenko [33] and all 6 most popular TMMs listed by
EC-Council [12].

In our study, we are looking for an asset-centric approach TMM that includes
risk management techniques and can be complemented with a threat/data-
centric approach to provide QC threat focus. This criterion is likely to yield
the most appropriate TMM candidate for evaluating QC threats while balanc-
ing between completeness and efficiency.

2.4 Result of Study

PASTA [40], incorporating Attack Trees [32] and STRIDE [18], stands out as
the TMM that is suitable for evaluating QC threats. The purpose of PASTA
is to provide a process for simulating attacks to systems (even as a subset of
just applications), analysing threats and mitigate the risks and impacts that
these threats present to organizations. PASTA comprises a seven-stages process
for modelling attacks and analysing threats to a particular system and envi-
ronment. The objectives are curtailing risks and their associated impact on the
organisation or business. Organisations or businesses can address the adequate
level of countermeasures or risk mitigation measures to be deployed to mitigate
the risk from threats and attacks by following this process. A description of
the PASTA threat modelling method, along with Attack Trees and STRIDE, is
found in Appendix A.

We chose PASTA over OCTAVE [7] due to the former’s ability to incorpo-
rate attacker-centric and data-centric to its asset-centric approach. This allows
the threat modelling exercise (see Sect. 3) to be more efficient in identifying and
addressing the QC threats as compared to a generic threat modelling method.
We chose PASTA over IDDIL/ATC [25] due to the former’s availability of doc-
umentation and use-cases, and its ability to address risk at a strategic level.
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3 QC Threat Modelling Exercise

We perform a threat modelling exercise using PASTA on a generic CPS set up as
a walk-through on how QC threats can be identified, evaluated and mitigated.

3.1 Generic CPS Model

In [19], Lee described the CPS problem as the intersection between the cyber
and physical problems and all three areas need to be examined and addressed
separately. The environment we define in our model therefore comprises three
parts, namely, physical environment, CPS and cyber IT, as shown in Fig. 1. The
physical environment includes the external physical operations that control the
inputs and manages the supply to the CPS. It includes several maintenance
features that manage the external assets and the associated physical processes.
The CPS layer is intermediate, and it involves the supervisory control system,
the internal communication system which manages the sensors and controls the
actuators. The operations of this layer are managed through command and con-
trol operations of the Programmable Logic Controller (PLCs) that use sensory
data acquisition to take action based on the input as well as output from the sen-
sors and actuators. Finally, the cyber IT environment involves parts supporting
remote invocations and accessibility through the external communication net-
work. This layer helps with the management of features of CPS allowing control
over the cloud.

Cyber Physical System (CPS)

Internal Supervisory Control

Internal Comms Network

Sensors Actuators

Physical Environment Cyber / IT Environment

External Physical Service 
Infrastructure (e.g., external 
power supply + generator)

External assets and physical 
processes (e.g., maintenance 

contractors)

External Remote Access

External Comms Network

Enterprise IT

Cloud Computing Platform

Fig. 1. An overview of a generic CPS model.

The security requirements for a CPS system extend beyond the traditional
technical security requirements that govern a cyber IT system. The additional
interface with the physical environment means that the security of the CPS
system can impact the physical environment and vice versa. In NIST’s “Guide to
Industrial Control Systems (ICS) Security” [38], the health and safety of human
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lives as well as damage to the environment are identified security considerations
that a CPS system, but not a cyber IT system, may face. Conversely, the CPS
system is required to maintain its robustness and resilience [2] against possible
events, such as weather hazards, acts of war, and power outage, that the physical
environment may impact the safety and security of the CPS system.

In the rest of this section, we will only flesh out QC-related1 threats and
risks.

3.2 PASTA Stage 1 to 3

The first 3 PASTA stages require us to define the objectives, define the technical
scope, and perform the decomposition of the system. The guiding questions we
use at these stages are:

– Stage 1 - Define Objectives
• What are the key business objectives?
• What are the critical functions and assets that might be affected by a QC

threat?
• What are the system safety standards at risk?
• How does the compromised system cause catastrophic or irreparable dam-

ages?
• What are the risk tolerance levels concerning Confidentiality, Integrity,

Availability and Authentication?
– Stage 2 - Define Technical Scope

• What is the system architecture and the boundaries?
• What are the security controls and draw bridges?
• What is the Data Flow or Process Flow, and interdependencies?
• What are the external interfaces? (Cyber to CPS interfaces)
• What are the protection measures in this external infra (i.e. power

sources, security system, enterprise IT system)?
– Stage 3 - System/Application Decomposition

• What are the different components/environment in the system assessed?
(cyber, physical, cyber-physical)

• What are the possible QC threats/vulnerabilities arising from these dif-
ferent components/ environments?

• Where are their entry points in a different environment?
• Where are the “trusted environments/zones”?
• What are the supply chain weakness in the system? (i.e. suppliers of a

thumb drive, backup storage media, cloud enterprise system that needs
transfer)

1 For non-QC-related CPS threat modelling, the reader is invited to reference [1,13,
16,17].
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Output. We reference a generic CPS model, as shown in Fig. 1. To evaluate
QC threats, there are no changes to the boundaries of the technical environment
and interdependencies between its infrastructure and application. Overall, the
boundaries are depicted between the Physical environment, Cyber-Physical Sys-
tem (CPS) and the Cyber-IT environment. We next add on the objective that
the critical systems and assets in the CPS can continue to operate safely and
resiliently in the post-quantum era.

Fig. 2. Generic CPS setup with data flows identified.

We then divide the CPS boundary into the cyber layer, cyber-physical layer
and physical layer, and identify seven major data flows (diagrammatically shown
in Fig. 2) that could be affected by QC threats. These are:

DF#1: This refers to the data flow from an external supervisory control centre
to the onsite supervisory control system via remote access. This allows
a central body to remotely manage and monitor multiple CPS setups.

DF#2: This refers to the data flow from an external computing system (e.g.
Enterprise IT or Cloud computing) via the external communication net-
works into the CPS setup. Updates and patches can be transmitted via
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this flow. Employees with access to the Enterprise IT or Cloud comput-
ing service might fall prey to social engineering and will in turn infect
the CPS with transferred files, programs or malware.

DF#3: This refers to data flow from external assets and physical processes to the
CPS setup. This can be in the form of external contractors conducting
support and maintenance works on the CPS. For example, CPS patches
handled by contractors via thumb drive, hard disk or vendor laptop will
inevitably expose the CPS setup for exploits.

DF#4: This refers to data flow from external physical infrastructure providers
into the CPS setup. For example, the electrical or water supply con-
tractor might tweak the readings or measurements of the supporting
environment system.

DF#5: This refers to the data flow from on-site supervisory control (e.g. Human
Machine Interface) to the PLCs. Commands are likely to be sent via API
to the PLCs for executing controls.

DF#6: This refers to data flow from PLC to actuators within the CPS setup.
PLC commands are sent directly to the actuators to execute the des-
ignated actions like opening and closing of valves or the starting or
stopping of pumps.

DF#7: This refers to the data flow from CPS sensors to PLC. Sensor readings
are being routed back to the PLC as feedback signals. These include
status information such as water level in the tank, temperature readings,
or alerts.

3.3 PASTA Stage 4 to 6

The next 3 PASTA stages require us to perform the threat analysis, vulnerability
and weakness analysis, and attack modelling. The guiding questions we use at
these stages are:

– Stage 4 - Threat Analysis
• What are the threats that the STRIDE model tells us?
• How does the attack/hack take place? What are the probabilities of each

of the attack vector?
• What does the identified threats correlate with the severity and fix-ability

of the threats from the available threat intelligence?
• What is the analysed impact of these identified threats?

– Stage 5 - Vulnerability and Weakness Analysis
• What are the available vulnerability and penetration testing reports?
• Any recent audits or vulnerability scanning or penetration testing con-

ducted?
• Are there trends of certain vulnerabilities being exploited?
• What are the false positives and false negatives trends?
• What is the overall vulnerabilities score?
• What is the security posture from vulnerabilities?
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Fig. 3. Attack Tree for generic CPS setup when evaluating QC threats.

– Stage 6 - Attack Modelling
• From the Attack Tree, for each application that uses public-key cryptog-

raphy, how can Shor’s algorithm be used to compromise the system? Can
the algorithm be replaced with a PQC candidate algorithm [26]?

• From the Attack Tree, for each application that uses symmetric key cryp-
tography and hashing, how can Grover’s algorithm be used to compromise
the system? Can we increase the key size?

• How are the vulnerabilities and attacks vector associated?
• Are there attack vectors that have been made less effective with the vul-

nerabilities remediated?
• Any vulnerabilities that could not be fixed?

Output. We use a combination of Attack Trees [32] (see Fig. 3) and STRIDE
[18] to analyze the data flows to list out the threats in Table 2.

3.4 Stage 7 - Risk and Impact Analysis

This step requires the analysis of the business impact in both qualification and
quantifiable terms. There is also a need to propose some countermeasures and
residual risk mitigation measures. Lastly the need to identify and recommend
some risk mitigation strategies for the system owners. The guiding questions we
use at this stage are:
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Table 2. STRIDE threat evaluation of data flows

Data Flow STRIDE Threat Description

Property Affected

DF#1 - Data flow
from external
computing system and
communication
networks

STRI The assessed threat can come from
external hackers performing cryptanalysis
on the encryption and authentication for
the remote access link to the supervisory
control centre using Shor’s algorithm. This
will allow the hacker to view or modify the
communications

DF#2 - Data flow
from external
supervisory control
centre

STRI E The assessed threat can come via external
communication networks into the CPS
system. Employees with external access
may fall prey to man-in-the-middle or
social engineering attacks and in turn
transfer malware or improper code that the
PLC may use

DF#3 - Data flow
from external
environment controls

STRI E the assessed threat will likely come from
the compromised contractors and vendors
who turned against the CPS system
owners. These contractors may be able to
introduce exploits or malware that disrupt
the internal CPS setup while supplying,
maintaining and patching the CPS

DF#4 - Data flow
from external physical
infrastructure
providers

ST Supply chain vendors can sabotage
(deliberately or unintentionally) the
electrical, water, temperature controls
through the equipment they supply. The
assessed threat is the vendor introducing
errors in the parameters such as
temperature, water, or even electrical level
which affects the PLC’s processing logic

DF#5 - Data flow
from on-site
supervisory control to
PLC

ST I The assessed threat is fake connections
introduced by the malicious insider.
Potentially, these staff, who turned rogue
can view or modify the communications
between the supervisory control system
and the PLCs

DF#6 - Data flow
from PLCs to
actuators

ST I The assessed threat is the malicious
insider/staff who observe or modify the
commands being sent to the actuator. This
will potentially cause damage to the entire
CPS such as overflow of water, or
overheating or undercooling of equipment

DF#7 - Data flow
from sensors to PLCs

ST I The assessed threat is from a malicious
insider who can view the sensor readings,
deliberately tamper the sensor hardware or
provide erroneous feedback to the
programmable controller and supervisory
control system
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– What are the key business objectives and critical services that are affected?
– How else can the risk of safety be minimized? How resilient is the system to

an unaddressed QC threat?
– What is the degraded mode of operations/ services?
– What mitigating / remediation measures are possible to counter the remain-

ing threats?

Output. As the last step of PASTA, the broad mitigation strategies we identi-
fied for mitigating the threats brought about by QC are as follows:

1. Strict Network Segregation. Where algorithm replacement is not possible, this
will ensure that the core CPS setup is separated from any external connectiv-
ity. This includes a clear delineation from Enterprise IT network and Cloud
computing services. It will require that remote access to the supervisory con-
trol system to be terminated if the security measures cannot be strengthened
to guard against QC threats. CPS should build an alert system to flag any
illegitimate external connectivity or devices modification.

2. Tight Supply Chain Controls. Contractors and vendors will remain the weak-
est link in the entire ecosystem of the CPS. To prevent the unauthorised and
unauthenticated actions by these contractors and vendors, there is a need
for close monitoring and checks on the actions such as patching and system
maintenance of the CPS setup.

3. Internal Supervisory Controls and Monitoring. To circumvent the malicious
insider threat, procedural security clearance and monitoring need to be put
in place. There must be a “check and balance” system to only allow authen-
ticated actions by the staff and against any unsolicited actions.

4 Conclusion

In this work, we studied the different approaches for threat modelling to find
the most appropriate TMM for evaluating QC threats. Although the crypto-
graphic vulnerabilities exposed by QC on classical asymmetric and symmetric
key cryptography is known, much of the potential impact from the threat of QC
is still unknown and evolving. Hence, an asset-centric threat modelling approach
with strong risk management, when complemented with a threat/data-centric
approach to provide focus, is the criteria we used. We narrowed the field of
20 TMMs to find PASTA as the most appropriate TMM. We then carried out
a threat modelling exercise using PASTA on a generic CPS setup to test its
efficacy and showed the output of the threat modelling exercise. The effect of
including risk management in the threat modelling exercise allows us to consider
the possibility that some QC threats may not be completely addressable (due
to constraints in time, resources, know-how, etc.) and hence adopt additional
broad-based mitigation strategies.

Acknowledgement. This project is supported by the Ministry of Education, Singa-
pore, under its MOE AcRF Tier 2 grant (MOE2018-T2-1-111).
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Appendix A PASTA

PASTA, or Process for Attack Simulation and Threat Analysis, is developed
by Tony UcedaVélez [40] in 2012 to merge business objectives and impact with
technical requirements. It provides a hybrid risk and attacker (relying on Attack
Trees, STRIDE and/or other methods) perspective to threat modelling and pro-
duces an output based on assets. PASTA focuses on understanding the effect on
business and how to plan and implement effective countermeasures where the
involvement of decision-makers and stakeholders are part of the process.

A.1 PASTA Threat Modelling Method

PASTA is first implemented at the system level, using high-level architecture.
This initial round should allow for the effective definition of all inputs and out-
puts for each component of the system. Then, PASTA should be implemented
recursively for each component. All findings from the high-level system architec-
ture should be passed to the next level component as input. It is a seven-stage
process where the objectives and scope are first defined, the system is described
in its components, before the threat, vulnerability and risk analysis are done.
The stages and activities within the stages are listed in Table 3.

A.2 Attack Trees Threat Modelling Method

Attack/threat trees was developed by Bruce Schneider [32] in 1999. It comprises
diagrams depicting possible attacks on a system that spans out in a tree-like
format, where the goal of an attack is akin to the root of the tree and the ways
to achieve that goal are depicted as leaves of the tree, as seen in Fig. 4. Each
separate tree represents a goal, and many aggregated trees form a “forest of
attack trees. An attack tree can be formed for an exact use case or used together
with existing and relevant attack trees to find threats. Each node of the attack
tree is analysed on the issue that impacts the system, which is usually modelled
with DFDs. Attack Trees is commonly used in combination with other TMMs.

In the Attack Tree example of a physical safe shown in Fig. 4, the goal of
the attacker, i.e. an open safe, is first defined in the root node. The child nodes
are then enumerated with the different actions or sub-goals that can lead to
the goal, and their child nodes then list more detailed actions that may lead to
the sub-goals. This process is repeated iteratively, and Attack Trees can be re-
visited after further studies or brainstorming sessions which can uncover other
issues. Attack Trees require relatively less effort to model as it is a straight-
forward threat identification methodology. However, it does not consider factors
like operating environment and operational/ business impact.



Quantum Computing Threat Modelling on a Generic CPS Setup 187

Table 3. 7 stages of the PASTA Threat Modelling Method [34,40]

PASTA stages Threat Modelling Activities

#1-Define Objectives Identify Business Objectives
Identify Security & Compliance Requirements
Business Impact Analysis

#2-Define Technical
Scope

Capture the boundaries of the Technical Environment
Capture Infrastructure | Application | Software
Dependencies

#3-System/Application
Decomposition

Identify Use Cases | Define App, Entry Points and Trust
levels
Identify Actors | Assets | Services | Roles | Data Sources
Data Flow Diagramming (DFDs) | Trust Boundaries

#4-Threat Analysis Probabilistic Attack Scenarios Analysis
Regression Analysis on Security Events
Threat Intelligence Correlation & Analytics

#5-Vulnerability &
Weakness Analysis

Queries of Existing Vulnerabilities Reports & Issues
Tracking
Threats to Existing Vulnerability Mapping Using Threat
Trees
Design Flow Analysis Using Use & Abuse Cases
Scorings | Enumerations

#6-Attack Modelling Attack Surface Analysis
Attack Tree Development | Attack Library Management
Attack to Vulnerability & Exploit Analysis using Attack
Trees (see Appendix A.2) and STRIDE (see Appendix
A.3)

#7-Risk & Impact
Analysis

Qualify & Quantify Business Impact
Countermeasure Identification & Residual Risk Mitiga-
tion Measures
Identify Risk Mitigation Strategies

Open Safe

Pick Lock Learn Combo

Find Written
Combo

Get Combo from Target

Threaten Blackmail Eavesdrop Bribe

Cut Open Safe Install Improperly

Fig. 4. Attack Tree example of a physical safe [32]
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A.3 STRIDE Threat Modelling Method

STRIDE, short for “Spoofing, Tampering, Repudiation, Information Disclosure,
Denial of Service and Elevation of Privilege”, is a mnemonic that lists the six
threats (described in Table 4) that can happen when a security property is vio-
lated. It is by far the most mature and well-understood TMM created by Loren
Kohnfelder and Praerit Garg in 1999.

Table 4. STRIDE explained [36]

Threats Property violated Threat description

Spoofing Authentication Pretending to the something or
someone other than yourself

Tampering Integrity Making changes to something that
should not be modified

Repudiation Non-repudiation Claiming you did not do something,
or were not responsible

Information Disclosure Confidentiality Providing information to someone not
authorized to see it

Denial of Service Availability Preventing system to provide service
by exhausting resources

Elevation of Privilege Authorization Allowing someone to do something
they are not authorized to do

It starts by representing the system under evaluation using data flow dia-
grams (DFD) and identifying the entities, interfaces, boundaries and event flow.
Using the DFD, every possible threat can then be enumerated and evaluated
based on its vulnerability to the six properties of STRIDE. Microsoft has made
available a STRIDE threat modelling tool available for download [23].
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