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Preface

Welcome to the proceedings of the 15th International Conference on Knowledge
Management in Organizations (KMO 2020/2021), held at the National University of
Kaohsiung, Kaohsiung, Taiwan during July 20–22 2021. Owing to the unique circum-
stances brought about by the COVID-19 pandemic, KMO 2020 was postponed and
subsequently merged with this year’s edition of the conference, which was held in
a hybrid format with both in-person and online presentations. KMO 2020/2021 was
co-located with the 9th International Conference on Learning Technology for Education
Challenges (LTEC 2020/2021).

Knowledge is behind the creation of benchmark products and service. It is power
and, when properly harnessed, it gives a competitive advantage. Technology has had
a tremendous impact on knowledge management (KM), inspiring the development of
robust software platforms to leverageKMstrategies. Knowledgemanagement continues
to evolve in response to new demands and challenges.

Social media has revolutionized the way we use the Internet. Social elements can be
integrated with a variety of application types, including knowledge management. When
social media elements are blended with knowledge management the work becomes
easier. Knowledge-based systems are becoming more collaborative as seen in social
intranets, allowing individuals to work on documents and communicate with each other
in real time.

Mobile technology has become a primary means of accessing the Web for both
personal and professional reasons. Mobile devices save both money and time, and as a
result, mobile technology and KM will soon be inseparable. Today KM software allows
us to tag, share, and organize content as soon as we create it. This helps to cut down on
confusion and makes knowledge management a more interactive process.

KM today is developing a more robust approach that includes vendors, clients, and
customers. Newer knowledge management options must allow for external integration
so that internal and external parties can share information more easily. Blockchain and
cryptographic technologies allow users in KM to own and control their data, and for data
to be trusted by third parties they choose to interact with. There are potential benefits
of automating routine knowledge tasks and using powerful algorithms to recommend
relevant content and colleagues based on users’ personas and the context of their work.

Although technology plays a crucial role in the advancement ofKM, it is important to
remember that KMwill always fail if the end users and stakeholders are not at the centre
of the strategy, design, implementation, and operations. KM should also be concerned
with human-centred approaches (people, process, content, and culture) and new design
methodologies such as design for users’ experiences. To effectively manage knowledge
in organisations, it is necessary that we address many of the above issues.

KMO 2020/2021 aimed to bring together leading academic researchers and research
scholars to exchange and share their experiences and research in all aspects of knowledge
management challenges. It also provided an interdisciplinary platform for researchers,

https://axerosolutions.com/solutions/knowledge-management-software


vi Preface

practitioners, and educators to present and discuss their most recent work, trends, inno-
vation, and concerns, as well as practical challenges encountered and solutions adopted,
in the field of knowledge management in organizations.

This proceeding consists of 37 papers covering various aspects of knowledge
management. All of the papers selected for this volume underwent a rigorous review
process involving at least four reviewers. The authors of these papers come from 15
different countries including Argentina, Austria, China, Colombia, Ecuador, Finland,
France, Hong Kong, Japan, Slovakia, South Africa, Spain, Taiwan, Tunisia, and the
USA.

The papers are organised into the following thematic sections:

• Knowledge Management Models & Analysis
• Knowledge Transfer & Learning
• Knowledge & Service Innovation
• Knowledge & Organization
• Information Systems and Information Science
• Privacy and Security
• Intelligent Science & Data Mining
• AI & New Trends in KM

We would like to thank our reviewers and the Program Committee for their contri-
butions and the National University of Kaohsiung, Taiwan, for hosting the conference.
Special thanks go to the authors and participants at the conference. Without their efforts,
there would be no conference or proceedings.

We hope that these proceedings will be beneficial for your reference and that the
information in this volume will be useful for further advancements in both research and
industry related to knowledge management.

July 2021 Lorna Uden
I-Hsien Ting
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Index Management Design as Knowledge
Management Enhancers for the Colombian

Swine Industry

Pablo Cesar Gómez-Silva1(B), Flor Nancy Diaz-Piraquive1 ,
and Johanna Trujillo-Diaz2

1 Universidad Católica de Colombia, Bogotá, Colombia
{pcgomez21,fndiaz}@ucatolica.edu.co

2 Fundación Universitaria Internacional de la Rioja, Bogotá, Colombia
johanna.trujillo@unir.net

Abstract. The Colombian Swine Industry (CSI) has a global importance in agri-
culture as a sustainable objective worldwide, and it is very attractive for farmers
for its short productive cycle, if it is compared to other business lines. Thus, the
CSI seeks to encourage profitability, to minimize production cost, to open new
markets, and to supply local demand. Therefore, they need to search tools for mea-
suring its key indicators. They have important constrains, for instance the lack of
technology, economic benefits, and human resources training. With the above, the
article objective is to identify pig producers’ key indicators which could carry
to create and share knowledge management. Pig industry key indicators were
extracted from the literature. After that, those indicators were contrasted by 19
companies using a Likert scale; then, those were analyzed and grouped according
to the Balance Scorecard perspectives using themain component analysis. Finally,
ameasuring instrumentwas designed, it was validated by 15CSI experts, who then
applied it to a representative sample of 62 companies in the agricultural sector.
Among the most outstanding results were the list of pig industry key indicators
and its validation, its importance and measurement level; CSI sustainable indexes
inclusion from literature; knowledge creation in pig farmers using indexes for
measuring and making decisions.

Keywords: Knowledge management · Colombian swine sector · Swine
industry · Key performance indexes · Sustainable balanced scorecard · Swine
management indexes

1 Introduction

1.1 Background

Pork is the most consumed type of meat worldwide, China is the main pork producer,
it produces half of the total world production, in second place is the United States of
America, and the third place is Germany. The pork consumption average is 37.4% (110
million metric tons), 35.3% chicken; 22.6% cattle, and 4.7% sheep.

© Springer Nature Switzerland AG 2021
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The Colombian livestock sector is the second most important of Colombian agri-
culture, which has a GDP of 6.5%, 11% correspond to pigs, 43% to cattle, and 46%
to poultry. However, pork consumption has been rising in Colombia, in 2009 it was
4.22 kg/inhabitant and in 2017 9.4 kg/inhabitant [1].

In Colombia, pork production is aimed at supplying domestic demand, and it does
not have barriers to entry. In 2017, Colombian pig production slaughter was USD $711
million worth, and imports were USD $177 million worth due to free trade agreements
[1], out of which 91.2% was from the USA., the rest is from Canada, Chile, Denmark,
Portugal, and Spain. Thus, by 2017, the Colombian pork market was composed by 80%
of national production, and 20% of imported pork [2].

Colombian importing departments are Cundinamarca, Valle del Cauca, and Bolívar,
while the main producers are Cundinamarca, Antioquia, Valle del Cauca, Meta, and
Córdoba [3]. Pig producers are classified as technical, semi-technical, and traditional
production; and sub-classified by the productive object such as: a) genetic improvement
farms, b) breeding farms, and c) commercial breeding and fattening farms.

In the last 10 years, the Colombian Swine Industry (CSI) has been rising more
than double with 8.8%, compared to the cattle sector with 4.2%. However, the main
problem of the CSI is profitability, since cost average for standing pork production was
USD$1.55/kg, and pork meat refrigerated was USD$2.09/kg. In addition, the average
price for standing pork was USD$1.57/kg, in hot-channel was USD$2.07/kg, and in the
cold-channel was USD$2.13/kg. Thus, Colombia has one of the highest standing pig
costs in America, due to the fact that pig farmers try to keep costs under control, but they
do not have software and technological tools to make that, and they have low levels of
training to avoid the innovation in processes; thus, the purpose of this article is to identify
the key indicators as a knowledge management strategy for improving profitability.

The CSI is attractive for farmers because the pig cycle is around 296 days. However,
to increase CSI’s profitability, pig farmers need to measure and control the processes
traceability. CSI’s profitability is limited due to: a) price volatility, which is given by
slaughter plants published on its platforms; b) feeding cost which represents 73.25% of
the total production costs, followed by labor costs (6.04%), the using facilities (3.56%)
[4], and promotion fees; c) the absence of benefits, economic incentives, tax reduc-
tion, and credit programs for innovation and development [5]; and e) compliance with
biosafety regulations.

1.2 Problem Statement

Since a BSC implemented in agro-industrial companies allows to increase productivity,
efficiency, sustainability, innovation and new markets identification [4–6]. Some works
have demonstrated that BSC reduces rework by 9%, increases productivity by 10% [9];
and specifically in agro-industrial companies, it increases incomes by between 23%
and 57% [5]. On the other hand, a sustainable BSC generates value for industries by
58.39% [6], however, studies about indexes swine industry are limited, this article seeks
to include control key indicators for sustainable processes and to minimize costs in the
CSI, due to the fact that CSI main problem is the high Colombian swine cost production
[1].
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So, CSI needs urgently to design and implement a tool for knowledge management
(KM) such as a sustainable BSC. Firstly, KM promotes automatically competitiveness,
the creation of internal and inter-industry cooperation strategies (See axis 1 and 3 -
Fig. 1), productivity increasing, high customer service levels and innovation capacity [6].
Secondly, a Balanced Scorecard (BSC) is an efficient tool for planning, decision-making,
and controlling profitability and costs [7, 8].

In this research, the BSC has been chosen as a tool for creating knowledge in the CSI,
because: a) CSI has not standardized its indicators, and also Colombian pig farmers just
have implemented certain indicators; b) most of Colombian pig farmers make decisions
intuitively, because they control their costs and processes manually and partially; c)
Colombian pig farmers are not interested in implementing sustainable processes despite
of high pollutant level of the SI [7, 8]. Thus, this research aimed is to inventory CSI
key indicators, as a tool to minimize the cost of production, identify basic indexes for
internal and external knowledge management, and control of environmental impact. The
research question is what are the key indicators that would incentivize profitability, cost
minimization, and processes traceability in pig companies?

Therefore, looking to build that indexes inventory for the CSI, which potentiate KD
(Sect. 3); Firstly, in the second part of the article is described KM theoretical aspects
(Sect. 2.1), KM in the pig sector (Sect. 2.2), KM theoretical model established in [1]
for the CSI (Sect. 2.3), and some agribusiness and pig applications in dashboards or
BalancedScorecards (BS) are explained (Sect. 2.4). Finally, themethodology, the results,
the discussion, and conclusions are written.

2 Literature Review

To define CSI key indicators list, the literature review was carried out on the Science
Direct and Scopus databases, using the next search-query: (“knowledge management”)
AND (“balanced scorecard OR index*”) AND (“agribusiness OR pork OR pig OR hog
OR swine”).

2.1 Knowledge Management

Knowledge management (KM) was born in 1975 with [6–8] and the classical theories
of [9–13]; Most studies in the literature are applied at the organizational level, and those
are not in industrial sectors. KM is connected with the concept of knowledge economy,
which search to increase profitability, innovation capacity, and knowledge transfer [14].

In the literature, several KM theories have been oriented towards the capitalization
of knowledge at the organizational level: i) Nonaka (1996) identified the differences
between tacit and explicit knowledge, Nonaka explains knowledge process [15], such
as: a) socialization or interaction; b) formalization; c) internalization refers conversion
of theory into practice; and d) combination stage, which refers to unification of existing
theories [16]. ii) Boisot (1998) adapted Nonakamodel, which classifies knowledge at the
individual, group, intra-organizational, and inter-organizational level [17]; iii) Finally,
other authors established KM cycles that allow identifying the stages of the KM process
[18–23].
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2.2 Knowledge Management in the Swine Sector

Indexes measurement in the CSI potentiates KM in processes, because these add value,
innovation capacity [24], and competitive advantages in global and uncertainty scenarios
[25, 26]. However, simply because companies belong to an industrial sector does not
mean that they can access indexes, knowledge, and information, and they do not transfer
easily information between stakeholders [27].

KM has SI applications, which has been focused on index management design, for
instance to improve productivity [28] and profitability [29, 30]; traceability applica-
tions and methodologies [31], coordination and integration strategies [32–34], training
programs [35], and also, software design [34, 36].

2.3 Theoretical KM Model for the CSI

KM is a set of processes and tools to manage and capitalize on knowledge and best
practices for leading competitiveness [37, 38]. First, [1] proposed a KMmodel which is
in the definition phase, it consists of knowingwhat theCSImust have at the organizational
and the sector level, given that pig farming and fathering companies have a broad tacit
knowledge [39, 40], which does not easily become explicit intra-organizationally [39,
40]. Second, [1] indicates that the KM cycle for CSI is creation [41, 42], storage [23, 43,
44], transfer [23, 43, 44], and knowledge appropriation [23, 41–44] (See axis 2 – Fig. 1).
Thus, in the primary production stage the key management indexes and best practices
should be created and known, which encourage the CSI competitiveness (See axis 1 -
Fig. 1). Therefore, this article is focused on this identification, but while, in the creation
stage, there is a need to create an intraorganizational culture, in the storage stage the
need is an interorganizational culture and technology in this process (See axis 3 – Fig. 1).

KM theories motivate knowledge capitalization and it recognizes its role in the
competitive advantage, under criteria such as trust, motivation, culture and education
among stakeholders, it makesKM’s culture be adopted [45, 46]. TheKMculture creation
facilitates the organizational policy and training plans design, a KM team configuration
[47], best practices identification [37, 38], and processes measurement. So, a trained,
committed and motivated stakeholder in this culture improves business processes and
decision-making [26]. Since the CSI educational level is low, and there is no interest in
training, the axis 1 in Fig. 1 indicates the intra-organizational creation of KM culture
in the CSI, which is the main phase to achieve a growth in competitiveness (See axis 1
– Fig. 1).

The sector requires that knowledge will be public [17, 48] and spread [17] (see axis
3 - Fig. 1), which indicates that CSI inter-organizational culture promotes to share best
practices and key indicators. However, before that, they need to include technologies in
processes [49–51], which allow to create a culture of sharing knowledge intra and inter-
organizationally [52–60], indexes, and best practices among stakeholders [24] (suppliers,
pig companies, and clients).

Finally, axis 4 (Fig. 1) guarantees knowledge appropriation of previous stages and
actors of the CSI KMmodel [1] that refers to the conversion of theory into practice; and
its combination stage [16], there are empowerment strategies of the actors that encourage
competitiveness.
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Fig. 1. KM model for SSC

2.4 Balanced Scorecard Applications as a KM Strategy

Balanced Scorecard (BS) is a business tool used to manage organizational knowledge
[61, 62] and knowledge transfer [63]. Indeed, organizational development, traceability,
profitability and productivity are measured by BS to facilitate decision-making [61,
62, 64, 65], strategic management [66], and to increase competitiveness [67, 68]. BS is
focused on four different perspectives relating each other to KM and innovation [63, 69–
71] (SeeTable 1), however, companiesmust have aprevious studyof culture to implement
it [72–76]. On the other hand, classical BS does not include a sustainable perspective,
which involves profitability, environmental, and social aspects. In agricultural sectors
such as CSI, it is really relevant, therefore, some studies regarding sustainable BS have
been identified on the literature review [69, 71, 77–80], and also, studies applied into
CSI [81].

3 Methodology

This study is exploratory and descriptive (see Fig. 2). Firstly, different variables, dimen-
sions and indexes were built based on a literature review (See Table 1), which are finan-
cial perspective, customers, processes, learning, R&D, and also sustainability which was
added by [69, 71] and proposed for CSI in this article.

2. Literature
review KM applications and concepts KM in the pig sector Theoretical KM model for the CSI BS applications as a KM strategy; 

variables and dimensions designing

3. Refinement 
of indexes KMO and Barlett test Identification of the main 

components and variance explained Sphericity analysis Simplification of measurement 
instrument

3. Design of 
the 

measurement 
instrument

Validity and reliability of the 
measurement instrument - 

Cronbach Alpha

Sample selection and instrument 
application Results analysis Conclusions

Fig. 2. Methodology
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Variables or perspectives, dimensions and indexes on the literature review are pre-
sented in Table 1, and in the Table 2 are being used only the variables applied for
CSI. Those were validated using a measurement instrument designed specifically for
this study, financial, consumers, processes, learning and sustainability perspective,
dimensions, and indexes were used (See Table 1 and 2).

Table 1. Variables, dimensions and indexes

Variable - perspectives Dimension - indexes

Financial perspective (FP): It
is the most important factor in
the BS, since shareholders see
and evaluate the company’s
result, it is measured
quantitatively [61, 62, 71]

Utility
Profit margin [78, 81], added
value [78], utility per share
[81]
Incomes
Turnover [65], increasing
profits [64], sales growth
[81], foreign sales [81],
market share [81]
Expenses
Devaluation expenses [78]

Costs
Internal costs [65], fixed costs
[78], variables costs [78]
Profitability [65]
Global profitability (ROE,
ROA) [71, 81], ROI, ROS)
[81], stock Price [81],
EBITDA [81], term of
obligations payment [81],
self-financing coefficient [81]

Customer perspective (CP):
It is considered the second in
importance, because
customers define the financial
performance. It directs the
way customers, products or
services offered, and market
satisfaction [62, 71, 82]

Customer Satisfaction
Customer management [64],
customer complaints [78],
customer satisfaction [64, 65,
71, 81]

Number of customers [64]
Product quality [71],
customer loyalty level [64]

Process, innovation and
development perspective
(PIDP): It focuses on the
company’s CORE processes,
efficiency, innovation and
operation [61, 71]

Supply Chain Management
Suppliers [78], number of
defective units [78],
productivity [78], operating
efficiency [81], distribution
efficiency [64]

Innovation and
Development (I+D)
Number of patents [81],
innovation in processes [81],
innovation in processes and
products [64]

Development and learning
perspective (DLP): It focuses
on support processes such as
technology, personnel,
procedures, and continuous
improvement. It reflects the
collective ability to push the
three previous perspectives
[69, 71, 82]

External
Years in the market [80],
product demand [78]
Technology
Strengthening level of IT
culture [64]

Human Management
Employee satisfaction level
[71, 78, 81], personnel
retention [81], improve
employee skills [64], improve
motivation [64], level of
teamwork [64]

(continued)
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Table 1. (continued)

Variable - perspectives Dimension - indexes

Sustainable perspective
(SP): It defines the company’s
sustainable strategy, based on
qualitative and quantitative
indicators, own actions or
regulations applied linking
sustainable objectives with
actions and performance
results [69, 71]. This is
included as a contribution to
literature

Environment
Level of exploitation of
natural resources [71, 78],
Emission of greenhouse
gases [71]

Energy consumption [71],
CO2 emissions [71]

Secondly, the measurement instrument was designed using a Likert scale for quan-
titative indexes, which are: 5 points (it is important and measured - IM); 4 points (it is
important and not measured - INM); 3 points (indifferent or neutral - IN); 2 points (it
is not important and measured - NIM); 1 point (it is not important and not measured -
NINM). Measurement instrument was designed by combining 10 categorical questions
which measure variable characteristics and 31 questions of key indexes. Those were
contrasted with 19 experts from CSI to reduce indexes in perspectives or variables.

Thirdly, using the previous variables and perspectives in Table 1, the first instrument
designed had 42 indexes, and to refine it (see Table 2), an analysis of main components
was made. After that, those were classified by perspective or variables, using KMO test
(Kaiser-Meyer-Olkin), the KMO result was 0.829, that identifies the relation between
variables using correlation coefficients; in addition, Bartlett’s level of significance was
zero. The indicators were extracted identifying their main components (variables or
perspectives - see Table 1), for which, sedimentation graph and components rotated
matrix with VARIMAX using six iterations were used, compared with the perspectives
(see Table 1). Hence, the indicators were extracted, if the indicator lowered the KMO test
or the total variance explained. Thus, nine indexes reduced KMO test and the explained
variance, for which, indexes were summarized in 31 key-indexes. To sum up this stage,
the graph sedimentation had 6 components and the explained variance was 83.7%, which
indicates that it is highly correlated. The VARIMAX association coefficients extracted
by factorial analysis are shown in Table 3, these were classified by BSC perspective,
main factorial components or variable.

Fourthly, quantitative variables were validated by 15 experts from CSI, to confirm
the validity and reliability of the measurement instrument, a Cronbach Alpha was deter-
mined, whose result was 0,927; therefore, this measurement instrument is reliable and
replicated to be applied into the sample.

Fifthly, to delimitate the representative probabilistic sample, the companies dedicated
to breeding and fattening of pigs from Antioquia (Colombia) were selected. A database
from the Chamber of Commerce of Bogota was used, By April 12th, 2017, it includes
191 companies dedicated to the breeding and fattening of pigs. The applied sampling
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Table 2. Design of the measurement instrument. Source. Authors based on information from [3]

Variable Dimension Index Question

Learning (L) [69, 71, 82] Physical
infrastructure

Type of production A1

Productive capacity [81] A2.–A4

Technological
infrastructure

Technology A5

Human resources Work-force capacity A6

Financial (F) [61, 62, 71] Financial process Manufacture costs [65, 78] B1.–B3

Sales and incomes [65, 81] B4.–B5

Utility [65] B6.–B7

Price B8

Leverage [81] Supplier [81] B9.–B10

Customers B11

Process (P) [61, 71] Productivity [78,
81]

Breeding C1.–C7

Breastfeeding C8

Fattening C9.–C12

Customer (C) [62, 71, 82] Quality
management [71]

Customers [64] C13.–C14

Customer satisfaction [64,
65, 71, 81]

C15

Sustainability (S) [69, 71] Environment Community C16

Energy [71] C17

Water C18

Fluid waste [71, 78] C19

Solid waste C20

Learning (L) [69, 71, 82] Internal
development
(ID)

Retention programs [81] D1

Training [64] D2

Education level D3

External
development
(ED)

Technical and management
knowledge sharing

D4

was of a finite population. Given that the probability of an event happening or not is
unknown, a 0.5 probability is handled, a confidence level of 95%, with a Z statistic of
1.645 and an acceptedmaximum estimation error of 0,08 [83] to select the 63 companies.
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Table 3. Results summary

Question Factorial
analysis
results*

Category Result

A1. What kind
of swine
production does
your farm have?
[85]

Not apply Type of technification Percentage %

Traditional 49%

Semi – Technified 26%

Technified 25%

A2. How many
sows does your
farm have?

Not apply Traditional 52 sows

Semi-technified 170 sows

Technified 127 sows

100 sows
200 sows
300 sows
>400 sows

72%
17%
6%
6%

A3. What is the
predominant
breed of pigs in
your pig farm?
[84–86]

Not apply Duroc 19%

Hampshire 9%

Landrace 17%

Landrace-Belgian 11%

Pietrain 21%

Yorkshire 23%

Various 85%

A4. What is the
number of
piglets born by
litter?

Not apply 8 piglets
9 piglets
10 piglets
11 piglets
12 piglets

16%
31%
39%
12%
2%

A5. Do you use
any software,
application or
platform for the
measurement,
management
and control of
your farm
indicators?

Not Apply Yes
No

23%
77%

(continued)
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Table 3. (continued)

Question Factorial
analysis
results*

Category Result

A6. What is the
number of
operational
employees in
your company?

Not Apply Traditional 3 persons per farm

Semi-technified 6 persons per farm

Technified 7 persons per farm

Question Variable or
component*

IM INM IN NIM NINM

B1. Cost of
errors of
re-processes

F-0,841 15% 72% 0% 5% 8%

B2. Percentage
of the
administrative
cost regarding
the pig price

IDL-0,743 25% 66% 0% 2% 8%

B3. Cost per
kilogram
produced

F-0,833 33% 66% 0% 0% 1%

B4. Income per
kilogram
produced

F-0,748 30% 67% 0% 0% 3%

B5. Total
monthly sales

F-0,856 38% 59% 0% 2% 2%

B6. Profit per
pig or batch
produced

F-0,919 36% 62% 0% 0% 2%

B7. Percentage
of farm profit

F-0,938 36% 62% 0% 0% 2%

B8. Pig price in
the marker per
kilogram

F-0,797 33% 64% 0% 0% 3%

B9. Debt or
credit time

F-0,906 26% 66% 2% 0% 7%

(continued)
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Table 3. (continued)

Question Factorial
analysis
results*

Category Result

B10. What is the
average of day
of debt or credit
do you manage
with food
companies?

Not apply Cash
30 days
45 days
60 days

7%
43%
30%
20%

B11. How many
days do you
credit your
customers?

Not apply Cash
30 days
45 days
90 days

23%
49%
26%
3%

Question IM INM IN NIM NINM

C1. Male
reproductive
efficiency

P-0,815 26% 48% 0% 2% 25%

C2. Number of
sows selected
for replacement

P-0,796 25% 51% 0% 2% 23%

C3. Feed
consumption
per sow

P-0,869 30% 52% 2% 0% 16%

C4. Amount or
percentage of
deliveries per
sow before
replacement
[86]

P-0,887 30% 52% 3% 2% 13%

C5. Number of
pigs per delivery
[86]

P-0,931 34% 49% 3% 2% 11%

C6. Number of
pigs born per
week

P-0,934 31% 52% 3% 2% 11%

C7. Number of
dead born pigs
[86]

P-0,897 30% 57% 3% 0% 10%

C8. Number of
dead pigs before
weaning [85]

P-0,843 28% 57% 3% 0% 11%

(continued)
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Table 3. (continued)

Question Factorial
analysis
results*

Category Result

C9. Feed
consumption
per pig or per
batch of pigs

P-0,732 26% 62% 0% 0% 11%

C10. Food
consumption
per week

P-0,781 26% 52% 0% 2% 20%

C11. Kilograms
gained in weight
per week

P-0,826 21% 62% 0% 5% 11%

C12. Total
fattening time
per batch before
sale

P-0,756 30% 62% 0% 0% 8%

C13. Number of
customers lost
per year

C-0,607 8% 46% 0% 5% 41%

C14. Number of
effective
customers

C-0,791 21% 43% 0% 0% 36%

C15.
Monitoring
customer
satisfaction (in
terms of color of
meat produced,
amount of fat
and capacity)

C-0,825 18% 39% 0% 2% 41%

C16. Number of
complaints from
neighboring
farms

EDL-0,603 5% 54% 7% 3% 31%

C17. Electricity
consumption for
each pig

S-0,911 11% 52% 0% 2% 34%

C18. Water
consumption for
each pig

S-0,867 16% 48% 0% 2% 34%

(continued)
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Table 3. (continued)

Question Factorial
analysis
results*

Category Result

C19.
Destination of
wastewater from
corral washing

S-0,923 16% 51% 2% 0% 31%

C20. Solid
waste
management

S-0,797 18% 52% 0% 2% 28%

D1. Personnel
turnover level

IDL-0,609 21% 38% 0% 2% 39%

D2. Number of
trainings
received by
personnel per
year

IDL-0,585 20% 34% 0% 3% 43%

D3. Employee
education level

IDL-0,732 30% 52% 2% 0% 16%

D4. Would you
be willing to
share the
information of
the indicators by
an online
platform
oriented to the
knowledge
management for
all actors of the
Swine Industry?

Not apply Yes
No

21%
79%

*Component F (Financial); C (Customer); P (processes); S (Sustainability); IDL (Internal
development learning); EDL (External development learning)

4 Results

5 Discussion

Most of pig farms in the CSI has traditional production, indicating a low technological
development, even 77% of pig farms do not handle software. However, while the tradi-
tional Colombian pig farm has an average of 50 sows, and its workforce is 3 people per
farm, a semi-technified Colombian pig farm has more than 150 sows, and its workforce
is 6 people per farm. Likewise, 72% of pig farms have between 0 and 100 sows, 85%
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of them manage several pig breeds, and its average birth rate is 10 piglets per litter (see
Table 3).

For BS the most important is the perspectives measurement. Therefore, the finan-
cial perspective consists in costs, incomes, utilities, price measurement, among others.
Firstly, the pig costs is important given that it represents 73.25%of the total cost [87], and
a farmer’s need is cost minimization, for which they search vertical integration upstream
to slaughter plants and downstream [88–92]. Thus, according to this study 99% of the
pig farms surveyed consider this indicator important, however only 33% measures it.
One of the most important indicators is “the cost per kilogram produced”, 99% consider
it important, although only 33% measure it (see Table 3).

CSI has a strong trend to accounting measurement, thus regarding income and utility
indexes, it is evident that 97% of the farms consider these important, although only 34%
measure them, being the “total monthly sales” the most measured index, however they
think that the most important indexes are utility and price per kilogram, it indicates a
strong tendency inwhich the performancemeasurement used by the farms is a traditional
system which is based on an accounting measurement [65]. On the other hand, 92% of
the farms surveyed consider that borrowing time is important, but only 26% measure
it. Likewise, 45% of pig farms finance their food and leverage their customers 30 days.
Overall, 23% of farms sell cash (see Table 3).

The processes perspective and supply chain management for Colombian pig farms
is reflected by productivity, quality management and environmental impact [62, 65], for
which the key indicators are the number of pigs by birth and dead, killed pigs before
weaning, food consumption efficiency and weight gain. These indexes measure the com-
pany CORE, reflected in increased customer satisfaction, and the company’s financial
performance [71]. In addition, the customer perspective, quality, and management have
a high impact on the financial perspective [71], the study shows that only 16% of the
farms surveyed measure it and 58% consider it important (see Table 3).

The sustainable perspective is very important in the agribusiness sector [69, 79]
consists in avoiding pigs in confinement, which is considered pollutant for soil and air
[93], however, in this study, 70% of interviewed answered that solid waste management
is the most important index of sustainability, but 13% only measures it (see Table 3).

The CSI is seeking to implement management measurement strategies for new busi-
ness lines generation [3], for which, knowledge management, learning and development
perspective allow creating value [61, 62]. In this perspective only 82% of the farms
consider it important, but only 24% measure it (see Table 3). Indeed, they are exposing
their pig farms to an outdated employee in terms of processes, care, regulations, improve-
ments, or trends in the sector, etc., because its production is based on tacit knowledge, and
not explicit [63]. Thus, only 21% of the farms surveyed are willing to share their knowl-
edge with suppliers, competitors, and customers; it can generate innovation, research,
and continuous improvement in their processes [63].

6 Conclusions and Perspectives

This research proposes a KM model based in a sustainable BSC, it included in the liter-
ature CSI indexes for measuring production processes, client satisfaction and financial



Index Management Design as Knowledge Management Enhancers for the CSI 17

processes. On the other hand, this research showed two novel proposals into that theory:
the sustainable and learning perspective. All of indexes were proved using a sampling
to build this inventory for CSI. Those will be proved in the future researches, when the
BSC will be designed.

Most of the farmers are oriented to measure profit and sales, they do not control
the traceability of the process, due to a lack of culture and organizational leadership,
staff training, education level, resources, among others. Thus, decision-making of these
organizations is done in an uncertainty environment, because there is no strict control of
the process indexes and technology which support this process. An clear example is that
pig food cost represents 73.25% of the total productive cost [87], however, only 33% of
people measured it, and 99% consider it important. In this way, this research permits to
consolidate at least the financial perspective for pig farmers, for instance, if they want
to measure financial indexes, it could be measured by five key indexes: B3-Cost per
kilogram produced; B6-Profit per pig or batch produced; B7-Percentage of farm profit;
B5-Total monthly sales; B4-Income per kilogram produced. All of them are organized
by importance.

Within the client’s perspective, there is not a follow-up on customer satisfaction and
their needs. Because little interest was found in knowing the meat quality produced and
performing client management. If a pig farmer wants to identify its efficiency; it could be
measured by two key indexes: C14-Number of effective customers and C15-Monitoring
customer satisfaction (in terms of color of meat produced, amount of fat and capacity),
these were identified due to its relevance for respondents.

The lack of innovation, research, and development in the processes is seen in the
process perspective; for example, CSI needs to measure fattening process, and new food
sources and experimentation to reduce its cost. Currently, a pig farmer breed and combine
several pig breeds, and they do not register the efficiency of those decisions. However,
if they want to improve their productivity, it research found that it could be raised
controlling five key indexes: C12-Total fattening time per batch before sale, C9-Feed
consumption per pig or per batch of pigs, C7-Number of dead born pigs; C8-Number of
dead pigs before weaning; C5-Number of pigs per delivery.

The largest number of pig farms in Colombia are semi-technified, they considered
most of the indicators presented in this research important, however, pig companies need
to be aware in order to generate a measurement culture, decision-making with greater
certainty, and technologies implementation. There, these aspects are defined such as
knowledge management indexes or in BSC theories such as the learning perspective.
This research found that learning or knowledge perspective could be considered internal
or external; for instance, if a pig farm wants to measure its internal perspective, they
should measure: D3-Employee education level, D1-Personnel turnover level, and D2-
Number of trainings received by personnel per year; on the other hand, if they wants to
identify external learning, they should consider at least the C16-Number of complaints
from neighboring farms, among others which will be not included in the BSC for CSI.

In order to improve the sustainable processes of pig companies, they must cre-
ate new sustainable business lines if they search new treatments of water, new uses
for solid wastes, and corral washing. This research includes in the BSC theories two
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important indexes, as a new sustainable dimension in the BSC for CSI: C20-Solid waste
management and C19. Destination of wastewater from corral washing.

BS potentializes the KM in CSI, because the indicators proposed in this article for
a sustainable BSC designing are taken from the literature, and complemented by pig
farming and fattening indexes; all of them were validated using a representative sample
of Colombian pig farmers, and after these will be included in a sustainable BSC which
adds to the classic perspectives of BSC, the sustainable dimension, and also there is
proposed a learning perspective division between internal and external, which permits
to make decisions and response to the market quickly.

References

1. Trujillo-Diaz, J., Diaz-Piraquive, F.N., Herrera, M.M., Gomez, J.: Modeling the Colombian
swine supply chain from a knowledge management perspective. In: Uden, L., Ting, I.H.,
Corchado, J. (eds.) Knowledge Management in Organizations. KMO 2019. Communications
in Computer and Information Science, vol. 1027, pp. 25–35. Springer, Cham (2019). https://
doi.org/10.1007/978-3-030-21451-7_3

2. DANE. Encuesta de sacrificio de ganado (ESAG) (Departamento Administrativo Nacional
de Estadística (DANE) ed.), 25 August 2018. http://www.dane.gov.co/index.php/estadisti
cas-por-tema/pobreza-y-condiciones-de-vida/encuesta-nacional-del-uso-del-tiempo-enut?
id=131&phpMyAdmin=3om27vamm65hhkhrtgc8rrn2g4

3. Trujillo-Diaz, J., Diaz-Piraquive, F.N., Herrera, M.M., Gomez-Acero, J.: Identification of
global best practices for increasing competitiveness in pig farms in the Colombian central
Andean region. Ciencia y tecnología pecuaria 20(4), 507–522 (2019)

4. Trujillo-Diaz, J., Diaz-Piraquive, F.N., Herrera,M.M., Gomez, J., Rodriguez, J.A., Sarmiento,
H.R.: Design of theoretical dimensions for a knowledge management model applied to the
Colombian Swine Industry. Presented at the CONIITI, Universidad Católica de Colombia,
Bogota - Colombia, 2nd October 2019 (2019)

5. 3tres3. Economia - Precios del cerdo (3tres3 - Comunidad Profesional Porcina ed.), 15thMay.
https://www.3tres3.com/cotizaciones-de-porcino/

6. Machlup, F.: The Production and Distribution of Knowledge in the United States. Princeton
University Press, Princeton (1962)

7. Bell, D.: The coming of the post-industrial society. In: The Educational Forum, vol. 40, no.
4, pp. 574–579. Taylor & Francis (1973)

8. Drucker, P.: The Age of Discontinuity: Guidelines to Our Changing Society. Routledge,
Milton Park (2017)

9. Nonaka, I.: A dynamic theory of organizational knowledge creation. Organ. Sci. 5(1), 14–37
(1994)

10. Kogut, B., Zander, U.: Knowledge of the firm, combinative capabilities, and the replication
of technology. Organ. Sci. 3(3), 383–397 (1992)

11. Grant, R.M.: Toward a knowledge-based theory of the firm. Strateg. Manag. J. 17(S2), 109–
122 (1996)

12. Nonaka, I., Takeuchi, H.: The Knowledge-Creating Company: How Japanese Companies
Create the Dynamics of Innovation. Oxford University Press, Oxford (1995)

13. Davenport, T.H., Prusak, L.: Working Knowledge: How Organizations Manage What They
Know. Harvard Business Press, Boston (1998)

14. Castillo, H.G.C.: El modelo de la triple hélice como un medio para la vinculación entre la
universidad y empresa. Revista Nacional de administración 1(1), 85–94 (2010)

https://doi.org/10.1007/978-3-030-21451-7_3
http://www.dane.gov.co/index.php/estadisticas-por-tema/pobreza-y-condiciones-de-vida/encuesta-nacional-del-uso-del-tiempo-enut%3Fid%3D131%26phpMyAdmin%3D3om27vamm65hhkhrtgc8rrn2g4
https://www.3tres3.com/cotizaciones-de-porcino/


Index Management Design as Knowledge Management Enhancers for the CSI 19

15. Nonaka, I., Takeuchi, H.: The knowledge-creating company: how Japanese companies create
the dynamics of innovation. Long Range Plan. 4(29), 592 (1996)

16. McAdam, R., McCreedy, S.: A critical review of knowledge management models. Learn.
Organ. 6(3), 91–101 (1999)

17. Boisot,M.: Information andOrganizations: TheManager asAnthropologist. Fontana, London
(1987)

18. Nickols, F.: KM overview (2000). http://home.att.net/~discon/KM/KM_Overview_Context.
htm. Accessed 18 Oct 2015

19. Wigg, K.: Knowledge management foundations (1993)
20. McElroy, M.W.: The New Knowledge Management: Complexity, Learning, and Sustainable

(2003)
21. Rollett, H.: Knowledge Management: Processes and Technologies. Springer, Heidelberg

(2012)
22. Bukowitz, W.R., Williams, R.L.: The Knowledge Management Fieldbook. Financial

Times/Prentice Hall (2000)
23. Zack, M.H.: Managing codified knowledge. Sloan Manag. Rev. 40(4), 45–58 (1999)
24. Peng Wong, W., Yew Wong, K.: Supply chain management, knowledge management capa-

bility, and their linkages towards firm performance. Bus. Process Manag. J. 17(6), 940–964
(2011)

25. Soto, M.M.: System dynamics in the simulation of the effect of knowledge management
on the supply chain of corn agroindustry (Zea mays L.). Revista Técnica de la Facultad de
Ingeniería Universidad del Zulia 36(1) (2013)

26. Kant, R., Singh, M.: An integrative framework of knowledge management enabled supply
chain management. In: 2008 IEEE International Conference on Industrial Engineering and
Engineering Management, pp. 53–57. IEEE (2008)

27. Hoffmann, V.E., Lopes, G.S.C., Medeiros, J.J.: Knowledge transfer among the small
businesses of a Brazilian cluster. J. Bus. Res. 67(5), 856–864 (2014)

28. da Silva, E.F., Mafra Pereira, F.C., Guimaraes Rodrigues, E.H.: Creation of organizational
knowledge on the basis Von Krogh, Nonaka and Ichijo capacitors: a case study in the grange
DF Pork Company. Int. J. Innov. 4(2), 155–172 (2016)

29. AHDB and BPEX. Profitability in the Pig Supply Chain. https://pork.ahdb.org.uk/media/
2338/profitability_in_the_pig_supply_chain.pdf

30. Duflot, B., Roussillon, M., Rieu, M.: A competitiveness index for national pork chains in
Europe: for the years 2010, 2011 and 2012. Cahiers de l’IFIP 1(1), 29–45 (2014)

31. Nogueira, M., Greis, N.: An answer set programming solution for supply chain traceability.
In: Fred, A., Dietz, J.L.G., Liu, K., Filipe, J. (eds.) IC3K 2012. CCIS, vol. 415, pp. 211–227.
Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-54105-6_14

32. Kurtz, D.J., Soriano Sierra, E.J., Varvakis, G.: Fluxo de conhecimento interorganizacional:
estudo de múltiplos casos em uma cadeia produtiva. Espacios 34(4), 9 (2013). (in Portuguese)

33. Wognum, N., Wever, M.: Quality and co-ordination in supply chains - the case of pork chains
in the Netherlands. In: IEEE International Technology Management Conference, ICE 2008.
Institute of Electrical and Electronics Engineers Inc. (2016)

34. Chiran, A., Gîndu, E., Ungureanu, G., Drobotǎ, B., Jitǎreanu, A.F.: Designing an informatics’
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Abstract. Knowledge has not generated the gains in efficiency and competitive
advantage promised over the past three decades. One reason lies in the existing
taxonomies which remain both abstract and difficult to apply. This research exam-
ines knowledge from the perspective of economics. It discusses tacit and explicit
knowledge in terms of complements, substitutes, and normal or inferior goods,
and consider their elasticity of demand and of supply.

This newmodel offers a practical matrix based on depth and breadth of knowl-
edge, which can be readily applied by firms in any industry. The proposed model
can be used to diagnose the existing stock of knowledge, recognize shortages and
the cost to fill them, and identify essential knowledge that should be protected.
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1 Introduction

The knowledge revolution, spurred by innovations in information and communica-
tion technologies and subsequent radical changes in the global economy over the past
30 years, has granted knowledge the status of most-sought after resource [1–3].

This resource has been construed as a factor of production at times, on par with land,
labor, capital, and entrepreneurship [4]. Indeed, these factors constitute the basis for
the production of goods and services in the current knowledge-based economy. Without
going as far as elevating knowledge to the status of the fifth factor of production, it prob-
ably belongs both to labor and entrepreneurship. Regardless of how it is pigeonholed, it
has become the basis for the knowledge economy, which is “highlight[ing] the increas-
ing importance of the informational content of goods and services, the mobilization of
knowledge in the production process, the occupational trends toward professionaliza-
tion, the commercialization of knowledge, and the sectoral shift from an economy based
on the manufacturing of industrial goods by production workers to one based on the
design of informational goods and services by knowledge workers” [5, p. 31].

Despite the recognition of the growing importance of knowledge, its properties as
economic input remainunclear and its applicability uncertain. Past researchhas neglected
to sketch out its basic economic properties (with the exception of [2]), and therefore
knowledge has remained an abstract and misunderstood resource to most managers [4].
As a result, this research seeks to ascertain knowledge’s economic properties and present
a practical taxonomy readily usable by company executives.
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2 Knowledge

2.1 Knowledge Definition

Knowledge has been defined in several ways; in general, it has been construed as either
a representation of the world or alternatively as the result of the interplay between
people and reality [6]. In essence, knowledge is the building block of reality, which is
itself socially constructed. For instance, Berger and Luckmann [7] define knowledge as
“certainty that phenomena are real and that they possess specific characteristics” (p. 1).
Knowledge is both an ingredient and a product of this constructed reality, and it is not
possessed equally by every member of society.

Moreover, because some knowledge can only be acquired over a long learning pro-
cess and can be intangible and difficult to share, it has come to be perceived as an
important source of competitive advantage [8].

2.2 Knowledge Dimensions

When trying to decide the nature of specific knowledge, it is useful to useBaloh et al. [9]’s
three contingent elements of task domain, type of knowledge, and volatility of knowl-
edge. Task domain can be either focused or broad and refers to whether employees
need to collaborate within their existing teams or beyond even outside of their institu-
tion [10]. Knowledge type is divided between informational know-what and procedural
know-how; know-what is more easily transferable and is largely explicit, whereas know-
how is harder to share because it is mostly tacit [11, 12]. Volatility reflects the short or
long shelf life of knowledge. Some knowledge has a very distant expiration date and can
therefore be re-used many times, while other spoils fast and should thus be discarded
and re-created [13].

Snell et al. [14]’s classification of knowledge can also be useful to most firms. They
evaluate knowledge based on how specific, unique, and strategically valuable it is to the
organization. Their taxonomy divides up knowledge among that which is unique to the
firm and high in strategic value (core knowledge), that which is generic to firms in the
industry and of high strategic value (compulsory knowledge), that which is unique to the
firm but of low strategic value (idiosyncratic knowledge), and that which is generic and
of low strategic value (ancillary knowledge). However, these categories do not provide
any implications about the costs associated with acquiring or protecting these types of
knowledge.

3 New Dimensions of Knowledge

3.1 Tacit and Explicit Knowledge as Complements

Many have debated whether tacit or explicit knowledge are critical, and whether they
are two sides of the same coin. While it is clear that they are different [11], we need to
establish the nature of their relationship. In economics terms, they could be construed
as substitutes, complements, or normal and inferior goods.
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By definition, a substitute is a good that can be consumed in place of another good,
a complement is a good that can be consumed in conjunction with another good, and an
inferior good is a cheaper substitute to a normal good [15]. When demand and price for a
good increase (decrease), demand and price for one of its substitute decrease (increase).
When demand and price for a good increase (decrease), demand and price for one of
its complements increase (decrease) as well. And when income increases (decreases),
demand for an inferior good decreases (increases) [15].

The question therefore becomes whether demand and price for explicit (tacit) knowl-
edge change when demand and price for tacit (explicit) change, and if so, in which
direction, and whether, when income increases, demand for explicit or tacit knowledge
change.While these questions have neither been asked, nor answered, past research sug-
gests they are both needed as knowledge creation is an outcome of the dyadic interplay
between the two [16].

We argue here that tacit and explicit knowledge are complements rather than substi-
tutes. Pisano [10, 17] distinguished problem solving as learning-before-doing, appropri-
ate in a situation with an established knowledge base, and learning-by-doing, suitable in
a setting with little reliable knowledge. He contended that both have merits depending
on the knowledge environment. It follows that tacit knowledge cannot replace explicit
knowledge, or vice-versa, as each is indispensable depending on context. When the firm
is seeking specific knowledge, for products or processes, it will search for either or
both; however, finding one will be an addition to the other and not a replacement. For
instance, knowledge about a competitor’s production process can be valuable in explicit
form, when captured in documents that are readily sharable for sales and marketing
employees; however, related tacit knowledge from a poached engineer will be precious
for the R&D department.

Tacit knowledge, such as know-how, is often perceived as more costly and more
valuable since its acquisition and transfer requires more time and it is less transferable.
Conversely, explicit knowledge can be thought of as less costly and less valuable for
the same opposite reasons. These reasons imply that tacit knowledge is a normal good
of higher value and in higher demand in good times, while explicit knowledge is an
inferior good of lower value and higher demand in lean times. Indeed, their disparity in
transferability makes tacit knowledge a superior source of competitive advantage.

3.2 Knowledge Breadth and Depth

The categorization of knowledge remains vague and impractical tomost firms, despite the
many typologies that have been put forward. Spender [18] divided knowledge based on
whether it is tacit or explicit and whether it is individual or social, and proposed the four
categories of conscious knowledge (explicit and individual), automatic knowledge (tacit
and individual), objectified knowledge (explicit and social), and collective knowledge
(implicit and social). He claimed that “collective knowledge, implicit and embedded in
organizational practice is a powerful source of economic advantage”, which “is context
specific, shaped by the particular uncertainties and possibilities of the situation which
management faced” [18, p. 362]. These categories are difficult to apply in practice,
although they have improved the understanding of knowledge.
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Moorthy and Pooley [19] were the first to consider knowledge in terms of its breadth
and depth, albeit for technical knowledge only. They based their taxonomy on Wang
and von Tunzelmann [20]’s definitions whereby breadth denotes the degree of analyt-
ical sophistication, while depth the extent of learning and search across disciplines.
Their measures, tailored to assessing technical knowledge, use a firm’s granted patents
classes of technology. They evaluate the former by studying “the number of technology
class[es]” of the patents of the firm, and the latter by examining the “degree to which a
firm shuns dispersal of its knowledge, preferring instead to be more knowledgeable in a
smaller number of technology classes” (p. 365).

However, their measure is ill-fitting for firms which do not routinely apply for and
may be granted patents for their production of knowledge. What about companies in
low-tech industries or those which do not produce patents? It is thus critical for many
firms to identify practical applications of the taxonomy allowing individuals to assess
their knowledge stock and needs.

We similarly conceive knowledge to have both different levels of breadth and depth
on a scale from one to three, with one meaning low, two medium, and three high.
Breadth denotes the domains of knowledge and whether it is constrained to a single
discipline (narrow = 1) or extends over several disciplines (broad = 3). Depth refers to
the complexity or sophistication of knowledge and whether it is know-what and explicit
(shallow = 1) or know-how and both tacit and explicit (deep = 3). Scores of 2 specify
medium dimensions in either breadth or depth. By multiplying the two dimensions, we
can calculate scores from 1 (1 × 1) for narrow and shallow knowledge, to 9 (3 × 3) for
broad and deep knowledge. The range of scores includes 1, 2 (1 × 2 and 2 × 1), 3 (1 ×
3 and 3× 1), 4, 6 (3× 2 and 2× 3), and 9. The four major quadrants cover narrow and
shallow knowledge (score of 1, quadrant I), broad and shallow knowledge (score of 3,
quadrant II), narrow and deep knowledge (score of 3, quadrant III), and broad and deep
knowledge (score of 9, quadrant IV) (Fig. 1) [4].

Using illustrations drawn from the automobile industry, specific job titles and asso-
ciated knowledge and competencies can represent each major quadrant, such as factory
machine operator (I), sales representative (II), R&D worker (III), and Chief Operations
Officer (IV). A higher score in the taxonomy indicates a higher cost to the firm to
acquire or replace that particular knowledge; acquisition can be completed by hiring
an employee with that specific knowledge, by developing and growing that particular
knowledge within the firm, or by contracting out the services of a consultant or an out-
sourcing firm. The matrix can be used by the firm to accomplish a three-level knowledge
diagnosis. First, the organization can take stock of the knowledge it possesses and clas-
sify those bits of knowledge according to their intrinsic characteristics; second, the firm
can spot knowledge gaps based on needs against the previously-assessed knowledge
stock, and evaluate the costs and ways associated with filling these knowledge gaps; and
third, it can recognize the knowledge that is source of competitive advantage and that
therefore should be protected against leakages and competitors.
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3.3 Knowledge Elasticity

Elasticity is a concept that estimates the relationship between a change in the quantity of
a good and a change in its price. Elasticity can refer to that of demand or of supply, with
the former calling for the quantity demanded and the latter the quantity supplied [15].
When the numerator exceeds the denominator, the resulting ratio is higher than 1 and
denotes elasticity of demand or supply; this is typical of goods that are luxury items, or
that are defined narrowly, or whose price changed just recently. When the denominator
exceeds the numerator, the resulting ratio is lower than 1 and denotes inelasticity of
demand or supply; this is characteristic of goods that are necessities, or that are defined
narrowly, or whose price changed a while ago [15].

The elasticity of demand is affected by the availability of substitutes and the share of
income spent on this good. For the firm, resources are limited, and it continuously aims to
achieve the greatest efficiency possible, thusmaking sought-after knowledge a necessity.
There are few substitutes for necessities, and consequently demand is relatively inelastic.
One method to make demand more elastic for certain knowledge is to narrowly define
that knowledge because then substitutes will be available. For instance, let’s consider the
R&Ddepartment; while computer-assisted design (CAD) software knowledge is broadly
defined and therefore demand for it inelastic, knowledge of specific CAD software such
as AutoCADorAutoDesk is narrowly defined and thus demand for them aremore elastic
since one can be substituted for another. It follows that demand for broad knowledge (II
and IV) is relatively inelastic, whereas that for narrow knowledge (I and III) is relatively
elastic.
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Demand for knowledge critical to the firm and on which a great share of the firm’s
budget is spent will tend to be inelastic as it cannot be easily replaced. Let’s consider
an automobile firm seeking to develop higher gas mileage vehicles. When it makes the
strategic choice of investing in diesel rather than hybrid engines, knowledge related to
diesel technology represents a large share of its R&D budget; accordingly, it cannot
easily be substituted for knowledge of other types of engines and demand for it will
be rather inelastic. In contrast, knowledge related to seat design represents a relatively
lower share of the R&D budget and demand for it will therefore be more elastic.

The elasticity of supply is influenced by production possibilities and storage possi-
bilities. For those goods that can be made at a constant opportunity cost, their supply is
elastic, while for goods that can only be produced in limited quantities, their supply is
inelastic [15].

By definition, explicit knowledge (I and II) is easily codifiable, replicable, shared,
and transmitted, is inexpensive to acquire or create, and has therefore a relatively elastic
supply. Examples of knowledge with an elastic supply include printed best practices,
employee directories, and publicly available data on competitors. However, tacit knowl-
edge (III and IV) is difficult to codify, share and therefore produce at will, is costly to
acquire or create, making its supply rather inelastic. Instances of knowledge with inelas-
tic supply consist of patented technology, uncodified best practices in the mind of an
expert, and bilingual staff when everyone else speaks only one language.

Whether knowledge has an elastic supply also depends on whether it can be easily
stored. Goods that can be stored are deemed to have an elastic supply, while those that
cannot have an inelastic supply. Explicit knowledge can effortlessly be stored and thus
has an elastic supply, while tacit knowledge is challenging to codify and store, and hence
has an inelastic supply. This is echoed by Spender [18], who contained that collective
firm-specific knowledge, which is both tacit and social, is “perishable” and worthless
outside the firm boundary. That type of knowledge is hard to codify and transfer (III and
IV), with an inelastic supply.

The scores calculated in the matrix by multiplying a particular knowledge’s breadth
and depth, ranging from 1 to 9, can provide a cost estimate for acquiring, replacing or
protecting it.

4 Conclusion

Knowledge can only be a source of competitive advantage if it is properly valued.
However, the assessment of knowledge is sometimes neglected and often overlooked.
Drucker [21] famously stated that “onlywhat getsmeasured, getsmanaged”, highlighting
the need to assess knowledge before even considering drawing any benefits from it.

While existing typologies have helped technology firms for instance, they have been
impractical or unusable for most companies such as those operating in the service indus-
try. The lens of economics is suitable because it helps clarify the characteristics of
knowledge and allows practitioners to evaluate their needs for specific knowledge. We
first established that tacit and explicit knowledge are complements instead of substitutes.
Second, the taxonomy of knowledge according to its depth and breadth and elasticity of
supply and demand allows firms to rapidly and accurately take stock of their knowledge
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and unmet needs, while also considering its cost. The proposed model can be used to
diagnose the existing stock of knowledge, recognize shortages and the cost to fill them,
and identify essential knowledge that should be protected.
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Abstract. Knowledge is important to the extent it is used. This knowledge use
assumes that people knowabout findings resulting from the investigations that gen-
erate it. Production and mobilization of knowledge are not new, nevertheless, such
production andmobilization have occurred in developed countries fromworks and
products research. In Colombia, in accordance with theMinistry of Science, Tech-
nology and Innovation, 5.772 groups of investigation are recognized by different
institutions, and 16.799 researchers. The purpose of this article is to determine
what are the means used by researchers in Colombia, to disseminate the results of
their investigations. The methodology incorporates primary data, through a val-
idated instrument by experts. Those results confirm that Colombian researchers
still use traditional means to spread out such results. Very few of them use the
emerging Information and Communication Technology for that purpose. Thus,
an opportunity emerges for Researchers regarding the use of ICT in knowledge
mobilization.

Keywords: Knowledge adoption · Knowledge Mobilization - KMb ·
Knowledge production · Knowledge management · ScienTI Colombia

1 Introduction

Today’s society of knowledge, should produce, circulate and share the necessary knowl-
edge to leverage human development [1]. Therefore, besides production, a knowledge
mobilization is necessary, which is understood as a “set of processes that help to take the
results of investigations to society, aswell as to bring new ideas to the researchworld” [2].
“Mobilization of knowledge is given through a social and interactive process, between
two or more different groups – researchers, policy makers, teachers, intermediaries and
community members” [3]. Knowledge is a public good and “a society of knowledge
must guarantee the shared use of knowledge” [1].

The impacts of research results depend on appropriation made by society of those
results, and for that, it is necessary that they be known by the different audiences with
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general or specific interests. True value of knowledge comes when it is used [4], and its
use is preceded by mobilization.

According toGibbons, there are twomodes of knowledge production.Mode 1,where
production and its use occur in different moments, and mode 2, where production and
its use go together [5].

Everybody, with no exception, requires the utilization of knowledge, for personal
development as well as for society’s development. However, production and mobiliza-
tion of knowledge are concentrated in the northern countries. Not all of them have a
democratic access to production, mobilization and use of knowledge.

This analysis conducted in Colombia, answers the following questions: ¿Who gen-
erates and has the information and knowledge? ¿How is it valued? ¿How is knowledge
disseminated and distributed?

The article is structured as follows: Sects. 2 and3describe the concept ofmobilization
of knowledge, and a general description of the investigation system in Colombia; Sect. 4
analyzes the generation and knowledge possession; Sect. 5 defines the methodology of
investigation and the design of the instrument; Sect. 6 shows and analyzes the results
of investigation h; Sect. 7 includes discussion about the investigation; Sect. 8 defines
proposed route for improvement, focused to researchers and institutions. Finally, Sect. 9
presents the conclusions and proposed future work.

2 Knowledge Mobilization

Knowledge Mobilization is known as a “set of processes that help to take the research
results to society, as well as to bring new ideas to the research world” [2], that is to say,
it is a two way means, from researchers to knowledge users and vice-versa. With the
aim of setting the basis and give context to investigation, it is convenient to define the
main concepts associated to the topic.

Mode 1 of Knowledge Production: According to Gibbons [5], in mode 1, is the pro-
duction mainly given in academic environments – whose use occurs at different times.
This method of knowledge production is usually based on a discipline, and the main
interest is its production instead of its use.

Mode 2 of Knowledge Production: In mode 2, production and its use go together,
production is transdisciplinary, and its main characteristic is that production is given not
only in the academic environment, but also out of it, and by the social distribution of
knowledge [5].

Adoption of Knowledge: “The process, in all its complexity, of policy makers digest-
ing, accepting and then ‘taking on board’ research findings; noting their relevance,
benefits or future potential” [6].

Policy Makers: Refer to people or organizations, policy makers, in the Colombian
instance, they are represented by the National and Territorial Government, and con-
gressmen, who define policies and decide, if, they consider as input the results of
investigations.
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3 National Science System, Technology and Innovation

In Colombia, In accordance with most recent call (announcement), for recognition and
measuring of research groups, technological or innovation development, and for the
recognition of researchers, from the National System of Science, Technology and Inno-
vation - SNCTel, 833 out of 2018, conducted by Colciencias - today Ministry of Sci-
ence, Technology and Innovation - 8.070 investigation groupswere analyzed, and 84.316
research resumes, from which 5.772 and 16.799, research groups and researchers were
recognized, respectively [7]. Following is a description of the classification of research
groups resulting from the call.

3.1 Distribution of Research Groups

Distribution of groups, organized from the highest to the lowest category was as follows:
Groups A1: 717, Groups A: 1.203, Groupss B: 1.285, Groups C: 2.328 and recognized
– that did not reach classification – 419.

3.2 Researchers Classification

In call 833 of year 2018, 84.316 resumes were analysed, and 16.799 researchers were
recognized, distributed from the highest to the lowest category as follows: Senior: 2.437,
Associated: 4.349, Junior: 9.921, Emeritus: 56.

4 Generation and Possession of Information and Knowledge

Information, no doubt, is necessary for the generation of knowledge, but it is not enough.
“Information will continue to be just an undifferentiated data mass, until all people of
the world enjoy equal opportunities, in the educational environment to treat available
information with discernment and critical spirit” [1]. Now, the information is presented
in large quantities and, in multiple places. This is due, in great measure, to the technol-
ogy boom of information, and communications – TIC. Today, the percentage of internet
access is of about 58.8% [8], while on 2005 it was of 11%. Regarding the generation
sources of knowledge, and considering mode 2, the Gibbons production sources, today
they are different than what they used to be in the past, for now they are multiple and
heterogeneous, such as: researcher, academic institutions, research networks, research
centers, research groups and corporations, and alliances between researchers, policy
makers and teachers, etc. Nevertheless, if origin countries are analyzed, these sources
are, mostly, established in the northern countries. In Latin-America, the low capacity
for production and the spread of knowledge are recognized, according to the biblio-
metric measuring of SCImago Country Rankings, production of Latin-America and the
Caribbean, is equivalent only to 3.5% of world communications registered. Of the first
14 countries none corresponds to Latin-America and the Caribbean. Brazil is ranked
in the 15th place but it has 11.131.792 documents less than the U.S.A., country that is
ranked in the first place [9].
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Ownership of information and knowledge fall, in first place, on people generating
them and in the second place on countries, organizations and people that, due to their
higher access to education and resources, count with a higher capability to analyze
information and convert it into knowledge. Also, there is a knowledge in the hands of
societies or native cultures, but not less valuable because of that.

4.1 Valuation of Knowledge

Nowadays, with dematerialization of activities of the value chain of organizations, and
therefore the dematerialization of individual work, knowledge has become a valuable
resource which is above the material world. Societies have understood that knowledge
is a source of competitive advantage. “immaterial activities related to investigation,
education and services, tend to occupy a place every time more important in the world
economy” [1]. Because of the importance of non-material activities, in the GDP (gross
domestic product) of countries, there is, every time, a largest destination of the nations
spending, for non-material activities. An example to illustrate this statement is evident
in Colombia, where the largest percentage of the country’s budget for year 2019, was
set aside for education [10].

The proportion of non-material activities of Gross Domestic Product (GDP) in the
countries, is getting bigger. The proportion of Gross Domestic Product allocated to
Research and Development (R+D) has been increasing in both the northern and south-
ern countries. Nevertheless, the gap is still big. For example, Sweden and Switzerland
allocate a 3.39% and 3.37% respectively, while southern countries as Argentina and
Chile, allocate 0.54% and 0.35% respectively [11].

4.2 Dissemination and Distribution of Knowledge

Regarding dissemination of research results, they are made through multiple chan-
nels, such as: books, specialized magazines, television, newspapers, social networks
and events. Their main advantage is the coverage, since it allows the democratization of
the access. Their main disadvantage is that this is a passive communication, and the anal-
ysis shows that they are less effective for the establishment of knowledge mobilization
networks, that interaction face to face [3]. Another type of channel is the personal inter-
action between researchers, policy makers and teachers, through the relational model
of knowledge mobilization, determined by people categories, political places [12]. The
main advantage is effectiveness which facilitates the set-up of long-term networks. The
main disadvantage is the low coverage with respect to interest communities.

Regarding knowledge dissemination, it is necessary to recognize that there is a dis-
connection between academic researchers, policymakers and teachers [6]. As previously
mentioned, this knowledge implementation is made mainly in the northern countries
where not only is produced in a largest proportion but also, access to it is bigger.
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5 Study

The purpose of this analysis is the identification of means and strategies used by
researchers in Colombia, to disseminate the results of investigation and, if results were
considered by the policy makers or by teachers in the classroom. In order to define the
analysis universe, the total number of researchers recognized by the most recent call
from the Ministry of Science, Technology and Innovation was considered. The analysis
included a sample of 83 researchers from different regions and Institutions of Higher
Education of the country, from different knowledge areas. This is a sample from only
a small number of researchers; however, the study is relevant since it is heterogeneous
because researchers are from different institutions and regions of the country, condition
that provides a strongest support to research.

5.1 Research Methodology

This Studyused the quantitativemethodology to achieve its objective, through a validated
instrument (on-line survey) by experts. The goal is to confirm the research assumption.
For calculation of the sample, the probabilistic sampling, a simple random technique
was used. For this purpose, and in order to make the sample representative, in a universe
of 16.799 researcher in Colombia, the representative sample it would be 376. However,
it was assumed that the sample of 83 researchers was representative because includes
an important number of cities in the country.

5.2 Research Design

The on-line survey integrates 4 questions. The questions of survey come from, mainly,
concepts about Knowledge Mobilization, Knowledge Production and previous studies,
such as Studies made by Brown called The Policy – preferences model [6]. The on-line
survey was sent to Colombian researchers. Each participant received a link in order to
respond the survey. The on-line survey was structured as follows (see Table 1).

5.3 Research Question

The question used for this research is: what means of Knowledge Mobilization are used
by Colombian Researchers?

6 Result of the Survey

Following are the survey results applied to 83 colombian researchers:
Regarding the means used for disclosure of the investigation results, 74, 65 and

50 researchers indicated that the mean used for that corresponds to magazine articles,
lectures in academic environments, and book chapters, respectively. 39 researchers said
that they used books, 22 open lectures, 15workshops, and 14 face to face communication.
Other means, among them social networks, newspapers, mobile applications, according
to results, are used by less than 13 researchers. – see Fig. 1.
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Table 1. Survey

No Question Answer options

1 ¿What are the means you use to
disseminate the results of your
investigations? (multiple answer)

Magazine articles, books, book chapters,
face to face communication, conferences in
academic environments, open conferences to
public in general, web pages, workshops,
Researchgate, Linkedln, mobile
applications, Facebook, Twiters,
newspapers, government contacts, others

2 ¿Has any of your investigations been
considered by policy makers?

Yes, No

3 ¿Has any of your investigations been
incoporated by practitioners in your
classrooms?

Yes, No

4 Please select the key factors you consider
relevant so that results are adopted by the
community (multiple answer)

Effectivity of disclosure, nature of message,
source credibility, involve users, access to
policy makers, context adaptation, quality of
evidence, Community need, Real problem
solving, others

Source. Authors

As can be seen, most of researchers use traditional means to disseminate knowledge,
and very few of them consider additional strategies.

Regarding the question on whether the investigation results are considered by the
policymakers, 75% of people surveyed answeredNo, and 25% answeredYes. See Fig. 2.

The evidence shows that a great percentage of investigations carried out by
researchers surveyed, are not considered by policy makers, these is to say, these research
products have not been an input for decision making by policy makers.

Regarding incorporation of results by teachers in the classroom, 71% of surveyed
people, answered Yes, investigation is considered. Therefore, it is understood that they
are used in teaching activities used or, possibly, in curricular designs. 29% of surveyed
people answered No – see Fig. 3.

This study shows that results of investigations made by surveyed people are, mostly
considered by teachers.

Regarding key factors required for the research results to be adopted by community
[6], 54 surveyed people answered that the main factor is the adaptation to the context. 51
researchers considered that most important of all, will be the effectivity of disclosure. 44
said that the most important thing is to involve users and source credibility, 41, quality
of evidence, and 35 access to policy makers. The other factors were less valued. – see
Fig. 4.

Select factors you consider to be key so that results of researchers are adopted by
the community:
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7 Discussion (Argumentation)

The study or analysis reveals that most of researchers use traditional means to dissemi-
nate the results of their investigations. The main means used is magazine articles. This
mechanism, although it is true, as confirmed by work, is widely used, in general its main
audience corresponds to researchers themselves. This situation makes it difficult for
knowledge to be democratic, and to be adopted by community. Knowledge remains in
the environment where it is produced, the researcher’s environment. It is evident that ICT
Are not used for knowledge dissemination, probably, because these dissemination spaces
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of knowledge are not recognized by the measuring systems of research production, nor
by institutional policies. By not having recognition, the researcher is not motivated to
use it.

With respect to results of the investigation, it was found that in great measure, those
results are not considered by policy makers, but they are by teachers. In the Higher
Education Institutions in Colombia, usually, the teacher develops teaching activities,
investigation and extension, therefore, researchers being teachers, for sure use their
results in their activities. Nevertheless, that would be object of study if they are used
only by the producer teacher or by large teacher communities [13, 14].

Regarding key factors, for the results to be adopted by the community, surveyed
people considered that the investigation should be adapted to context, and that users
should be involved in it. Opposite to what is thought, they considered as less important,
the relationship or access to policy makers. This situation, no doubt, makes it difficult
for the findings of investigations to be adopted and to be brought to people’s day to day
activities.

In addition, in order to analyze the research results, is important be aware of this
question: ¿Why does the researchers communicate results of research in traditional
way? the answer probably is due to the fact that the academic community considers more
valuable to communicate research results for traditional way than communicate research
results in new ways. Beside, in Colombia one important number of researchers are old
people and feel more comfortable using traditional forms of knowledge mobilization.
This situation is common, not only in Colombia, but in many countries. Although the
mobilization of knowledge is growing in Colombia [15] this has occurred mainly in the
type of study-research-action.

8 Adoption Roadmap

Based on the current study and theoretical framework, we propose the following steps, in
order to incorporate strategies for Knowledge Mobilization for researchers in Colombia
(see Fig. 5).

The step details of the roadmap for Researcher and Institutions are as follows:

• Step 1: Analysis of the national acknowledgement model, considering current politi-
cal, economic, social, technological, ecological and legal environmental conditions.

• Step 2: Updating of the model, to take advantage of current environmental conditions.
• Step 3: Define guidelines for Higher Education Institutions, to promote and acknowl-
edge the knowledge dissemination through different means.

• Step 4: Researchers training in topics such as ICT, so that they take advantage of this.
• Step 5: Engage policy makers in research projects.
• Step 6: Engage teachers in research projects so that they bring their results to the
classroom.
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Fig. 5. Adaptation roadmap. Source: Authors

9 Conclusions and Future Works

There are today, many available tools or means to disseminate knowledge, many of
them related to social networks, and information and communication technology. If only
traditional means continue to be used, no doubt, democratization and use of knowledge
will be affected. Use of these means are directly linked to acknowledge to be given by
the scientific community to publications done through them. Unless this happens, just
as shown by the analysis, researchers will tend to use traditional means.

The research done allows us to propose the following conclusions:

• Most researchers in Colombia do not use new technologies to disseminate their
research results.

• A high percentage of investigations in Colombia is not used by policy makers.
• In Colombia, teachers, much more than policy makers, incorporate results of
investigations to the classroom.

• The core factor, considered by researchers in Colombia, so that the results of
investigations are adopted by the community, is that such results are adapted to context.

• Emerging information and communication technologies represent an opportunity to
achieve a greater dissemination of knowledge.

• Social networks, currently, Facebook is one of the most important media used by
researchers for disseminating knowledge the researches results.

• Future work needed to confirm and reinforce project conclusions. In the future, it is
necessary to expand the study to more researchers in Colombia. In this study it was a
limitation since it was conducted with a sample of only 83 researchers in Colombia.
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Abstract. Service-learning conjoins academic studywith community service and
provides a richer, more practical experience for students, while benefitting the
community. Students are required to transform their prior knowledge or generate
new knowledge through experience into competencies and operational know-how.
However, current research indicates concerns such as transfer of homogenous,
theoretical-based knowledge only and a low adoption of project-based learning
activities. Therefore, the aim of this study was to design a knowledge operational-
isation model for service learning in community projects at a higher education
institution (HEI). We applied the model in a service-learning module from an HEI
using the elements of the model as guide to identify knowledge operationalisation
mechanisms. By using the knowledge operationalisation model, service learning
may support the effective transformation of knowledge that students can access
and apply.

Keywords: Knowledge management · Service learning · Knowledge
operationalisation · Knowledge in education

1 Introduction

Educational programmes in higher education institutions (HEI’s) that connect a stu-
dent’s real life with prior knowledge, has the prospective to create meaningful learning
milieus in which students could develop their creativity, problem solving and innovation
skills [1]. One opportunity that combines a focus on curriculum outcomes, real-world
engagement and high-impact learning, is HEI facilitated service learning, community
projects (CPs) [2, 3]. CPs combine academic study with community service, focusing
on fostering meaningful outcomes for communities while achieving academic goals for
students [4, 5]. In addition, service-learning is regarded as a high-impact practice that
improves student engagement [3, 6]. The aim of service-learning design in an HEI,
is to ensure that academic course content and experiential learning create knowledge
that students can access and apply in new situations [7]. Researchers established that
service-learning and community-based experiences provide a rich context for learning
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[8] and that prior knowledge is reframed into new understanding through reflection and
active experimentation [9, 10]. Therefore, service-learning solutions should enable the
acquisition of abilities such as active engagement, problem analysis, action orientation
and reflection on the entire service-learning experience [7].

However, scholars have identified several difficulties regarding academic service-
learning programmes such as; the transfer of homogenous, theoretical-based knowledge
only, a lack of academic development measurement, a low adoption of deeper learn-
ing approaches such as project-based learning activities, and limited examination of the
impact of reflection in service-learning programmes [4, 5, 8, 11]. Therefore, the pri-
mary research question that this study aims to address through the design of a model
is: “How can knowledge be operationalised for service learning in community projects
in Higher Education?”. The aim of such a model is to ensure that the service learning
module effectively transforms knowledge and generates new knowledge through expe-
rience into competencies and operational know-how. In addition, such a model enables
the measurement of how successfully the module outcomes were met or alternatively,
identify module optimisation opportunities.

The paper is structured as follows: the background in Sect. 2 provides an overview
of the essence of knowledge, Bloom’s taxonomy of learning and knowledge conversion
and education. Section 3 presents the research approach and the design of the knowledge
operationalisation model (KOM) is shown in Sect. 4. In Sect. 5 we complete a mapping
of a CP in higher education to the KOM for education in order to illustrate the proposed
model’s suitability for application. We summarise the findings and conclude in Sect. 6.

2 Background

Service-learning addresses the theory and practical application of teaching and learning
through mechanisms, such; as community and volunteer service projects, work-based
learning, field studies and internship programmes [12, 13]. Community engagement is
a complex, multi-faceted process that involves relationships in-, for- and with commu-
nities [1, 13] and service-learning, in this context, is “an educational methodology that
combines community-based experiences with explicit academic learning objectives and
deliberate reflection” [6: 1]. The success of service-learning modules in HEIs depends
on numerous aspects and interrelationships as these institutions consider module design,
implementation and assessment while engaging the community [6, 14]. Some of these
factors include the HEI context, the student group involved, the community involved,
and the desired learning outcomes [13].

In the following sections we consider the nature of knowledge, as well as Bloom’s
taxonomy of learning and knowledge conversion in education.

2.1 Knowledge and Student Learning

Polanyi [15] was the first to articulate the concept of two different, mutually exclusive,
dimensions of knowledge, namely tacit knowledge and explicit knowledge [15: 601].
Explicit knowledge refers to knowledge that has been articulated and formally recorded
in handbooks, document databases, program code, manuals and knowledge bases [16].
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Implicit knowledge, which is far less tangible than explicit knowledge, is knowledge
in a person’s internal cognition and refers to deeply embedded knowledge [17]. Tacit
knowledge refers to implicit knowledge that is difficult to articulate, reproduce or share
and includes norms, values and relationships. In this context, the knowing is in the doing
[18]. Therefore, learning of a procedural skill may access an explicit description, while
knowledge on how the procedure is applied in a specific environment, may only be learnt
through doing or socialising, pointing to implicit knowledge [19].

Students must be able to accomplish both the explicit-to-implicit knowledge and
the implicit-to-explicit knowledge transitions [20, 21]. In the seminal work on learning
objectives, Bloom’s taxonomy was created by Dr. Bloom and his associates [22]. The
purpose of Bloom’s taxonomy was to transition from merely remembering facts to
higher-order thinking in education by building up from lower-level cognitive skills. Such
transitioning includes the analysis and evaluation of procedures, processes, concepts and
principles, rather than just recollecting facts [23].

Fig. 1. Bloom’s taxonomy of learning [24] Fig. 2. The knowledge conversion model [25]

Through increasingly more complex and abstract mental levels, Bloom’s taxonomy
identified six levels within the cognitive domain as depicted in Fig. 1. The six levels,
each of which is built on a foundation of the previous level, include: the recall of prior
learning (remembering), comprehension of the meaning of facts (understanding), using
information (applying), drawing connections among ideas (analysing), justifying the
merit of information (evaluating) and producing new or original outputs (creating) [23,
24]. Design, in this context, is an evaluation process outcome as a result of analysis.
Therefore, evaluation leads to the main objective of the whole process which is to create
[26].

2.2 Knowledge Conversion and Education

The aim of service-learning through experience is to increase knowledge and provide a
service to the larger community [27, 28]. The role of an HEI in this instance includes
the development of cross-boundary knowledge and requires new approaches to knowl-
edge generation and transmission as students must be able to apply knowledge in and
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outside academic structures [9, 29]. The management of knowledge in this instance is
intrinsically connected to knowledge sharing between individuals, as well as the col-
laborative processes involved [30]. However, personal knowledge can only be created
by the individual and in order to create knowledge, an individual needs to perceive a
sufficient amount of information [20, 31, 32].

Nonaka and Takeuchi [33] defined a knowledge conversion model (SECI model)
that is based on the fundamental assumption that knowledge is created and expanded
through social interaction between tacit and explicit knowledge. The process of knowl-
edge conversion advances through four different modes as shown in Fig. 2. Socialisation
(tacit to tacit) is the conversion of tacit knowledge among individuals through shared
information and experiences by means of observation, imitation and practice. External-
isation (tacit to explicit) is the process whereby tacit knowledge is articulated as explicit
knowledge through collaboration with others using conceptualisation and extraction by
means of document management systems, e-mails, and education-, learning- and train-
ing interventions. Combination (explicit to explicit) is the enrichment of the collected
information by re-configuring it or enhancing it by organising, combining or categoris-
ing it so that it is more usable. Internalisation (explicit to tacit) enables individuals
to act on information and creating their own tacit knowledge. The process is closely
related to learning-by-doing through studying documents or attending training in order
to re-experience to some degree what others have previously learned [25, 33]. Learning
actually results from a process in which individual knowledge is transferred, enlarged
and shared and is characterised as a spiral of knowledge conversion from tacit to explicit
[33, 34]. During this last stage, newly formed knowledge is considered and evaluated
in the context of other existing knowledge and personal experience, hence forming an
individual’s own unique world-view [32].

In the next section we explore the research approach followed to design the KOM
for education, and how it may support education in a HEI.

3 Approach Followed to Design the Knowledge Operationalisation
Model (KOM) for Service Learning in Education

Our overall objective with this paper was to design a KOM for CPs in higher education.
The purpose of such a model is to support the effective transformation of knowledge and
generation of new knowledge, through experience, into competencies and operational
know-how. The research approach that we followed was educational design, namely;
“a genre of research in which the iterative development of solutions to practical and
complex educational problems also provides the context for empirical investigation,
which yields theoretical understanding that can inform the work of others” [35: 7]. The
outcome of educational design research is predominantly concerned with developing
practical knowledge that aims to improve educational practices [35, 36] and yields the-
ories and practical educational interventions as its outcomes [37]. Educational design
research is guided by five features [35, 36]. The theoretically orientated feature frames
the research and informs the solution through the use of scientific understanding. The
interventionist nature of educational design research aims to bring about changes in
practice through the design of transformative, real-world solutions. Educational design
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research entails collaboration among many stakeholders associated with the issue being
investigated and necessitates responsively grounded assumptions anchored in literature,
field testing and expert inputs, enabling discovery of the complex realities of teaching and
learning contexts. The insights and interventions of educational design research evolve
over time through multiple iterations of investigation, development, testing and refine-
ment, illustrating the iterative nature of the approach [35]. With these features guiding
our research, we built upon prior literature about knowledge conversion and education
through a qualitative process in order to create aKOM for the effective operationalisation
of knowledge into know-how. The KOM for education is grounded in educational theory
and knowledge conversion theory within a real-world context of higher education.

The study was conducted at an HEI in South Africa that offers a credit-bearing,
undergraduate community-based project module. In order to evaluate the KOM for HEIs
designed from the literature, the CPmodule was mapped to the proposed KOM (Sect. 4),
corroborating the comprehensive nature of the model elements.

In the next section we discuss the KOM for education in detail.

4 Design of the Knowledge Operationalisation Model in Education

The aim of this paper was to design a KOM for CPs in higher education. In order to
design the KOM, we considered Bloom’s taxonomy (Fig. 1) [24] and the knowledge
conversion model (Fig. 2) [25]. Knowledge is continuously converted and created (spi-
ral of knowledge) as students practice, collaborate, interact, and learn. Students firstly
acquire new personal knowledge when an overview of the topic of study is observed. An
incoherent and disorganised mixture of data and information is formed in the student’s
mind while listening, watching, reading and sensing. Once different tasks are completed
and actions performed in order to organize all pieces of information and connect them
with each other and the outcome, initial knowledge is formed. A student’s initial knowl-
edge is then enlarged as own opinions are formed during discussions regarding the topic
of study. Lastly, the newly formed knowledge is considered and evaluated in the context
of other existing knowledge and personal experience, hence forming a student’s own
unique world-view [32, 38].

By considering each of these steps in the context of the knowledge conversion model
(Fig. 2), this process is depicted in Fig. 3 as an expanded spiral with the learning stages
indicated on the spiral and the knowledge conversion stages in the centre. In stage
1, seeking, the knowledge operationalisation cycle is initiated with prior knowledge
held by a student. During stage 2, absorbing, conversion of tacit knowledge among
individuals through shared information and experiences takes place. Stage 3, doing,
facilitate the articulation of tacit knowledge as explicit knowledge through collaboration
with others using conceptualisation and extraction. In stage 4, networking, collected
information is enriched by re-configuring it or enhancing it by sorting, adding, combining
or categorising it so that it becomes more usable. In the final stage, stage 5 reflecting, the
knowledge operationalisation cycle is concluded with increased understanding through
the process of creating the student’s own tacit knowledge [38]. As the objective of this
paper is a KOM in education, we considered Bloom’s taxonomy (Fig. 1) as it affords a
pathway to guide the learning process. By applying the Bloom’s spiral taxonomy to our
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proposed model, we were able to capture the complexity of learning in a more tangible
manner within the context of experiential learning at a HEI [39].

Fig. 3. Proposed knowledge operationalisation model for education (adapted from [24, 25])

The first level of the taxonomy as proposed by Bloom, refers to the recall of infor-
mation. This retrieval of information can refer to conceptual knowledge or recollections
from previous experience. Within the context of the KOM, this taxonomic level would
directly relate to Stage 1: seeking, seeing as the remembering of information would
be the catalyst to the initiation of the cycle. Recall or remembering requires a frame-
work of prior knowledge to already be established upon which can be drawn, and said
framework is not necessarily complex, dense or sophisticated, or always relevant to the
learning taking place. As the spiral develops and the cycle continues, the seeking and
recalling of knowledge, transitions into the absorption of knowledge. Upon the first tax-
onomic level of remembering, Bloom anchored the next level of understanding, which is
directly related to- and dependent on the remembering (and by extension the seeking) of
information within the required prior knowledge framework. The successful absorption
of knowledge is dependent on the level, or lack of, understanding. During this stage of
the cycle, a lack of- or failure to understand can cause new knowledge to be lost as it fails
to be properly absorbed and this will also impact the ability to effectively recall partial,
prior knowledge at the beginning of the next phase or cycle of learning. However, should
the understanding of newly acquired knowledge be qualitative in nature, the absorption
(and later use or expansion) thereof will be all the more successful. Whether Stage 2
was successful or not, the transition into the third stage of doing continues when what
was understood, now needs to be applied and articulated as explicit knowledge. The
stage of doing therefore, also correlates with the third taxonomic level of application as
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identified by Bloom. It must be stressed that the application of knowledge through doing,
is not a singular occurrence, but rather numerous events with which the new knowledge
acquired through Stages 1 and 2 can be applied across a span of time in a multiplicity
of ways. It must also be noted that not all new knowledge will be applied/used, but
only what is appropriate or applicable need be accessed. When transitioning into the
fourth Stage: networking, of the KOM, what was applied previously can now closely
be examined and compartmentalised. Knowledge that was not absorbed during Stage
2, or knowledge that was misunderstood, can also be corrected at this point. It is also
within this phase of the KOM, that the related taxonomical level of analysing will add
value to its process. In order for newly acquired knowledge that has now been recalled,
absorbed and applied, to be re-applied or adjusted, the close analyses of its contents as
described byBloom, needs to take place. Awide range of information or related variables
(whether they be tacit or explicit) should be utilised in order for the process of analysing
to take place at optimal efficacy. We identified the fifth taxonomical level of evaluation
as a transitional component rather than a counterpart of the fifth Stage of the KOM.
Within this level, the careful evaluation of all new knowledge that has been acquired
takes place. Although anchored, and dependent on, the analysis present in the previous
level, the evaluation of knowledge seeks to closely inspect the results of the analysis and
determine if any irrelevant, unnecessary or incomplete components need be discarded.
With this process of evaluation acting as transitionary medium, the sixth Stage of the
KOM: reflecting, ensues. It is at this point where the final taxonomical level of creation
aids in the culmination of the KOM and the learning cycle. Now that learning has taken
place across a variety of levels and dimensions, the creation of unique-, personalised-
and tacit knowledge concludes one cycle and may initiate another and fulfil the initial
requirement of prior knowledge needed in order to recall/seek as identified above.

It must be noted however, that learning is a vastly complex and personal process that
manifests uniquely within each individual and context and is dependent on a myriad of
variables. However, this model was constructed and integrated with Blooms’ taxonomy
to aid in the interpretation of the learning process of a specified situation within the
context of service-/experiential learning. It must also be stressed that multiple learning
processes can take place simultaneously and one can progress or digress at any point
in the cycle. This approach also enabled us to design learning experiences in response
to changes in the world students use information in. In this process, all students start
at the same point and then progress through Bloom’s taxonomy, with the create level
providing a flexible ceiling that can stretch to meet the needs of even the most advanced
understanding, while still acting as a goal for students that might be struggling. In
addition, Bloom’s spiralling can be used to frame a project-based learning unit [39].

In the next section we apply the model defined in Fig. 3 to a CP module at a HEI.
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5 Programme Mapping to the Knowledge Operationalisation
Model for Education

AnHEI in SouthAfrica presents a compulsory undergraduatemodule: JointCommunity-
based Project (JCP). The decision to create the independent course was motivated by the
necessity to integrate community service and learning projects, including humanitarian
engineering projects, in the curriculum of all the undergraduate programmes in addition
to adhering to the University’s strategic social responsibility goal [40]. The module’s
primary objectives include benefit realisation for a relevant section of society by exposing
groups of students to real-life challenges. Students do at least 40 h of fieldwork, after
which they reflect on their experiences through various assignments, including a final
presentation, video and report. It is a macro community engagement course due to
the substantial number of enrolled students and projects. Since 2011, more than 1600
students have registered for the course annually, with an average completion rate of 95%.
Generally, the students work in 500 groups (4–5 students per group) each year to help
more than 370 different community partners. A small budget of ZAR400 is awarded per
student and students are allowed to raise additional funds that are required to complete
their project. A profile of the 2018 and 2019 service learning projects and community
partners are shared in Tables 1 and 2 respectively.

In 2018 more than half of the students (63%) delivered building, renovation and
maintenance projects and this increased to 66% in 2019. Skills development and career
related initiatives are a priority in SA and in 2018 28%of projects focused on educational
resources, career guidance, computer training, skills development, etc., while 27% of
projects contributed to this focus area in 2019. A second output from the analysis of
the reports, was to apply the KOM and map the JCP programme to the proposed stages
as shown in Table 3. Table 3 presents an overview of the stages of our proposed model
and for each model element, we provide a brief description as well as the knowledge
operationalisation mechanisms that the JCP programme utilises. There is a good spread
of mechanisms across all the stages of knowledge operationalisation and the JCP mod-
ule design is well positioned to achieve the learning outcomes of a service learning
programme.
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Table 1. Project types

Project types 2018 2019

Building and renovation 59% 62%

Maintenance 4% 4%

Educational resources 1% 5%

Career guidance 7% 4%

Computer repairing 3% 2%

Computer training 3% 6%

Mathematics and Science 12% 5%

Inventory lists 3% 2%

Mentoring 2% 2%

Skills development 3% 5%

Adjudication 1% 1%

Website/Apps/Marketing
material

2% 2%

100% 100%

Table 2. Community partner type

Community partners 2018 2019

Animal
sanctuaries/Zoo’s

15% 18%

Libraries 1% 0%

Learners with special
educational needs
schools

4% 3%

Museums 3% 9%

NGOs 25% 11%

Old age homes 2% 1%

Pre-schools 10% 19%

Primary schools 7% 6%

Secondary Schools 22% 10%

Universities 5% 13%

Nature reserves 0% 2%

Children’s Homes 2% 3%

Government 3% 3%

100% 100%

In addition to the knowledge operationalisation mechanisms map presented in Table
3, we analysed 411 reflection reports of the class of 2018 and 442 reflection reports
from the class of 2019 in order to establish if increased learning took place (difference
between stages 1 and 5 of the proposed model). A summary of increased knowledge
elements from the reflection reports is depicted in Table 4.

In 2018 the “other” category included painting skills, financial management, self-
confidence, listening skills and problem solving. In 2019 the “other” category included
painting skills, problem solving, patience and humility.

Based on this mapping and evaluation of the KOM for CPs in a HEI, we believe that
the model provides good coverage of considerations for the effective transformation of
knowledge, as well as the generation of new knowledge, into operational competencies
and know-how. In addition, Table 3 presents examples of the application of the proposed
KOM that may be referenced for service learning module design in order to ensure that
increased understanding, learning and knowledge are achieved.
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Table 3. Service learning module operationalisation mechanisms

Model component and description Knowledge operationalisation mechanism

Stage 1 seeking: Initiate knowledge
operationalisation cycle with prior
knowledge

• Module description • Service learning module enrolment

Stage 2 absorbing: Conversion of tacit
knowledge among individuals through
shared information and experiences

• Module study guide
• Face-to-face briefing
• Project guidelines document
• Security guidelines document

• Learner management system content
portal

• Community project list
• Project scoping and motivation
document

Stage 3 doing: Tacit knowledge is
articulated as explicit knowledge through
collaboration with others using
conceptualisation and extraction

• Community partner technical
guidance

• Community partner
mentorship

• Alumni mentorship
• Alumni projector leader
guidance

• Project solution brainstorming

• Project meetings
• Budget management report
• Project progress report
• Experiential learning
• Project outcome measurement
• Project-based learning

Stage 4 networking: Enrichment of the
collected information by re-configuring it
or enhancing it by sorting, adding,
combining or categorising it so that it is
more usable

• YouTube video production and
upload

• Facebook page content update

• Wiki update
• Lessons learnt report
• Community partner evaluation

Stage 5 reflecting: Complete knowledge
operationalisation cycle with increased
understanding through process of creating
their own tacit knowledge

• Individual reflection report
Student module questionnaire

• Student increased knowledge

Table 4. Increased knowledge extracted from 2018 and 2019 student reflection reports

2018 2019

Leadership 51.2% 60.2%

Project management 63.0% 74.3%

Time management 58.3% 73.5%

Group work/Team work 78.7% 85.4%

Building and renovation skills 50.0% 51.8%

Communication and interpersonal skills 61.8% 71.2%

Working with people from diverse backgrounds and cultures 41.7% 48.2%

Creative thinking 49.6% 54.9%

Computer related skills 16.9% 7.1%

Internet related skills 7.9% 7.1%

Other 5.1% 2.2%

Note: students could indicate more than one learning point
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6 Conclusion

Research established that service-learning programmes in higher education providemore
practical experience for students while providing benefits for the community. Further-
more, from an HEI perspective, a service-learning module must achieve certain learning
outcomes, and classroom knowledgemust be turned into practical knowledge and exper-
tise. However, scholars highlighted concerns such as transfer of theoretical knowledge
only, low adoption of deeper learning activities and limited consideration of the impact of
reflection in service-learning programmes. Therefore, the aim of this study was to design
a KOM for service learning in community projects at an HEI. In this study, we developed
the model through an education design research process by considering Bloom’s taxon-
omy, knowledge conversion, and learning processes in education. We applied the model
to a service-learning module from an HEI identifying knowledge operationalisation
mechanisms and highlighting the effective transformation of knowledge and generation
of new knowledge, through experience, into competencies and operational proficiency.
We established that the service-learning module that was considered aligned well to the
elements identified in the KOM.

Future research opportunities include further optimisation of the KOM and testing
the application of the KOM for service learning module design.
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Abstract. This research work conducted a meticulous analysis about the Knowl-
edge Management (KM) in the context of projects in Colombia, with the aim of
determinate the way organizations carryout related activities and practices about
the matter of study. 3 distinctive KM clusters were identified by conducting an
extensive fieldwork and deploying a meticulous statistical analysis of the col-
lected data. Firstly; a theoretical framework was built, allowing the identification
of concepts about knowledge management. Secondly; a research methodology
was constructed, variables of study were identified and integrated into an infor-
mation gathering instrument, applied randomly on an extensive fieldwork covering
more than 500 organizations nationwide, by interviewing project representatives.
Subsequently; a detailed statistical analysis was carryout, techniques such as hier-
archical clustering, variables factor maps, Principal Components Analysis (PCA),
boxplots and Anova tests, were used to identify the KM clusters related to the
management of projects in Colombia. Afterwards; the characteristics of each of
the clusters of KM in the context of projects in Colombia were documented. And
finally; conclusions were established and as future lines of research were outlined.

Keywords: Impact analysis · Knowledge management · Project management ·
Colombia

1 Introduction

On the scientific literature, several researches target on the analysis of knowledge man-
agement in the context of projects form an exploratory perspective, typically by unique
or multiple cases of study, without a comprehensive statistical coverage, and developed
on geographical contexts dissimilar to the reality of this kind of endeavors conducted in
Colombia. This research work developed a meticulous analysis about knowledge man-
agement from the perspective of projects, by conducting a detailed analysis of this matter
of study in the Colombian enterprise context.
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The main objective of this research is to analyze knowledge management in the
context of project in Colombia. As specific objectives of this study, were defined:

• Develop a theoretical framework about main concepts related to knowledge manage-
ment and project management.

• Define a research methodology in order to analyze KM in the context of project
management.

• Conduct a nation-wide fieldwork to analyze knowledge management form the
perspective of projects, in the Colombian enterprise context.

• Document the findings about the analysis onKM in the context of projectmanagement
in Colombia.

• Identify conclusions and define future lines of research about KM as a topic of study
on project management.

2 Theoretical Framework

On this heading, main concepts related to KM in the context of project management
(refer to Table 1) and variables of study were defined. These elements were included
into the research methodology of this investigation.

Rincón-González & Diaz-Piraquive (2019) conducted a detailed scientometric anal-
ysis establishing a precise state of the art about KM and project performance. On an
extensive literature review, principal topics of research about KM were identified: “pro-
ject management; knowledge management; project performance and success; informa-
tion technology (information management, systems, and knowledge based systems);
innovation and perspective; knowledge – sharing and knowledge transfer; organizations
and firms; models and frameworks; knowledge acquisition; and knowledge engineering”
[1; p. 22].

Regarding to KM, several studies illustrate on key topics related to this matter,
[5–13] developed on tools for developing KM strategies, identifying KM issues, and
managing lessons learned onKMfromdifferent industries such as oil&gas, engineering,
procurement and construction, and learning; [14, 15] developed KM as a driver for IT
projects improvement; [16, 17] analyzed the effect of KM on project performance; and
[18, 19] investigated the effect of KM on constructions projects and its impact on the
cost of poor quality. All cited studies, concurred on KM as a relevant aspect of project
management, and as a promising line of research that requires applied studies for further
development.

Variables of study to collect the accumulated score of knowledge management on
the fieldwork later on this research, were defined in order to measure KM on main
knowledge areas of project management as showed on Table 2 [2, 20]:

3 Methodology

In this section, the methodology for this research work was defined as follow [1, 20–
42]: (a.) determination of the variables of study; (b.) compilation of variables into an
information gathering instrument to analyze KM; (c.) execution of a rigorous fieldwork
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Table 1. Theoretical framework of KM in the context of projects.

Definition Source

The term knowledge can be defined as “a mixture of experience, values and
beliefs, contextual information, intuition, and insight that people use to make
sense of new experiences and information” to manage a project properly

[2; p. 709]

Knowledge also is been defined as “the collection of information and
experience that an individual possesses. For example, understanding the
concept of a Gantt chart might be considered knowledge”

[3; p. 15]

Knowledge is a key component of Project Management (PM), as PM can be
defined as “the application of knowledge, skills, tools, and techniques to
project activities to meet the project requirements” [2; p. 10]. In a similar way
of thinking PM is the use of knowledge as well as skills, abilities, procedures
and methods to aim project results [4]

[2; p. 10], [4]

Project knowledge is defined as “the process of using existing knowledge and
creating new knowledge to achieve the project’s objectives and contribute to
organizational learning” [2; p. 70]. Then again, project management relays on
“ensuring the creation and the use of the appropriated knowledge to and from
the project as necessary”

[2; p. 70–72]

Knowledge, as a valuable organizational process asset, relays on the
methodical use of information and learning, from the individual data to
collective information in order to be distributed across the organization

[4]

Knowledge management occurs when “organizational knowledge is leveraged
to produce or improve the project outcomes, and knowledge created by the
project is available to support organizational operations and future projects”

[2; p. 98]

Knowledge is also an enabler of human interaction on projects as “knowledge
management tools and techniques connect people so they can work together to
create new knowledge, share tactic knowledge, and integrate the knowledge of
diverse teams members”

[2; p. 102]

Source: The authors

on 502 organizations that conduct projects in Colombia; (d.) application of a detailed
statistical analysis of the information collected on fieldwork; (e.) characterization of KM
clusters in Colombia; and (f.) documentation of findings and conclusions.

On the fieldwork of this research, a sample of 502 organizations were included, the
selection criteria were that objects of study (organizations) were considered as represen-
tative of the Colombian enterprise context, and execute projects as part of its business
and were selected randomly. On each organization a face to face semi-structures inter-
view was conducted with project manager, PMOs or project sponsors, were evaluation
of aspects of study (refer to Table 2) were gather by using a Likert-type scale. and
100% response rate was archived by assuring interviews with project representatives
beforehand.

The variables of study were incorporated into a factor map analysis, with 2 dimen-
sions of the principal components analysis, 57.13% of the variance of data can be
explained. In addition the orientation and magnitude of the analyzed variables point
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Table 2. Dimensions and aspects of analysis on KM in the context of projects.

Dimensions Aspects of analysis

(a.) KM within scope Historical information from previous projects to define
requirements, deliverables validation outcomes Organizational
Process Assets (OPA) updates relates to scope for future projects

(b.) KM within time Data from previous projects for activities duration estimations,
estimation techniques, buffer appraisal based on historical
information, OPA updates related to time management

(c.) KM within cost Previous project costs estimations; contingency reserves based on
historical project cost performance, OPS updates on cost
performance for incoming projects

(d.) KM within quality Data base of quality specifications from past projects, information
gathering of quality aspects and issues for future projects, OPA
updates on quality management

(e.) KM within resources Historical information on resource rates for estimations, resource
estimation tools, data on utilization and performance of resources to
be used on future projects

(f.) KM within communications Communications information from past projects database, gathering
of information flows and procedures for future projects, OPA
updates about information management

(g.) KM within risks Past projects risk logs for incoming projects risk management
activities such as risk identification and quantitative analysis, risk
probability and impact estimations, OPA updates for risks in future
projects

(h.) KM within procurement Performance of contractors, vendors and suppliers from past
projects to be used on procurement processes on incoming ones,
OPA updates on procurement for forthcoming projects

(i.) KM within stakeholders Stakeholders maps from past projects, tools and techniques for
stakeholders identification and management, information about
stakeholders aspects to be used on upcoming projects

(j.) KM within integration Business cases, project charters, project management plans,
performance reports and closure reports from past projects as
historical information

(k.) PM knowledge Management of existing management and creation of new one for
better project performance

(l.) Career path Career paths for project related roles such as project, program,
portfolio and PMO managers

(m.) Lessons learned Management of lessons learned on previous and current project to
be taken into account on yet to come projects

(n.) KM tools Historical information from past projects, PMO databases, OPA,
project repositories, and other sources of information to be used on
future projects

(o.) KM Total An aggregation of measures from previous variables

Source: The authors
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out in a coherent directions and can be correctly explained by KM total variables as
presented in Fig. 1,

Fig. 1. Variables factor map of KM in Colombia. Source: The authors.

4 Results

Once the analysis instrument was applied to the 502 companies of different economic
sectors in Colombia, the data was included into the R statistical software, where a
hierarchical clusters analysis was performed, where it was identified that the optimal
number of groupings to carry out the analysis of the knowledge management levels, in
the context of project management in Colombia, was 3. On Fig. 2, elements of each
cluster are similar in knowledge management measures, but dissimilar when comparing
to objects of study from other group. Also, dimensions 1 and 2 collect 57.13% of the
variance in order to define KM clusters on the analyzed data.

Once the clusters of knowledge management in the Colombian enterprise context
were visually identified, anAnova test analysis was executed in the R statistical software,
with a significance level of (α = 0.05); it was noticed a p_value ≈ 0,00 (see Table
3) direct evidence of rejection of the hypothesis of equality of measures between the
knowledge management clusters. Therefore, this evidence allows to determinate that,
groups have different score levels, and consequently, the clustering conducted on this
research discriminates, perfectly, the organizations analyzed.

Figure 3 shows the three levels clearly differentiated about knowledge management
in the context of project management in Colombia: (a.) low (in blue color); (b.) medium
(in red color); and (c.) high (in green color). The characterization and a diagnosis of
each performance level are summarized in Table 4.

Variables of study on KM were identified and validated on a nation-wide and
extensive fieldwork analyzing the way more than 500 organizations of the Colombian
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Fig. 2. Hierarchical clustering on the factor map of KM in Colombia. Source: The authors.

Table 3. Variance analysis for knowledge management clusters in Colombia.

Source of variation Freedom degrees Sum of squares Mean square F P value

Cluster 2 137.97 68.98 901.5 <2e−16

Residuals 499 38.18 0.08

Source: The authors

Fig. 3. Comparative of clusters on knowledge management on projects context in Colombia.
Source: The authors (color figure online)
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Table 4. Characterization and a diagnosis of KM cluster in Colombia.

KM cluster Description Diagnosis

Low level Low values on all dimensions of
knowledge in project management,
mainly on quality and risks, evident
absence of PMOs implemented within
organizations from this cluster

Pour management of knowledge
within projects, lack of lessons
learned, knowledge management
tools, planning of careers paths for
PMs, and improper handling of
knowledge as an organizational
process asset

Medium level Moderate scores on knowledge
management in projects, opportunities
of improvement on knowledge areas
such as risks, stakeholders, and KM
tools, awareness of knowledge as a
valuable organizational processes
asset, and moderate presence of PMOs
as knowledge facilitator

Modest approach of the knowledge
management in projects

High level Proper handling of knowledge across
all areas of project management,
mindfulness of knowledge as an
outstanding asset and a competitive
advantage to drive business by
projects. Use career paths, lessons
learned and KM tools, and a strong
presence of PMOs as a knowledge
driver

Exceptional management of projects
knowledge across all dimensions of
study; use of advanced techniques
and tools for knowledge
management

Source: The authors

enterprise context manage knowledge related to projects. KM clusters illustrate how
organizations behave when managing knowledge, establishing a tool to categorize this
aspect of project management to later develop an integrated model to improve KM on
organizations as a future line of research.

5 Conclusions

The research methodology allowed the study knowledge management in the context
of projects in Colombia, by conducting a cluster analysis to characterize the way
organizations manage KM.

3 distinctive groups of knowledge management were identified by conducting a
cluster analysis, and statistical Anova test allowed to determinate meaningful difference
among elements of study included into each of the aggregations of this research.

On the group of low score, pour practices of KM were observed, lack of lessons
learned, knowledge management tools, planning of careers paths for PMs, and improper
handling of knowledge as an organizational process asset. On the medium score cluster,
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a moderate approach of the knowledge management in projects was evident with oppor-
tunities of improvement on knowledge areas such as risks, stakeholders, and KM tools,
awareness of knowledge as a valuable organizational processes asset. On the high score
set, a proper management of projects knowledge across all dimensions of study, as well
as the use of advanced techniques and tools for knowledge management was observed.

The results of this research, validated the methodology by conducting a nation-wide
study, identifying KM variables with the aim of incorporate them latter on other further
applied studies on KM in the context of projects.

As future lines of research, it was proposed to develop this kind of studies in other
geographical contexts, in order to compare the impact of KM on project management
in other countries by conducting comparative and correlation analyses to build an inte-
grated KM model to improve the way organizations manage knowledge and enhance
the performance of this kind of endeavors.
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Abstract. The Utilization of the new technologies facilitates constructivist and
cooperative learning the realization of projects of investigation that generate imple-
mentation of the virtual environment in the learning of specific fields, such as the
development of the skills of writing and digital in the handle of knowledges. The
Students with technophobia causes the outdated in the use of the tools and have
freer to express freely, his form to act and think and for this is necessary the inte-
gration of the methodology of learning combined and the use of the ones of the
social networks in the classroom. The researcher knows the causes and effects to
themoment to delimit previous solutions to the done the investigation and research
of information. Descriptive knows the problem to describe and the problematic
that cries out in the institutions. Before the experiences in the institution like prac-
titioners observe that the methodology that would use to combine the learnings in
the social networks would be a success in the students.

Keywords: Education · Social · Network

1 Introduction

In Latin America requires of educational able to confront the challenges of the current
world, for like this improve the quality in the education and therefore cooperate in a good
life; and have a big responsibility to apply different methodologies in the achievement
of the constructivist learning basing us in roads of solution to the problems, to accept
and incorporate the educational programs by computer, what will allow that the students
visualise and experience the learningwith the resources that offers us the new technology
[1]. In this regard, (Cobos 2008) self-evident that in the actuality the (TIC), bring achieve
several profits for the education, exist infinities of tools, such is the case of the educational
software, these tools can use in the classroom and would facilitate the learning process
[2]. The social networks in the Ecuador the same that in other countries have evolved
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totally of social way today in the actuality the need to form citizens in the use of the
technologies like something fundamental to be competitive in the global stages and these
competitions like digital citizens, are directly related to the capacity and skill to work
and interacting with the network. As it can evidence in some works like the ones of
(Maldonado 2006; Ochoa 2006; Loyal, Lizcano, Uribe, Connstain, Cardona and López,
2008), (Pineda Ballesteros, Meneses Cabrera, & Téllez Coins, 2013). Utilisation of the
new technologies facilitates constructivist and cooperative learning the realisation of
projects of investigation that generate implementation of the virtual enviroment in the
learning of specific fields, such as the development of the skills of writing and digital in
the handle of knowledges [3].

The students have to analyses and do a brief synthesis of the research of informa-
tion to apply the significant learning in the moment to make a work collaboratively in
the current society that live and interacting with educational and electronic means. The
investigation or technological innovation has evolved in the society and the daily life
of each human being goes turning into evolutionary spirits with the digital era and the
current civilization that root like native beings of the current society, the applications
created by the man are critical and self-criticism in the development of a subject related
to the technology [4]. The demotivation of the student and the ignorance of the method-
ology of learning combined and the use of the ones of the social networks this problem
comports that the students have under academic performance. The inappropriate use
of the budgetary resources with the students and the ignorance of the methodology of
learning combined and the use of the ones of the social networks, this originates a diffi-
culty in the education of quality, this is to cause to the not having immediate media. The
Students with technophobia causes the outdated in the use of the tools and have freer
to express freely, his form to act and think and for this is necessary the integration of
the methodology of learning combined and the use of the ones of the social networks
in the classroom. The following sections detail some research that attempts to provide
solutions to the problem, as well as our methodological proposal to mediate the learning
scheme based on social networks. It is experienced in some areas and the conclusions
of this study are obtained.

2 Methodology

Analytical and synthetic the problem allows previsualization the context of the method-
ology of learning combined and use of the networks sales in the classroom inductive
and deductive allows to inform the contours of a proposal the tasks of sensitization
and conscientization on the experiences of the society and of the actors of the present
problem. The level of investigation here knows the problematic of the methodology
of learning combined and use of the social networks in the classroom. The researcher
knows the causes and effects to the moment to delimit previous solutions to the done the
investigation and research of information. Descriptive knows the problem to describe
and the problematic that cries out in the institutions. Previous to the experiences in the
institution like practitioners observe that the methodology that would use to combine
the learnings in the social networks would be a success in the students. The recollection
of information is confidential because of each one of the users that show his interest and
his usual possibilities that strengthen the investigation. The analysis of the information
will have the following appearances in the processing of the project:
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• Critical review and cleaning of the defective information, contradictory, incomplete,
no pertinent, among others.

• Correction of failing by means of the repetition of the recollection of information and;
Statistical tabulation.

• Analysis of the results of the questions.

3 Experimentation

It applied on the mastery in educational computing and on the courses of Psicopedagogy
1 and 2B,matterMethodology of Investigation and Foundations of investigation (Figs. 1,
2, 3 and 4):

Fig. 1. Activity student course Psicodepagogy

Fig. 2. Activity student course Methodology
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Fig. 3. Whatsapp course Psicopedagogy

Fig. 4. Whatsapp course Methodology
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4 Conclusions

In this work develop a methodology that, through the combination of ontologies, allows
us to monitor the process of education-learning. The methodology splits of the hypothe-
sis that the style of learning, is the base to attain the necessary skills for the development
of the career of a student. When it combines the social networks and the tools tecnope-
dagógicas obtains a structure of knowledge that allows queries and findings eat: choose
a resource in accordance with the styles and skills of learning, the sending of programs
of tasks, the place that corresponds with the style and the type of education. In the imple-
mentation of the methodology, test our proposal and could identify weaknesses in the
development of the processes of education - learning. This has carried us to look for
improvements in the conceptualización of the queries to cover so many cases as it was
possible. A reason for this is that only we work with an alone subject. It is possible that
this error increases if we work with more subjects. We observe the exert of the students
afterwards to apply ourselves methodology. The aim of our work is that the monitory
converts not only in a tool to help, but also to determine what so good is our proposal.
The results showed that for themajority of the students likes them our proposal, although
there is some that do it and showed a decrease in the academic performance. For this
last, propose a new methodology management and the development of personalized
queries that drive to findings that allow us to interpret what success during the process
of education-learning.
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Abstract. The number of students participating in study abroad programs has
been increasing for the past decades. In Taiwan, the rising number of incoming
study abroad students have also helped in augmenting the oversupply of higher
education. However, it is reported that within study abroad situations culture shock
does happens. In the current study, it is assumed that the internet has already created
a highly connected society. Hence, study abroad depression should be minimized.
In addition, with the current drive for the advancement of service quality within
higher education, these perceived positive interactions between the school and
students should be able to further lessen study abroad related difficulties. With
the trend of knowledge management within university institutional research, the
collection and understanding of data with regards to study abroad students is
quite important for future policy recommendations. To further understand these
assumptions, information from a total of 665 study abroad students in Taiwan are
surveyed. Service quality (SERVQUAL), the Study Abroad Internet Use Motives
Survey (IUM), and the Center for Epidemiologic Studies Depression Scale (CES-
D) were used to collect the information. Results show that IUM factors online
habits and online facilitation, and the SERVQUAL factors tangibles and reliability
are able to predict study abroad students’ depression. In essence, for study abroad
to become successful universities should make use of such tools and provide the
appropriate adjustments within their service provisions.

Keywords: Culture shock · Institutional research · Student recruitment · Survey
questionnaire · SERVQUAL

1 Introduction

For the past 25 years, international education has evolved into one of the mainstream
components of higher education [1]. From the traditional experience of getting a degree
from a foreign country, international education has expanded to encompass short-term
study abroad, twinning or dual degree programs, cross-country fieldwork or researches,
internship and service learning experiences, study tours, and many other variants that
might either be credit earning or not [2]. Similar with Taiwan, internationalization for the
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past few years has been quite deliberate with strategies inclined towards sustainability
and quality of programs [3].

These deliberate strategies for the internationalization of higher education in Taiwan
have brought about the rapid increase in the number of incoming study abroad students
[4–7]. Statistics from the Ministry of Education show that the annual intake of study
abroad students has increase from around 10 to 19% and even to as high as 28% per year.
However, this rapid growth seems to have reached its peak with the computed annual
growth to have gradually slowed down to only around 5% and lower. Some attribute
this change to the fact that universities in Taiwan are more focused on recruiting outside
the Asian region [8]. To add, major global phenomenon starting from 2013, such as
the China’s economic slowdown, the exit of UK from the European Union, and the
new border policies of the US have all together changed the outlook of global student
mobility, hence, brought upon both barriers and new opportunities of collaboration [9].

These new collaboration opportunities have actually opened up the door for more
regional cooperation and student mobility [2]. However, within the vast study abroad
literature, it is noted that when students are exposed to new situations and environments,
they (the students) tend to suffer fromvarious levels of anxiety, confusion, and depression
[10, 11].Hence, in order to better enhance the study abroad student recruitment strategies,
the current study shall focus on understanding how depression can be minimize. More
important, the data collected can also enhance the capabilities of university institutional
research towards knowledge management [12, 13], while at the same time strengthening
its role as knowledge managers [14].

2 Service Quality and Study Abroad

Within these past few years, many have started to wonder about the quality and value
of participating in a study abroad program [15, 16]. Some say that this is actually a
common practice within the academe [17]; denoting the cornucopia of study abroad
programs available in the market today. Most primary reasons for study abroad is typ-
ically to avail of foreign language gains, however, some studies have shown that only
slight improvements are found to be correlated with studying abroad [18–20]. Some
even proved that local language immersion program participation and previous foreign
language experiences to be far more useful in achieving language performance gain [21,
22]. Even more surprising is that some research have shown that locally held foreign
language immersion programs are seem to be more effective than studying abroad [19].
Nonetheless, these only means that student should choose wisely in the type and form
of study abroad program they would participate in [23, 24]. Hence, to better under-
stand the inner workings of these programs service quality studies have become of high
importance.
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According to Zeithaml [25], service quality can be expressed as the overall con-
sumers’ judgment of the product (or services) performance. Consequently, service qual-
ity studies have started to become crucial for organizational progress and survival [26].
Furthermore, Gronroos [27] noted that service quality has already become a require-
ment for firms to become successful and organizations to remain competitive. As with
the current competitive nature of higher education, maintaining a competitive advantage
is crucial for sustainability [28, 29]. Together with the increasing role of students in hav-
ing to fund themselves in their university education [30], competition is not only within
the domestic sector, but as well as within the international education market, which has
all together risen [31–33]. More important is that students are now seen as the primary
consumers of higher education [34]; ultimately, issues leading to service quality and
satisfaction are seen as the antecedents for making a differential advantage over other
institutions.

Among the vast literature of service quality dimensions, the SERVQUAL model
developed by Parasuraman, Zeithaml, and Berry [35] captures service quality within
five dimensions, namely: a) Tangibles - the physical facilities, equipment, appearance
of personnel; b) Reliability - the ability to perform the desired service dependably, accu-
rately, and consistently; c) Responsiveness - the willingness to provide prompt service
and help to customers; d) Assurance - employees’ knowledge, courtesy, and ability
to convey trust and confidence; and e) Empathy - the provision of caring, individual-
ized attention to customers. These are actually a simplified version of the previous ten
dimensions (reliability, responsiveness, competence, access, courtesy, communication,
credibility, security, understanding, and tangibles). Within the five dimensions, reliabil-
ity and assurance are mainly concerned with the service outcomes, while responsiveness
and empathy are functions focusing on the service process [36].

Besides SERVQUAL, Gronroos [27] proposed that service quality can be mea-
sured using six criteria, namely: a) Professionalism and skill - customers see the service
provider as knowledgeable and able to solve their problems in a professional way; b)
Attitudes and behavior - customers perceive a genuine, friendly concern for them and
their problems; c) Access and flexibility - customers feel that they have easy, timely
access and that the service provider is prepared to adjust to their needs; d) Reliability
and trustworthiness - customers can trust the service provider to keep promises and act
in their best interests; e) Recovery - customers know that immediate corrective action
will be taken if anything goes wrong; and lastly f) Reputation and credibility - customers
believe that the brand image stands for good performance and accepted values. More
important is that the service quality is also separated into two sections (similar with
SERVQUAL), the process dimensions or how the service process functions, and the
output dimensions or what the service process leads to as a result from the process [37,
p. 177].

Comparing the two models, analysis suggests that the SERVQUAL model seems to
be more highly used in various service quality studies. Researchers in various countries
have actually adapted SERVQUAL to validate their higher education service quality,
such as in Turkey [38], Bosnia [39], Singapore [26], Greece [40], Thailand [41], Egypt
[42], Tanzania [43], special educations in Turkey [44], business administration program
in Jeddah [45], Iran [46], and many others. More important, SERVQUAL is also used in
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evaluating the service quality of international education programs such as in Australia
[47], and Malaysia [48, 49]. While most of the studies use a modified SERVQUAL
survey based on contextualizing the five service quality dimensions, quite a few studies
also integrated the importance-performance analysis so as to compare the perceived and
the actual service quality situation of an organization [50, 51]. In sum, the use of the
SERVQUAL model in determining the service quality situations of universities seems
to be a valid conceptual paradigm. More important, service quality feedbacks should
be able to provide university institutional research with valuable quality improvement
policy recommendations.

3 Methodology

The current study is conceptualized within a quantitative design, wherein surveys are
used to collect the information needed for the analysis [52]. Surveys are very useful
in the collection of particular information describing the current issues at hand [53]. A
total of 665 volunteer study abroad students in Taiwan participated in an online survey
that lasted for around 3 months. The 42-item survey included 3 scales, namely: IUM (3
factors, 11 items) [54], the self-developed SERVQUAL (5 factors, 21 items), and the
short depression scale CES-D (20 items) [55]. In addition, nominal data on participants’
backgrounds and relevant details are also collected within the survey [56]. Data for the
IUM and SERVQUAL is collected in terms of students’ perceived agreement within 5
Likert [57] type scale, namely: 1 for strongly disagree, 2 for disagree, 3 for neutral, 4
for agree, and 5 for strongly agree. Overall, Cronbach’s [58] Alpha (α) reliability of the
survey is computed to be at .86, which is considered to be adequate (as a rule of thumb
α should be greater than .45) [59, 60].

Table 1 shows the study abroad students background demographics. Data shows that
the average age of the study abroad student respondents is around 25 years old with the
number of male and female participants almost equal. In addition, the students’ average
duration of stay is around 14months.As for their study abroad program types, a little over
half or around 51% of the participants are non-degree seeking or short-term exchange
students, while the remaining participants are degree seeking students (see Table 1 for
more details).

Table 1. Participants’ background demographics (N = 665).

Gender Age (years) Duration (months) Degree seeking

M SD M SD Yes (%) No (%)

Female (n = 332) 24.52 5.85 13.69 22.69 158 (47.6%) 174 (52.4%)

Male (n = 333) 26.22 7.28 15.04 23.70 165 (49.5%) 168 (50.5%)
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3.1 Study Abroad Internet Use Motives Survey (IUM)

IUM is composed of 3 factors, namely (together with their original Alpha reliabilities):
Online Benefits (OB, 4 items, α = .88) – these are the notions that internet use is able to
help reduce both social and academic difficulties. Online Habits (OH, 4 items, α = .86)
– these are the students’ behaviors regarding the use of social networking sites (including
messaging apps). Lastly,Online Facilitation (OF, 3 items, α = .82) – these are the items
related to how students use the internet to facilitate both social and cultural activities
[54, p. 1208].

Table 2 shows the various IUM factors, together with their current Alpha reliabilities,
and item means (M) and standard deviations (SD). Data shows that generally speaking,
students are quite adept in using the internet to make their study abroad experience more
fruitful. This is further noted with the highest rated item to be “Look for a place of
interest to visit” with a mean of M = 4.68 (SD = 0.64), suggesting the facilitation for
local tourism in Taiwan. Similarly, the second highest rated item “Look for a cultural
event that I will attend” with a mean of M = 4.53 (SD = 0.79), denoting high levels
of intention in learning more about the local cultures in Taiwan. In sum, study abroad
students in Taiwan are seen as highly capable in using the internet within their social,
academic, and leisure activities.

Table 2. IUM factors and items (N = 665).

Factor/Items/Cronbach Alpha Reliability Mean SD

Online Benefits (α = .82) 4.28 0.73

OB01. Help me feel accepted 4.18 0.95

OB02. Help me feel more confident in interacting with the local Taiwanese
culture

4.35 0.88

OB03. Help me perform better in my courses 4.25 0.93

OB04. Help reduce my academic problems 4.34 0.88

Online Habits (α = .80) 4.28 0.73

OH01. Regularly interact with my friends online 4.38 0.89

OH02. Use email, Facebook or any other online services as a way to
communicate

4.33 0.90

OH03. Regularly update my online posts 4.11 1.00

OH04. Have an online account that I use regularly 4.32 0.91

Online Facilitation (α = .73) 4.48 0.59

OF01. Look for a cultural event that I will attend 4.53 0.79

OF02. Look for a place of interest to visit 4.68 0.64

OF03. Look for a leisure activity that I can join 4.22 0.75
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3.2 Service Quality (SERVQUAL)

To collect the study abroad students’ perception of university service quality, a self-
made SERVQUAL instrument is developed with the consideration of several previous
researches [41, 48, 51]. To validate the instrument, confirmatory factor analysis is accom-
plished. Factor analysis is a highly used method in checking whether survey items with
similar construct are able to successfully group together [53]. The factorability of the
proposed 21 items is first subjected to several criteria for factor analysis. First, the items
were checked to having a primary factor loading of above .50 and no cross-loading of
above .32 [61]. Second, the Kaiser-Meyer-Olkin value was computed to be .84 well
above the acceptable value [62]. Lastly, the Barlett’s test of sphericity was computed to
be at 4,294.4 with Chi-square to be significant (p < .000) and degrees freedom of 210,
signifying acceptable values [63].

Table 3 shows the various SERVQUAL factors together with their items, means,
SD, including their computed Alpha reliabilities, factor loadings, communalities, and
variance explained. It is noted that the study abroad students’ perception of service
quality is considered to be fairly adequate. This can be seen with the overall mean of
SERVQUAL to be computed atM = 3.59 (SD= 54). In addition, the highest rated item is
“Physical appearance of infrastructures (e.g. buildings, offices, campus grounds)” with
a mean ofM = 4.12 (SD= 0.88), suggesting the effort placed by universities to upgrade
their facilities. However, the lowest rated item is “Faculty provides prompt response to
students’ inquiries” with a mean of M = 2.85 (SD = 1.09), signifying the need for the
improvement of quality interactions between students and faculty.

Lastly, to further validate the proposed SERVQUAL instrument, Structured Equation
Modelling is used to explain the possibility of relationships among the items and latent
variables [64]. Results show that the measurement model has a Chi-square of 5696.35
with df = 136, which is significant with p < .000 and a root mean square error of
approximation (RMSEA) value of .060 all of which are within the acceptable CFA
values [64]. Furthermore, several comparative fit indices such as: Normed Fit Index
(NFI)= .93, Non-Normed Fit Index (NNFI)= .94, Comparative Fit Index (CFI)= .95,
Incremental Fit Index (IFI)= .95, and Relative Fit Index (RFI)= .92 are also computed;
all of which are within acceptable values [64–66]. Hence, the proposed SERVQUAL
instrument can be said to be an empirically validated scale.

3.3 Center for Epidemiologic Studies Depression Scale (CES-D)

The CES-D is a highly used 20 items short depression scale. For the current study, the
average depression score for the study abroad students is computed to be atM = 12.17
(SD= 8.90), signifying study abroad students in Taiwan are relatively happy (similar to
the previous result noted by Lin and Ching [54]). As a rule of thumb depression values
greater than or equal to 16 is considered to be depress [55].
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Table 3. Proposed SERVQUAL confirmatory factor analysis (N = 665).

Factor/Items/Cronbach Alpha/Variance Explained Mean SD Communalities Factor loading

Tangible (α = .84, 16.73%) 3.88 0.70

Ta01. Teaching facilities (e.g. classroom,
laboratory)

3.93 0.92 .664 .789

Ta02. Campus recreational facilities (e.g.
swimming pool, basketball court, gym)

3.97 0.94 .635 .790

Ta03. Library facilities (e.g. collections, digital
resources)

3.81 0.96 .519 .689

Ta04. Physical appearance of infrastructures (e.g.
buildings, offices, campus grounds)

4.12 0.88 .572 .719

Ta05. Physical appearance of staff (e.g. faculty,
non-teaching personnel)

3.78 0.93 .541 .666

Ta06. Professionalism of staff (e.g. faculty,
non-teaching personnel)

3.68 1.04 .477 .619

Reliability (α = .75, 12.26%) 3.68 0.77

Ra01. Providing services as promised (e.g. course
offerings)

3.67 1.14 .436 .546

Ra02. Providing on time services as scheduled 3.81 0.99 .644 .760

Ra03. Performing the service right at the first time 3.53 1.13 .548 .723

Ra04. Telling when services will be performed 3.54 1.08 .498 .678

Ra05. Shows sincerity in solving problems 3.86 1.09 .511 .624

Responsiveness (α = .80, 11.63%) 3.42 1.08

Re01. Staff provides prompt response to students’
inquiries

3.08 1.10 .717 .814

Re02. Staff provides appropriate assistance to
students’ administrative needs

3.45 1.07 .672 .752

Re03. Faculty provides prompt response to
students’ inquiries

2.85 1.09 .619 .769

Re04. Faculty provides appropriate assistance to
students’ academic needs

3.71 1.02 .591 .646

Assurance (α = .58, 8.73%) 3.27 0.84

As01. Value of education from the university 3.72 1.15 .466 .644

As02. Quality of counselling services (e.g. career,
psychological)

3.70 1.13 .473 .644

As03. Qualification of faculty 3.52 1.27 .396 .549

As04. Quality of education 3.84 1.09 .556 .703

Empathy (α = .63, 7.22%) 3.70 0.77

Em01. Place students’ interest first 3.43 1.25 .609 .707

Em02. Understand specific needs of students 3.40 1.28 .735 .820
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4 Results and Discussions

As for the predictability of IUMandSERVQUAL towards study abroad students’ depres-
sion, regression analysis is accomplished. Prior to the regression analysis, correlations
among the factors are first computed. Table 4 shows the various with almost all of the
IUM and SERVQUAL factors correlated with each other, denoting high linear associa-
tions each other [67]. In addition, a standard multiple regression analysis was performed
between the dependent variable (CES-D; depression) and the independent variables
(IUM factors; online benefits, online habits, online facilitation, and SERVQUAL fac-
tors; tangibles, reliability, empathy, responsiveness, assurance). Analysis was performed
using SPSS regression.

Assumptions were tested by examining the plots and diagrams or residuals with
no violations of normality, linearity, or homoscedasticity of residuals were detected
[68]. Regression analysis revealed that the model significantly predicted study abroad
students’ depression, F (8, 656)= 0.20, p< .000. R2 for the model was .10, and adjusted
R2 was .09. Table 5 shows the unstandardized regression coefficients (B), intercept, and
standardized regression coefficients (β) for each variable.

Table 5. Regression analysis for study abroad students’ depression (N = 665).

Factors B SE B β t Sig

(Constant) 35.857 3.252 11.026 .000

Online Benefits 0.799 0.536 0.066 1.491 .136

Online Habits −1.255 0.540 −0.103 −2.323 .020

Online Facilitation −1.898 0.644 −0.125 −2.948 .003

Tangibles −1.298 0.564 −0.103 −2.301 .022

Reliability −1.801 0.508 −0.155 −3.542 .000

Empathy −0.356 0.345 −0.043 −1.032 .302

Responsiveness 0.009 0.447 0.001 0.021 .983

Assurance −0.102 0.471 −0.009 −0.216 .829

For each of the individual predictors (independent variables; IUM and SERVQUAL
factors), IUM factors online habits (t = −2.32, p < .020), online facilitation (t = −
2.95, p< .003) and SERVQUAL factors tangibles (t =−2.30, p< .022) and reliability
(t =−3.54, p< .000) each significantly predicted depression (see Table 4 for the means
and SDs). Note that the t values are negative, hence, the factors are said to be able to
significantly minimize study abroad students’ depression.

5 Conclusions

The current study used a survey questionnaire and collects information regarding the
study abroad students’ perceived service quality of their host universities and together
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with their internet use motives to predict their tendencies to become depress. Results
of the study shows that two factors of the internet use motive variable are quite useful
in minimizing depression. First, the students’ online habits which are the tendencies
wherein students are able to use the internet (either with their personal computers, lap-
tops, or smartphones) to communicate with their family and friends. This also denotes
that students are able to use the technologies that they are familiar with. Hence, avail-
ability and accessibility to internet connection would seem crucial. Second, students are
able to use the internet to facilitate their social and leisure activities. This can be useful
as long as the students are able to successfully enjoy or participate in the activities.

As for the study abroad students’ perceived university service quality, the results
noted that the physical tangible properties of the institution matters. This means that the
actual infrastructure and facilities should be pleasing to the students. More specifically,
these tangibles should have both functionality and appeal to the students. Similarly,
study abroad students also values the reliability of the services provided. Consistency
and accuracy of the services are very important. In essence, these service qualities issues
should be continue, while the other non-significant factors should be enhanced. Lastly,
findings of the current study shall provide institutional providers and researchers with
valuable information with regards to service quality improvement, which ultimately
leads to a more fruitful and less stressful study abroad experience.
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Abstract. Attribute coordinate comprehensive evaluation method is essentially
a qualitative evaluation method. Its feature lies in that on the same total score
plane, on the basis of considering the comprehensive scores of all attributes, it
focuses on considering the weight of certain attributes. The weight of an attribute
is obtained by the evaluator’s ratings, i.e. several samples are randomly selected
from the hyperplane with the same total score for the evaluator to rate. However,
the samples can be randomly selected and may not reflect all the characteristics of
the entire attribute system, thus the ratings cannot reflect the evaluator’s preference
well or the comprehensive factors of the attributes, further resulting in unreason-
able evaluation results. This paper proposes a new attribute weighting method
to fundamentally address this problem. Simulation experiments also verify the
effectiveness of this method.

Keywords: Comprehensive evaluation · Attribute weighting · Local satisfactory
solution curve · Global satisfaction

1 Introduction

Attribute coordinate comprehensive evaluation method [1–6] is such an evaluation
method that evaluators subjectively give weights to the certain attributes of the evaluated
objects byway of rating the selected samples. The rating lays evaluators’ particular stress
on certain attributes, thus to calculate the weight of each attribute. Due to the random-
ness of the selected samples, there may be sample data with repeated characteristics,
or extreme data with a certain attribute value particularly good and a certain attribute
value particularly poor, resulting in that the selected samples may not effectively reflect
all the characteristics of the attribute system, thus causing the evaluator to fail to give
a reasonable rating, thus failing to well reflect the psychological weight level of the
evaluator, and further affecting the results of the following processes and the accuracy
of the final evaluation.
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In order to address this problem, this paper improves the rating method of the sam-
ples by directly rating the attributes rather than rating the samples to give them dif-
ferent weights, thus reducing the difficulty of rating and more accurately reflecting the
psychological weight of the evaluator.

This paper first gives a brief introduction to attribute coordinate comprehensive
evaluation method, then introduces the shortcomings of the original rating method, and
the improved weighting method, and finally compares the evaluation results obtained by
the two methods through simulation experiments.

2 Introduction to Attribute Coordinate Comprehensive Evaluation
Method [7–10]

2.1 Barycentric Coordinate

When evaluating the multi-attribute object, the evaluator usually thinks that some
attributes are more important than others, and should be endowed with more weights.
The importance of attributes can possibly change along with the advantageous or disad-
vantageous degree of the evaluated objects, and such change reflected in the evaluation
model is the dynamic change of the weight of a certain attribute.

One of the main characteristics of the attribute coordinate comprehensive evaluation
is to endow attributes with different weights according to the evaluator’s preference. The
specific method is to give ratings on the given samples. Suppose T0 is the critical total
scores, and Tmax is the maximum total scores. In the interval [T0, Tmax], several scores
T1, T2, …, Tn-1 are uniformly selected according to the requirement for curve fitting.
For the total score Ti(i = 1, 2, 3…, n−1), several samples are selected for the evaluator
and rated according to the evaluator’s preference. Then, the barycentric coordinate with
total score of Ti(i = 1, 2, 3…n−1) is calculated by Eq. (1).

b
({

vh(z)
})

=

⎛
⎜⎜⎜⎝

t∑
h=1

vh1f
h
1

t∑
h=1

vh1

, · · · ,

t∑
h=1

vhmf
h
m

t∑
h=1

vhm

⎞
⎟⎟⎟⎠ (1)

Where, b({vh(z)}) is the psychological barycentric coordinate of the evaluator z; {xk,k =
1,…,s} is the set of all the sampleswith total score ofTi, and each sample hasm attributes,
with the values respectively of fi, i = 1...m. The evaluator selects t sets of samples
{f h, h = 1,…,t} which are believed thereby to be satisfactory, and respectively rates as
vh(f h),which is taken as the evaluator’s psychologicalweight; then, theweighted average
method is adopted to find the psychological barycentric coordinate of the evaluator for
the total score Ti, and also seen as the evaluator’s local satisfactory solution. The process
is called as the learning of the evaluator’s psychological weight.

2.2 Satisfactory Solution Curve

Obviously, with plenty of training samples and training times, the barycenter b({vh(z)})
will be gradually approximate to the local most satisfactory solution x*|T in total score
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T, namely: lim
h→∞

b({vh(z)}) → x ∗ |T . Through the learning of each total score Ti(i = 1,

2, 3… n−1), bi({vh(z)}) can be obtained. After T traverses the interval [T0,Tmax], the set{
b′({vh(z)})|T ∈ [T0,Tmax]

}
for all local most satisfactory solutions can be obtained.

Generally speaking, the psychological criteria of the evaluator z on different total score
Ti are consistent with each other. In other words,

{
b′({vh(z)})|T ∈ [T0,Tmax]

}
can form

a continuous curve, recorded as L
(
b′({vh(z)})), which is called as the local most satis-

factory solution curve of the evaluator z. L
(
b′({vh(z)})) can be obtained by polynomial

curve fitting. For example, three local most satisfactory solutions are taken as the inter-
polation points and input into Lagrange interpolation Eq. (2) to calculate and the most
satisfactory solution curve:
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Normally, when T value is larger, the evaluator is better satisfied with the local most
satisfactory solution b′({vh(z)}) corresponding to T in L

(
b′({vh(z)})).

2.3 Satisfaction Degree for Each Object

With many satisfactory solutions which construct satisfactory solution curve L (b
({f h(z)})), we can calculate the global satisfaction according to (3) for each object to
reflect how satisfactory it is compared with the satisfactory solution of the total plane to
which the object belongs.
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Where, sat(f,Z) is the satisfaction of evaluated object f , whose value is expected to be
between 0 and 1.fj is the value of each attribute.

∣∣fj − b(f h(zj)
∣∣ is to measure the differ-

ence between each attribute value and the corresponding barycentric value(satisfactory
solution).wj and δj are used as the factor which can be adjusted to make the satisfaction

comparable value in the case where the original results are not desirable.
m∑
j=1

Fj is the

sum of Fj with each attribute value full score.
m∑

ij=1
fij is the sum of the values of all the

attributes Fij of Fi.

3 Comparison of Attribute Weighting Methods Before and After
Improvement

Before calculating the local satisfactory solution in Sect. 2.1, the evaluator needs to score
the samples selected fromdifferent total score planes to obtain their preference(orweight)
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for the attributes. Under this weighting method, there are two kinds of samples that
possibly increases the evaluator’s difficulty in judging them and causes the inaccuracy
of the scoring, which is why we try to improve this method. The weighting methods
before and after improvement are respectively explained below.

3.1 The Original Way of Weighting

1. Samples with Duplicated Characteristics
Let {xk,k = 1,…,s} ⊆ ST ∩ X is the sample set with the total score equal to T, z is the
evaluator, z randomly selects t sets of samples he considers satisfactory from {xh,h =
1,…,t}, and scores wh(xh) respectively. However, the data selected in this way may not
be representative. As shown in Table 1, the samples are in the same total score plane(T=
412), and the similarities between samples are calculated by way of Pearson correlation
coefficient, which are shown in Table 2. The similarity of sample 2 and 9, sample 10
and 15, and sample 8 and 13 is 1, which shows that the attribute features of these sample
pairs are basically the same. If sample 2 is already selected for scoring, 9 can be ignored.

Table 1. The samples with the total score of 412

No. SubjectA SubjectB SubjectC Total

1 204 98 110 412

2 203 103 106 412

3 207 105 100 412

4 198 105 109 412

5 211 100 101 412

6 200 96 116 412

7 207 100 105 412

8 205 108 99 412

9 205 102 105 412

10 210 107 95 412

11 197 100 115 412

12 196 118 98 412

13 207 107 98 412

14 195 120 97 412

15 202 110 100 412

2. Samples with imbalance
In the same total score plane, the certain samples may appear like this way that some
attribute values are very goodwhile some attribute values are very bad, so it is difficult for
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the evaluator to judge such samples good or not. In the following example, the value of
SubjectA is very high and the value of SubjectC is relatively small. With comprehensive
consideration, the evaluator usually ratings such sample a low score, thus ignoring the
preference for a certain attribute.

No. SubjectA SubjectB SubjectC

14 195 120 97

3.2 Improved Way of Weighting

The purpose of attribute coordinate comprehensive evaluation method is to find out
the dynamic weight of the evaluator on some attributes by scoring the sample data on
the certain hyperplanes by the evaluator. Based on this principle and drawbacks of the
original rating way mentioned above, this paper designs a simpler and more scientific
scoring method to give the weight to the specific attribute. Let {ti, k = 1, …, s} be the
attribute system set of the evaluation system, with a total of s attributes, ti is the ith

attribute. In the plane with a total score equal to T, the evaluator can directly score the
each specific attribute, and mark it as vi(ti), and calculate wi(ti) = vi/

∑s
i=1 vi, wi(ti) is

the dynamic weight of the evaluator gives the attribute ti in the hyperplane, reflecting
the evaluator’s preference.

4 Simulation Experiment

To verify the rationality of the improved method, simulation experiments are carried out.
In the simulation, we take the exam results of a county as sample data, with a total of
2500 samples. We select 412 as the first total hyperplane, and the distribution of samples
on this hyperplane is shown in Fig. 1.

The following illustrates attribute coordinate comprehensive evaluation method
introduced in 2 by calculating in turn, the barycenter coordinates, local satisfactory
solution lines and global satisfaction, through this, compares the two results before and
after the improvement of the weighting method, and particularly, the data of three stu-
dents are selected to verify the effectiveness of the new method by ranking the global
satisfactions respectively with the original and new weighting method.

4.1 Comparison of Local Satisfactory Solutions Before and After Improvement
of Weighting Method

1. Rating Samples with the Old Weighting Method
First, we randomly select samples and get the evaluator to rate them, which is shown
in Table 3 below. Through Pearson correlation coefficient calculation, we find that the
features of sample 9 and sample 2, sample 7 are very similar. And we also find that
some sample data are not balanced. For example, the SubjectC value of sample 14 is
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Fig. 1. Sample distribution

poor, so the evaluator gives a low score, the SubjectB value of sample 6 is poor, and the
evaluator also gives a low score, thus completely ignoring the increase of the SubjectC
value of sample 6 compared to sample 14. Therefore, this kind of weighting method is
arbitrary and in some cases fails to consider the comprehensive performance of attributes,
or highlight the difference of specific attribute value among samples so that it cannot
fully reflect psychological weight of the evaluator in the comprehensive evaluation of
attributes.

From the evaluator’s scoring, we get the barycentric coordinate on the plane
according to Eq. (1) as (204.25, 104, 103.75), shown by the “+”point in Fig. 2.

Table 3. Selected samples and ratings

No. SubjectA SubjectB SubjectC Rating

5 211 100 101 7

9 205 102 105 8

7 207 100 105 8

2 203 103 106 9

14 195 120 97 7

6 200 96 116 6
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2. Rating Samples with the Improved Weighting Method
The improved weighting method is to let the evaluator score each attribute as the evalua-
tor’s psychological weight. Table 4 shows the evaluator’s scores for the three attributes,
and the weight of each attribute in this hyperplane is respectively calculated as 0.33,
0.30 and 0.37 according to 3.2.The corresponding barycentric coordinate of 412 total
score plane in the case is (210.2, 97.1,104.6), as shown by the “Circle” point in Fig. 2.

Table 4. Ratings on the attributes

Attribute Rating

SubjectA 9

SubjectB 8

SubjectC 10

Fig. 2. Barycentric coordinates for the total score 412 using old and improved weighting method

From the distribution of the barycenter, the improved algorithm is closer to the
center, which not only reflects the comprehensive consideration of various attributes but
also takes into account the evaluator’s psychological preference, so the result is more
reasonable.

4.2 Comparison of GlobalSatisfaction Before and After Improvement

We further fit the curve through interpolation Eq. (2), and the most satisfactory solution
line obtained is shown in Fig. 3.The curve is the most satisfactory solution line obtained



Improvement on Attribute Weighting 93

by the old method, and the straight line is the most satisfactory solution line obtained by
the improved method. The abscissa axis represents the score of SubjectB + SubjectC,
and the ordinate axis represents the score of Subject A. From the Fig. 3, it can be seen
that the improved satisfactory solution is less obvious in the attribute preference than the
old satisfactory solution, and comprehensive consideration of the attribute is also taken
when weighting the individual attribute.

SubjectB+SubjectC

SubjectA

after 
before

Fig. 3. Fitting curves before and after improvement

Finally, we calculate the global satisfaction of the evaluated data by way of Eq. (3).
Table 5 shows the selected evaluation results obtained by using the original and

improvedmethod. The global satisfactions and rankings of the evaluated objectsNo. 356,
365, 642 with the two methods are specified. Under the same total score, with original
method, No. 642 sample is ranked highest and No. 365 is ranked lowest. Basically, they
are ranked according to the preference for SubjectC, which is relatively unreasonable
and does not reflect the balanced factor of the evaluator’s preference for the secondary
attribute SubjectA. Comparatively, with improved method, while the SubjectC has the
highest weight, the sample 642 is not rated the highest, with the balanced factor of the
SubjectA considered, so the sample 356 is rated the highest.

Table 5. Evaluation results using the original and improved weighting method

No. SubjectA SubjectB SubjectC Satisfaction
(original)

Rank
(original)

Satisfaction
(improved)

Rank
(improved)

356 214 105 107 0.8655 2 0.8754 1

365 216 111 99 0.8404 3 0.8608 2

642 206 110 110 0.8871 1 0.8501 3
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5 Conclusion

In this paper, the shortcomings of the original method of weighting attributes through the
selected samples in attribute coordinate comprehensive evaluation method are analyzed,
thereby improvedmethod is proposed,which scores the attributes to embody the different
weights for them instead of scoring the samples so as to make the process of weighting
easier and more specific. Meanwhile, it reflects the comprehensive considerations on the
entire attributes and makes the final evaluation result more reasonable.
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Abstract. Professional virtual communities (PVCs) can serve as knowledge
exchange platforms that allow community members to voluntarily contribute and
seek knowledge collaboratively. The extant literature suggests that the system
design of PVCs may influence community members’ knowledge contribution
and knowledge-seeking behaviors. Adopting the information system (IS) success
model, and signaling theory as a theoretical lens,wepropose and examine thedirect
effects of the system quality, knowledge quality, and knowledge-contribution sig-
nals of PVCs on knowledge-contribution and -seeking behaviors. Empirical data
were collected from one PVC in Taiwan through survey questionnaires; 77 partic-
ipants answered the knowledge contribution questionnaire, and 98 answered the
knowledge-seeking questionnaire. The results indicated that knowledge content
quality, perceived virtual reward mechanism, perceived public recognition mech-
anism, and perceived knowledge-rating mechanism have significance for knowl-
edge contribution behavior. Knowledge content quality, perceived virtual reward
mechanism, and perceived knowledge-rating mechanism have significance for
knowledge-seeking behavior. Collectively, the results highlight the differences in
the impact of system artifacts on these key behaviors in PVCs.

Keywords: Knowledge contribution · Knowledge seeking · Knowledge
contribution signals · Professional virtual communities · Signaling theory

1 Introduction

Virtual communities have emerged as pertinent knowledge-sharing platforms that cross
organizational boundaries and overcome geographic constraints, and professional virtual
communities (PVCs) represent an important manifestation of this recent phenomenon
[1]. PVCs’ sustainability relies on user participation [2]; however, many PVCs have
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failed owing to the low willingness of members to share knowledge [3, 4]. Given that
user participation is voluntary, successful knowledge sharing depends on attractingmore
knowledge seekers who continue to reuse and spread shared knowledge and attracting
more knowledge contributors who continue to contribute their valuable knowledge and
experience [1, 5, 6]. Most PVCs have invested a lot in designing and maintaining their
websites and systems to support and incentivize knowledge contribution and knowledge-
seeking activities. However, an examination of the extant literature on promoting mem-
bers’ knowledge-seeking and knowledge contribution in virtual communities indicates
that most studies focus on the effects of personal motivation and contextual factors [1,
2, 6, 7]. We can further assess how technical infrastructures affect virtual communities
[8]. We do not yet understand which PVC system artifacts may benefit the development
of knowledge contribution behavior and knowledge-seeking behavior. Thus, we asked
the following question: Which system, knowledge, and knowledge-contribution signals
are best designed to promote members’ knowledge contribution and knowledge-seeking
behaviors in a PVC setting?

Two issues remain inadequately addressed in the research in this area. First, knowl-
edge sharing is likely to be inhibited when knowledge seekers face high search costs
in obtaining the necessary knowledge and when knowledge contributors do not find
enough rewards to outweigh the costs of contributing knowledge [9]. Such a scenario
often leads to knowledge market inefficiency [9], but design may play a key role in
overcoming the associated issues. From the view of the information system (IS) suc-
cess model, these factors may include knowledge content quality and searchability.
According to signal theory, a strong signaling environment between knowledge con-
tributors and seekers is needed to make the knowledge flow efficiently, as knowledge
market signals indicate information that shows where the knowledge is and how to gain
access to it [9]. In the PVC setting, these signals may include virtual reward, public
recognition, and knowledge-rating mechanisms. Specifically, the IS success model may
account for system and knowledge quality, while signaling theory may be used to justify
the knowledge contribution signals. Thus, the model and the theory may be appropriate
for explaining voluntary human behavior in PVCs. Second, questions regarding whether
users’ perceptions of different system quality, knowledge quality, and knowledge con-
tribution signals can promote the users’ knowledge contribution and knowledge-seeking
behaviors have not been considered simultaneously and systematically. Accordingly, this
paper proposes and empirically tests system quality, knowledge quality, and knowledge
contribution signals concurrently to explore the impact on these two behaviors.

2 Literature Review

2.1 Integrating the IS Success Model and Signaling Theory

This study integrates the IS success model [10] and signaling theory [11] to under-
stand PVCs system artifacts. The IS success model is used to examine the knowledge
quality and system quality of PVC features. System quality, information quality, use,
user satisfaction, individual impact, and organizational impact have been used to eval-
uate IS success [10]. Signaling theory is used to understand knowledge contribution
signals in PVCs. Signaling theory describes the use of different types of information
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by senders and receivers [11]. One of the parties (the sender) must choose whether or
how to communicate and transmit the information, and the other party (the receiver)
must choose how to interpret the signal. The fundamental concept is focused on reduc-
ing information asymmetry between two parties [12]. Information asymmetries happen
when “different people know different things” [13]. Signaling theory has been used in
marketing research; potential buyers and sellers must acquire information about each
other and about the product [12]. A signal is an extrinsic cue that the seller can use to
“convey information credibly about unobservable product quality to the buyer” [14].
This situation is similar to the knowledge market that knowledge contributors use to
convey the quality of the knowledge contribution to the knowledge seeker. In Fig. 1, we
present the timeline of signaling theory and apply it to the knowledge-sharing market,
which includes senders and receivers. The signals shown in the knowledge-sharing mar-
ket promote further knowledge contribution and knowledge-seeking behavior. Based on
signaling theory, we selected popular knowledge contribution signals and understand
how they stimulate further knowledge contribution and knowledge-seeking behaviors.

Fig. 1. The signaling timeline in the knowledge market

2.2 Knowledge Contribution Signals in Virtual Communities

Unlike members of organizations, members of PVCsmay not know each other at all, and
they are not likely to receive tangible rewards such as salaries, bonuses, job promotions,
or other favorable benefits that come with organizational membership. In PVCs, strong
external signals must flow between contributors and seekers in pursuit of minimizing
information uncertainty, which reveals more information about the knowledge contri-
bution quality and credibility, and enables contributors to make more contributions and
seekers to find information more effectively. Therefore, understanding the knowledge
contribution signals in PVCs will contribute to the involvement of community members
in community activities. We reviewed existing PVCs and literature and summarized the
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common knowledge contribution signals into the following five categories: (1) Mod-
erator application mechanism: Members who make major contributions to a PVC are
promoted to moderator status. (2) Virtual reward mechanism: Members can get a cer-
tain score or number of points while participating in community activities; any member
who has a certain score or number of points (usually through knowledge contribution
or browsing) is allowed to convert these virtual rewards into actual gifts [15]. (3) Public
recognition mechanism: The community website recognizes members who contribute
significantly through a public recognition process such as community levels. Based on
members’ knowledge contribution experience, they are assigned different levels, such
as beginner or expert. With these mechanisms, a member’s performance ranking in the
community can be raised [16]. Examples are site experts, post rankings, and most rec-
ommendations. (4) Knowledge-rating mechanism: Certain scores or points are given to
members or comments. The more one participates, the higher one’s score, thus allowing
contributors to determine whether others make a significant difference to the community
[17]. Examples include giving “likes,” topic views, and response views. (5) Knowledge-
tracking mechanism: Any member who “likes” favorite authors or topics is allowed to
collect or subscribe [18]. Examples include collecting articles, subscribing to a topic,
following topics or authors, and having “my favorite” articles and authors.

3 Research Model and Hypotheses

The research model draws on the IS success model and signaling theory as shown
in Fig. 2. We predicted how each factor would affect knowledge contribution and
knowledge-seeking behavior, and proposed hypotheses for each factor.

Knowledge-contribution signals

Searchability

Knowledge con-
tribution behavior/ 
knowledge-seeking 
behavior via PVCs

Control variables:
Gender 
Membership

System quality

IS success model

Signaling theory

Knowledge quality

Knowledge 
content quality

Perceived 
virtual reward 

mechanism

Perceived 
public recognition

mechanism

Perceived 
knowledge-rating

mechanism

Fig. 2. The research model

Searchability is defined as users’ perception of the PVC site’s ability to help users
search for and reuse certain pieces of knowledge [19]. The most obvious feature of a
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knowledgemanagement system is the ability to retrieve knowledge [20] so that users can
find knowledge easily without feeling overwhelmed [21]. When users can easily control
a PVC, they are able to use various interaction forms to exchange knowledge [22]. In the
present study, the interaction forms included those for entering search keywords, limiting
the search scope, and sorting the search results. The greater the amount of necessary
knowledge obtained from a search tool, themore likely users are to seek a greater amount
of knowledge from the PVC, thus promoting knowledge contribution behavior while
browsing existing knowledge. Due to the limited time for users to find information on a
PVC, the increased searchability of a PVC may enhance members’ knowledge retrieval
abilities [19], thus possibly promoting knowledge-seeking behavior. We hypothesized
the following:

H1: In PVCs, Searchability Is Positively Associated with (a) Knowledge Contribution
Behavior and (b) Knowledge-Seeking Behavior
Knowledge content quality is defined as the relevance, timeliness, reliability, and acces-
sibility of the knowledge provided in a PVC [19, 23]. The main concern of virtual com-
munity users is knowledge quality, because knowledge in a virtual community comes
from strangers who are free to express their opinions [23], and the knowledge may or
may not be reliable. Higher knowledge content quality can help individuals find more
useful knowledge more easy and quickly, and such individuals may follow up and con-
tribute their own knowledge to further enhance the knowledge content quality stored
in knowledge repositories [19]. Knowledge quality is especially critical for knowledge
seekers, because knowledge enables them to complete their tasks effectively [5], and
may lead to user satisfaction with the PVC [19, 23]. Thus, we proposed the following
hypothesis:

H2: In PVCs, Knowledge Content Quality Is Positively Associated with (a) Knowledge
Contribution Behavior and (b) Knowledge-Seeking Behavior
A virtual reward mechanism is defined as a user’s perception of virtual incentives pro-
vided for knowledge contribution to PVC. Members can get a certain score or number
of points while participating in community activities; any member who has a certain
score or number of points is allowed to convert these virtual rewards into actual gifts
[15]. These virtual reward attributesmay help contributors and seekers understandwhich
topic involved in the topic discussion received high rewards, and subsequently, promote
knowledge contribution and -seeking behaviors. A virtual reward mechanism provides a
signal to the knowledge contributor and may increase contributors’ willingness to con-
tribute. A virtual rewardmechanismmakes it easier for knowledge seekers to concentrate
on hot topics. Thus, we proposed the following:

H3: In PVCs, the Perceived Virtual Reward Mechanism Is Positively Associated
with (a) Knowledge Contribution Behavior and (b) Knowledge-Seeking Behavior
A perceived public recognitionmechanism is defined as a user’s perception of the ranking
of knowledge contribution activities in a PVC such as hot topics and expert celebrities.
Earning a reputation [24] or creating an intelligent image is an important motivator for
knowledge contributors [25]. Extant research has shown that PVC systems providing
reputation feedback that contain ranking lists promote high-quality and high-quantity
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knowledge contributions [15, 16]. The reputation system inspires knowledge contribu-
tors to be more generous with their contributions [26] because their contribution behav-
iors are appreciated and recognized [27, 28]. Many knowledge seekers in a PVC will
never meet in person [26], so public recognition features such as the “hottest” issues,
celebrity experts, and topic rankings reveal information about the credibility of the
contributors and may increase a contributor’s further contribution. In addition, through
public recognition signals, seekers can find accurate knowledge, which may promote
knowledge-seeking behavior. Accordingly, we posited the following:

H4: In PVCs, the Perceived Public Recognition Mechanism Is Positively Associated
with (a) Knowledge Contribution Behavior and (b) Knowledge-Seeking Behavior
A perceived knowledge-rating mechanism is defined as a user’s perception of the inter-
active features a PVC provides to enable members to rate or evaluate knowledge through
“likes,” and scores. These rating attributes may promote increasing levels of contribu-
tion because knowledge contributors can assess whether they have helped others. When
individuals find that their contributed knowledge helped others, it creates a sense of
enjoyment that promotes further knowledge contribution behavior [5]. The knowledge-
rating mechanism could potentially reveal direct information about the knowledge con-
tribution quality and may represent a contributor’s credibility. Thus, we predict that the
knowledge-rating mechanism encourages knowledge contribution behavior. This mech-
anism may assist knowledge seekers in showing their appreciation for the knowledge
received and in understanding topics that most users recommend or care about and have
effective, high-quality knowledge sources [17, 29, 30]. Thus, we proposed the following:

H5: In PVCs, the Perceived Knowledge-Rating Mechanism Is Positively Associated
with (a) Knowledge Contribution Behavior and (b) Knowledge-Seeking Behavior.

4 Research Methodology

4.1 Data Collection

Data were collected via questionnaires distributed to one of the largest programming
design-oriented PVCs in Taiwan: BlueShop. The participants were BlueShop mem-
bers. We chose BlueShop because it is a professional knowledge exchange with mature
knowledge-contribution signals, and it has a large number of users andposts. In this study,
two questionnaires were used: a knowledge contribution questionnaire and a knowledge-
seeking questionnaire. The knowledge contribution questionnaire was administered
only to members who had experience contributing solutions or comments to ques-
tions. The respondent criteria, detailed definitions, and specific examples of knowledge-
contribution signals were presented in the questionnaire. Tominimize any potential com-
mon method variance, questionnaire data were collected at two time points [31]. For the
knowledge contribution and knowledge-seeking questionnaires, at time point 1 (TP1),
the participants answered in terms of their perceptions of knowledge content quality,
searchability, and perceived virtual reward, public recognition, and knowledge-rating.
At time point 2 (TP2), whichwas threemonths later, the second set of questionnaires was
emailed to the respondents who had submitted valid questionnaires at TP1. Behavioral
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data were collected from the participants by asking them to report the average time they
spent using the selected PVC for knowledge contribution, knowledge seeking, or both.
At TP1, 108 participants with knowledge contribution experience completed the knowl-
edge contribution questionnaire, and 139 participants completed the knowledge-seeking
questionnaire. At TP2, 77 of the 108 participants completed the knowledge contribu-
tion questionnaire, and 98 of the 139 participants completed the knowledge-seeking
questionnaire. Table 1 shows the respondents’ characteristics.

Table 1. Demographic profiles of respondents

(a) Descriptive statistics of respondents

Knowledge contribution
(TP2/TP1)

Knowledge seeking
(TP2/TP1)

Valid response rate 77/108 98/139

(b) Demographic profile of respondents

Knowledge contribution Knowledge seeking

Category Frequency (%) Frequency (%)

Gender

Male 71 (92.2%) 81 (82.7%)

Female 6 (7.8%) 17 (17.3%)

Age

20 years or younger 0 (0.0%) 6 (6.1%)

21–30 years 41 (53.2%) 68 (69.4%)

31–40 years 25 (32.5%) 12 (12.2%)

41–50 years 11 (14.3%) 9 (9.2%)

51 years or older 0 (0.0%) 3 (3.1%)

Education

Senior high school 2 (2.6%) 0 (0.0%)

University or college 46 (59.7%) 92 (93.9%)

Graduate degree or above 29 (37.7%) 6 (6.1%)

Membership history

Less than 1 month 1 (1.3%) 26 (26.5%)

1–3 months (less) 11 (14.3%) 26 (26.5%)

3–6 months (less) 24 (31.2%) 20 (20.4%)

6 months–1 year (less) 25 (32.5%) 16 (16.3%)

1–2 years 14 (18.2%) 7 (7.1%)

Longer than 2 years 2 (2.6%) 3 (3.1%)
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4.2 Measurement

To enhance content validity, we adopted available items from previous studies when
available; when items were not available, we developed new items based on literature.
We chose to adapt wording to fit the PVC context. To validate the applicability of
the questionnaires, we performed a pre-test and a pilot test. Appendix A shows all
constructs in the research model. In addition to knowledge contribution or knowledge-
seeking behavior, one of the questions measured frequency, which was converted into a
five-point Likert scale. The remaining questions were also measured using a five-point
Likert scale ranging from 1 = strongly disagree to 5 = strongly agree.

5 Results

5.1 Measurement Model

To assess the validity and reliability of all variables, and to ensure the quality of the
questionnaire, we performed confirmatory factor analysis using SmartPLS3.0 software
[32]. With this method, validity is evaluated by computing the convergent validity and
the discriminant validity. In this study, all factor loadings on the corresponding variables
were greater than 0.50 (see Appendix A), and the AVE values exceeded the 0.50 criterion
(see Table 2); thus, the convergent validity was satisfactory. Table 2 illustrates that all
square roots of the AVE values were greater than the inter-construct correlations; thus,
discriminant validity was also satisfactory. Reliability was assessed using Cronbach’s
alpha and composite reliability. As demonstrated in Table 2, the Cronbach alpha values
of the knowledge contribution and knowledge-seeking models ranged from 0.84 to 0.93
and from 0.87 to 0.94, respectively; both values were higher than 0.7 [33]. Similarly,
the composite reliability of the knowledge contribution and knowledge-seeking models
ranged from 0.90 to 0.96 and from 0.92 to 0.96, respectively; again, both values were
higher than 0.7 [34]. In sum, themeasurementmodel showedgoodvalidity and reliability,
so the model was adequate for conducting further analysis.

5.2 Structural Model

The hypotheses were examined using partial least squares (PLS). A bootstrapping analy-
siswith 500 iterationswas used to examinewhether the path coefficientswere statistically
significant [35], with the subsamples set to equal the sample sizes of the knowledge con-
tribution and knowledge-seeking models (n = 77 and n = 98, respectively). Figure 3
and Fig. 4 show the path analysis results of the knowledge contribution and knowledge-
seekingmodels, respectively. Searchability did not have a statistically significant positive
effect on knowledge contribution behavior (β = –0.035, p= 0.742) and -seeking behav-
ior (β = 0.137, p = 0.220); thus, H1a and H1b were not supported. Knowledge content
quality was statistically significantly related to knowledge contribution behavior (β =
0.239, p = 0.026) and -seeking behavior (β = 0.267, p = 0.003); thus, H2a and H2b
were supported, respectively. Because a perceived virtual reward mechanism had a sta-
tistically significant positive effect on knowledge contribution behavior (β = 0.271, p
= 0.025) and -seeking behavior (β = 0.232, p = 0.023), H3a and H3b were supported,
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Table 2. Reliability and validity

(a) Contribution model (N = 77)

CA CR AVE SEA KQ PVR PPR PKR KC

Searchability 0.877 0.961 0.862 0.928

Knowledge content quality 0.918 0.938 0.753 0.603 0.868

Perceived virtual reward 0.929 0.955 0.876 0.346 0.379 0.936

Perceived public
recognition

0.908 0.942 0.845 0.315 0.448 0.298 0.919

Perceived knowledge-rating 0.905 0.941 0.841 0.480 0.549 0.384 0.500 0.917

Knowledge contribution 0.836 0.902 0.757 0.412 0.553 0.518 0.554 0.593 0.870

(b) Seeking model (N = 98)

CA CR AVE SEA KQ PVR PPR PKR KS

Searchability 0.901 0.930 0.770 0.904

Knowledge content quality 0.938 0.956 0.844 0.355 0.915

Perceived virtual reward 0.887 0.930 0.815 0.517 0.322 0.924

Perceived public
recognition

0.868 0.919 0.792 0.324 0.293 0.385 0.885

Perceived knowledge-rating 0.899 0.937 0.832 0.369 0.398 0.480 0.550 0.905

Knowledge seeking 0.891 0.933 0.822 0.463 0.515 0.535 0.487 0.563 0.911

Notes. CA = Cronbach’s alpha; CR = composite reliability; AVE = average variance extracted;
Square root of AVE for each construct is shown in bold

respectively. A perceived public recognition mechanism had a statistically significant
positive effect on knowledge contribution behavior (β = 0.279, p = 0.020); H4a was
supported. However, a perceived public recognition mechanism it did not have a statis-
tically significant effect on knowledge-seeking behavior (β = 0.129, p = 0.171); H4b
was not supported. A perceived knowledge-rating mechanism was statistically signifi-
cantly related to knowledge contribution behavior (β = 0.254, p = 0.040) and -seeking
behavior (β = 0.214, p = 0.023); H5a and H5b were supported, respectively. Finally,
several control variables were also included in the data analysis. None of the control
variables had a statistically significantly effect on knowledge contribution and -seeking
behaviors.
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Knowledge con-
tribution behavior

(R2 = 56.3%)

Sample size (n = 77); *p<0.05; **p<0.01; ***p<0.001
Dotted line indicates a lack of significance.

Searchability 

Knowledge content 
quality

Perceived virtual
reward mechanism

Perceived public recog-
nition mechanism

Perceived knowledge-
rating mechanism

-0.035

0.239*

0.254*

0.279*

0.271*

Gender Membership

–0.024     –0.148

Controls

Fig. 3. Results of the knowledge contribution model

Knowledge-seeking
behavior 
(R2 = 52.6%)

Searchability 

Knowledge content 
quality

Perceived virtual
reward mechanism

Perceived public recog-
nition mechanism

Perceived knowledge-
rating mechanism

0.137

0.267**

0.214*

0.232*

Gender Membership

–0.062    0.103

Sample size (n = 98); *p<0.05; **p<0.01; ***p<0.001
Dotted line indicates a lack of significance. 

0.129

Controls

Fig. 4. Results of the knowledge-seeking model

6 Discussion, Implications, and Limitations

6.1 Discussion of Findings

This study aimed to understand the influence of system quality, knowledge quality, and
knowledge-contribution signals on the knowledge contribution and knowledge-seeking
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behaviors of virtual community members. The empirical results showed several impor-
tant findings. First, the results revealed that the PVC searchability did not increase knowl-
edge contribution and knowledge-seeking behavior. The interaction between members
and the PVC becomes easier, because members have previous experience in use of the
PVC. Thus, PVC searchability is not a major concern. Second, the results showed that
knowledge content quality is an important factor that drives members’ knowledge con-
tribution and knowledge-seeking behaviors. The success of a virtual community relies
on the high quantity and quality of the knowledge contained in the community [15].
Low-quality content may frustrate users because potential contributors may not want to
be associated with a low-quality space, and knowledge seekers may not want to partic-
ipate actively if they feel that reading low-quality content is a waste of their time [36].
Third, as expected, a perceived virtual reward mechanism significantly affects knowl-
edge contribution behavior and knowledge-seeking behavior. The results showed that
similar to physical market transactions, currency in the knowledge market is required.
Currency is needed to maintain a contributor–seeker relationship. Fourth, a perceived
public recognition mechanism significantly affects knowledge contribution behavior but
not knowledge-seeking behavior. A public recognition mechanism that provides vari-
ous rewards in acknowledgment of users’ knowledge contributions, such as reputation
or ranking systems, undoubtedly helps members form their own expert identity in par-
ticular areas, thus promoting knowledge contribution behavior in virtual communities
[37]. This result is consistent with self-determination theory [38], which suggests that
a recognition mechanism can incentivize users to contribute knowledge, because it is
an extrinsic reward that recognizes active contributors and arouses more contributing
behavior [16, 39]. Fifth, the study showed that a perceived knowledge-rating mecha-
nism had a statistically significant influence on knowledge contribution and knowledge-
seeking behaviors. A knowledge-rating mechanism can help contributors understand
whether they have been of help to others. The enjoyment of helping others is one kind of
intrinsic motivation that promotes knowledge contribution behavior [39]. A knowledge-
rating mechanism can help seekers find which topics are hot topics. When seekers use a
knowledge-rating mechanism, they can easily find the knowledge-seeking activities and
authors in which PVC members are interested.

6.2 Implications

This study has several implications for theory. First, there is little clarity about which
knowledge-contribution signals of PVC design affect community participation. This
study is the first to use the IS success model and the signaling theory perspective to test
the role of system, knowledge, and knowledge-contribution signals in knowledge con-
tribution and knowledge-seeking settings. Most previous studies explored knowledge
contribution and knowledge-seeking behaviors separately. In contrast, the present study
explored the two major activities conducted by professional members in particular, and
PVCs should find the results useful for promoting both types of activities simultaneously.
Second, previous research related to knowledge contribution and knowledge-seeking
behaviors focused mostly on individual motivation, social-contextual, and technologi-
cal factors. Of these factors, technological factors generally concentrated on perceived
usefulness, perceived ease of use, and system reliability. Thus, from the perspective of
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PVC design, there was a theoretical gap in extant research.We contributed to knowledge
management research by exploring PVC system artifacts: We integrated system qual-
ity, knowledge quality, and knowledge-contribution signals that are popular in PVCs
and explored how these artifacts affect participation decisions, such as whether to con-
tribute and whether to seek information in a PVC. Finally, we integrated the IS success
model and signaling theory, and proposed a model to explain which PVC system drives
members to contribute and/or seek knowledge directly. This research model explained
56.3% of the variance in knowledge contribution behavior and 52.6% of the variance
in knowledge-seeking behavior. A PVC is an information technology platform, and this
study emphasized that as a result of IS success features and knowledge contribution
signals, knowledge contribution and knowledge-seeking research might be missing the
nuances of the key constructs associated with research in this field.

This study contributes to practice in several ways. First, knowledge content quality
is critical for the two behaviors. PVCs need to ensure the quality of their content [23].
The study results suggest that moderators or administrators should monitor, filter, or
delete posts that are not trustworthy or that come from advertisers; in these ways, PVCs
may help knowledge seekers search or browse for useful posts. Second, PVCs could
also use a virtual reward mechanism, to attract members to participate, as the present
study showed that a virtual reward mechanism can effectively enhance both types of
behaviors; specifically, a virtual reward mechanism encourages contributors’ behaviors
more effectively and enhances seekers easier to find hot topics. PVCs need to minimize
users’ efforts to process knowledge [23]. Third, to increase knowledge contribution,
PVC designers should provide a public recognition mechanism, such as rankings or
expert lists, to strengthen the reputation and recognition of communitymembers. Finally,
the provision of a knowledge-rating mechanism enhances knowledge contribution and
knowledge-seeking behaviors. PVC designers or developers should implement rating
mechanisms to acknowledge users’ contributions, which may make users contribute
more while also allowing seekers to more easily rate or vote for knowledge they found
useful.

6.3 Limitations

This study has several limitations. First, the survey data used in this study came from
only 77 valid sample answers to the knowledge contribution questionnaire, and the data
were self-reported. Future research could use actual knowledge contribution behavior
(e.g., the number of postings or the quality of the postings) in a PVC to reflect knowl-
edge contribution behavior. Second, the knowledge-contribution signals consisted of
perceived virtual reward, public recognition, and knowledge-rating mechanisms, which
were developed from new scales based on Bhattacherjee [40] from the core concepts
of “actual situations,” “expectations,” and “satisfaction.” This system may not be the
most appropriate measurement method, and we hope that future researchers refine other
scales or manipulations in an experimental system.
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Appendix A. Constructs and Items

Construct and items Sources Factor loading*

Knowledge content quality (KQ)

Knowledge in BlueShop is accurate (KQ1) Adapted from [19] 0.827 | 0.897

Knowledge in BlueShop is trustworthy (KQ2) Adapted from [19] 0.907 | 0.891

Knowledge in BlueShop is valuable for my needs
(KQ3)

Adapted from [23] 0.844 | 0.913

Knowledge in BlueShop is current (KQ4) Adapted from [23] 0.892 | 0.939

Knowledge in BlueShop is in-depth for a given
topic (KQ5)

Adapted from [23] 0.865 | 0.932

Searchability (SEA)

BlueShop provides tools to retrieve information
easily (e.g., table of contents, categories, and
index) (SEA1)

Adapted from [23] 0.930 | 0.871

I can control how I access information (SEA2) Adapted from [23] 0.931 | 0.896

BlueShop provides quick search response (SEA3) Adapted from [19] 0.932 | 0.900

BlueShop can filter searches (SEA4) Adapted from [19] 0.920 | 0.947

Perceived virtual reward mechanism (PVR)

In the context of BlueShop, the virtual reward mechanism includes virtual points

My experience with the virtual reward
mechanism was better than expected (PVR1)

Developed based on [40] 0.954 | 0.905

Most of my expectations for the virtual reward
mechanism were confirmed (PVR2)

Developed based on [40] 0.935 | 0.938

I am very satisfied with the virtual reward
mechanism provided by the PVC (PVR3)

Developed independently 0.918 | 0.928

Perceived public recognition mechanism (PPR)

In the context of BlueShop, the public recognition mechanism includes expert celebrities

My experience with the public recognition
mechanism was better than expected (PPR1)

Developed based on [40] 0.926 | 0.897

Most of my expectations of the public recognition
mechanism were confirmed (PPR2)

Developed based on [40] 0.918 | 0.889

I am very satisfied with the public recognition
mechanism provided by the PVC (PPR3)

Developed independently 0.914 | 0.869

Perceived knowledge-rating mechanism (PKR)

In the context of BlueShop, knowledge-rating mechanisms include page views and number of
responses

My experience with the knowledge-rating
mechanism was better than expected (PKR1)

Developed based on [40] 0.899 | 0.889

(continued)
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(continued)

Construct and items Sources Factor loading*

Most of my expectations for the knowledge-rating
mechanism were confirmed (PKR2)

Developed based on [40] 0.933 | 0.927

I am very satisfied with the knowledge-rating
mechanism provided by the PVC (PKR3)

Developed independently 0.919 | 0.898

Knowledge contribution behavior (KC) / Knowledge-seeking behavior (KS)

I frequently use BlueShop to contribute/seek
knowledge

Adapted from [41] 0.937 | 0.948

I regularly use BlueShop to contribute/seek
knowledge

Adapted from [41] 0.952 | 0.929

I use BlueShop to contribute/seek knowledge:
[once every few months, once a month, many
times per month, many times per week, and many
times per day]

Adapted from [41] 0.698 | 0.853

Notes: *Contribution model | Seeking model.
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Abstract. The participation of citizens to solve public challenges is a driver to
implement public innovation. Addressing new mechanisms and arenas that facil-
itate citizen participation is one of the challenges on the governments’ agenda,
especially under changing, complex and social distancing scenarios such as those
caused by the Covid-19 Pandemic. Therefore, digital platforms that promote co-
creation between citizens, governments, and other actors in the countries’ inno-
vation ecosystems, are becoming more and more necessary, but at the same time,
there is a need to study their scope and contributions to generate transparent, equi-
table, inclusive and people-centered citizen participation processes. Indeed, the
research aim was to make a trend analysis on the field integrating two methods: a
literature review about concepts related to public innovation platforms: co-creation
and citizen participation; and finally, a web content analysis on three platforms
that generated co-creation exercises to solve challenges in the Covid-19 Pandemic.
Themain results show the need to study the challenges and contributions of digital
platforms to make public innovation the result of a collaborative effort that goes
beyond the ideation stages to implement solutions and generate public value.

Keywords: Co-creation · Citizen participation · Public innovation · Digital
platforms · Covid-19 pandemic

1 Introduction

The world faces a deep transformation that implies the reinvention of multiple sec-
tors, among them, the public sector. New ways of doing things have been discovered.
The development of collaborative solutions between different actors of the innovation
ecosystems in societies is becoming increasingly relevant. Within this dynamic, citizens
are called to make part of public issues in a conscious and relevant way, and interacting
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under new schemes with governments, to build economic, political and social alterna-
tives to solve wicked problems [1]. In this dynamic, citizens participation strengthens
its relevance by becoming a mechanism for making collective concerns more visible. At
the same time, this mechanism favors the consolidation of trust networks between citi-
zens and governments and the strengthening of social capital [2, 3]. Elements which all
together favour progress of societies. Despite relevance of participative processes, there
are still multiple challenges associated to prevalence of top-down schemes, where the
design of participative processes, their promotion and results continue to be led exclu-
sively by public institutions [4]. Studying the mechanisms of collaboration and citizen
participation mediated by platforms is especially important in the context we live in,
where the Covid-19 pandemic has generated two effects: the isolation of the population
and the growing demand for public innovation solutions.

The above facts, under the premise that although technology could facilitate partici-
pative processes, it could also restrict them out. According to the OECD report [5], there
are five challenges of citizen participation developed by digital platforms: 1) the chal-
lenge of scale: From citizen perspective, How could technology facilitate to make the
individual voice of citizens to be heard, and prevent it from being lost in mass debates?,
and from the government perspective, it is required to understand How can technology
overcome the challenge of listening and answering to the diversity of demands of the dif-
ferent individuals involved in the process?. 2) the challenge of capabilities development
to favour active citizens: How can the information and communication technology help
to encourage constructively deliberation of citizens on public issues? 3) the challenge of
coherence: How can technology support the reporting, consultation, analysis, feedback,
and evaluation to the diversity of demands of the different individuals involved in the
public policies process?. 4) The evaluation challenge, with the understanding that as gov-
ernments integrate the information and communication technology, to mediate citizen
participation in matters related to public policies, there is a growing need for evalua-
tion, and analyze if such participation complies with the citizens and the government’s
objectives, raising questionings such as How to implement this evaluation? and espe-
cially about What aspects are vital in the evaluation process? Finally, 5) the challenge of
commitment, to ensure that the digital citizen participation, be analyzed, disseminated,
transcended, and included in the decision-making process of public policy.

It was found that global initiatives that came up because of Covid-19 pandemic,
turned the efforts of public institutions to cooperate with multiple sectors and with
citizens, to generate collective knowledge for the designing of co-creative solutions
to face the most relevant challenge of the century [6]. Some of the digital platforms
implemented with this purpose, and which are object of analysis of this investigation,
are as follows: Stop the curve (Frena la Curva), Each day counts (Cada día cuenta)
and Hack the Crisis 2020 (Hackea la Crisis). To understand the dynamics behind these
new platforms, for co-creation and citizen’s participation, a trend analysis is required,
to facilitate the comprehension of how this topic has been included in the governments’
agenda in different countries. According to Palacin, Nelimarkka, Reynolds-Cuéllar &
Becker [7], it is found that it is necessary to study how technology configures out the
participative processes. To respond to this challenge, authors suggest the articulation of
knowledge fields, oftenly studied independently: technology, engineering, and politics.
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Such articulation coincides with Chadwick’s proposal [8], who makes evident the need
to increase comprehension of how technologies of information and communication are
reconfiguring governance, States, and democracy. Considering this research need, this
article makes a research trend analysis about the field. This analysis was done in two
stages. A systematic review of literature on the knowledge field, and an analysis based on
web content techniques of pages from digital platforms, for citizens participation within
the frame of the Covid-19 pandemic. The results contribute to outlining the future agenda
for the development of participatory scenarios through digital platforms.

2 Methodology

The methodology structure of research is composed of two stages: Systematic literature
review, and web content analysis:

2.1 Systematic Literature Review

The systematic literature review is considered as a structured methodology, whose pur-
pose is to identify, evaluate and interpret all available research, being pertinent for a
specific research question, subject area, or a phenomenon of interest [9]. According to
some authors [10], the purpose of the review is to synthetize relevant literature about
a research problem. Since, it is about a coherent criticism, where through a narrative,
the knowledge status of a carefully defined topic is interpreted from an argumentative
stance, analyzing the relevant literature, selected systematically.

Since knowledge accumulates over time, it is up to researchers to find the relevant
information about the knowledge field of interest and use it as a starting point. Ignoring
existent knowledge would imply the development of inefficient research processes. That
is why the literature review is a good strategy to acquire knowledge about a topic from
an analysis exercise of complex theoretical bodies [11]. Based on the above criteria, the
methodology proposed by Notar & Cole [10] was considered for this research, which is
coherent with the three generic stages of the methodology established by Tranfield [12]
Planning, Development and Results Report (See Fig. 1). Hart [13] says that four key
elements must be considered for its development: focus on a specific problem or issue
of research, be related to the problem for which analysis and deep study is required,
relationship between the theoretical, methodological, and practical aspects of the topic.
In this case, the purpose of systematic review was to analyze trends about the study
of digital platforms for public innovation with special emphasis in the co-creation and
citizen participation processes.

Ten relevant initiativeswere found for the study, however, in order tomake an exhaus-
tive analysis, some selection criteria were defined: integrate Latin American countries
in their scope and impact, involve other actors beyond public institutions, integrate the
citizen as the center of the process, establish the solution of Covid challenges as a focus,
develop co-creation and citizen participation exercises to respond to these public chal-
lenges.Andfinally, to have information available on the process developed and its results.
Thus, three platforms that met the established criteria were selected. In addition to the
three selected platforms, an initiative from Colombia called Mincienciaton was found.
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This platform focused its efforts on strategic lines of public health, with 531 proposals
submitted with the participation of 26 departments. Despite its relevance, it did not have
enough information to answer the research question. Therefore, it was discarded as an
object of analysis.

Fig. 1. Systematic literature review process. Source: Authors based on Notar & Cole, 2010 and
Tranfield, 2003.

The development stage followed five steps: First, build the search equation and apply
it to the data base Web of Science, a total of 110 documents were found. The second
stage consisted in the analysis of the 110 documents through data mining software
VOSviewer®. After this, a review was done on the correlation between the study fields
and the relevance of publications between countries. Subsequently, the reading of titles
and summaries of the 52 prioritized documents in the search was done; likewise, 22
documents product of the snowball process were reviewed, documents that showed a
direct relationship with the research topics. Finally, in the fifth stage, reading and coding
of documents in analytical categories was done, using the qualitative analysis software
Maxqda® (See Fig. 2).

Fig. 2. Systematic literature review process followed.

2.2 Web Content Analysis

Web content analysis is conceptualized as the process of discovering trending informa-
tion on theWeb [14]. For the development of this phase, the information associated with
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the keywords was downloaded from the web pages of three platforms for public innova-
tion in the context of the Covid-19 pandemic: Stop the curve (Frena la Curva), Each day
counts (Cada día cuenta) and Hack the Crisis 2020 (Hackea la Crisis). Subsequently,
the information was processed and encoded through the Maxqda® software, verifying
the content of keywords and eliminating those that did not make sense by themselves.
Finally, relevance maps were built that made it possible to visualize which keywords
were predominant on each web page, making it easier to identify the most relevant topics
in each of them.

3 Results

3.1 Understanding Public Innovation

Unexpected changes are currently being experienced. However, we need to understand
how to act under these changes, and what are the right ways to do it, and it is there when
the term innovation makes sense. Innovate means to make a change within a context,
For Serrani [15], innovation is understood as “move or alter things by incorporating
novelties”. Within the change processes, the concept of innovation has also been trans-
ferred to the public sector scene, given its relevance to generate transformation in social
processes, which promote dynamic learning environments with the actors and for the
actors. Academic studies in the field of public innovation have been carried out since the
70s and 80s, as indicated by Osborne et al. [16], for whom governments must transform
themselves by adapting to new challenges. In this scenario, values, attitudes, and spaces
that encourage citizen participation become determining elements.

For that reason, it is understood that public innovation is only possible through col-
laborative efforts from different actors involved in the process. For some authors, public
innovation not only generates contributions to the improvement of public services, but
also contributes to the legitimacy of governments as value-creating institutions. A value
that derives from its receptivity to the needs and aspirations of citizens, who are the users
of public services [17]. The interest expressed by organizations in adopting innovative
practices reflects the urgency of generating positive responses to new global challenges
[18]. It has been shown that public innovation has become a strategy implemented by
multiple governments to resolve these demands, a reason that explains the growing inter-
est in its study, both by academics and decision makers within and outside the public
sector [19, 20].

Public innovation is defined as the creation and application of new management
models, processes, products and services and methods focused on citizens, which lead
to significant improvements in efficiency, effectiveness and in the quality of public results
[21]. Hence, it is understood that the concept of public innovation is oriented to break
political stagnation, reduce costs, and improve services for the benefit of citizens, private
companies, and others [22]. The literature on the subject every day increases and conse-
quently the expectations about its results, in terms of quality, efficiency, effectiveness and
relevance. According to Potts and Kastelle [23], the inclusion of specialized knowledge
in the process will help to understand the complexity of public problems, leaving aside
standardized solutions and concentrating on individualized and personalized solutions
to citizen challenges.
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Fromanother perspective, it is found that if effective public innovation is to be sought,
better ways of meeting needs, solving problems, and using resources and technologies
must be developed, generating new collaborative governance schemes [24–26]. Collabo-
rative governance requires citizen participation as its fundamental determinant [27, 28].
In this scenario, it is essential to understand the process of strengthening ties, not only of
joining isolated efforts, but also of deepening the opening of collective approaches under
network bets [29]. In conclusion, public innovation is described as a learning process,
where governments, accompanied by citizens, can develop new services, technologies,
management approaches, governance processes and approaches for the generation of
public solutions [30].

3.2 Co-creation and Citizen Participation in the Development of Public
Innovation

Citizen participation is understood as organized civil society initiatives, through social
and political movements, developed to manage the inclusion of new alternatives that
allow citizens to access quality public services [3]. The concept of participation must
be understood from multiple transversal axes, since its concept contains the paradox
of simplicity-complexity. Citizen participation is, in essence, a paradigm shifts in the
relationship between the people and the government [31]. It has been understood as the
opportunity to empower in two ways: those who intervene in this process, and the public
institutions that promote it. However, it is evident that historically, the inclusion of citi-
zens in public management has had restrictions. For some authors [3] the participatory
process integrates a humanizing value from ethical, political, and educational dimen-
sions. In the literature, it is found that citizen participation is the determining factor to
materialize public innovation through co-creation dynamics.

Co-creation is defined as the dissemination of participatory creation through envi-
ronments that promote interactive processes, where new approaches are proposed on
the way in which organizations acquire commitments and the way in which these com-
mitments are organized and structured [32, 33]. Co-creation processes are characterized
by being done in a planned manner, tracing a direction, and defining possible actions.
Therefore, currently co-creation has uses in different dimensions within public manage-
ment. Considering the different contexts of application of co-creation, it is necessary
that studies on the subject are oriented to understand how this concept is developed in
practice, contributing not only to its understanding but also to its integration into gov-
ernment strategies. In particular, Puerari et al. [34], suggest that five aspects associated
with their understanding be deepened: 1) the purpose of the co-creation processes; 2)
understanding the formal and informal mechanisms for co-creation; 3) analyzing how
property rights are established in the co-creation process; 4) the motivation and incen-
tives of the actors for the development of co-creation processes; and finally, they propose
as relevant, 5) a deep study of the spaces and mechanisms implemented to materialize
co-creation.
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3.3 Trends Analysis on Digital Platforms for Co-creation

Citizen participation initiatives and co-creation platforms for public innovation, studied
together, are a field of a growing interest within research communities. In particular,
the contribution of the United States stands out with 18 documents, followed by Spain
(16 documents) and China (10 documents). The presence of European countries such
as Austria, Finland, Netherlands, Germany, Sweden, and England within this analysis
demonstrates the advantage they have in terms of publications related to the subject under
study. The Latin American country that has deepened in this field of study is Brazil. It
was identified that the most cited article is aimed at studying new trends in public
management, and the challenge of their implementation under new governance schemes
[16]. The second most cited article exposes the future challenges of citizen participation,
and the potential it has in terms of effectiveness, legitimacy, and social justice. In this
study, it is proposed that, with the new strategies of technological inclusion, newpaths are
generated for participatory innovations that lead to more effective governance [35]. The
third featured article reflects the importance of co-creation processes with an innovation
approach, where creativity and design by the participants are key. At the same time,
it reflects on the dynamics of virtual spaces for participation, posing the challenges so
that they become scenarios to generate opportunities in terms of experience and social
impact [32].

Finally, the relationship between keywords was studied, building a co-relationship
map between keywords. For visualization purposes, only those words that were found
in more than 3 articles were represented. As a result of the process, the map shown in
Fig. 3 was generated. This map shows that the processes of citizen participation are a
growing focus of study. In parallel, new approaches to governance, open innovation,
public participation, open government and, in general, processes framed in the transfor-
mation of public management are evident as trends. The trend analysis made it possible
to show that the new mechanisms of citizen participation, and the new co-creation plat-
forms, are increasingly relevant [36]. For some authors, this explains, considering the
social, economic, political, and democratic benefits, that these new mechanisms and
these new platforms arise due to the need for governments to open for the generation of
fast, relevant, and pertinent solutions, focused on citizen demands. In this scenario, dig-
ital platforms that promote interaction and the effective exchange of ideas, knowledge
and capabilities are key to making public innovation a reality and to transform the logic
of governance from top-down processes to network dynamics [37].

3.4 Co-creation Platforms to Facilitate Citizen Participation in the Context
of the COVID-19 Pandemic

The growing interest in the use of digital platforms to solve public challengeswas evident
in the last months, where the world faced an emergency situation, which challenged
governments, citizens, companies, bilateral organizations, and other actors in the social
sector, to rapidly develop co-creation mechanisms that would produce fast solutions to
face the challenges of Covid-19. To understand the main issues addressed in three digital
platforms that were implemented for these purposes, a keyword map for each web page
were built, which synthesize the priorities and approaches of each platform.
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Fig. 3. Co-relationship map between author’s keywords using VOSviewer®.

a. Stop the curve (Frena la Curva) [38]: It is a citizen platform, which was born in
Spain, with its motto “together we are stronger”. It has been successfully replicated in
22 countries worldwide, the participants of the initiative are: volunteers, entrepreneurs,
activists, social organizations, changemakers, and public and social innovation labora-
tories. Its purpose is focused on cooperation to channel and organize social energy and
civic resilience to face the challenges of Covid-19. As a result of the initiative, more
than 50 projects were generated, 140 responses to common challenges, 900 citizen ini-
tiatives, and some spaces for social appropriation of knowledge were developed, such
as the Open Innovation Festival, with 12 continuous hours of transmission on YouTube.
The map built on the content of its website (Fig. 4) allowed to identify the orientation of
the initiative to the consolidation of projects and the laboratory approach, where exper-
imentation is part of the co-creation process. Likewise, they stand out as axes of the
innovation process, the active participation of citizens, the breaking down of geographi-
cal barriers for the formation of work teams; and finally, practical, and resilient guidance
for the development of innovative solutions.

Fig. 4. Keyword map derived from https://frenalacurva.net/.

b. Every day counts (Cada día cuenta) [39]: this initiative has been developed in
18 countries in Latin America, with more than 3,600 participants and generating 210
solutions, built in 48 h of hackathon. The platform is described as a digital space in which

https://frenalacurva.net/
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“all together” develop, test, and improve solutions to face the challenges of Covid-19.
The map built on the content of its website (Fig. 5) facilitated the identification of the
initiative’s emphasis on developing solutions to the emerging problems in the crisis.
Keywords stand out as democratizing knowledge and opportunity in the generation of
new leadership of citizens; highlighting the characteristics that define these leaders:
enthusiastic, creative, empathetic and action-oriented.

Fig. 5. Keyword map derived from: https://socialabglobal.socialab.com/challenges/cadadiacu
enta.

c. Hack the crisis [40]: this initiative consists of the development of six online
hackathons, to find solutions within the context of the pandemic. The topics of inter-
est were as follows: women, migrant population, health, education, food, and finally,
entrepreneurship and small and medium-sized enterprises. The hackathon development
process involves brainstorming, followed by team building and prototyping for 48 h. The
process is accompanied by volunteer mentors and in its first version, it generated more
than 27 solutions, where more than 218 participants, 78 juries and the representation of
20 countries were involved, to respond to three challenges faced by women and girls
during the pandemic: 1) increase in domestic violence, 2) access to products and ser-
vices, correct information, psychosocial care and timely medical care, and 3) design of
solutions that respond to the difficulties women and girls have in asking for and receiv-
ing help and protection. The map built on the content of its website (Fig. 6) allowed
to validate the initiative’s emphasis on providing fast, experimental, and collaborative
responses to the challenges brought by the pandemic. The role of citizens is highlighted
as mentors and participants who collaborate with other actors to design solutions that
are inserted into problems of specific groups in coherence with the prioritized topics.

Fig. 6. Keyword map derived from: https://www.hackealacrisis.net/.

https://socialabglobal.socialab.com/challenges/cadadiacuenta
https://www.hackealacrisis.net/
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4 Discussion and Conclusions

Fast and unpredictable transformations also generate opportunities. The contribution
of this research was oriented to deepen on the context of public innovation within the
framework of co-creation processes and citizen participation, through digital platforms,
managing to understand the complexity of the new collaboration mechanisms given
in the dynamics that complex societies bring. Dynamics that call for new collaborative
relationships between citizens, governments, andother actors in the countries’ innovation
ecosystems. In this research, a theoretical deepening of public innovationwas developed.
The relationship of this topicwith the co-creation processeswhere citizens are the central
actor was discussed in depth. Based on the literature, trends were studied on the study
of the field of knowledge that associates public innovation and digital platforms, to
finally study how digital platforms implemented by governments and other actors in the
context of the Covid-19 pandemic, integrate principles found in the theory to materialize
innovation, facing the most relevant public challenge of the millennium.

Despite the advantages identified as contributions of public innovation platforms,
challenges were also identified which are suggested to be explored in the future research
agenda on the subject, such as: 1) an analysis of the limits and contributions generated in
the process of co-creation in digital platforms. To do that, the integration of methodolo-
gies under qualitative approaches is required, which will allow exploring the narratives
of actors involved in the process, to know beyond what is explicit in the web pages, other
aspects that allow analyzing and contrasting the visions of the actors who were part of
the process. 2) Longitudinal analyzes on the platforms over time, with the aim of evalu-
ating the scope and impact of the co-creation process, in relation to the implementation
of solutions, facing the challenges that the initiatives prioritized, studying with special
emphasis the citizen advocacy in the prototype design or solution implementation stages,
after the ideation exercises developed on the platforms. Lastly, 3) documenting the cases
of the initiatives studied in greater depth, identifying reference practices that contribute
to transferring the learning, derived from the co-creation and participation processes for
innovation, developed through these platforms to other scenarios and contexts, inside
and outside public institutions.

Finally, in the construction of the theoretical framework for analyzing the processes
of co-creation and citizen participation, it was found that most of the approaches to
the analysis and evaluation of these processes have been constructed for formal and
face-to-face scenarios. This finding opens a gap for future studies: the adaptation and
resignification of these reference frameworks to integrate new elements of analysis that
allow validating that these exercises are truly inclusive, relevant, pertinent, and incident
in the contexts where they are implemented.
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Abstract. This paper aims at clarifying actors, associations and treatment flow
that patient, caregiver and healthcare professional undergo; at identifying shared
contexts (“ba”) and their overlap for self-transcendence; at looking at the actors
and associations as activity systems to understand the activities and actions exe-
cuted, and expected to be executed, by the actors (division of labor) to visualize
boundaries for transformation. Qualitative data was gathered through open-ended
questionnaires distributed to healthcare professionals and caregivers in Japan, Sin-
gapore and Brazil. Hermeneutic analysis and interpretation of the answers were
conducted to draw findings and implications; data generated from these went
through framework method of analysis in three levels: Actor-Network Theory
to identify actors, associations and treatment flow; Knowledge-Creation The-
ory’s shared context; as activity systems to clarify the division of labor. Three
actors were found: patient, healthcare professional, and caregiver. The consulta-
tion is central to treatment flow as it is when one shared context emerges among
actors, assessment is conducted, and tasks are assigned. This is a preliminary
study which lays the foundation for our ongoing research, so the implications are
targeted at the researchers: necessity to clarify what sort of negotiations and trans-
lations usually take and the role of technology in it; identify where and how actors
become attuned to focus on where and how self-transcendence happens; under-
stand actions to visualize boundaries for transformation. This is a first attempt
to analyze patient-healthcare professional-caregiver relationship combining the
Actor-Network Theory, “ba” and Activity Theory’s division of labor.

Keywords: Patient-caregiver-healthcare professional · Associations · Shared
context · Division of labor

1 Introduction

Health professionals have started seeing patients as active participants in their treat-
ment, co-creating value and increasing the technical and functional quality of healthcare
services and patient well-being [1]. This may be viewed as one of the effects of the
caring model of patient care where the patient is seen a “whole by focusing on the treat-
ment of illness, and not just on the removal of the symptoms of a disease” [2]. There
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has been a focus on patient-physician (healthcare professionals) relationship in studies.
More recently, with changes in populations’ demographics and forms of care delivery,
informal caregivers have received attention and studies started looking into their role in
the treatment. Next is a review of literature regarding this trend.

2 Literature Review

Prior studies have focused on the patient-physician communication resulting in infor-
mation exchange between the two, planning of treatment, compliance to the treatment
and satisfaction with it [3]. Looking through the lens of Latour’s Actor-Network Theory,
patient and physician have agency and are actors who associate with one another: each
makes or promotes a difference in the other or in the network [4].

More recently, scholars started turning their eyes to informal caregivers and their role
in care provision. These are caregivers not by profession and provide care on an unpaid
basis [5]. Examples are spouses, partners, familymembers. Reasons behind these studies
are various: change in demographics with a large number of elderly who are cared by a
family member [6]; introduction of enhancements for cooperation and coordination of
intra- and extra-mural care to improve standard community care [7]; increase in number
of consultations where patient is accompanied by another individual [8]; the recognition
that decision-making processes during treatment are informed by relationships [9] and
the impact of such decisions on both the patient and the caregiver [10]; and the psy-
chological and physical well-being of caregivers during and after caregiving period [11,
12].

The confirmation of the caregiver’s key role in day-to-day care provision leads us
to see this individual as a new actor in the patient-physician association resulting in
a patient-caregiver-physician association where each actor promotes difference in one
another or in the network.

These actors interact to combine “technical and trans-disciplinary action schemes”
[7], mix and match lay, expert knowledge, and action in a shared context. In Non-
aka’s terms, the actors are in “ba” - a shared context which serves as the foundation
for knowledge creation and is related to shared experiences, mental models, and rela-
tionships emersion. It is in “ba” where individuals spiral through Socialization (tacit to
tacit knowledge), Externalization (tacit to explicit knowledge), Combination (explicit to
explicit knowledge) and Internalization (explicit to tacit knowledge) [13].

Weick [14] explains that people share experience and this may not lead to a shared
meaning. This shared experience, when analyzed in retrospect by individuals, rarely has
similar meanings; they may, however, be equivalent. The author affirms that what people
do share are actions, activities, moments of conversation, and joint tasks. Epstein [9] pro-
poses that from the sharing of thoughts, feelings, perceptions, meanings, and intentions
among two or more individuals emerges a shared mind which is both an achievement
and an interpersonal process, as the author puts it, a “becoming attuned” process. This
“tuning” encompasses the varying degrees of human interaction [9]. Laidsaar-Powell
[10] expands the study and proposes a framework in which the caregiver is included in
the decision-making process of the patient-physician association based on the notion of
shared mind.
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The idea of becoming attuned aligns with Nonaka’s shared context (“ba”) and with
Actor-NetworkTheory’s associations and connections among actors through translations
[15]. We can argue, then, that different associations result in different interactions and
actions which will achieve different shared contexts. They resemble activity systems
which are multi-voiced and have a division of labor that creates different positions for
its participants [16].

This preliminary study aims at: (1) clarifying actors, associations and treatment
flow that patient, caregiver and healthcare professional undergo; (2) identifying contexts
shared by actors and their overlap; (3) looking at the findings from analysis (2) and
(3) as activity systems to understand the activities and actions executed - and expected
to be executed - by actors to understand boundaries for transformation. This lays the
foundation for our ongoing research which aims at proposing a model where the actors
are active knowledge contributors and creators in the treatment.

3 Methodology

After literature review, empirical collection of qualitative data through two separate
questionnaires was conducted during November 2019: one for caregivers and another
for healthcare professionals. Both questionnaires had a brief introduction of this research;
the caregiver questionnaire had 7 (1 multiple choice and 6 open-ended) questions and
respondents were encouraged to freely share their thoughts; the health professional
questionnaire had 8 (1 multiple choice and 7 open-ended) questions and, again, respon-
dents were encouraged to freely share as their thoughts (Table 1). The reason why we
chose open-ended questions was so that we would not restrain respondents with any
researchers’ assumption bias.

These were online questionnaires using Google Forms platform for easier diffusion
and respondents’ comfort who could answer them through their phones or computers.
The questions’ first language was English, then it was translated into Portuguese and
Japanese. Questions 1, 2 and 3 aimed at identifying actors and understanding agency
to find out how it takes shape throughout the treatment. Questions 4, and 5 targeted
at elucidating the (expected) activities and (expected) actions by the identified actors;
in addition, the researchers expected these questions to uncover knowledge creation
experiences. Question 6 focused solely on identifying the creation and application of
this knowledge back into the patient’s treatment. Questions 7 and 8 were there for the
purpose of demographics.

Answers were translated into English - with the help of Google Translate - for anal-
ysis of their contents to draw findings and comment on their implications. We grouped
the questions based on their objective as explained in the previous paragraph, resulting
in three groups. We then analyzed healthcare professionals’ and caregivers’ answers for
each question for deeper understanding through hermeneutic analysis and interpretation
[12]. The qualitative data generated from it went through framework method of analy-
sis targeting to generate themes which aided us in providing descriptions to crystalize
phenomenon under investigation [17].
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Table 1. Questionnaires for caregivers and health professionals

Scenario: Think of when you accompany a patient (i.e. family member, partner) as a caregiver to a
consultation. Please try to recall how such consultations usually go and answer freely the following
questions

Objective Questions for Caregivers Questions for Healthcare
Professionals

Identifying actors and
understanding agency

1. For majority of the cases, whose
voice do you feel is prioritized by
the healthcare professional?
a) Voice of the patient
b) Voice of the caregiver

1. For majority of the cases, do
you prioritize the voice of the
patient or the voice of the
caregiver?
a) Patient
b) Caregiver

2. Please share with us situations
you feel the voice of patient is
prioritized

2. Please share with us situations
when the voice of patient is
prioritized

3. Please share with us situations
you feel the voice of caregiver is
prioritized

3. Please share with us situations
when the voice of caregiver is
prioritized

Elucidating the (expected)
activities and (expected) actions
by the identified actors;
knowledge creation experiences

4. How do you think the healthcare
professional involves the patient in
the treatment (role in treatment)
and what actions do you think he
usually expects from patient?

4. How do you involve the patient
in the treatment (role in treatment)
and what actions do you usually
expect from him/her during
treatment?

5. How do you think the healthcare
professional involves the caregiver
in the treatment (role in treatment)
and what actions do you think he
usually expects from caregiver?

5. How do you involve the
caregiver in the treatment and
what actions (role in treatment) do
you usually expect from him/her
during treatment?

Uncovering knowledge creation
experiences

6. Now, think of the treatment in
its entirety (first and subsequence
consultations). How do you see
the information and knowledge
shared by patient and caregiver
throughout treatment to be utilized
by healthcare professional in
practical terms?

6. Now, think of the treatment in
its entirety (first and subsequence
consultations). How do you utilize
the information and knowledge
shared by patient and caregiver
throughout treatment in practical
terms?

Demographics 7. Country 7. Country

8. Profession

4 Analysis and Findings

Answers to the questionnaires were collected from healthcare professionals and care-
givers in Japan, Singapore and Brazil. A total of twelve (12) caregivers and eight (8)
healthcare professionals answered the questionnaires. Because the number of answers
was small, we conducted a manual analysis of their contents.
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We have no intentions of conducting a cross-nations analysis and the reason to send
out to respondents in different countries was access to them and the intent to obtain a
general view to base our analysis. To aid in our interpretation of the answers, we:

1. Looked through Actor-Network Theory’s lens to clarify actors, associations and
treatment flow;

2. Looked through the eyes of Knowledge-Creation Theory’s shared context (“ba”) to
identify it/them;

3. Looked at the identified associations and shared contexts as activity systems to
understand the activities and actions executed, and expected to be executed, by the
actors (division of labor).

4.1 First Analysis: Clarifying Actors, Associations and Treatment Flow

When enquired about which voice is prioritized during treatment, majority of answers on
both ends (healthcare professionals and caregivers) replied the voice of the patient was
favored, except when the patient is unable to communicate the condition or feedback on
developments, then the voice of the caregiver was favored. Caregivers mentioned their
close contact with the patient and active participation in the daily care activities.

Technology (e.g. medication, shower chair, information system) was briefly men-
tioned by caregivers and healthcare professionals and its use throughout the treatment: it
was interesting that the use of an information system with database for medical knowl-
edge diffusion (with permission of patient and caregiver) was pointed out by a caregiver
and not by any of the healthcare professionals.

With the mentions to technology and having a service provider (i.e. healthcare pro-
fessional, caregiver) and a service recipient (i.e. patient), this encounter can be analyzed
through Froehle and Roth’s [18] Modes of Customer Contact with Technology frame-
work (Fig. 1). The authors separate customer contact into face-to-face and face-to-screen.
Within each, they identify the different roles technology plays in the encounter.

Fig. 1. Role of technology in service encounter. Source: Froehle and Roth [18]

The questionnaire sets the scenario of this study as the consultation where we
assumed the patient, caregiver and healthcare professional would meet. Then, under
Froehle and Roth’s framework, the research is placed in face-to-face mode of contact.
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We were able to see patient, healthcare professional and caregiver under a technology-
assisted contact (Fig. 2) where both have face-to-face contact with patient and both
employ the technology to improve this contact [18].

Fig. 2. Technology-assisted customer contact

The theme generated through Froehle and Roth’s framework crystallized and sup-
ported our interpretation of the respondents’ inputs through the lens of Actor-Network
Theory is illustrated in Fig. 2.

Fig. 3. Actors and their associations.

Three actors were clear: patient (prioritized voice), healthcare professional (voice of
medicine [7]) and caregiver (prioritized voice when patient voice cannot be prioritized).
Eachpromotes a difference in the other or in the network.However, patient andhealthcare
professional have one association whereas patient and caregiver have another. These
strong associations are the continuous lines in Fig. 1. From the answers, we could
not see a permanent direct association between healthcare professional and caregiver.
Caregiver’s agency has varying degrees: full or secondary agency is “granted” by the
patient’s condition, ability to communicate it or by what information the healthcare
professional looks for treatment plan or action expected to be carried out (Fig. 2).

It was possible to see an association of the caregiver with technology, and another of
the healthcare professional with technology. These responses led us to interpret technol-
ogy as an intermediary – instead of another actor – as it only passes between these two
actors and defines their relationship [19]. Particularly for these two associations, tech-
nology assisted the service encounter: the healthcare professional makes use of exams,
medicine, electronic health records of the patient to assess him/her; for the caregiver, it
assisted when deploying the daily care (e.g. medication, showering the patient) [18]. It
was not seen an actor-intermediary association between patient and technology.

The only time the three actors associate themselves is during consultation, as illus-
trated in Fig. 4. It is during consultation when they interact, feedback and problems are
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shared, ideas are translated, negotiations happen, deviations are corrected, and orders
are given. It resembles what Callon calls ‘obligatory passage point’ in the network of
relationships being built [20].

Fig. 4. Actors and associations during consultation.

4.2 Second Analysis: Identifying Shared Contexts

With actors and associations clarified, we sought out to understand the shared contexts
(“ba”). “Ba” is a shared space, a shared context which serves as the foundation for
knowledge creation and is related to shared experiences, mental models, spaces where
relationships emerge [13].

Fig. 5. Shared contexts

Initially, two separate shared contexts were found as illustrated in Fig. 5. As Epstein
[9] puts it, it is through it that actors become attuned. From the answers, we could see one
shared context where health professional and patient become attuned and another where
patient and caregiver do. Technology item was included as respondents mentioned their
own experience with it during treatment.

Once again, it was during the consultationwhen the three actors shared one same con-
text in one same space and their relationship emerges through interactions as illustrated
in Fig. 6.

The consultation is important because it is when separate shared contexts overlap
giving rise to a context shared by all identified actors. It is the patient and his/her well-
being which binds the other two actors, placing him at the center of the association. It
was evident when one caregiver mentioned about being taught on how to apply vaccines;
another, the knowledge gained during an episode when the shower chair needed to be
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Fig. 6. Patient - Caregiver - Health professional shared context

adjusted due to patient’s heightwhich the caregiver shared judged important to sharewith
the healthcare professional. Healthcare professionals mentioned patient’s compliance to
treatment monitoring checks with caregiver.

4.3 Third Analysis: Understanding the Division of Labor

With the interpretation and understanding gained in the previous analyses, we were able
to combine the concepts and illustrate the flow of the treatment (Fig. 7).

Fig. 7. Treatment flow

The patient is key to all associations and shared contexts. Looking at the consultation
throughmagnifying glass, it is central to the flowof treatment, because it iswhere patient,
healthcare professional and caregiver interact, share and create knowledge. Healthcare
professional can assess patient’s well-being through it, indicate following steps and teach
the caregiver about how to deploy them (Fig. 8).

Fig. 8. The consultation
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It was possible to understand the activities and actions executed, and expected to
be executed, by the actors (division of labor), consolidated in Table 2. These seem to
influence caregiver’s varying degrees of agency granted throughout the treatment as
healthcare professionals and patient’s needs expect specific actions by the caregiver.

Table 2. Activities and actions of actors

Actor Activities and actions Expected activities and
actions by caregiver

Expected activities and
actions by healthcare
professional

Healthcare
professional

Leads the treatment
(“voice of medicine”)
Listens to patient
Assesses patient
well-being based on
patient’s (sometimes,
caregiver’s) feedback
Explains treatment
options
Explains the need for
treatment
Assigns tasks, prescribes
medication and sets next
treatment steps based on
assessment and
information provided by
patient (some-times, by
caregiver)
Motivates patient about
life and well-being
Hears caregiver when
patient is unable to
communicate
Teaches caregivers
about medication and
how to apply it

Leadership in treatment
(“voice of medicine”)
Listening to patient
Listening to caregiver
about details of patient
and treatment due to
his/her neutrality
concerning illness
Teaching of medication
and how to apply it

Patient Joins healthcare
professional and
caregiver together
Makes decisions about
treatment
Provides information for
assessment and
deviations detection in
treatment

Decisions about
treatment option
Adherence to treatment
Collaboration in
treatment
Understanding of
treatment’s importance
Motivation

(continued)
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Table 2. (continued)

Actor Activities and actions Expected activities and
actions by caregiver

Expected activities and
actions by healthcare
professional

Caregiver Deploys the day-to-day
treatment
Applies medication
Provides information
about operational side of
treatment
Accompanies patient to
consultations
Supports patient
Supervises treatment
adherence

Companion to
consultations
Communication of
condition when patient
is unable to do so
Aid and support to
patient and treatment
Compliance to medical
orientations about
treatment
Patient adherence
supervision
Medication application
Psychoeducation and
attention to patient

Understanding these will help us identify boundaries and study their maintenance,
question them, or transform their qualities [21] so actors can transcend them [22].

5 Conclusion

This study aimed at clarifying actors, associations and treatment flow that patient, care-
giver and healthcare professional undergo; at identifying shared contexts (“ba”) and
their overlap; and at understanding (expected) activities and actions (to be) executed
by actors to understand boundaries for transformation. Open-ended questionnaires were
answered in Japan, Singapore and Brazil by a total of 12 caregivers and 8 healthcare
professionals. Hermeneutic analysis and interpretation of the answers were conducted
to draw findings and implications; data generated from these went through framework
method of analysis in three levels: through Actor-Network Theory to identify actors,
associations and treatment flow; through the Nonaka’s shared context (“ba”); lastly, we
looked at them as activity systems to clarify the division of labor. Three actors were
found: patient, caregiver and healthcare professional. Technology assists the caregiver
and the healthcare professional. The consultation is central to the flow as it is where one
shared context emerges among actors, assessment is conducted, and orders are given. It
is also in the consultation where activities and actions are determined.

A three levels analysis was preferred over an overall analysis to gain deeper under-
standing of actors, agency, associations, shared contexts, their overlap, flow of treatment
and the dynamics within identified associations. Nonaka’s “ba” focuses on interactions
between humans and does not look at technology as a possible actor. On the other hand,
Actor-Network Theory sees humans and non-humans (e.g. technology) as actors if any
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promotes difference in others or in the network: during treatment, technology is used
extensively. The division of labor sheds light on the inner dynamics of the associa-
tions by breaking down (expected) activities and actions, helping us understand roles,
expectations, process of agency, care deployment and knowledge creation among the
actors.

Due to limited financial and time resources, the sample size is small. The authors
acknowledge this as a limitation of this study. However slight and a preliminary study
which lays the foundation for our ongoing research, the sample analyzed helped us gather
insights and implications for future studies.

The first set of implications comprise the first analysis and its findings. The consul-
tation is central to the flow of the treatment. It is where all actors associate with one
another and where information is shared, knowledge is created, ideas are translated,
negotiations happen, deviations are detected, and next steps are decided on. It is neces-
sary to clarify what sort of negotiations and translations usually take place among actors
and measure again the role of technology to see whether it remains as a plain assistant to
healthcare professional and caregiver or shifts to be a facilitator in the encounter and, if it
does, what exactly it facilitates in these negotiations and translations, as per Froehle and
Roth’s framework [18]. One unexpected findingwas to see varying degrees of caregiver’s
agency in the treatment: future studies can go deeper to map its reasons and progression
throughout the treatment – this may give a clue on the changes the associations undergo
throughout.

The second set of implications concerns the second analysis and its findings. Iden-
tifying where separate context overlap and a common shared context arises is crucial to
so we can understand the situation where knowledge is created. It is about looking at the
specific position where associations’ components as what they are: actors (or interme-
diaries) who promote difference in others or in the network. Understanding where and
how actors become attuned helps us focus our following study on where and how self-
transcendence happens. Some caregivers mentioned that healthcare professionals “do
not listen to details”: we interpret these “details” as contextual knowledge the caregiver
feels important to share. We are inclined to see this as a conflict of priorities: caregiver
has one set of priorities and healthcare professional has another. Through the study of
shared context, future research could tackle the processes of “tuning” of priorities to
minimize misfit.

The last set implications pertain the third analysis and its implications. With associ-
ations clarified and the identification of when separate contexts overlap and a common
shared one emerges among actors, we were able to identify some of the actors’ actions
(or tasks) and the excepted actions other actors have towards each other. We still need to
dig deeper and understand how expected actions define boundaries so we may transform
or, even, encourage actors to transcend and redefine them. These seem to be one of the
reasons for varying degree of caregiver’s agency, but we believe there are others and it
requires more evidence to understand its effects on the knowledge creating activity of
the system.

These implications set the ground for our following study which targets to obtain the
answers to the implications described previously. We aim at proposing a model where
all actors are active knowledge contributors and creators in the treatment. Basically, our
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model desires to be a roadmap to guide the identified actors in their path to transcend
and transform their boundaries.
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Abstract. The aim of this work is to identify use cases supporting
production planning and execution with big data mining in make to
order (MTO) based manufacturing companies. MTO manufacturers are
described by a variety of characteristics. Due to the production in the
context of customer orders, adherence to delivery dates, production qual-
ity, flexibility and the knowledge of production managers are key suc-
cess factors. A suitable production planning and execution system is
required. In addition to Workload Control, which was specially devel-
oped for MTO manufacturing, manufacturing resource planning, enter-
prise resource planning or the theory of constraints can also be con-
sidered. These systems are collecting increasing amounts of data in the
production process. Consultants for production planning systems and
production experts were interviewed so as to obtain a deep and inte-
grated understanding of the topic, and in parallel an internal, context-
dependent view of the processes. The evaluation using deductive and
inductive category based coding shows that Workload Control and The-
ory of Constraints are not used as production planning and control sys-
tems. The theoretically developed use cases were critically discussed and
their usefulness for production managers evaluated, while two additional
application cases were identified. Furthermore, limitations in the data
mining process could be determined.

Keywords: Production planning and execution · Predictive data
mining · Knowledge gain in PPS · Make to order manufacturers

1 Introduction

Information systems, such as Enterprise Resource Planning (ERP) systems, gen-
erate a lot of data that can be evaluated [11, pp. 1891–1892]. Also Internet of
Things (IoT) technologies provide a wide variety of data structures that can
be used in the production process [3, p. 2]. Production managers use this data
to provide accurate forecasts regarding product quality and production times,
while real-time analysis is used to execute the production process [3, p. 1].

The term ‘big data’ is becoming increasingly important for small and
medium-sized enterprises (SME). It offers the chance to create a sustainable
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competitive advantage, especially for make to order (MTO) manufacturers who
have to act within various framework constraints in order to remain compet-
itive [3] . Using predictive data mining methods, valuable information can be
found to make optimal decisions [3, p. 1].

Even if numerous production planning and control systems (PPS) are suitable
for MTO manufacturers, none can be named that covers all requirements [20]. In
addition, MTO manufacturers are subject to a number of challenges that have a
significant impact on the competitiveness of these companies. The importance of
adherence to delivery dates, product quality and flexibility is only a small part
of the framework in which the MTO manufacturers operate [5,10]. Production
managers can be seen as knowledge workers [13,19] and have to deal with many
different information streams so as to establish the most efficient production
plan according to the current order situation [9], which is much more flexible in
the case of MTO SMEs. This challenge has to be tackled with dedicated support
form a management perspective as from a technical perspective. However, many
of the different data streams in production can be meaningfully analyzed [17].
By identifying patterns in this data, information can be created that may lead
to significant benefits. These advantages of analyzing big data help companies
remain competitive and act within their framework.

In order to add to this field, the work presented in this paper discusses
predictive big data mining use cases supporting production managers. So far use
cases for big data in production have undergone little examination. Hence, our
goal was to first use the literature to identify, examine, and critically discuss uses
cases and then reflect their challenges with experts. To this end, the following
research question served as an umbrella for our work: What are predictive big
data mining use cases to gain knowledge in production planning and execution
systems in make to order producing SMEs?

The remainder of this paper first starts with the relevant theoretical back-
ground discussed in Sect. 2 followed by a description of our research methodol-
ogy in Sect. 3. Results in form of different use case descriptions are then given in
Sect. 4 and will be critically discussed in Sect. 5. Finally, Sect. 6 closes the paper,
highlighting limitations and potential future work.

2 Theoretical Background

This section of the paper presents the theoretical concepts of the current litera-
ture. The goal is to provide an overview of production planning and execution
systems for MTO manufacturers and to identify the terms ‘big data’ and ‘pre-
dictive big data mining’ to address use cases. Some of the companies produce in
large series or mass production and can therefore align their production much
easier to production programs. However, there is a number of companies that can
be categorized as MTO manufacturers or individual manufacturers and therefore
have special requirements for PPS systems. The majority of these companies are
designated as SMEs. There is currently no precise definition of this term, how-
ever the European Commission refers to SMEs as companies with fewer than
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250 employees who generate annual sales of up to 50 million euros or have a
balance sheet total of no more than 43 million euros1.

The main characteristic of MTO manufacturing is production based on cus-
tomer orders, possibly with special adjustments [10]. Thus, all activities of the
operational PPS are based on the individual customer orders, whereby the cus-
tomer request with regard to delivery date, quantity and adjustments should
always be the focus [10]. The use of a suitable PPS system for SME MTO man-
ufacturers has to meet certain requirements that are unique in the MTO envi-
ronment. An order from an individual manufacturer can otherwise be on hold
for up to 90% of the time before it is actually produced [8, p. 580]. Kingsman
and Hendry further mention factors such as fluctuating demand, a small number
of standard products or the importance of holding deadlines in order to satisfy
customers [8]. Furthermore, a suitable system depends on the individualization
of the products, the configuration of the production facility and the size of the
company [20, p. 871]. Therefore, requirements for a PPS system can be named
as follows [20, p. 873]:

– Possibility of integrating customer inquiries for planning delivery dates and
capacities

– Possibility of integrating order entry and release with a focus on adherence
to delivery dates

– Ability to map non-repeating or limited-repeating production
– Ability to react to variable production routes
– Applicability for SMEs

Kurbel also mentions adherence to delivery dates and product quality as
important competitive factors [10]. In addition, the dominance of order process-
ing results in the requirement that current information and details about the
order must be known at all times. This emphasizes the importance of the infor-
mation architecture behind the corresponding concept. In addition, there is a
requirement for companies that are highly MTO oriented to be able to plan
appointments, quantities and capacity allocations, even if important basic data
are sometimes missing [10]. This affects the planning security, because when a
work plan or a product modification is implemented by an order, there is no
guarantee that no errors or weaknesses will occur.

SME MTO companies also experience the difficulty of a high level of control
complexity, which arises from the high variability in many ways [6, p. 192]. This
includes indicators such as the widely differing frequency of customer orders,
exact or many different delivery dates, variable production times through vari-
able products and variable production routes and times.

There are different methods that are used in an MTO environment to deal
with the complexity caused by variability. One of these concepts is Workload
Control (WLC), a PPS method specifically designed for the requirements of the

1 European Commission recommendation on the definition of small and small and
medium-sized enterprises - 20.05.2003.



Knowledge Gain in Production Planning and Execution Systems 141

MTO manufacturing industry [20, p. 878]. However, methods such as Manufac-
turing Resource Planning (MRP II), ERP or Theory of Constraints (TOC) can
also be applied in certain cases and under certain circumstances [20, p. 886].

MRP II is a further development of the MRP concept, which is defined as a
periodic push-based system and is used in complex production environments [20,
p. 873]. Many advantages are associated with the concept, including better pro-
duction planning, shorter throughput times, higher inventory turnover, better
cost control and better capacity planning [18, p. 332]. MRP II systems began
to develop into ERP systems in 1988 [16, p. 852]. ERP systems are systems
that plan and handle all company-internal resources and processes. Furthermore,
given today’s age of e-business, ERP systems increasingly tend to not only con-
trol internal processes but rather focus on cross-business processes instead [7].

The TOC originated in the production context in the 1970s as a bottleneck-
oriented solution, but developed further into a management and leadership
theory [12]. The concept behind TOC takes bottlenecks in production into
account [20, p. 876]. Thus, companies with applied TOC can notice various
improvements, such as reduced throughput times, reduced cycle times and
increased sales [12, p. 580].

The emergence of big data enables the generation of valuable information
and better decisions through advanced data mining methods [3, p. 2–3]. Big
data in particular is dealing with advanced data mining techniques to meet the
requirements of structured, unstructured, production and process-relevant data
to support production planning managers. According to Cheng and colleagues [3,
p. 2], using advanced data mining methods is helpful because:

– Problems and unknown changes are found
– Useful and efficient patterns are recognized
– Production plans are adjusted
– Intelligence and automation of production are improved
– Efficiency and quality of production are improved

To elaborate on this work and find out more about the specific use cases that
may help increase the production planning and execution of system quality, we
used a research methodology based on expert interviews. This methodology was
used to gain new insights from experts across multiple contexts.

3 Methodology

People are considered experts because it is assumed that they have knowledge
that is not yet accessible [1, p. 37]. Experts are thus often involved so as to
answer research questions and gain new knowledge [4, p. 12].

In addition, experts have exclusive positions that give them their knowl-
edge [4, p. 13]. For example, production managers are interviewed because they
have internal process and technology knowledge due to their exclusive position.
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3.1 Selection of Experts

Following the definition of Bogner et al. [2, p. 13], experts are people which are
able to structure the concrete field of action in a meaningful and guiding manner
for others. For this particular study, experts were divided in two different groups:

– Consulting Experts, i.e., Senior Consultants or Partners (C1–C5)
– Experts in SMEs, i.e., Heads of Production or CEOs (E1–E6)

In total, 11 experts were interviewed. Five experts were not part of a man-
ufacturing company, but rather in an advisory capacity. They offered an exter-
nal view on the topic and provided deeply integrated knowledge. This knowl-
edge is company-independent, since their experience in the various industries
enables generalization and comparability. Every chosen consultant had more
than 15 years of experience. The other six interviewees were experts from MTO
based SMEs. They provided in-depth knowledge of the production process in the
company and possible uses of predictive big data mining. This internal perspec-
tive allowed for the description of context-dependent processes. Every expert of
the second group had more than 20 years of experience.

3.2 Interview Procedure

The main goal of the exploratory expert interviews was to discuss existing use
cases and to identify new ones. Therefore, the interviews were investigative inter-
views, aimed at generating additional information about the area of investiga-
tion [2, p. 23]. In addition, it was not a question of closing information gaps,
but rather one of generating as much knowledge as possible so as to allow for
exploration [2, p. 24].

Meuser and Nagel [14, p. 454] differentiate between operational and con-
textual knowledge in connection with exploratory interviews. To this end, our
expert interviews represent a mixture of operational knowledge and contextual
knowledge, since these relate to the action context of the experts as actors [2,
p. 23].

After we had carried out two pre-tests to verify the comprehensibility of the
questions, the content of the answers and the duration of the interview, inter-
views were conducted within a six week period in spring 2019. Subsequently they
were transcribed, paraphrased and coded based on a deductively and inductively
created categorization schema [15, p. 56]. During the final theoretical general-
ization, categories were arranged by their context [15, p. 57]. The following
presentation of results is thus guided by a theoretically informed perspective,
whereby sensory connections are linked to typologies.

4 Results

The following subsections present the categories related to the information gath-
ered by the experts. Statements are referenced in the text followed by the expert
identification number. Results focus on the information based on the categories
which were most relevant for the given research question.
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4.1 Category 1: Production Planning and Execution

As part of the interviews, respondents named various MTO manufacturers char-
acteristics. Those include:

– Highly customized products
– Delivery date is determined by customers
– Use of backwards scheduling
– High flexibility
– Small lot sizes
– Delivery reliability is of great importance
– Production planning is triggered by sales order

Expert E6 additionally described that due to increasing customer requirements,
limits are being reached in the manufacturing of the products.

Different IT support in the processes of the MTO manufacturers were also
explained. According to C2, C3, C4 and C5, ERP systems are increasingly being
used. ERP systems are becoming more and more flexible (C4; C5), but “it is
definitely the case that a system is only as good as it is managed” (C5). The
aspect of master data maintenance is also explained as an important factor
(C5; E2; E6). Expert C5 developed a system that enables communication from
machines, controls and control systems. This means that information returned
from the machine can be used more effectively and consequently that the system
is easier to use for SMEs.

Expert C1, on the other hand, did not see any benefit in using other IT
systems in SMEs as his/her company is considered lean. But all respondents
from SMEs mentioned using an ERP system at least as support (E2; E3; E4;
E5; E6). A system for operating data acquisition is also used by two respondents
(E2; E5). According to C2 and C4, today’s systems have an MRP character. Due
to their flexibility, newer approaches are sometimes included as well (C4).

4.2 Category 2: Scheduling Rules

Forward and backward scheduling is used accordingly (C1; C3; E5). The respon-
dents stated different prerequisites so that the application can be used to gain
advantages. Expert C2 mentioned the amount of in-house and third-party pro-
duction. If there is a high proportion of contribution by the producer and a
certain degree of product standardization, then forecasting models can be used
more easily. Higher individualization increases the complexity of a model. In
addition, it is not a decision between ERP or data mining, but a combination of
both (C2). C3 complemented the applicability depending on production struc-
tures such as parts lists, organizational and work plan structures. The selection
of the right features also plays an important role (C2). C4 further mentioned
the difficulty of using appropriate tools and automating them. If the proportion
of third-party production is high, it would also be more interesting to analyze
data from the supply chain across companies (C2).
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None of the respondents explicitly applies this use case. Expert E1, however,
could imagine an application, in cases where the customer is difficult and thus
processes may be optimized. E3 and E5 see coverage by the ERP system. E4
could not think of an application and had no experience in this regard. Never-
theless, according to the respondent, there is room for improvement (E4).

4.3 Category 3: Forecasting of Lead Times

In order to apply a lead time forecasting successfully, the right data has to be
recorded, analyzed and operated continuously (C4). The method is also heavily
dependent on the product and location (C2). C3 also mentioned that orders can
only be compared to a limited extent. It is therefore important to find the right
data and build the model accordingly. The larger the lot size, the easier. C1 sees
“an evolution and not a revolution” through the analysis of existing data.

C5 mentioned the importance of the application for the re-ordering of spe-
cial tools. That is, special tools may be ordered in a timely manner based on
historical data, so that with the right combination and control, all orders can be
processed seamlessly (C5). One company is currently implementing the forecast
of throughput times (E2). The main goal here is to improve throughput times
and to summarize work steps. Experts E3, E4 and E5, however, see this covered
by the ERP system.

4.4 Category 4: New Use Cases

Two of the experts were able to identify new use cases for predictive big data
mining. C3 named the use case of bottleneck optimization. In their case, the
entire production was restructured, machines were chained together differently
so that the machine with a bottleneck could be used more efficiently (C3). Such
led to an increase in production by over 80 percent.

A second identified use case deals with the topic of energy management (C5).
Many companies require a lot of energy (C5). Electricity suppliers impose fines
if trends in electricity consumption rise above a certain limit. This is where
data mining comes into play, i.e. if these trends would be analyzed in a targeted
manner irrelevant consumers could easily be switched off. Such may be imple-
mented using priorities (C5). In addition, cold stores could pre-produce at night
consequently smooth consumption curves (C5).

5 Summary and Discussion

Adding to known use cases of predictive data mining reported in the literature,
two new use cases could be identified during the interviews.

That is, C3 explained the use case of bottleneck optimization based on exist-
ing ERP data. There was a significant advantage from an increase in production
of around 80%, but the application was only used in one company so far. A pre-
requisite for an implementation could be high system intensity and low product
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diversity. In addition, “it was something we only did once” (C3). Nevertheless,
the use case may be classified as predominantly predictive, since existing data
was used to achieve future improvements. Furthermore, C5 explained the applica-
tion of energy management. The generalized explanation of the use case suggests
a potential application by many companies (C5). The analysis of consumption
curves, in particular, promises the advantage of cost savings by smoothing con-
sumption curves and avoiding fines.

In contrast to the given literature, the empirical results show that, ERP
systems based on MRP and MRP II are more often used than WLC or TOC
based systems. However, these also have weaknesses in terms of data volumes
and flexibility. The setting of scheduling rules is examined more critically in
practice than in theory. Even if the use case has some advantages, none of the
respondents did actually use it.

The literature explains both advantages and challenges for the forecast of
throughput times. These are supplemented by our interviews, with the respon-
dents primarily providing information on the requirements of the application. It
can thus be summarized, that the use of a suitable PPS system in the literature
is described differently than it is in practice for MTO based SMEs. Limitations
in the process were particularly supplemented by the statements of the experts.
There is no most suitable use case identified by the experts, although there may
be dependencies concerning company and production structures in which cases
fit better than others.

6 Limitations and Potential Future Work

While the above described use cases for big data and predictive big data analytics
may be seen as a starting point, their applicability is somewhat limited. That is,
in order to establish a framework for the use of big data in production planning
and execution systems, we focused exclusively on MTO based SMEs. Further,
only production experts in German speaking countries were interviewed. As
confirmed by an expert, these results cannot easily be extended to other regions.
Finally, future research projects should focus on the integration of predictive
maintenance to address the challenges according to production planning and
execution systems.
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Abstract. Innovation ability is the core competitiveness of science and tech-
nology enterprises. Regular monitoring and evaluation of enterprise innovation
capabilities can help management departments accurately grasp the enterprise’s
research and development (R&D) and market expansion capabilities, and help
enterprises understand their own development potential. Referring to relevant
national science and technology innovation enterprise evaluation standards, an
innovation index evaluation system was established for science and technology
innovation enterprises. In this paper, the innovation capability of science and
technology enterprises was modeled and evaluated from the point of view of med-
ical device companies. It made use of fuzzy comprehensive evaluation on enter-
prise innovation capability, used relatively objective entropy method to determine
weight, and applied weighted geometric mean method to further optimize the
weight value of wide-ranging data. Thus, it ensured the scientificity and stability
of the weight value. In order to verify the rationality and correntness of our model,
218 representative science and technology enterprises in the medical machinery
industry were selected as evaluation samples. Based on entropy method, their
respective index weights were determined, while their innovation capabilities in
the industry were evaluated comprehensively.

Keywords: Innovation ability · Evaluation index system · Entropy method ·
Evaluation model

1 Introduction

The concept of innovation ability was proposed by Schumpeter [1] in “Economic Devel-
opment Theory” in 1912.He believed that the process of social development is a dynamic
development process.As China’s economic construction progresses from high-speed
growth to high-quality growth, the demand for scientific and technological innovation is
becomingmore andmore urgent. The enterprise innovation ability [2] refers to its ability
to complete various activities related to innovation. It contains three aspects: whether
the concept can be transformed into a product, whether the product can be recognized
by users, corporate management and financial returns situation.
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Science and technology enterprises [3] refer to knowledge-intensive enterprises
with high product technology content, high proportion of scientific and technological
professionals, and high returns and high growth.

To accurately evaluate the innovation ability of an enterprise, it is necessary to build
a scientific, reasonable, effective and accurate evaluation index system for science and
technology innovation ability, and to construct a corresponding evaluation model for the
index system.

The research on the evaluation indexes of enterprises’ innovation ability abroad
started earlier and more mature. In the 1980s, Porter classified the strategic development
affecting the enterprise into five major forces, built the Porter Five Force Model [4],
and summarized the factors affecting the competitiveness of the enterprise. Burgelman
[5] incorporated resources and allocation, industry technology understanding ability and
management ability into the evaluation index of enterprise innovation ability. Kotabe [6]
proposed that knowledge exchangewith suppliers could improve innovation capabilities.
Pittaway L [7] believed that government policy factors would indirectly or even directly
affect the results of corporate innovation.

China’s innovation evaluation system research began in the mid-to-late 1980s. Li
Husheng [8] proposed the concept of a universal innovation capability evaluation index
system to promote the development of innovation in various fields. Zhang Jinhua [9]
constructed the evaluation index system from the aspects of industrial input, output, tech-
nology and market efficiency, so as to evaluate the innovation ability of manufacturing
industry in Jiangsu Province. Zhao Yanyun [10] carried out dynamic index evaluation
from the perspective of enterprise regional distribution, enterprise scale status, technical
structure and enterprise type.

For the evaluation model of scientific and technological innovation capabilities, the
commonly used methods include Factor Analysis (FA) [11], Analytic Hierarchy Process
(AHP) [12], Gray Relationla Analysis (GRA) [13], Entropy Method [14] and so on.
Many Chinese scholars have improved these basic methods for the specific problems
of the evaluation of technological innovation ability of enterprises, and achieved some
results. Li Zuowei [15] used FA to evaluate the technological innovation capabilities of
listed companies in Jinzhou manufacturing industry, and attributed their low innovation
capability scores to the lack of capital chain and R&D investment insufficient. Zhao
Jiaxin [16] applied AHP to evaluate the comprehensive innovation ability of 20 high-
tech enterprises in Wuhan. Wang Zhibo [17] evaluated the technological innovation
ability of enterprises from the seven stages of enterprise innovation by using GRA.

The key to solve the evaluation model of technological innovation ability is to deter-
mine the weight of each index. When integrating each index into a comprehensive
conclusion, it is necessary to consider the relative importance of each index in the enter-
prise innovation evaluation system, that is to give different weights according to its
importance. According to the way of empowerment, it can be divided into subjective
empowerment and objective empowerment.

The technological innovation ability of enterprises is a systematic ability with many
influencing factors. It is difficult to evaluate qualitatively through subjective judgment.
Entropy Method can objectively reflect the orderliness of various indexes in the process
of enterprise technological innovation. That is, through the entropy value of each index
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in the process of technological innovation, it is possible to relatively accurately assess
the innovation ability of the enterprise.

At present, Entropy Method is widely applied in regional economic analysis and
evaluation of urban innovation ability [18], and is also found in the evaluation of uni-
versity innovation ability [19]. However, there are few researches on the evaluation of
innovation ability of scientific and technological enterprises by using Entropy Method.

In this paper, 218 representative scientific and technological innovation enterprises
in medical machinery industry are selected as evaluation samples, and the evaluation
system of innovation ability is constructed by referring to relevant national evalua-
tion standards of scientific and technological innovation enterprises. By using Entropy
Method, according to the difference degree of the index, give the appropriate weight to
each index in the index system with the size of entropy, and evaluate the technological
innovation ability based on the determined index weight.

2 Construction of Evaluation Index System

Whether the evaluation index system is scientific or not will not only affect the evaluation
results, but also affect the development of innovative enterprises and the improvement
of innovation capabilities. The whole process from conception to production should
be considered in the evaluation of innovation ability of scientific and technological
enterprises. China’s science and technology enterprises have the characteristics of fierce
market competition, a large proportion of intangible assets, high technology, and senior
intellectuals as the core. Based on the analysis of the factors affecting the technological
innovation ability of enterprises, following the principles of systematization, rationality,
and accuracy of the establishment of the index system, referring to the “Measures for
the Evaluation of Science and Technology Small and Medium-sized Enterprises” issued
by the Ministry of Science and Technology and other relevant official documents, the
factor set is sorted out and adjusted. Considering the characteristics of long scientific
research cycle, innovative development is added to the evaluation system to evaluate the
growth rate of innovative enterprises. The part of innovation income is used to measure
the knowledge intensive degree and technology content of innovative enterprises.

Based on the study of 218 enterprises in domestic medical machinery industry,
combined with the availability of data, the evaluation system of scientific and techno-
logical innovation index established in this paper includes 5 first-level indexes and 18
second-level indexes. The system comprehensively considers the innovation capabili-
ties of innovative enterprises from five aspects, including funding, manpower, results,
benefits, and development. The innovation funding shows the state of innovation invest-
ment. The innovation manpower refers to the manpower composition of the enterprise.
The innovation results show the total knowledge and intensity of the enterprise. The
innovation income refers to the degree of the company’s core technology. Innovation
development reflects R&D cycle and investment value of a unit project. The factor set
of innovative enterprises in the medical industry is shown in Table 1:
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Table 1. Index of innovation ability evaluation

First-level indexes Secondary indexes Subscript

Innovation funding Net profit (100 million) Y1

Business income (100 million) Y2

Proportion of innovation investment in main business
income (%)

Y3

Innovative manpower Number of employees (person) Y4

Proportion of R&D personnel in employment (%) Y5

Proportion of employees with B.S. or above (%) Y6

Proportion of graduate with employment (%) Y7

Proportion of M.D. in employment (%) Y8

Proportion of employees aged 30 and under. (%) Y9

Innovation achievements Number of patent applications Y10

Proportion of utility model patents in all patents (%) Y11

The average number of patents per 100 employees Y12

Implemented invention patents/invention patents (%) Y13

Innovation income Proportion of core product profit (%) Y14

Proportion of overseas sales (%) Y15

Proportion of operating revenue of core products (%) Y16

Innovative development Average funding for ongoing project (100 million) Y17

Cooperative Innovation Enterprises/Cooperative
Enterprises (%)

Y18

3 Establishment of Evaluation Model

On the basis of quantitative description and correlation analysis of quantitative and
qualitative changes of technological innovation ability evaluation indexes, according to
the degree of difference of indexes, each index in the index system is given proper weight
with the size of entropy value. Then, based on the determined index weight, Entropy
Method evaluation model is established to evaluate the technological innovation ability.
For the evaluation of the innovation ability of technology-based enterprises, the problem
is abstracted and described. Y is the mapping of X to R.

Y = RX (1)

X = {x1 , x2 . . . xm } is the factor set, and Y = {y1 , y2 . . . yn } is the evaluation
result set. R represents the calculation process. The paper mainly needs to solve three
problems. 1) Selection of factor set. 2) The establishment and calculation of evaluation
models, especially the calculation of weight sets. 3) Model optimization. The entire
system architecture is shown in Fig. 1 below:
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Fig. 1. Model construction diagram

Themodeling process includes clarifying the purpose of enterprise evaluation, deter-
mining the evaluation index system, comparing and determining the evaluation index
system model, screening and enriching the evaluation index system, determining the
calculation method of the weight, and further optimizing the change of the weight to
obtain the evaluation result. This paper completes the establishment of the factor set by
referring to relevant domestic and foreign literature and standards. A fuzzy evaluation
model based on the entropy method was used for modeling. The weighted geometric
mean method is used for weight optimization.

3.1 Determine Weights by Entropy Method

The contribution should contain no more than four levels of headings. In the entropy
method, the data is regarded as molecules, and the importance of the molecules to the
system is judged by the degree of chaos.More chaoticmolecules carrymore information.
An eventwith a greater probability of occurrence carries a smaller amount of information,
and a smaller probability of an event has a larger amount of information.

1. Standardize and classify indicators of different orders of magnitude into the same
order of magnitude. The value of i represents the i-th company. The value of j
represents the j-th factor set. Yij represents the value of the j-th factor of the i-th
company.

1) Normalize the positive index by comparing with the minimum value of this
factor to obtain the positive degree of difference.

Zij = Yi j − MIN
(
Yi j

)

MAX
(
Yi j

) − MIN
(
Yi j

) (2)

2) Normalize the reverse index by comparingwith themaximumvalue of this factor
to get the reverse difference.

Zij = MAX
(
Yi j

) − Yi j
MAX

(
Yi j

) − MIN
(
Yi j

) (3)
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2. Pij is the proportion of the i-th enterprise under the j-th index. When the value of
Pij is larger, it means that the probability of this value appearing is larger, and the
amount of information it carries is smaller.

Pij = Zij∑n
i=1 Zij

(4)

Calculate the information entropy of the j-th index.

Ej = − 1

ln n

n∑

i=1

Pij ln
(
Pij

)
(5)

3. Calculate the coefficient of difference for the j-th index. The value range of the infor-
mation entropy is between 0–1, and the difference coefficient is obtained through the
difference operation. The larger the difference coefficient, the greater the influence
of this factor on the overall evaluation, and the larger the weight value.

Gj = 1 − Ej (6)

4. Normalize the weights:

Wj = Gj∑m
j=1 Gj

(7)

The weight calculation pseudo code is shown in Table 2:

Table 2. Weights calculated by entropy method

Algorithm 1:The Learning Algorithm of Entropy genera on method 
Input: P = {d1,d2...dn} ,  Output: w={w1,w2...wn} : 
Begin 

for i = 1:n 
            for j = 1:m 
                    p(i,j)=X(i,j)/sum(X(:,j));//standardized 

k=1/log(n); 
for j=1:m 

            e(j)=-k*sum(p(: ,j).*log(p(:,j))); //Calculate informa on entropy 
d=ones(1 ,m)-e;  //Calculate the informa on entropy redundancy 
w=d./sum(d);    //Calculate the weight 

End 

3.2 Fuzzy Evaluation Model

The evaluation and analysis of enterprise innovation ability is a relatively complicated
system. The indicators need to be divided into levels and categories. Fuzzy comprehen-
sive evaluation is a very effective method for multi-factor decision making. This paper
uses fuzzy evaluation to model the innovation ability of enterprises.

Y = (U ,R,V ,W ) (8)
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U = {u1, u2 . . . un} is the factor set, V = {V1,V2 . . .Vm} is the evaluation set,
W = {w1,w2…wn} is the weight set, and R is the evaluation matrix. The factor set is
divided into two levels, with 5 first-level factors and 18 s-level factors. The rij represents
the membership of the enterprise at the j-th comment Vj of the i-th index.

R =
⎡

⎣
r11 r12 . . . r1m
r21 r22 . . . r2m
rn1 rn2 . . . rnm

⎤

⎦ (9)

B is the fuzzy evaluation set. The weight W and the fuzzy matrix R are calculated
by weighted average.

B = W ∗ R (10)

The weight in W is divided into two levels, the first level weight is W =
{w1,w2…wn}, and the corresponding second level weight is Wi = {wi1,wi2…wim}
(i = 1, 2, 3, 4, 5). The following is the calculation process of the membership of the
secondary index.

Bi = Wi ∗ Ri = [Wi1 Wi2 . . .Win] ∗
⎡

⎢
⎣

Ri1 . . . Ri5
...

...
...

Rin . . . 1

⎤

⎥
⎦ (11)

The final evaluation matrix for the primary indicators is calculated as follows.

B′ = [W1 W2 . . .W5]*
⎡

⎢
⎣

B1
...

B5

⎤

⎥
⎦ = [B′

1 . . .B′
5] (12)

The evaluation model calculation pseudo code is shown in Table 3:

Table 3. Evaluation model calculation

Algorithm 2:The Learning Algorithm of Fuzzy evalua on modeling
Input: W={w1,w2...,wn} ，R={r1,r2,...rn} , V={v1,v2...,vn} Output: : Y={y1,y2...,yn}
Begin

for i <- 0 to length[w]
for j <-0 to length[R] 

Bi=Wi*Rij
bi={vl|vl->max bj} //Calculate the maximum membership
for i <-0 to length[W]

Yi = Bi
End
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3.3 Determination of Membership Matrix

The characteristic of fuzzy evaluation is not to directly classify the values, but to express
the degree by the membership of the values. This paper divides the review set into
five levels, which are (excellent, good, moderate, pass, and poor). We consider the data
corresponding to the first 15% of an indicator to be an excellent range, the first (15%–
35%) value range is considered good, the value at (35%–65%) is better, and the previous
(65%–85%) is qualified, the last 15% is poor. The membership matrix is determined by
the membership function based on the principle of maximum membership (Fig. 2).

Fig. 2. Gaussian membership function

Commonly used membership functions are rectangular, trapezoidal, and curved.
According to the principle that the membership function must be a convex fuzzy set and
pairwise balanced, this evaluation model uses a two-terminal trapezoidal distribution
and a middle curve distribution. The curve part uses a Gaussian membership function,
and c is the center of the curve.

μ(u) = e
−(u−c)2

2σ2 (13)

3.4 Weight Optimization

The change in weight is determined by the indicator information. When the amount of
data changes, the weight will also change. As the amount of data increases, the weight
values tend to stabilize. Optimizing the weight is to use the weight change trend to make
the weight value more reasonable. We categorize the weight dataset and save the core
of each class. This process is a hash clustering process. This paper uses the weighted
geometric meanmethod for optimization [20].Multiply each value by the corresponding
weight, then add up and sum to get the overall value, and then divide by the total number
of units.

W ′ =
∑n

i=1
fi

√∏n

i=1
wifi =

∑n

i=1

fi
√
w1f 1w2f 2w3f 3 . . .wnfn (14)

The set of W is determined by the amount of data. The corresponding weighting
factor fi is the proportion of all data sets occupied by xi. When the content of the data
set is larger, fi is higher, and the weight is considered to be closer to a reasonable value
(Table 4).
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Table 4. Geometric mean calculation

Algorithm 3:The weighted geometric mean method 
Input: f={f1,f2...fn}, w={w1,w2...wn} Output: w': 
Begin 

result = 1 
num =0 
for i=1:m 

          for j=1:  
                result * = wi; 
          num++; 

w’= Math.Pow(result,1.0/num); 
End 

4 Evaluation Model Verification and Analysis

4.1 Data Sources

The data in this paper is mainly data for 218 medical companies with a time span of
(2008–2019), which is derived from Oriental Fortune Network, Baidu Patent Database,
Yearbook and Enterprise Website.

4.2 Calculation Results and Optimization of Weight Sets

This paper calculates the entropy value according to the formula (2–7) set, and divides
the collected data set into three total (30%, 60%, 100%) calculations. The change of
each weight value is shown in Fig. 3. We can find that the three trends are basically the
same. In Y7, Y8, and Y18, there are relatively large differences. This paper adopts the
method of weighted geometric mean to further optimize. The weight value calculated
according to formula 14 is shown in Table 5. The proportion of the first-level indicators
is shown in Fig. 4:

Fig. 3. Trend of weight change Fig. 4. Weight ratio

From the data we can find that the weight distribution in the first-level indicators is
innovation funding (0.211), innovation manpower (0.229), innovation results (0.342),
innovation gains (0.171), and innovation development (0.148).
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Table 5. Weight values of first and second level indicators

First-level indexes X value Subscript Y value

Innovation funding 0.210806 Y1 0.098013

Y2 0.102116

Y3 0.010677

Innovative manpower 0.228977 Y4 0.068762

Y5 0.038111

Y6 0.024548

Y7 0.034708

Y8 0.051813

Y9 0.011035

Innovation achievements 0.342171 Y10 0.075377

Y11 0.055704

Y12 0.151395

Y13 0.059695

Innovation income 0.170546 Y14 0.012305

Y15 0.05031

Y16 0.01601

Innovative development 0.147625 Y17 0.091921

Y18 0.055704

Among the secondary indicators, the most significant impact on the company’s inno-
vation ability is the average number of patents per 100 employees, followed by operating
income. The per capita creativity of science and technology innovation personnel and
the total investment of enterprise funds are crucial to the development of innovative
enterprises.

After determining the weight index, it is calculated according to formula (8–13) and
the score interval is 1–100. The distribution of innovation scores is shown in Fig. 6. The
main scores are concentrated between (15, 30). According to the innovation score, the
company is divided into five levels (A, B, C, D, E) corresponding to (75+, 30–75, 15–30,
5–15, 5-).

From Fig. 5 and 6, we can find that the scores between different companies are
significantly different. The scores show a normal distribution trend with less distribution
at both ends and more distribution in the middle. We selected 7 typical enterprises of
different magnitudes and observed (2008–2019) changes in time.

Selected companies are represented in this paper by C1–C7. Figure 7 and 8 shows
the vertical change of the innovation capability scores of 7 companies. There is a gap
in the total score between the companies. From Fig. 8, we find that the growth rate of
innovation capabilities of C2 companies in the second echelon is the highest, for medium
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Fig. 5. Innovation scores Fig. 6. Level distribution

Fig. 7. Comparison of innovation scores Fig. 8. Growth rates of innovation scores

Innovative companies have the greatest development potential. The innovation ability of
enterprises is going up and down. In the early stage, the development and change were
rapid, and the growth rate gradually decreased.

5 Summary

Through data analysis, we find that the innovation results in the evaluation index system
have the greatest impact on the innovation ability of enterprises. The per capita number
of intellectual property rights and the rate of conversion of intellectual property rights
need to be given full attention. In terms of innovation funding, there is not much differ-
ence in the proportion of R&D funding in corporate income. However, the magnitude
of the amount is large, so the total R&D expenditure needs to be increased. In terms of
innovative manpower, the higher the degree, the greater the contribution to the innova-
tion ability of the enterprise. The talent structure should be optimized and expanded to
ensure a good academic level, and doctoral students are better than master students than
undergraduates. In terms of innovation results, increase the total amount of intellectual
property rights.While expanding personnel, increase the corresponding number of intel-
lectual property rights and increase the rate of intellectual property rights conversion.
In terms of innovation revenue, increase the proportion of overseas sales and increase
market recognition. In terms of innovation and development, we should increase the
average research funding of the project and actively cooperate with scientific research
units such as schools, research institutes, and high-tech enterprises.
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Vertically, it can be seen that China’s science and technology innovation enterprises
are gradually strengthening their science and technology innovation capabilities. The
general macro-environmental trend and the development of individual companies are
both upward. Compared with large science and technology enterprises, medium-sized
science and technology enterprises have more potential and their innovation capabilities
have grown faster. There are some shortcomings in this paper. Technological innovation
is cyclical from idea to realization, and there is a lag in innovation results. Therefore, a
longer cycle should be considered in judging innovation. At the same time, as for the
quality of patents, there is currently no reliable evaluation method for the technological
leadership in the field, which can only be obtained by expert analysis. These two parts
are future development trends.

Horizontally, large enterprises are superior to medium-sized enterprises in terms of
innovation capabilities. Large enterprises have relatively large innovation advantages. In
terms of time span, the growth rate of innovation capacity of medium-sized enterprises
is higher than that of large-scale enterprises, especially those of medium-sized enter-
prises. In this regard, it is recommended to increase support for medium-sized innovative
enterprises.
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Universities under Grant No.19D111201.
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Abstract. The competitiveness of electronics manufacturers has shifted from tra-
ditional product competitiveness to service competitiveness, including products.
The purpose of this paper is how a new generation of IoT and digitalization
will change Toru Fujii (2010) with a “profit generation model through service
innovation”. The goal is to review this framework.
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1 Introduction

The competitiveness of electronics manufacturers has shifted from traditional product
competitiveness to service competitiveness, including products. In addition, as a de-
commercialization strategy, the service business that provides the demanding functions
of customers by increasing the added value of existing services and packaging prod-
ucts and services is essential for high profitability. In recent years, the service business,
which is mainly carried out by electromechanical manufacturers, sells goods to cus-
tomers (assets moved to customers), the usual form of business in which traders perform
maintenance services from the outside, and the customer’s own business (assets owned
by traders) are so-called There is a business form that only provides solution. The ben-
efits of these service businesses vary greatly depending on whether the customer or
trader owns the assets of the goods themselves. In addition, there are many cases where
several things, such as engineering services, are linked as systems, and the service strat-
egy can vary greatly depending on whether the entire system has coordinate values
(the coordinate value between assets). Similarly, Business Transformation Outsourcing
(BTO) services, where suppliers contract the entire customer’s business in bulk, is also
an important strategy for electronics manufacturers. The purpose of this paper is how
a new generation of IoT and digitalization will change Toru Fujii (2010) with a “profit
generation model through service innovation”. The goal is to review this framework.
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2 Study Background

2.1 “Profit Generation Model Through Service Innovation”

Fig. 1. “Profit generation model through service innovation” [1]

The “Profit Generation Model through Service Innovation” proposed by Toru Fujii
(2010) is as shown in Fig. 1. As this framework suggests, the service innovation busi-
ness of electronics manufacturers about 10 years ago (2010) was carried out in four
quadrants in Fig. 1. Figure 1 shows that when a customer purchases a product service,
the determination of whether to own the entire product alone or the entire multi-product
system that is the asset is simply calculated the total cost of owning the asset based
on economic rationality and selects the lower “transaction cost theory” developed in
two frameworks: “resource-based theory” that takes into account the capabilities within
the customer. Therefore, Fig. 1 shows the classification framework for profit generation
from the customer’s point of view by taking “the joint value of the asset” in the X-axis
and “ownership of the asset” on the Y-axis. The “joint value of the asset”, and when the
product is functioned alone and the service is added value, these products are accompa-
nied by a service in the aggregate (including the customer’s mobile it therein) system,
it compares the case where the value is added. In addition, “asset ownership” compares
the case where the customer has ownership of the hardware itself of the product and the
system and the case where the trader has it.



162 T. Fujii and A. Kamoshida

2.2 Third Quadrant “Product Alone + Service”

The service business first developed by a supplier (electrical manufacturer) is a service
business that provide maintenance, and other services from outside the customer to a
single product sold to customers in the third quadrant. This quadrant, and elevator is a
product alone, products alone, such as gas turbines are targeted. Since the characteristic
of this quadrant is a product that is not directly related to the capabilities of the cus-
tomer, based on the “transaction cost theory” at the time of introduction, the customer
determines whether to own the asset by economic rationality.

2.3 Second Quadrant “Solution Services (Providing Solutions Only)”

“Solution Services” of the second quadrant was the second quadrant of “solution ser-
vices” in which the company owns the product and provides only the function “solution”
from outside the customer for the product alone of the third quadrant. The character-
istic of this quadrant is a service business that is established on the assumption that
products that are not directly related to the capabilities of the customer are not directly
related to the customer’s capabilities, and that only the “solution” provided by the prod-
uct generates economic benefits to the customer. Therefore, when the customer and the
trader introduce the product, it is a problem to pursue the maximization of the profit
of both based on the transaction cost theory. As a concrete example, it comes from
utility-related equipment such as electricity, gas, and power at customer’s factories such
as ESCO business [2] and Hitachi’s business model HDRIVE [3]. in a business that
requires the provision of only.

2.4 Fourth Quadrant “Engineering Services”

The engineering service of the fourth quadrant is a business that has been systemized
(including capabilities in the customer’s production process) by combining the product
alone of the third quadrant. The characteristic sofaofing of this product system is that it
has the coordinated value of the asset, so it is possible to explain it in “resource-based
theory” (X-axis). In addition, (Y-axis) is the coordination cost (adjustment cost) for the
“cooperation of assets” to choose whether the customer purchases a third quadrant prod-
uct alone + service, engineering on their own, or one-stop consignment to the supplier.
Considered to economic rationality based on However, with regard to engineering ser-
vices, there are many cases that depend on the special summary ability (capability) of
the trader side. Specifically, it is a study of plant construction in petrochemical man-
ufacturers and energy saving of piping equipment spanning petrochemical complexes.
With regard to plant construction, since the customer’s capabilities are included in this,
assets are owned by the customer, but it is a comprehensive engineering service busi-
ness, etc. that the supplier entrusts design, construction, maintenance, and maintenance
in one stop. It is a service model that permanently performs maintenance and mainte-
nance services related to operation by permanently installing the contractor’s site office
on the customer’s premises. As a result of the current equipment improvement, cus-
tomers present issues such as “CO2 reduction −10%”, and it is a package-type service
model that performs all the services from consulting to plant construction for equipment
improvement to realize it.
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2.5 First Elephant Limit “BTO (Business Transformation Outsourcing) Service”

Table 1. “Service innovation strategies of electronics manufacturers around 2010”.

Quadrant Characteristic

1st quadrant

BTO service

Maximize corporate value by transferring customer businesses to 

suppliers

UK High Speed Rail Project (Hitachi, Ltd.)

Fukushima Prefecture Minamisoma City Sol ar Mega Solar Project 

(Toshiba)

2nd quadrant

olution ervice

Providing only "solutions" for commodity products

ESCO business, HDRIVE solution business (Hitachi, Ltd.)

3rd quadrant

roduct + Service

Product alone + service (maintenance, etc.)

Elevators, gas turbines, etc. (each company)

4th quadrant

ngineering ervice

One-stop engineering

Consolidation of petrochemical plant construction (all companies)

System integration for smart community (each company)

The BTO of the first quadrant is an outsourcing service in which the contractor
entrusts the entire business of the customer in one lump sum. This project is often
found in the information systems department, etc., where real-time services by special-
ized SE are required. Since the target service is a business that is not directly related
to the customer’s main business (capability), it is not necessary to own assets within
the customer, such as the fourth quadrant “Engineering Service”, so it is possible to
easily outsource to the business-by-business operator. For this reason, there is a merit
of the customer side that the customer can focus on the main business by entrusting
each business to the trader in one lump sum. The feature is that “the coordinate value
of the asset” is high, but because it is a business that is not a capability for the cus-
tomer, “ownership of the asset” is moved to the trader. IBM is developing BPOs that
accept customer information systems departments in bulk, including human resources
(Table 1).

Therefore, the determination of whether to select the service of the fourth quadrant
“engineering service” and the first quadrant “BTO” from the customer’s point of view, in
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the target business (product system), the customer it is determined by whether to include
the capabilities of the customer.

3 Proposition of This Study

Fig. 2. 3D profit generation model through service innovation

In recent years, with the emergence of IoT digitalization, electronics manufacturers
are conducting a new service business called digital solutions using their own platform.
The characteristic of this business is the business of co-creating and developing digital
applications with customers. The process is co-creation marketing of B to B to C. With
the development of this new service business, The proposition of this study is whether
it is possible to classify “IoT digitization (yes)” (no) in “Profit generation model by
service innovation” Business decisions for “IoT digitization (yes)” are applied only
when the business efficiency of customers is improved and the possibility of entering
new businesses is high by performing AI, AR, and big data analysis. It is determined
by whether or not it is possible to “customer cooperative service business” that takes
place between the trader and the customer. We will introduce the efforts of Japanese
electronics manufacturers to digitize IoT.



A Study on Profit Generation Model by Service Innovation 165

4 “Customer Co-creation Service Business” of Electronics
Manufacturers

4.1 Changes in Japanese Industry (Manufacturing) and Distribution Market

Traditional manufacturing marketing methods are used to meet consumer needs (so-
called 4P;Product, Price, Place, Promotion) We plan advertising and advertising strate-
gies and sales and sales strategies by conducting analysis based on The main concern is
positioning with competitors, the superiority of the products and technologies we offer,
or the selling price. However, with the dawn of the IoT era, the industrial and distribution
markets are changing rapidly. Consumer needs are changing dramatically, from “from
things to things, from ownership to share, from closed to open, from individual optimum
to overall optimum”. Marketing activities that follow this need to be followed. In addi-
tion, the needs of countless “individuals” such as age, sex, family structure, lifestyle,
behavior pattern, health, illness, worries, desire, joy, joy, excitement, etc. of consumer
(use) persons, digitalization and data conversion, Active involvement in consumers has
also had a significant impact on marketing activities.

In such an era of environmental upheaval, marketing strategies in the industrial
(manufacturing) and distribution markets have also changed drastically.

4.2 Customer-Sponsored Service Business “IoT Digitization”

“Co-creation-type marketing” is booming in the marketing field today. The purpose of
this is to “co-create” to create new technologies and business innovations. “Co-creation”
is not just a technology development, but a practice of business creation, and the “co-
creation process” defined by Hitachi, Ltd. is as follows. “We will work with a division
that is well versed in one business domain to determine where to enter with a sense of
management. (GoToMarket Strategy Planning). (2) Share your visionwith customers by
identifying customer issues from social changes that are the background to the business
ecosystem. (3) Design new concepts for services and business models, and expect prof-
itability throughprototypes and simulations. (4)OneHitachiwillwidely discoverHitachi
Group technologies and products to realize solutions and demonstrate effectiveness. The
human resources who promote these collaborative creation activities are “Service Busi-
ness Creators [5]”. “IoT Platform Business” is a business that continuously provides
various service businesses to the cloud environment (platform) owned by an electronics
manufacturer through the application of service provision developed by customers and
“co-creation”. In doing so, it is a business that consists logically from the upstream
of the business value chain (vision, strategy, service design, business plan) to the mid-
dle stream (concept formulation, systemization consideration, requirement definition,
basic design, application development), downstream (service operation, maintenance,
and enhancement) from the perspective of consumers (users) by “co-creation” between
companies. Today, many companies have established the IoT Promotion Office and the
New Business Development Office, with the aim of promoting new business develop-
ment by utilizing IoT and AI technologies, and are promoting “co-creation projects.
This initiative is a theme that includes management, production, and logistics reforms
throughout the company, so executives are often appointed as leaders. The common
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problem with each company is that by utilizing IoT and AI technologies, “I want to do
something new, but I don’t know how to proceed with it. I don’t know where to start.
I have a trouble such as. Therefore, the first issue to do in the “co-creation process” is
to have an image of how the business environment of each company changes with the
advent of the digital society. On top of that, we need to identify the existing capabilities
of each company, and design a specific service business model that will be used by each
company, and how much money will be invested in which business, what applications
to create, and what kind of profit to be generated continuously from the utilization of
ioT platforms. When building this service business model, it is important to clearly
assess where the profit generation of each company (customer) and the profit genera-
tion of the electric manufacturer is in the target business, and it is necessary to create
a mechanism to build a WIN-WIN relationship. Therefore, the most important thing in
b-to-B-to-C co-creation marketing is the activity that B (electrical manufacturer) and B
(company) “co-create” and find what benefits (benefits) for the C (consumption) person
in the future. As a concrete example of co-creation, we will explain the collaborative
marketing strategy of electronics manufacturers and automobile manufacturers.

In Japan, automobilemanufacturers have shifted frommarketing centered on conven-
tional manufacturing and sales to structures centered on consumer (use) people.With the
dawn of the IoT era, the car itself will be made into a module (EV/PHV) in the future.
Along with this, the manufacturing and technology of the car will be open from the
closed. It is thought that a lot of information can be obtained from the digitized car, and
the thing of the car becomes various information processing and transmission, and even
intelligence (AI) by the introduction of AI technology. On the other hand, the needs of
consumers (use) people for cars are changing from the joy they have had so far to share
them. The first to respond to this change in consumers is the emergence of a “sureing
economy” like Uber. Until now, automakers have been in marketing strategies to get cars
owned. For this reason, by owning a car, we conducted advertising activities that pro-
vided a comfortable lifestyle, and the source of profit creationwas limited to car sales and
after-sales service. The marketing activities of automobile manufacturers were to find
rational production methods to meet the needs of consumers (use) when manufacturing
products such as manufacturing plans, procurement inventory plans, r&d research plans,
equipment control plans, environmental measures, and quality control plans. In addition,
the sales department is a demand forecasting, sales campaign plan, and recall preventive
maintenance plan. This is a promotion strategy that tailors the needs of consumers to
meet the needs of consumers. However, it will be difficult to follow the rapidly changing
consumer needs of the IoT erawith thesemarketing activities. Then, it is co-creation type
marketing that is attracting attention. In cooperative marketing, we aim to build a digital
business model in peripheral businesses that use automobiles such as car sharing, auto-
mobile insurance, refueling charging, garage storage, automatic driving, consumables,
accessories, leisure travel, etc., starting from consumer (use) persons. The environment
surrounding automobilemanufacturers, which have been extracted through collaborative
marketing activities, is a new car society called “Connected UrbanMobility”. This is (1)
it is possible for the car itself to perform data processing by transmitting various data
from the cloud environment to the car. (2) By introducing a car sensor, the car comrades
will communicate to prevent collisions and avoid danger. (3) By information sharing of
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Table 2. “Service innovation strategies of electronics manufacturers in the IoT era”.

Quadrant Characteristic

1st quadrant

BTO service

Maximize corporate value by transferring customer businesses to 

suppliers

UK High Speed Rail Project (Hitachi, Ltd.)

Fukushima Prefecture Minamisoma City Solar Mega Solar 

Project (Toshiba)

2nd quadrant

solution·service

Providing only "solutions" for commodity products

ESCO business, HDRIVE solution business (Hitachi, Ltd.)

3rd quadrant

Product + Service

Product alone + service (maintenance, etc.)

Elevators, gas turbines, etc. (each company)

4th quadrant

engineering service

One-stop engineering

Consolidation of petrochemical plant construction (all 

companies)

System integration for smart community (each company)

Fifth quadrant

IoT Digital BTO Services

"IoT Digital Platform Outsourcing" in the Customer Business

Digital marketing of customer co -creation service business 

(BtoBtoC)

Co-creation of new businesses on customer digital platforms

Sixth quadrant

IoT Digital Solutions &amp;

Service

Development of general -purpose applications such as predictive 

diagnosis and GPS operation diagnosis (open data)

Home management use case app development business for couriers

Truck distribution use case app development business for logistics 

companies

Seventh quadrant

IoT Digital

Products + Services

Commoditization products alone + maintenance and maintenance 

service business

Private cloud such as predictive diagnosis, GPS operation diagnosis 

(close data)

Elevators, gas turbines, construction equipment, etc. (each 

company)

Eighth Quadrant

IoT Digital

Engineering &Service

IoT Digital Platform Private Cloud Business for Systems Including 

Customer Capabilities

Bulk digitization of factories (private cloud)

Development of yield improvement application by pharmaceutical 

manufacturing big data analysis
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the city block (signals and signs, etc.), it is possible to control the position information
and traffic flow. (4) It is possible to transmit information to pedestrians by introducing a
walking information system. (5) charging station is installed. (6) Various changes in the
environment of the automotive society can be considered, such as the introduction of a
logistics system by the advanced supply chain by the introduction of IoT technology. In
collaborative marketing, it is necessary to create a competitive-dominated application
(business model) based on “IoT platform business” ahead of the rest of the world, with
a view to these near-future image of car society.

Such a customer cooperative type service business is also carried out in NEC, IBM
Japan, etc. NEC and the University of Tokyo have concluded a strategic partnership of
industry-academia co-creation as an effort to explore and implement various social issues
facing Japan. IBM Japan opened the Strategic Co-Creation Center in October 2015 in the
Marunouchi Eiraku Building as a base for creating the future together with customers.
In this way, with regard to the development of IoT digital applications, it is necessary
to cooperate consistently not only in research and development of specific technologies,
but also from the creation of a vision for solving social issues to the implementation
of research and development, human resource development, and social implementation.
Hitachi, Ltd. is also developing an “industry-academia co-creation strategy” based on
AI, and by entering into partnerships with specific national universities, the role and
challenges of “Service Business Co-Creator (12)” are very important, as we have estab-
lished a cooperative creation strategy that not only develops research and development
of specific technologies, but also creates a vision for solving social issues, as well as
implementation of research and development, human resource development, and social
implementation.

5 Conclusion

The development of the customer co-creation service business of Japanese electronics
manufacturers (Hitachi, NEC, IBM Japan) introduced above is shown in Fig. 1. Toru
Fujii(2010) “Profit Generation Model through Service Innovation” is considered to be
possible to classify it as “IoT digitization (yes)” (no). As shown in Table 2, the 5th
Quadrant “IoT Digital BTO Service”, the 6th Quadrant “IoT Digital Solution Service”,
the 7th Quadrant “IoT Digital Product + Service”, It is thought that it is possible to
classify the business of the electronics manufacturer into the eighth quadrant “IoT digital
engineering service”. In the future, we would like to conduct interviews with electronics
manufacturers, including overseas, for the classification of specific businesses.In this
paper, when electronics manufacturers conduct customer-co-creation service business
for IoT digitalizationwith customers, whether or not to build a cooperative relationship is
the development of IoT digital applications. It should be emphasized that it is determined
by whether or not there is a benefit for both the supplier and the customer.
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6 Summary

In this paper, the introduction of the “Customer Co-creation Service Business”, in which
the service innovation strategy of electric manufacturers due to the emerging ioT dig-
italization has been developing digital applications with customers, IoT digitization”
suggested the possibility. Future research topics will examine the case studies of spe-
cific service businesses in each quadrant of the “3D Service InnovationModel” in Fig. 2.
To this end, we plan to conduct interviews with executives and managers of electronics
manufacturers, including overseas.
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Abstract. In the context of this research work, we committed a reflection on
the contribution of the contextual Intelligence (CI) and Knowledge Management
(KM) in the survival of some start-ups housed to an Academic and Scientific
Incubator (ASI) of the National School of Engineers (ENISO) at the University of
Sousse in Tunisia). The study KM in the context of entrepreneurship: in particular,
how entrepreneurs utilize and create knowledge, and build on knowledge as a
core competency. The starting point of this reflection is the vulnerability of start-
ups in their launch phase from which ensues the question of research relative to
the capacity of the contextual intelligence to favor the survival of these young
companies. In this paper, we used the investigation made in our master’s thesis
which mobilized a qualitative method coherent with the exploratory character of
the study. The results allowed noticing that the practice of contextual intelligence
by the incubated start-ups seems, in the light of this first result, to have a mattering
weight compared with the conditions of incubation and to the intrinsic factors of
survival of the start-up.

This exploration of the causes of failure of some start-ups incubated in an
ASI allowed verifying the importance of KM in this context. It especially allowed
bringing out two factors for avoiding failure: the cohesion between the teammem-
bers and their ability to co-create value and the perseverance and the obstinacy of
the entrepreneur.We highlight that, at themicro-level (IAS), start-up entrepreneurs
are floundering with too much irrelevant and timely less information. Few tools
and skills are available to deal with information effectively and convert them into
knowledge. Through the SECI model of Nonaka and Takeuchi (1994), we try to
explore the actual reasons for the failure of some incubated start-ups and verify
the proposition of the attribution of this failure to the lack of KM and co-creation
of value.

Keywords: Knowledge Management (KM) · Contextual Intelligence (CI) ·
Co-creation of value · Academic and Scientific Incubator (ASI) · SECI model

1 Introduction

Contextual intelligence deals with the practical application of knowledge and informa-
tion to a real-world situation. So, what is contextual intelligence? According to Kutz
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(2017), It can be described, rather simply, as the ability to influence anyone, in any
place, at any time by accurately diagnosing the surroundings. Knowledge management
is the systematic management of an organization’s knowledge assets for the purpose of
creating value and meeting tactical and strategic requirements. It consists of the process
of creating, sharing, using, and managing the knowledge and information of an organi-
zation. It refers to a multidisciplinary approach to achieve organizational objectives by
making the best use of knowledge. Through this research work, we aim at developing
a reflection on the contribution of CI and KM in the survival of some incubated star-
tups. Our study will be conducted within the Tunisian academic and scientific incubator
of ENISO (National School of Engineers of Sousse). Non-profit-making academic and
scientific incubators oriented towards the valorization of technologies. These structures
emerged under the impulse of public programs, they present themselves, through their
territorial anchoring, as the natural extension of a socio-responsible commitment in the
development of the territories and the country. This article proceeds with a review of the
principals’ concepts of this study: Contextual Intelligence (CI), the co-creation of value
as the process of knowledge, and then the KM. The next section describes the research
approach of this study. The fifth section discusses the findings. The paper concludes with
suggestions for future research.

2 Contextual Intelligence (CI)

2.1 What is Contextual Intelligence?

An important key to understandingCI is the use of the twowords context and intelligence.
Chouk and Uden (2016) highlight that the context presents everything that shapes and
gives meaning to a situation we find ourselves in. This contains factors like physical, nat-
ural, social, and psychological realities and dynamics (Chouk and Uden 2016). Context
includes all the external, internal, interpersonal, and intrapersonal factors that contribute
to the uniqueness of each situation and circumstance (Kutz 2008). Context is the back-
ground in which an event takes place. Contexts come in various forms and involve any
set of circumstances surrounding an event. What is “intelligence?” Intelligence is the
ability to transform data into useful information, information into knowledge, and then
assimilate that knowledge into practice (Chouk and Uden 2016).

Considering the above descriptions of context and intelligence and by combining the
two concepts Kutz (2017) described the term contextual intelligencewhich operationally
means: “the ability to quickly and intuitively recognize and diagnose the dynamic con-
textual variables inherent in an event or circumstance which results in an intentional
adjustment of behavior in order to exert appropriate influence in that context”. There-
fore, the start-ups must be contextually intelligent and need specific skills to be able to
function in uncertainty, embrace complexity, remain calm in volatile situation, and adapt
to ambiguity (Kutz and Bamford – Wade 2013). These elements constitute the VUCA
world that indicates the context in which start-ups visualize their current and future state.
They draw the lines of policy planning and management. They try to confound decisions
or enhance the ability to anticipate, plan and move forward.

VUCA determines the conditions for managing and leading. Kutz (2013) highlight
that CI is a concept which can be applied in VUCA contexts. CI can add value anyplace,
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anytime, with anyone. The specific relevance of CI and the VUCA approach is often
related to how people perceive the conditions under which they make decisions, solve
problems, analyze the consequences of these problems, appreciate the interdependence
of Variables, anticipate emerging issues, manage risks, prepare for other realities and
challenges, and identify relevant opportunities in a defined territory.

Thus, it is associated with Territorial Intelligence (TI) (Girardot 2000). The author
definedTI as «ameans for the researchers, for the actors and for the territorial community
to get a better knowledge of the territory, but also to better control its development. The
appropriation of information and communication technologies is an indispensable step
so the actors enter the learning process that will allow them to act in a relevant and
efficient way. Territorial intelligence is especially useful to help the territorial actors
planning, defining, animating, and evaluating the policies and actions of sustainable
territorial development». Therefore, CI could emerge within a territory and can add
value to the startups housed in this territory. In our case, the context is the territory
where the startups are housed which is the Academic and Scientific Incubator (ASI). It
represents the territory for CI.

2.2 Contextual Intelligence and Territory

Sternberg (1988) has used CI as a synonym for his concept of practical intelligence, a
subtheme within his theory of Triarchic Intelligence. According to Sternberg (1988),
CI signifies the ability to apply intelligence practically in specific time, specific space
and with specific material, which includes considering social, cultural, and historical
backgrounds. He maintained that individuals who have a high level of CI easily adapt
to their surroundings can fit into new surroundings easily and can fix their surroundings
when they perceive it to be necessary. In fact, CI is the ability to understand the limits
of our knowledge and to adapt that knowledge to an environment different from the one
in which it was developed. Time, material, and space are key dimensions of contextual
intelligence.

The concept of territory has been used under several names such as “cluster”, place-
based, Ba, etc. Speaking of cluster policy, Daubert (2008) introduced the term “clusters”.
The latter can refer to “territory” in the sense that it has been used to refer to “A group
of the same or similar elements gathered or occurring closely together”. It is “a geo-
graphical concentration of firms and institutions whose activities are interconnected and
interdependent in a particular economic sector”. (Michael E. Porter 1998). Also, the
concept of territory is presented under the name “place-based”. In his article on “Food
Safety in Tunisia”, Chouk (2010) indicates that the authors Hans J et al. (2005) use the
word “place” from which they derive the concept of place-based management.

Nonaka and Takeuchi, for their part, used the concept of “Ba” in their SECI model,
which aims to theorize the phenomenon of production, use, and dissemination of knowl-
edge within an organization, particularly in the industrial sector. The Ba is a foundation
for knowledge creation within SECI. It is a commonplace of transfer, a “learning base”,
a place for inter-individual interactions that create new knowledge that can be translated
literally as “place”. Thus, according to Bakkali et al. (2011), the ASI is a shared space
in which the exchange of information and relationships between entrepreneurs, univer-
sity, and incubator takes place. It is at the focal point of two policies: innovation and
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entrepreneurship. They are structures within the university that support students in cre-
ating their entrepreneurial projects. The university incubator is then a place to welcome
and support innovative projects.

The learning process could only be built on a ‘territory’ (Chouk et al. 2017). The
ASI as a territory would allow the entrepreneurs and stakeholders to hold complemen-
tary knowledge and expertise (researchers, organizations, and associations) and would
allow them also to co-construct and co-create coherent representations of their common
interest object, the environment (Chouk 2012). While, in each territory, start-ups are
being created and others disappearing (Ayari 2018). This issue of early exit is due to
many obstacles and problems (Smida et al. 2010). How do we overcome this problem?
We believe that using co-creation of value can reduce the early death of some start-ups.

3 Co-creation of Value

What is co-creation? Co-creation as a term hasmultiple meanings. Co-creation is used in
several disciplines, including marketing, innovation management, information systems,
design, and public management. and public management. Roser et al. (2013) propose a
definition of co-creation as an interactive, creative, and social process between stakehold-
ers. interactive, creative, and social process between stakeholders, initiated by a company
at different stages of value creation (Suvi Konsti-Laakso 2018, p. 24). «Co-creation is a
process where users consciously and actively engage in an innovation process and take
over activities traditionally executed by an organization, so the user and organization
interact jointly» (Suvi Konsti-Laakso 2018, p. 24).

What is the value? Value is determined by the experiences that products and ser-
vices provide and not by what they are. Organizational performance is determined by
the ability to integrate the knowledge, skills, and capabilities of an organization with the
knowledge, skills, and capabilities of its customers to co-create an experience those cus-
tomers can successfully co-produce (Chouk and Uden 2016). In our context, the value
is determined by the ability to integrate the knowledge, skills, and capabilities of the
entrepreneurs (between each other also) and the knowledge, skills, and capabilities of the
stakeholders. Chouk and Uden (2016) concur with these authors that whether an organi-
zation manufactures a physical product or provides an intangible service experience, it
is what is co-created with the customer that produces value. And in the context of ASI,
the start-ups-stakeholders model today has been replaced by the notion of co-creation
of value.

The study ofMeglino and Ravlin, (1998) showed that values not only predict motiva-
tional behavior, but they also show a person´s perspective of life. This is because values
are initially developed through social interactions about the perspective of a culture. The
values of a human being can be seen as a normative view of what is good and desirable
(Kast and Rosenwieg 1974). Because values are developed through social interactions,
there tends to be congruence in value patterns within cultures, as shared values are
passed from generation to generation (Meglino and Ravlin 1998). These values, which
are passed on from generation to generation can be considered having an enduring and
autonomous influence on society (Inglehart and Baker 2000). By identifying the pat-
terns of how the different participants work, their attitudes, the language used, and the
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structure of the organization would help the smooth process of dialogue, access, risk,
and transparency in co-creation (Chouk and Uden 2016). Mahr et al. (2014) consider
the co-creation of value in a startup as the co-production of knowledge with consumers.
As defined, co-creation occurs through a process of communication between users and
innovation teams on innovation-related issues such as ideas and user needs (Mahr et al.
2014).

According to Prahalad and Ramaswamy (2004), the value creation process is based
on experience co-creation that enables the co-creation of experiences of valued out-
comes. Innovation and efficiency are about facilitating compelling experiences of value
through interacting processes in experience environments, supported by networks of
start-ups and communities of individuals, including the stakeholders. The innovation
process is centered on the co-creation of knowledge. Based on Magnusson et al. (2003)
and Grabher et al. (2008), knowledge represents the central ingredient for innovation
and the entrepreneurs are considered as knowledge co-creators: they manage the phases
of the development process of innovation and act as knowledge sources and creators.
Knowledge management (KM) is then the process of creating, sharing, using, and man-
aging the knowledge and information of start-ups. Its efforts typically focus on organi-
zational objectives such as improved performance, competitive advantage, innovation,
the sharing of lessons learned… (Girard et.al 2015).

4 Knowledge Management (KM)

4.1 What’s KM?

Alavi and Leidner (2001) declare knowledge as a key resource in business. Knowledge
is seen to be entrenched and embedded in the organization, as it is found in its cul-
ture, routines, systems, policies, and the individual employee (Pillay et al. 2019). Serrat
(2017) defined knowledge as: “A combination of data and information, to which is added
expert opinion, skills, and experience, resulting in an asset that aids decision making.
In organizational terms, knowledge is generally thought of as being know-how, applied
information, information with judgment, or the capacity for effective action. Knowledge
may be tacit, explicit, individual, and/or collective. It is intrinsically linked to people”.

According to Nonaka and al. (2000), «Information becomes knowledge when it’s
interpreted by individuals and given a context and anchored in the beliefs and commit-
ments of individuals». Egbu and al. consider knowledge as themost important resource in
organizations and as a key differentiating factor in business today (Chouk and al. 2017).
A combination of skills and knowledge is needed to succeed in an entrepreneurial project
(Schmitt and et al. 2004). Knowledge Management (KM) has been an established disci-
pline since 1995. The knowledge movement spawned throughmanagements’ realization
that what an organization and its employees know is central to an organization’s success
(Davenport and Prusak 1998). The study of Artail (2006) showed that the KM is the
systematic and organizationally specified process of acquiring, organizing, and com-
municating knowledge so that entrepreneurs can use it to become more effective and
productive in their work.

Moreover, the KM, according to King (2009), is the planning, organizing, moti-
vating, and controlling of people, processes, and systems in the organization to ensure



The Deficit’s Threat of Contextual Intelligence and KM in the Coaching Process 175

that its knowledge-related assets are improved and effectively employed. According to
Wu et al. (2018) “Knowledge management can be broadly referred to as the process of
creating, utilizing, sharing, storing, and managing knowledge and information within
an organization to achieve its objectives. It draws upon interdisciplinary literature from
business administration, information systems, management, and library and information
sciences”. Whereas, in our study, at the micro-level, entrepreneurs are floundering with
too much information readily available, too little relevant, and timely information when
they need it, and with few tools or skills to deal with information effectively which
caused difficulties to survive for some start-ups in an academic and scientific incubator.
Therefore, Tsoukas underlines the “crucial roles of human interpretation, communica-
tion, and skills in the conversion of internalized tacit knowledge into explicit codified
knowledge for successful knowledge sharing and consequently for generating effective
organizational action”.

4.2 SECI Model

In 1995, two Japanese academics, Ikujiro Nonaka and Hirotaka Takeuchi (1995) devel-
oped, in their book ‘The Knowledge-Creating Company’ a model for knowledge con-
version, called SECI (Socialization, Externalization, Combination, and Internalization).
Many taxonomies specify various kinds of knowledge. Themost fundamental distinction
is between “tacit” and “explicit” knowledge. The SECI model explains how tacit and
explicit knowledge are converted into organizational knowledge. It distinguishes four
knowledge dimensions – socialization, externalization, combination, and internalization
(Fig. 1).

Fig. 1. SECI model (Nonaka and Takeuchi 1995)

Socialization involves the process of acquiring and sharing tacit knowledge between
individuals, emphasizing capturing knowledge through apprenticeship and conversa-
tions. Externalization involves the transforming of tacit knowledge to explicit knowledge
into a comprehensible form understood by others. The combination involves the process
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of combining all explicit sources for creating new knowledge. Internalization involves
the conversion of explicit knowledge into tacit knowledge, which is actionable, i.e.,
developing skills and experience by learning from existing explicit knowledge. These
modes present knowledge as context-specific and depend on time, space, and relation-
ship with others (Nonaka and Toyama 2000). Nonaka and Konno (1998) subsequently
developed the SECI model by introducing the Japanese concept of ‘Ba’, which roughly
translates as ‘place’. Ba is a shared context or shared space inwhich knowledge is shared,
created, and utilized. It is a concept that unifies physical space such as an office space,
virtual, and mental space such as shared ideas.

Fig. 2. Ba as shared context (Nonaka et al. 2000)

The key concept in understanding Ba is ‘interaction’ (Nonaka et al. 2000). Accord-
ing to Nonaka et al. (2000), knowledge is created through the interactions amongst
individuals or between individuals and their environments. Therefore, Ba can be the con-
text shared by those who interact with each other, and through such interactions, those
who participate in Ba and the context itself evolve through self-transcendence to create
knowledge (see Fig. 2). Participants of Ba cannot be mere onlookers. Although, they are
committed to Ba through action and interaction. In our case, the ‘Ba’ presents the terri-
tory of our study which is the ASI. Our proposition in this study is: If the entrepreneurs
see the value co-created through the interactions and the contextual intelligence process
in a ‘Ba’, they can reduce the early death of some start-ups.

5 Methodology

In the context of the researchwork of ourmaster’s thesis,we committed a reflection on the
contribution of the contextual intelligence in the survival of some start-ups incubated to
anAcademic and scientific Incubator (TheASI of theENISOat theUniversity of Sousse).
In this respect, the ASI form the anchor territory for newly created startups. However, in
each territory, new companies are being created and others disappearing (Gasse 2003).
This issue of early exit is of concern to governments (Smida et al. 2010). As researchers,
we are called upon to explore the field and identify development levers likely to curb
this phenomenon. After having developed all the theoretical concepts, we will present
the methodological framework of our research while exposing the exploratory study that
was conducted with four startups that were incubated in the ENISO incubator. In our
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master’s thesis, we have positioned ourselves within the framework of an interpretative
reflection.

5.1 The Research Designs

According to Wacheux (1996), our strategy of access to the real world was based on
an abductive qualitative approach, using mainly in the data collection process semi-
directive interviews. We conducted semi-structured interviews with the founders of the
startups which lasted between They lasted between 45 min and 1 h 15 min. They were
conducted in a relaxed atmosphere conducive to discussion. For Wacheux (1996), this
technique is not sufficient on its own, the triangulation of sources is a requirement in
case studies as well as the use of data collection and techniques of data collection and
analysis can strengthen the validity of the research. In this context, we have triangulated
the methods of data collection.

We used semi-structured interviews, the collection of internal documents and con-
sultation of the official websites of the startups and of the IAS ENISO. These qualita-
tive collection tools were deployed in the framework of an exploratory case study that
focused on four Tunisian startups incubated within the ENISO incubator. We conducted
our exploratory research with the startups incubated in the academic and scientific incu-
bator ENISO. It should be noted that our interviewees found it preferable to anonymize
them for reasons of confidentiality: Startup 1: (SR); Startup 2: (SCS); Startup 3: (SJV);
Startup 4: (SRA).

5.2 The Instrumentation of the Data Collection

Our data are descriptive information gathered through interviews. They are qualitative
and not quantitative data. These qualitative collection tools were deployed in the frame-
work of an exploratory case study that focused on four Tunisian startups incubated
within the ENISO incubator. The data collected were analyzed (processed and coded)
using the Nvivo’12 plus software. This tool enabled us to construct comparativematrices
facilitating the analysis and to focus on the relationships between themes.

In the framework of our research, the number of cases is limited to the number of
startups incubated in theENISO incubatorwehave chosen to use themethod convenience
sampling. The latter is in a way a choice that is arbitrated by the researcher. It is generally
chosen for constraints related to practicality, accessibility, and cost. The investigation
period lasted 11 months. The interviews took place at the offices of the interviewees
and each interview lasted an average of one hour. All interviews were recorded after
permission was granted. In addition, we brought the printed interview guide with us
during the interviews so that the interviewee can read the questions.

5.3 Presentation of the Cases Studied

The information on Tunisian incubated startups was collected during the interviews
and from their official websites. Case 1: Startup Robots (SR): is a Tunisian technology
startup founded in 2016. It develops didactic robotic solutions for primary, secondary,
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and university education. The founders contribute to the improvement of the educational
system. They provide high-technology tools that facilitate learning. It is indeed a project
that develops robots that meet educational needs. (SR) is to date (date of publication
of research results) incubated within IAS ENISO. Case 2: Startup Connected Solutions
(SCS): is a Tunisian technology startup launched in 2016. It has worked on the con-
nected industry. One of its main objectives was to find solutions for all its customers
by synchronizing embedded systems engineering, mobile, and web development. The
project stopped after 6 months of work and the startup left the incubator. Case 3: Video
Games Startup (SJV): is a Tunisian technology startup launched in 2016. (SJV) is to
date (date publication of research results) incubated within IAS ENISO. It designs and
develops gaming technologies in such an innovative way. These founders believe that
video games have the power to engage users in a more effective way. communication
experience that stimulates their passion. They began operating in education because they
believe in its highest priority. Case 4: Augmented Reality Startup (ARS): is a Tunisian
technology startup founded in 2016. It was incubated for 9 months and then she left
IAS ENISO to move to her own premises in Tunis. It is a startup that seeks, through
new technologies, to make following possible Tunisia’s cultural heritage more attractive
while developing a reality helmet virtual augmented allowing you to visit museums and
archaeological sites at distance. The sample was selected according to the following
criteria: The territory of Sousse ENISO’s Incubator, to be an ENISO student or graduate
of ENISO, to be a founder or co-founder of a startup incubated in ENISO’s incubator or
who has already left the incubator.

6 Findings

The interpretation of the individual responses of participants to questions from the
questionnaire has identified the following deductions:

The startup SCS: we notice a relatively weak practice of CI (quasi absence of territo-
rial communication, relatively weak practice of federation of competences, valorization
of individual competencies). The lack of positive synergy between the project team
members (war of equals, exacerbated individuality). SCS could not survive more than
6 months despite its chances of survival (strong human capital and good social capital).
The startup SJV: We notice that SJV practices a lot of CI while developing especially
its relational network by multiplying its partners. Although in the beginning, its social
capital is not developed (absence of the informal network, a relatively weak institutional
network). Despite the relatively limited chances of survival compared to the other cases,
this startup is still alive. The investigation showed that it wished to extend its incubation
period to expand its territorial network and strengthen its chances of survival through
this network.
The startup SR: From the responses, we can see that SR has more positive indicators of
survival for a less intense CI practice for SJV. However, the low practice of CI is due to
the reduced number of partnerships and the quasi absence of territorial communication
and informational sharing.
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The startup SRA: We notice an intense practice of CI and high chances of survival. We
then notice the strong correlation between the practice ofCI and the chances of survival of
the startup. A company that wants to survive and which wants to impose itself must have
developed a relational network, intense territorial communication, the strong practice of
skills federation, frequent informational sharing, as intense as potentialities of survival.

7 Discussion and Implications

This analysis leads to the identification of two categories of startups under identical
conditions of unsatisfactory support: Startups that are not active in contextual intelligence
andknowledgemanagementwith a high risk of early death for lack of satisfactory support
(SCS and SR). Startups that are active in CI and KM with a strong relational network
and chances of survival (SJV and SRA). The practice of CI and KM proves to be positive
discriminatory conditions in the survival of the startup while the lack of support proves
to be a negative condition in all cases. The results of this research, reveal that contextual
intelligence practice can counterbalance the lack of support at theASI, the startup that we
can consider as a success story (SRA) certainly relied on its intrinsic success factors (a
persevering and persistent entrepreneur, family and institutional support, co-creation of
value between the team members and the stakeholders) but it also showed a perceptible
interest in knowledge management (developed relational network, intense territorial
communication, the strong practice of skills federation, frequent information sharing,
creating and managing knowledge).

The case of failure (SCS) shows that the combination of a lack of support, a low
intelligence practice, a low practice of KM, and a deficit of co-creation of value does not
favor the startup’s survival in the incubation phase. The two other companies (SR, SJV)
are in an intermediate situation: they have less autonomy and intrinsic potential than
the success case and more predisposition to KM and intelligence practices but remain
highly dependent on incubation conditions for their survival more specifically, the time
frame (1 year) which is like what is in force in the other territories (2 to 2.5 years) and
the degree of compliance with the stages of the support process.

Thepractice ofCI and the use ofKMby incubated startups seems to have an important
contribution to the survival of some start-ups incubated. The factors retained as predictors
of failure in our study resemble the causes of failure found in the paper ofChouk (2014) in
the sameTunisian context “Computer SupportedCollaborativeEnvironmental Scanning:
Diagnostic Framework and Its Application for a Tunisian Case Study”. In that case,
Chouk and Lorna (2016) proposed the concept of co-creation of value and a model
for the Tunisian case to avoid the barriers and the obstacles of collaborative work. The
exploration of the conditions and factors of survival of startups incubated in an ASI has
allowed us to verify the conditions and factors that we found in the literature review and
that we mobilized in the context of our field survey. Above all, however, it allowed us
to bring out two factors that contextualize our results: the co-creation of value and the
cohesion between the members of the team and the perseverance and the obstinacy
of the entrepreneur. These factors emerged in the specific context of an academic and
scientific incubator. We do not know whether they will emerge in an institutional or
private sector? This question is just as valid for the results above regarding the quality
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of the support perceived very much in line with the expectations of the 4 startups. This
study used the SECI (KM) Model. We propose an integrated one that we modeled on an
academic and scientific incubator (Fig. 3).

Startups 
(Entrepreneurs)

(The cohesion between 
the members of the team, 
the perseverance, and the 

obstinacy of the 
entrepreneur.)

(Territorial 
communication, 

relational network, 
collective intelligence)

(Knowledge creation)

Co-creation of value

Collaborative content 
creation, creation of 

knowledge 

(Innovation)

(Informational 
sharing, networking, 

managing knowledge, 
the practice of 

federation skills)

(Interactions)

Ba 

Environnement Academic and scientific 
Incubator

Survival of startups
Actionable 
knowledge

Fig. 3. Proposed knowledge operationalization model for startups housed to an Academic and
Scientific Incubator

8 Conclusion

At the beginning of this research, we asked the question: CI and KM: what contribution
to the survival of start-ups housed in an academic and scientific incubator?

To answer this question, we conducted a field investigation of university incuba-
tor and obtained results, some of which are consistent with those we identified in the
literature review and others that emerged from our context as specific components.

The results and their discussion reveal a response that yes, the CI andKMcontributed
to the survival of start-ups housed in an academic and scientific incubator. In fact,
the practice of CI and KM can counterbalance the lack of accompaniment at ASI, the
startup that we can consider a success story (SRA) has success factors (a persevering
entrepreneur and an entrepreneurial spirit), but it has also expressed an interest in the
perceptible for CI and KM practices (developed relational network, communication,
creating and sharing knowledge, strong practice of skills federation, frequent information
sharing and intense co-creation of value). The case of failure (SCS) shows that the
combination of deficit sharing knowledgewith a low intelligence practice and no creation
of value causes the failure of the startup in the incubation phase. The co-creation of value
is in deficit in this startup. According to Chouk and Uden (2016), we can provide value
to each of the entrepreneurs involved. Startups must work on a co-creation of value for
the collaborative system that we believe will overcome the cause of failure identified in
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the case study. The proposed model shows the contribution of contextual intelligence,
knowledge management, and co-creation of value in the survival of startups.

We conclude that values are developed through social interactions. Nonaka, I. (1994)
represented these interactions through his “spiral of knowledge” that leads to new knowl-
edge that reflects the collective intelligence of the company. It is a loop that is never
closed, which is very much in line with the characteristic of an “ongoing” continuous
process, of the creation of meaning (Chouk 2005). The next step, beyond the scope of
this paper, is to continue and replicate the investigation in other incubation contexts than
ASI and other establishments than ENISO and in other territories than Sousse to advance
towards a certain theoretical generalization.

Like all research, ours is notwithout limits. These are related to the sample size related
to the choice of ENISO’s incubator. We cannot talk here about theoretical saturation.
The second limit is related to the fact that we were limited to interviewing Start uppers.
Only, and for not having collected the perceptions of the incubator which does not give
us a complete view of the incubation situation.
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Abstract. The current business environment is dynamic, and organizations’
learning capability is critical. In order to gain sustainable competitive advan-
tage, a company’s organizational knowledge base must be well protected and
cultivated, and it must be shared among its employees. Knowledge management
(KM) has become critical for the success of every organization. Importantly, KM
is more than information technology and is not just a technical concept. Building
on previous studies of KM and organizational performance, the paper provides a
framework for investigating the relationship between a company’s KM strategy
and its business sustainability.

Keywords: Knowledge management · Business sustainability · Dynamic
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1 Introduction

Davenport and Prusak [1] defined knowledge as “a fluid mix of framed experience, con-
textual information, values and expert insight that provides a framework for evaluating
and incorporating new experiences and information” (p. 5). In the words of Penrose [2],
“this increase in knowledge not only causes the productive opportunity of a firm to change
in ways unrelated to changes in the environment, but also contributes to the ‘uniqueness’
of the opportunity of each individual firm” (pp. 52–53). Gordon and Grant [3] suggested
that knowledge management (KM) has been a popular research topic since 1994. They
found thousands of articles indexed with the keywords “knowledge management” pub-
lished between 1986 and 2004. The keywords “strategy” and “organizational learning”
are also linked to their study. Bo [4] highlighted that the management of knowledge
can be a “strategic objective” of an organization wishing to gain competitive advantage.
It is believed that KM strategies can help companies to secure a long-term sustainable
competitive advantage [5]. Andriani, Samadhi, Siswanto, and Suryadi [6] also proposed
a KM strategy model that aligns with the different growth stages of organizations.
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2 Literature Review

Knowledge management is defined as “managing information flow; getting the right
information to the people who need it so they can act on it quickly” [7]. According to
Jennex, Smolnik and Croasdell [8], “KM success is a multidimensional concept. It is
defined by capturing the right knowledge, getting the right knowledge to the right user,
and using this knowledge to improve organizational and/or individual performance. KM
success is measured using the dimensions of impact on business processes, strategy,
leadership, efficiency and effectiveness of KM processes, efficiency and effectiveness
of the KM system, organizational culture, and knowledge content (p. 183)”. Gao, Li
and Clarke [9] suggested that both substance knowledge and process knowledge in
organizations need to be managed for KM success.

Andreeva and Kianto [10] questioned whether it is necessary for organizations to
invest in knowledge management. They hypothesized that organizations’ ICT (informa-
tion and communication technologies) practices formanaging knowledge have a positive
relationship with their competitiveness and their economic performance. In their study,
both human resources management (HRM) and ICT practices were found have positive
relationships with an organization’s competitiveness. However, they also found a neg-
ative relationship between ICT practices and financial performance. They argued that
an organization’s financial performance can be affected by factors other than KM. In an
earlier study by Liao [11], it was suggested that managers can leverage their company’s
performance by aligning their HRM control systemwith a particular KM strategy. Using
a sample of 111 computer and peripheral equipment manufacturing industries in Taiwan,
Liao [11] found that the use of behaviour control enhanced firm performance in cases
in which the firm emphasized a personalization strategy.

Kim, Lee, Chun, and Benbasat [12] tried to define four different KM strategies
commonly used in organizations: external codification, internal codification, external
personalization, and internal personalization. Using a sample of 141 companies, they
found that the effectiveness of these strategies depended on both external and internal
contextual conditions, namely, environmental knowledge intensity and organizational
information systems (IS) maturity.

A structural equationmodel was constructed byUl Rehman, Ilyas andAsghar [13] to
test the inter-correlations between explicit knowledge sharing, tacit knowledge sharing,
system-oriented strategy, human-oriented strategy and company performance (including
operational and financial performance, customer satisfaction and product development).
With 810 respondents from banking industries in India, they found that knowledge
sharing practices have significant impacts on system-oriented strategies and a bank’s
performance.

Kumar and Mishra [14] tried to sum up the benefits of KM, stating that it fos-
tered an organization’s innovation, improved customer service, increased sales revenues,
enhanced employee retention rates and cut costs.
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3 Conceptual Framework

Knowledge management can provide business benefits in organizations [15]. Kivits and
Furneaux [16] suggested thatKMcan facilitate sustainability. In a case study,Wagner and
Svensson [17] emphasized that business sustainability is a multi-dimensional construct
between a company and its stakeholders. As defined by Buranapin and Ratthawatankul
[18], business sustainability is “the activities of companies demonstrating the inclusion
of social and environmental concerns in business operations, and in interactions with
stakeholders (p. 117)”.

It is necessary for people in an organization to translate their experience into knowl-
edge that is shared and adopted in the organization. Therefore, organizations’ strategies
for knowledge creation and knowledge sharing are popular research perspectives.

Hosseini, Tekmedash, Karami and Jabarzadeh [19] hypothesized that the KM strate-
gies of knowledge creation, knowledge transfer, knowledge storage andknowledge appli-
cation have positive relationshipswith an organization’s service innovation performance.
Using a sample of 169 respondents in public and private hospitals in the Iranian city
of Tabriz, they found that knowledge creation and knowledge application have positive
impacts on service innovation performance in the sample of private hospitals.

Based on the empirical studies discussed above, the conceptual framework for this
study is presented in Fig. 1.

1. Innovation performance
2. Continuous improvement in 

business processes
3. Increased sale revenues
4. Improved employee retention 

rates
5. Cost cutting

Organizations’ business 
sustainability

1. Knowledge creation
2. Knowledge storage
3. Knowledge sharing and 

transfer
4. Knowledge application

Organizations’ KM strategies

Fig. 1. The conceptual model

4 Questionnaire Design

The questionnaire consisted of three sections, which covered the organization’s KM
strategies, the organization’s business sustainability indicators and the organization’s
business profile. The first section assessed the organization’s current KM strategies.
Nine items were adopted from the scale developed by Ram and Gupta [20] dealing with
knowledge creation (Table 1).
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Table 1. Items about knowledge creation in the organization

A1 My colleagues take initiatives to develop new knowledge

A2 My colleagues actively spend resources (time, effort) on acquiring new knowledge

A3 My colleagues are aware of the latest developments in their field

A4 My colleagues implement best practices adopted from outside the team

A5 My colleagues develop knowledge, keeping in mind a long-term perspective

A6 My colleagues continuously rethink their work processes

A7 My section managers are appreciative of my team members’ efforts to create new
knowledge

A8 My colleagues show an interest in solving challenging problems

A9 My colleagues search outside the team (Internet, books, friends, etc.) for efficient work
processes

As suggested by Chen [21], a knowledge base includes the storage of tacit and
explicit knowledge in both individuals andgroups. Palanisamy [22] further suggested that
organizational memory is the collection of the memory of all the individuals within the
organization. Therefore, this would include all written documents, structured databases
and people’s experience. Based on the suggestions by Palanisamy [22], five items were
created to assess the storage of knowledge in organizations (Table 2).

Table 2. Items about knowledge storage in the organization

B1 We have a good system to store our organizational knowledge

B2 My colleagues keep their experience in various forms, such as in their minds, written
documentation, e-mails and structured databases

B3 My colleagues always keep their lessons learned in their files

B4 It is easy to access our organizational databases

B5 My colleagues can search for information they have stored

Eight items were adapted from the scale developed by Ram and Gupta [20] dealing
with knowledge sharing and transfer (Table 3).

Alavi and Leidner [23] suggested that knowledge management systems (KMS) are
IT-based systems used to manage organizational knowledge. Three common KM appli-
cations include: “coding and sharing of the organization’s best practices”; “creation of the
organization’s knowledge directory” and “creation of a knowledge network”. According
to Palanisamy [22], “knowledge application refers to the integration of the organizations
knowledge into their products, processes, and services (p. 105)”. Ten items were bor-
rowed from the scale developed by Martelo-Landroguez and Martin-Ruiz [24] dealing
with the application of knowledge in organizations (Table 4).
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Table 3. Items about knowledge creation and sharing

C1 When my colleagues develop some know-how, it is shared in their team

C2 My colleagues willingly share knowledge

C3 My colleagues do not keep knowledge to themselves

C4 My colleagues share information on problem-solving strategies that have worked well

C5 My colleagues help others understand knowledge embedded in work processes

C6 My colleagues clearly discuss project details when a new project is initiated

C7 My colleagues are able to optimally utilize competencies of their individual subordinates

C8 We have regular meetings where people share their knowledge

Table 4. Items about the application of knowledge in organizations

D1 My organization has processes for applying knowledge learned from mistakes

D2 My organization has processes for applying knowledge learned from experience

D3 My organization has processes for using knowledge in the development of new services

D4 My organization has processes for using knowledge to solve problems

D5 My organization matches sources of knowledge to problems and challenges

D6 My organization uses knowledge to improve efficiency

D7 My organization uses knowledge to adjust strategic direction

D8 My organization makes knowledge accessible to those who need it

D9 My organization takes advantage of new knowledge

D10 My organization applies knowledge to critical competitive needs

The second section is about the organization’s business sustainability. It includes
the organization’s innovation performance, continuous improvement, increased sales
revenues (expected%change), changes in employee retention rates (expected%change),
and cost cutting in the organization (expected% change). According to Byoung, Hyoung
and Ko [25], “The organization’s innovation is defined as the employees’ perception of
the degree of the organization’s efforts to differentiate products or services compared
with its competitors (p. 1260)”. Six items were borrowed from Scott and Bruce [26] to
measure an organization’s innovation (Table 5).

Continuous improvement is necessary for business sustainability [27]. Business pro-
cess innovation can even improve productivity. Six items were adapted from the scale
developedbyNadarajah andKadir [28] dealingwith continuous improvement in business
processes (Table 6).

The last section required all respondents to indicate their organization’s business
profile and basic information (i.e. company size, main business category, age, major
market).
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Table 5. Items about the innovation performance of the organization

E1 My organization searches out new technologies, processes, techniques, and/or ideas

E2 My organization develops adequate plans and schedules for the implementation of
new ideas

E3 There is a steady stream of innovative products/services being developed, which
competitors cannot conceive

E4 My organization is open and responsive to change

E5 My organization has adequate resources devoted to innovation

E6 My organization encourages innovation

Table 6. Items about the organization’s continuous improvement in business processes

F1 My organization will definitely continue with process improvement initiatives

F2 The overall experience with process improvement initiatives has generally been
positive in my organization

F3 The process improvement initiatives contribute to bottom line improvement in my
organization

F4 The number of process improvement initiatives has increased annually in the last three
years in my organization

F5 There is an increase in the number of employees involved in process improvement
initiatives in the last three years

F6 My organization has a formal methodology in place to guide process improvement
initiatives

5 Research Samples

Eight hundred Hong Kong companies were randomly selected from the public database
provided by the Hong Kong Trade Development Council. Questionnaires were mailed
in October 2019 to the managing director of these eight hundred companies, which were
of different sizes and natures of business. The respondents represented a wide range
of industries, including accounting and finance, education, electronics, food supply,
information technology, retail and trade.

6 Pilot Test

An exploratory factor analysis of pilot data, using principal factors extraction with vari-
max rotation, was used to assess the factor structure of the constructs. Six factors were
identified (Table 7). These results indicate that the constructs in the studywere adequately
operationalized. The reliability and internal consistency of the scale-type constructswere
measured using Cronbach’s alpha. All constructs had acceptable values above 0.70.
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Table 7. A pre-test of the measures of the scale-type variables in the pilot test

Item 1 2 3 4 5 6

A1 .823 .127 .389 .218 .125 .291

A2 .823 .127 .389 .218 .125 .291

A3 .781 .114 .347 .344 .106 .267

A4 .745 .261 .340 .429 −.049 .210

A5 .618 .365 .389 .384 .252 .280

A6 .603 .345 .359 .489 .231 .264

A7 .691 .268 .337 .232 .364 .356

A8 .824 .207 .369 .198 .048 .308

A9 .824 .207 .369 .198 .048 .308

B1 .260 .673 .506 .378 .175 .148

B2 .323 .495 .639 .459 −.044 .042

B3 .306 .718 .355 .404 .227 .198

B4 .325 .753 .323 .370 .209 .147

B5 .325 .753 .323 .370 .209 .147

C1 .323 .483 .578 .181 .429 .217

C2 .334 .217 .797 .310 .274 .160

C3 .334 .217 .797 .310 .274 .160

C4 .413 .165 .781 .103 .338 .245

C5 .358 .139 .842 .087 .282 .197

C6 .358 .139 .842 .087 .282 .197

C7 .334 .217 .797 .310 .274 .160

C8 .282 .186 .861 .278 .219 .115

D1 .226 .105 .206 .885 .261 .200

D2 .226 .105 .206 .885 .261 .200

D3 .226 .105 .206 .885 .261 .200

D4 .226 .105 .206 .885 .261 .200

D5 .234 .300 .184 .769 .374 .291

D6 .234 .300 .184 .769 .374 .291

D7 .234 .300 .184 .769 .374 .291

D8 .234 .300 .184 .769 .374 .291

D9 .234 .300 .184 .769 .374 .291

D10 .149 .225 .165 .793 .444 .254

(continued)
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Table 7. (continued)

Item 1 2 3 4 5 6

E1 .153 .055 .291 .343 .865 .105

E2 .153 .055 .291 .343 .865 .105

E3 .084 .163 .225 .304 .893 .156

E4 .084 .163 .225 .304 .893 .156

E5 .084 .163 .225 .304 .893 .156

E6 -.003 .066 .151 .390 .848 .246

F1 .228 .094 .148 .229 .149 .918

F2 .228 .094 .148 .229 .149 .918

F3 .228 .094 .148 .229 .149 .918

F4 .228 .094 .148 .229 .149 .918

F5 .228 .094 .148 .229 .149 .918

F6 .228 .094 .148 .229 .149 .918

Remarks: N = 20 (Pilot test)

7 Discussion

Knowledge management is a continuous process through which companies may gain
competitive advantage. Organizations need to be aware of their knowledge management
strategies and whether they are well-fitted to their existing business strategies. This
framework also provides some direction for future research on the assessment of the
knowledge management strategy of organizations. The paper describes the initial devel-
opment of the instrument used in themain study, including scale construction, evaluation,
and exploratory pilot testing. The operationalization of the six main dimensions of the
model was presented.
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Abstract. This article presents the research results of the bibliographic review,
done about the application of project management processes, in small andmedium
size enterprises worldwide, with the aim of knowing the current state of inves-
tigative productivity that is addressed in them and thus increasing knowledge
management in the organization’s operations. In this sense, a qualitative research
with descriptive scope was carried out.With the analysis of information from exis-
tent literature, four thematic units were constructed: administrative, operational,
strategic and external, which by the authors judgment, explain the disclosure about
investigations carried out in organizations of this nature.

As a result, it was found that, despite the heterogeneity of research in this type
of companies, in the field of knowledge management and project management it is
limited, an aspect that is considered later in detail, given that it is a relevant factor.
in the research that generates this article and that will enable the articulation of
knowledge management and project management. The investigations, as a result
of the review, reach the highest concentration in the administrative category, with
problems centered on the administrative process: planning, organizing, directing
and controlling; and financial and accounting aspects.

Keywords: Bibliometry · Scientific production · PYME · Project management ·
Knowledge management · Small and medium size enterprises (SME)

1 Introduction

The objective of this article seeks to know the current state of research productivity
advanced in small and medium-sized enterprises (SME), from the characterization of
bibliographic records,with the aimof suggesting to researchers, the possibility of empha-
sizing untreated problems and raising Value propositions that optimize project and
knowledgemanagement and,with it, market competitiveness in this type of organization.

The SME concept changes, depending on the specific needs of each country or entity.
Some authors highlight, among other criteria to classify a company, the number of work-
ers, sales and assets, fromwhich policies and strategies are applied to develop these types
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of organizations, which represent an important role in the economy, contributing con-
siderably to the growth and economic development of a country; therefore, its processes
and procedures must be in continuous improvement.

Hence, each of the processes investigated in this type of organization constitutes a
valuable tool that minimizes disadvantages, enables subsistence over time and provides
opportunities for improvement. SME play an important role in the national economy,
they contribute in great measure to growth and economic development of the country,
representing 35% of the gross domestic product (GDP), 80% of employment and 90% of
the national productive sector, according to information from the National Department
of Statistics [1], therefore, their processes and procedures (SME) must be in continuous
improvement, since based on their progress and competitiveness, many factors of the
Colombian economy depend on them. Thereby each of the researched processes, in
this type of organizations, becomes a valuable tool, that minimizes disadvantages, and
makes it possible their long-term survival. On that respect, and considering the purpose
of this investigation, Toro [2], says that small companies have more difficulty to find
an adequate financing in terms of costs and time, due to their higher risk; Beltrán [3],
says that other disadvantages that this type of organizations present, are their great
structural weakness, due to the lack of strategy and planning, their difficult access to
credit lineswhich restrict their investment in technology,working capital and knowledge;
administrativemanagement shortcomings, financial, accounting andoperational failures.
In this same part, emphasis is placed on knowledge management and particularly on
project management.

A second phase considers the characterization of the bibliographic records of the Sco-
pus database, published in the period 2010–2019: authors, citations, institutions, coun-
tries and keywords used in the publications, so that the study evidences a contribution
to the scientific community.

To achieve the objective, a bibliometric analysis was carried out based on the review
of scientific articles published in the period 2000–2019, in two databases: Ebsco and
Scopus, whose approach was aimed at research related to SME companies worldwide.
A total of 323 articles from Ebsco and 219 from Scopus were identified, from which the
investigative productivity was studied.

2 Methodology

For the development of this article, a qualitative type researchwas prepared,with descrip-
tive scope, based on the review of scientific articles published in the period between 2000
and 2019, in two databases: Ebsco and Scopus, whose approach was addressed to inves-
tigations related to diverse SME factors, on a worldwide level. To obtain the documents,
a search was filtered towards those documents related to advanced investigations, in
small and medium size enterprises; published in indexed journals (reviewed by pairs),
including in the title the word used as a key criterion for search (SME); and Spanish.
Journals, opinions and degree thesis that were not subject to review by external pairs,
were restricted, which takes away from them the academic characteristic desired to be
impregnated in the analysis.

The search and analysis of the literature was made in two phases. The first one
gathers information from 323 scientific articles, from the Ebsco database, during the
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period 2000 – 2019. List which is exported to the Excel software, in which duplicated
files were eliminated, and the information was organized in four categories. The second
phase considers the search of literature in the database Scopus, 219 results. Data are
exported to the Excel program, and from there to the software VOS viewer (version
16.13) from which a set of metadata is established to allow the analysis through co-
author networks by authors, countries and institutions, and finally, by co-occurrence
networks or keywords, which facilitated studying and analyzing the trend of scientific
activity or the thematic contents more studied or developed in research work, in this type
of organization.

First Phase Results
For the first phase, the identification of representative elements in each of the

reviewed articles tookplace,which allowed the definition of 4 thematic areas, approached
in the investigations as proposed by Okpara and Winn [4] and Apia [5] who categorize
common problems, faced by businessmen of small companies, in the administrative,
operational, strategic and external area.

As a result of the search strategy, 323 scientific articles were obtained that make up
the bank of gross articles; subsequently, the sample is debugged selecting those works
presenting pertinent information, about small and medium companies (SME), in the
title. For the review, 87 articles were eliminated which did not comply with the search
criteria, 7 duplicates and 8 which do not allow access to the summary, therefore, the
documental analysis was affected from 221 articles onwards.

Research works in advanced SME enterprises, according to the database, have been
developed, on international level, in countries such as Spain (15.38%); at Latin-American
level, stand out countries like Colombia (33.03%),México (16.74%), Venezuela (7.24%)
and Argentina (5.43%), data that can be seen in Fig. 1.

As a relevant information for the researcher, in the regional environment, (Nariño –
Colombia) and local environment (Pasto – Nariño), according to bibliographic tracking,
no investigations were found, worrying aspect, even more if SME enterprises, as previ-
ously stated, make up in one of the productive sectors more significant of the economy,
specially of emerging countries.

Regarding time for research, out of the 221 articles written between years 2000 and
2009, 62were published; and between 2010 and 2019 (June), 160 articles were published
related, in their title, with small and medium size enterprises. Years 2014 and 2018 are
the periods during which a higher number of investigations of this type of organizations
has been conducted, with percentages equivalent to 13.12% each year (see Fig. 2).

Fig. 1. Advanced research in small and medium enterprises. Source. Authors
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Fig. 2. Percentage of publication, SME investigations, per year

Remembering aspects previously addressed, analysis of small andmediumsize enter-
prises (SME), show that contexts of accomplishment are addressed from different cat-
egories or problem cores: administrative, operational and external investigations, and
finally, the category of strategic investigations, which as a last resort becomes the most
valuable one for the analysis, considering that they are investigations that focus on the
object of analysis more directly. Following is a conceptualization of each one them, to
group the 221 articles tracked.

The first category Administrative Factors refers to those investigations focused on
the organizational structure and skills, to obtain and develop the necessary resources for
the development of the organization. They provide information, and a favourable envi-
ronment for the fulfillment of the strategic factors of the company. Within the admin-
istrative category, the more important identified topics are related to information and
communication technology (IT), aspects related to own administration activities, human
resources and finally financing and accounting aspects (see Fig. 3).

Fig. 3. Investigations by category. Administrative factors

The second category, Operational Factors, identify those investigations related to
the efficient use of resources, in the functional areas of the organization. This category
presents investigations that analyze problems related to quality and control of production
(63,33%), marketing and entrepreneurship (see Fig. 4).

Fig. 4. Investigations by category. Operational factors
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The third category – External Factors, presents investigations that include interna-
tionality issues, networks and associativity and regulatory aspects, for the organizations
to adjust themselves to demandsof each country. Figure 5 shows30 related investigations.

Fig. 5. Investigations by category. External factors

The fourth category – Strategic Factors, deals with investigations focused on the
skill analysis of SME entrepreneurs, to adjust their products and/or services to external
demand (vision, diversification, marketing development). In this factor bibliographic
tracking is included, related to management (environmental, technological and knowl-
edge among others); the strategic thinking and an additional classification called project
management, because of direct relationship with the object of investigation. Figure 6
presents the bibliographic tracking.

Fig. 6. Investigations by category – Strategic factors

Keeping in mind that the object of this investigation is focused on project manage-
ment, defined according to PRIN (2006) as “planning, supervision and control of all
aspects of the project, as well as motivation of all people involved in the project, to reach
the project’s goals, in terms of time, specific cost, quality and performance”, tracked
investigations become an important progress, however, the researcher looks at the need
to deepen on findings related to management and, particularly on project management.
For this, starting from the recovery of 30 articles of complete text of the category – strate-
gic factors, it is pretended to enrich management articulated to the needs of small and
medium size enterprises (SME), and the modernization of practice from the identified
trends and conclusions.

There are different jobs focused on analyzingmanagement of SME enterprises. Their
tracking allowed the identification of investigations oriented to organizational manage-
ment (7), knowledge management (6), technology management, innovation, commu-
nication and information (6), quality management (3), human resources management
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(2), environmental management (2), project management (2) and business intelligence
(1), which tacitly or explicitly are focused on strengthening, growth, productivity and
competitiveness of SME enterprises.

Works from [6–11], show that business management based on creativity, changes
produced by the emergence of technological knowledge, innovation and communication
must be present in modern organizations of any sector of economy, above all, in small
and medium size enterprises that should be inserted in an increasingly competitive and
demanding world; on the other hand [12–14], highlight that any business result reflects a
previous management process, which requires an organizational structure that provides
form and action to communication and decision processes, agreed in turn, to the interior
of the formal figure. Investigations conducted by [4, 6, 9, 15–18], are framed in the
concept of innovation, its analysis and interpretation, the need to incorporate indicators
which are essential tools in the decision-making processes, and its relationship with
competitiveness.

On the other hand, [19–23], specify, among other strategic factors for success to be
considered in small enterprises: the technological resources (including technology stock,
experience in its application, scientific and technical human resources for its develop-
ment); added to above concept, innovation associated to three fundamental management
pillars, workers and cooperation with other enterprises (new services, products, pro-
cesses responding to customer’s needs, and adaptation to the environment), and the need
to manage the human resources, relying on the good working environment, motivation,
communication facilitating the scope of achievements.

In return, proposals from several investigations focus their efforts, on the impor-
tance of knowledge and its associated process of generating new knowledge, topic of an
increasing interest for SME enterprises, with the aim of assuring its long-term survival
and growth. For [23, 24], the information and communication technology (IT) become a
determining factor for growth; forMarulanda, LópezM. and López F (2016), the organi-
zational culture moderates in a positive and significant way, competences for knowledge
management. For [11], such culture is a fundamental factor for survival of this type of
organizations. [25], propose a model of generation and transfer of knowledge, for direc-
tion and human management, from the strategic addressing of organizations focused on
two key factors for success: organizational culture and training, factors which contribute
in the development of new skills and knowledge, to optimize and qualify systems and
processes of the organization. Authors such as [5, 6], explicitly, raise the need to analyze
the skills of knowledge management as a basis to generate competitiveness skills in the
small and medium size enterprises (SME). Legendre’s investigation (2005), poses that
business intelligence (BI) not only should be oriented towards big corporations, but also
to SME companies which can perfectly apply BI (business intelligence) and organize
the knowledge management, thus assuring important benefits.

The human resources management, related to administrative aspects (payroll, con-
tracting and layoffs) and legal aspects (law enforcement), is another type of investiga-
tions conducted by [25, 26] and oriented towards achieving efficiency, effectiveness and
productivity in the organization, associated to satisfaction of workers and customers,
innovation, development and brand building, that contribute in the talent attraction and
conservation.
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Authors such as [17, 18] report analysis regarding the quality management, as an
important element for the managerial decision making, for which the entrepreneur may
appeal to different options: implement innovation processes, invest in human resources,
improve internal technology capabilities, establish alliances, reduce operational costs,
improve quality of products and services, among others, which at the same time, will
allow the acquisition of competitive advantages.

Meanwhile, [27] developed an administration model. a project portfolio for SME,
about engineering services; considering as fundamental elements, the definition of inter-
nal procedures for a feedback of completed projects information, and a support structure
to the portfolio management, for the appropriate assignment and control of resources.
Researchers base their model on the standard PMBOK, and PRINCE2 methodology,
since they think that they are aligned and complemented among them, due to needs and
limitations of SME. The implementation of this model is done by means of computer
tools (IT), Microsoft Excel and Microsoft Access, which can be used as information
dissemination tools, and Microsoft Project as a support tool to manage the different
projects, from their beginning to their formal closure. Above authors state that, in case
of resistance to change, by the members of the organization, it can be overcome by
strategies for the change process, by explaining the functionality and benefits of the new
system.

Conducted [21] a research work on 2018, that contains valuable information about
Project Management, in the small and medium size companies, from an epistemological
vision, offering conceptual elements that generate a deep knowledge about this technique
in SME. Theoretically, it is based on different approaches from different authors: Kwak
(2005), MacLachlan (1996), PMBOK (2008), Páez (2004), Tejada (2003), Doménico
(2010), among others. The article presents as a fundamental conclusion, the absence of
project management in SME companies, according to the researcher, originated due to
scarce resources for the company itself, lack of knowledge, lack of academic training
and discipline practice. The Above authors suggest that SMEmanagement pay attention
to innovation, continuous improvement, opening new markets and internalization, and
the need to cooperate with other companies and institutions in major projects.

These aspects confirm the need to inquire, deepen, analyze and make proposals for
project management knowledge for SME, to facilitate planning, organization, manage-
ment and control of assigned activities and resources for the execution of a project, using
knowledge, skills, tools and techniques in such a way that the project complies with the
scope, time and cost established by activity.

As noticed, the analysis conducted stands out for its wide heterogeneity, and diversity
of studies in management processes, supported by several theories, presenting interpre-
tation of their investigations results, in the identified categories. However, each one of
them, highlights the importance to include management processes, in order to obtain
better levels of effectiveness, efficiency and productivity in the small and medium size
enterprises.

Evidently SME lacks of studies related to management and/or project administra-
tion, absenceof resources oriented towards projectmanagement, knowledge and training,
aspects which are linked to an uncertainty environment, nonetheless, the related infor-
mation to other management processes, allow the identification of a series of common
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factors which limit the growth and survival of this type of companies. Following is a
summary of main conclusions:

[4, 10, 15] highlight a poor technological knowledge in the SME organizations, that
makes the organizational change difficult, in that sense, [7] concludes that such a change
is limited to the use of a text processor, a spreadsheet, accounting software and internet,
and he recommends that this type of organizations should use a system of enterprise
resources planning,with a free software, since they need key information in the processes
for sales, customers, inventory, payments, taxes, procurement and accounting, as well
as indicators to facilitate a reliable management, efficient, economical, ecological and
ethics contributing to social responsibility.

Investigations, such as the one made [6, 8, 13, 22], conclude that there is a definite
or incipient failure of strategies and processes that otherwise should help in the knowl-
edge management in SME organizations. The investigation conducted by [11], from the
review of literature, identified seven dimensions: procurement, aspect that may become
a potential factor for the generation of competitive advantages and added value: cre-
ation, capture, organization, transmission, application and knowledge evaluation. This
last one transcends much more than any other element in the organization. Meanwhile,
[20], points out that culture moderates competences in a positive and significant way,
for knowledge management.

Regarding management of human resources in SME, [25], states that it is weak, it
does not have a direct relationship with the business strategy, it is done informally and
executed directly by the company’s owner. The existence of human resources in this
type of organizations, is related to administrative aspects (payroll, hiring and layoff),
and fulfillment of legal aspects. On the other hand, [28, 29] concludes that the utilization
of a model of knowledge generation and transfer, allows the small and medium size
enterprises, the optimization of resources and capabilities available; aspect reflected in
better levels of competitiveness. The investigation conducted by [26] considers that, for
development of new innovating projects, the need for good relationships between the
members of the company and the creation of an adequate working environment are key
factors.

In front of the investigations addressed to quality management, among the most
relevant results, the review of backgrounds came out with, according to [18], weaknesses
in the quality management system. The due importance is not given to it, and quality
management tools are used routinely; on the other hand, [17] points out that the lack of
coherence among the directive actions, and results of the organizations. Therefore, it is
necessary to create a quality center to face competitors [30–32].

From the above, the generation of an organizational culture is highlighted, in which
the role of planned change becomes a dynamizing factor, and the project management a
basic pillar, both in this type or organizations, focused to make individuals, equipment
and organizations, achieve the execution of the different projects in the best possible
way, complying with the requirements of quality, cost and scheduled time.

Results of Second Phase
The second phase, considers the characterization of bibliographic registrations of 306
scientific articles related to the topic, listed in the Scopus database, and published dur-
ing the period 2010–2018. Following is an analysis of the diverse information units,
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contained in the bibliographic registrations (authors, mentions, institutions, countries
and key words). In the domain of SME in a worldwide level, contributions related to
investigations of small and medium size enterprises are diverse. However, the biblio-
metric analysis allowed to know the knowledge level gap, in the specific field of project
management, and knowledge of this type of organizations.

Productivity by Authors
To analyze productivity, authorswere listed according to the number of articles produced,
keeping in mind the key word - SME. A total of 306 articles were identified, out of
which 42 were obtained with frequency in production and mentions higher or equal to
2. It is noticed that in those articles 85,71% have produced two documents. The highest
production (4 articles) is presented by two authors, Briozzo A. and Muñoz M., 30,95%
has been referenced inmore than 10 opportunities, and Larrán J. LópezM. stand out with
18 and 17 mentions respectively. Table 1 shows the most representative and mentioned
authors.

On the bibliometric map, the size of the cluster was determined by the number of
links, among authors. In Fig. 8, 20 clusters were identified, randomly coloured. Out
of them, four groups on the map with red colour, green, blue and yellow show greater
co-authorship, made up by three links (four authors). Two linked between three authors;
5 related to one author, and 8 are not connected to the network (Fig. 7).

Productivity by Countries
Among the most outstanding countries in scientific production about the topic, with 127,
80 and 34 documents are Spain, Colombia and México, respectively. A second group
is made up by Ecuador with 22 productions, Chile and Venezuela, each one with 15.
In these six countries, 85,92% of analyzed publications is concentrated (see Fig. 8). On
the other hand, the countries with the highest number of mentions are Spain, Colombia
and México, followed by Chile and Argentina. Countries like Perú, Costa Rica, Brasil,
Malasia and Netherlands, have no mentions.

On the bibliometric map, the size of clusters was determined by the number of
links in countries related to the topic subject of analysis (SME). Figure 9 identifies 13
clusters highlighted by a random colour. Out of them, two highlighted with golden and
blue colour (each one related to 11 countries) which show the greatest links, and as
outstanding countries are: Spain, Colombia, México and Ecuador. The green cluster
links Ecuador with five countries (Spain, Colombia, Argentina, Cuba and Perú). The
red cluster links Venezuela with 4 countries (Colombia, Spain, Chile and the United
Kingdom). On the other hand, 9 countries located on the periphery are not connected to
the network: Brazil, Portugal, Costa Rica, Panamá.

Productivity by Institutions
Universities with the largest number of publications are Universidad del Norte, (Colom-
bia) and Universidad Politecnica from Cartagena (Spain), each one with 5 documents;
subsequently, with 3 documents are: for Spain, Universities of Rioja, Cantabria, Sevilla
and Valencia, and for Colombia: Universidad Nacional. The biggest mention is for Uni-
versidad Politecnica of Cartagena, Spain (26), followed by Universidad de Valencia
Spain (17); eight universities did not reach the average of 5 mentions, and the rest of
them have one or two mentions.
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Table 1. Productivity Authors, SME topic

Author Documents Mentions

Muñoz M. 4 15

Briozzo A. 4 7

Larrán Jorge M. 3 18

Pérez-González D. 3 8

Díaz A.C. 3 6

Vanegas J.G. 3 2

López M. 2 17

Herrera Madueño J. 2 16

Lechuga Sancho M.P. 2 16

Martínez-Martínez D. 2 16

Source. Authors

Fig. 7. Productivity by authors 2000–2018. Source: Scopus database 08/12/2019

Fig. 8. Productivity by countries

The bibliometric map shows 30 universities selected from the minimum parameter
of 2 documents per organization. Out of them, 23 clusters are made up; where the red
presents three links of Spanish universities: Politecnica from Cartagena and Cantabria;
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Fig. 9. Productivity by countries 2000–2018. Source: Database Scopus 08/12/2019

5 groups present 1 link, and the rest of universities are not linked to the network (see
Fig. 10).

Co-occurrence Key Words
Finally, but as a vital element of investigation, object of analysis, is about co-words,
by which the documentary similarity is measured through the word analysis and their
relationship with documents in which the words appear according to their co-occurrence
frequency.

After applying the cluster’s algorithm, with a 5 value resolution parameter, 23 key
words are generated among which the following stand out: SME concept 31,89% (129)
of occurrences; others with less use: innovation (32), competitivity (22), information
system (16), administrative knowledge (13), etc.; on the other hand, words as: project
management (6), strategic planning (6), communication (5), profitability (5), financing
(5), added up do not reach 2% of repetition.

Fig. 10. Productivity by institutions 2000–2018. Source: Database Scopus 08/12/2019

The resulting thematic groups are visualized on the bibliometric map, sorted through
5 clusters, with parameter adjustments, to the VOS viewer software, of minimum 5 co-
occurrences. The first node, SME (purple colour) groups 22 relationships: innovation,
competitiveness among others; two nodes, innovation (red colour) and competence (blue
colour) grouped each one by14 lines: where words competitivity, productivity, manage-
ment, etc. are highlighted. The fourth group, information system (green colour) linked
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with13words: software design and project management. Finally, yellow colour for infor-
mation technology, linked with 7 relationships: strategic planning, competitivity, among
others (see Fig. 11).

Fig. 11. Productivity by authors 2000–2018. Source: Database Scopus 08/12/2019

3 Conclusions

It can be noticed that despite finding heterogeneous and diverse information, investiga-
tions carried out in SME organizations, did not show lots of analysis oriented towards
the field of project management. However, found information becomes a base line to
conduct research processes, with the aim of helping this type of organizations to boost
appropriation of knowledge, in order to improve their competitive positioning.

The evaluation of the thematic, investigations in SME, through the study of literature,
from databases EBSCO and Scopus, in the period 2000–2019, allows the comprehension
of the thematic structure of investigation lines conducted by the small and medium size
enterprises; which on the one hand brings aworking tool for researchers, and on the other
hand, it brings trends for future development to strengthen the knowledge management.

The research shows the leadership in SME investigations on a worldwide level in
Spain and, outstanding at a Latin-American level, Colombia andMéxico; likewise, Span-
ish universities that have the highest productivity andmentions, helping SME, to improve
results on project management and the same time on the knowledge management, by
applying best practices.

The bibliometric analysis made along with the bibliometric maps, become a pio-
neering reference for SME investigations, improving the comprehension of this field of
action.
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Abstract. Quality tools allow improving health attention processes. Benchmark-
ing is an effective tool because allows recognize success key factors to be replied in
a specific sector. The sterilization department is the area in charge of reprocessing
the necessary supplies for the care of patients in the institutions providing health
services, hence good practices are important in this sector to guarantee patient
safety and efficiency in the hospital service provision.

This investigation pretends to identify success key factors and high quality in
eight sterilization departments in Colombia, from a comparative study. Amultiple
case study was carried out in recognized sterilization departments, with the appli-
cation of a comparative evaluation tool based on AAMI and adjusted to the objec-
tives, highlighting quality management, human talent management, information
management and technology and process management. Results show the steriliza-
tion departments adaptation in quality management, human talent management,
information and technology management and process management.

Sterilization departments inColombia are adapting to the quality requirements
of the environment, adjusting the operation to be cost-effective and consistent
with the reality of the country. Leaders have a challenge to manage with quality
and efficiency, although there is still progress in technological development and
provide greater resources to the sector, the quality of the process and patient safety
are guaranteed.

Keywords: Sterilization ·Management · Benchmarking · Quality

1 Introduction

The sterilization department (SD) is defined as the unit of a health institution responsible
for reprocessing the surgical medical supplies necessary for the provision health service,
therefore, this department receives, inspects, conditions and sterilizes each device that
allow his reuse [1]. The characteristics of this service allow it to be recognized as a
functional unit at the hospital and independent level that requires quality tools that
permit its efficiency and integration with other areas of knowledge [2].
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In Colombia, both the execution of the processes of the SD and the preparation of
the professionals who lead this area are evolved according to technology worldwide
development [3]. Today, leaders in charge of managing the SD are professional nurses
or operating room nurses as it is called in European countries and in the United States, in
Colombia and Latin America these professionals are called surgical assistants [4]. The
development of strategies to adapt to technological change, have generated in Colom-
bia a migration towards the systematization of the SD processes, both operational and
administrative, for the optimization of decision making with the opportunity required
by the clients, which is evidenced in positioned management models that can become
references both nationally and internationally [5].

Within this framework Colombia has built a state of art used as a Latin American
reference, on sterilization processes management, where the use and appropriation of
information and communication technologies, has permeated its performance in collab-
orative environments that adapt to the technological and quality context, which demands
globalization and the demand of the users it serves [6]. The interdisciplinarity required
by the SD management reveals that benchmarking in health sector is an effective tool
for quality improvement, [7] in Brazil the use of this tool improved the quality indica-
tors of greater impact in SD, such as production and customer satisfaction, [8] and has
been used successfully in other health sector areas and is considered a novel tool in this
context [9].

In Colombia, health institutions must qualify their services through the national reg-
ulatory entity who establishes the minimum parameters for the provision of the service,
this regulation is established with Resolution 2003 of 2009, which specifies minimum
conditions of SD provision. [10] On the other hand, the institutions searching quality
excellence in the services provision tend for the accreditation of the services, in Colom-
bia it is done through ICONTEC which is recognized at Latin American level as the
entity endorsed to carry out in addition, determine and control the high quality standards
for the service provision [11]. In accordance with the regulation, quality processes and
patient safety, an exploration was carried out in institutions providing health services in
Colombia, with the purpose of identifying the key factors that have a high impact on
quality processes to measure how it is the current competitive environment of the SD
processes within the practice carried out in the institutions that have the prestige and
high quality certifications in this country.

Within the methodology for quality improvement contemplated for SD in Colombia,
the first phase executed is benchmarking with which the key factors of competition are
defined, in a next phase these results of these factors will be applied in the SD that want
to improve their structure and the processes quality with which to measure the impact of
these factors. In studied cases, SD are strategically located near the operating rooms or
has a direct channel of communication with this area and supports the hospital process
or other processes that require decontaminated and sterilized supplies or instruments,
provides its services to ambulatory processes, emergency and hospital of the chosen
institutions daily throughout the year. It manages the reception, disinfection, process-
ing, control and distribution of textiles (clothing, gauze, dressings, etc.), biomedical
equipment and instruments sterilized in optimal conditions to all hospital services to be
used on the patient. Institutions have documented operating procedures in the Quality
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Management System, among which specifically three, refer to each sterilization method
describing the activities to be carried out for each cycle, in order to ensure that activities
are standardized and complied with by all the operators assigned to the process. These
sterilization plants operate 24 h a day, 365 days a year.

1.1 Benchmarking

Benchmarking is defined as a quality tool that allows the comparison of key success
factors, and has been used to improve efficiency, cost-effectiveness and quality in health
services [12] This tool provides a clear signal of success or failure. In the 90s bench-
marking has become one of the most popular tools of business management (Cox and
Thompson, 1998; Foster, 1992; MacNeil and Rimmer, 1993; Richardson and Taylor,
1993) [13]. Benchmarking cycle begins with the identification of the benchmark, which
should be highlighted in the studied area, then the selection of the relevant factors for
comparison. The collection tool for the organization data is designed, the reference points
are established, gap is analyzed and the actions for improvement are carried out. The
collection tool for the data organization is designed, reference points are established,
gap is analyzed and finally the actions for improvement are carried out (see Fig. 1), [14].

Identifying 
the best

Data 
collection

Establishing 
benchmark

Analysis 
of gap

Modifications 
and 

improvement

Fig. 1. Benchmarking cycle based on Harrington and Harrington. Source [15].

1.2 Comparison Attributes

The comparison attributes that are determined as key competition factors in the health
sector within the sterilization area are related to the existence of a defined and struc-
tured quality system within the institution, as well as a process management that allows
activities to be standardized within the service provision, a clear definition of the com-
petence, preparation and personnel training in charge of the processes at all levels [16]
and information management for traceability, generation of indicators and reports in a
timely way and not least the technology management with preventive and corrective
tools that contribute to service technovigilance (see Fig. 2), [17].
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Quality 
Management

Process 
Management

Human Talent 
Management

Information 
and Technology 

Management

Fig. 2. Key competition factors

1.3 Process Management

A formulation of the process that facilitates its correct subsequent development is
essential. Processes are the key activities that are managed to manage and/or direct
an organization. The process map established for the S.D is exposed in Fig. 3.

Fig. 3. Sterilization department process map [6]

• Strategic processes: Necessary for the maintenance and progress of the organization.
(Strategic plan, quality plan, training plan).

• Missionary process: The care process that directly affects the user-patient is developed.
(Global activities of clinical-assistance care).
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• Support process: They support the operational processes so that they are fulfilled.
(Maintenance service, cleaning, purchasing management etc.).

Quality Management
Themeasurement of quality in health institutions has beenoneof thePatient SafetyPolicy
pillars and is geared towards reducing adverse events in the development of outpatient,
surgical or hospital medical-care procedures. To guarantee the sterilization quality at the
operational level, it is carried out through physical, chemical and biological indicators
or controls to inform about the effectiveness of the sterilizing agents and validates the
product sterilization [18]. On the other hand, the quality management systems have been
supported by the sector regulations, health accreditations and the inclusion of quality
tools and methodologies such as the evaluation of adverse events, risk management,
Lean Healthcare and benchmarking [19].

Human Talent Management
This function determines howwell a institution recruits, hires, trains, motivates, rewards,
retains and replaces its human talent. People are a significant source of value, so
businesses can create a competitive advantage with good human talent practices [20].

Information and Technology Management
The elements that are linked to information, knowledge and technology can be classified
as follows:

• Incorporated in objects (hardware): materials, machinery, equipment.
• Incorporated in registers (software): data banks, procedures, manuals.
• Incorporated in man (humanware): knowledge, skills.
• Incorporated in institutions (orgware): organizational structures and forms, interac-
tions, business experience.

On the other hand, they can be organized according to the phase or the moment in
which technologies such as:

• Product technology: standards and specifications related to composition, configura-
tion, properties or mechanical design, as well as quality requirements, presentation,
among others.

• Process technology: conditions, procedures, details and forms of organization, neces-
sary to combine inputs, human resources and basic means for the adequate production
or provision of the service.

• Distribution technology: norms, procedures and specifications on packaging condi-
tions, storage -temperature, humidity,maximum storage time, its form, among others-,
as well as transportation and marketing.

• Consumer technology: instructions on the form or process of using a good service;
responds to the requirements of the product, habits and traditions, among other factors
[21].
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2 Methodology

2.1 Objective

Identify success key factors and high quality in eight SD in Colombia, based on a
comparative study in the best positioned institutions in the country, which will reveal
the progress in the sterilization sector in accordance with global references and the
regulatory guidelines state in national and international standards, in order to document
the evolution, opportunities for improvement and adaptive methods that these services
present in compliance with quality standards, in accordance with the resources that are
managed from the Colombian health system.

2.2 Type of Study

Amultiple case studywas conducted inwhich the data obtained fromeach institutionwas
compared. An investigation is carried out usingmethodological triangulation integrating
the researcher’s perspective and the data sources of the process in 8 SD of complex level
IV health institutions that provide hospitalization, surgery, outpatient and diagnostic
support services. It has a sterilization center that disinfects and uses three methods
to sterilize medical instruments and supplies: hydrogen peroxide, ethylene oxide and
autoclave.

2.3 Population

Population target was eight SD of health care institutions in Colombia. The inclusion
criteria were SD recognized in the sector that had certification and/or accreditation of
the sterilization process.

2.4 Instruments

An instrument designed by the AAMI (Association for the Advancement of Medical
Instrumentation) was implemented, which identifies the success factors and allows a
comparison between SD, next step was to adjust according to the key factors for the
corresponding study. The survey was designed through the ®LimeSurvey tool. The
survey had a total of 44 questions divided into four dimensions, institution identification,
learning and growth, internal processes and stakeholders. The four dimensions of the
survey

• Institution identification: Complex, localization, capacity.
• Learning and growth: Employees, induction and training, staff training and participa-
tion.

• Internal processes: Sterilization methods, production volume, management tools.
• Stakeholders: Clients, supplier selection, community impact.
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2.5 Procedure

In total, 4 institutions were visited in the Bogotá city, 2 institutions in Cali, 2 institutions
in Medellin, 1 institution in Bucaramanga. Subsequently, an approach was made with
the institutions to obtain the necessary permits to gather the information and carry out
the field visit to SD and the process leader.

3 Results

3.1 Institution Characterization

Institutions consulted are of medium and high level, all are located in the urban
area and meet the minimum quality requirement through qualification, 4 of them
are accredited, 2 with ISO certification and 2 with international accreditation (Joint
Commission) (Table 1).

Table 1. Institution characterization

Complexity level 4 (62.5%)
3 (37.5)

Location zone Urban (100%)

Certification level Qualified (100%)
Accredited (50%)
ISO certified (25%)
International certificate (25%)

Average beds 328.3

Average surgery rooms 11.2

Average surgical procedure (annual) 17.827

Number of workers in SD Between 5 y 15

Source: Authors

The average number of beds of the institutions surveyed is 328.3, which reflects
the large capacity and volume of patients, in the same way an average of 11.2 quali-
fied surgery rooms, for a significant volume of surgery of 17,827 average. 75% of the
institutions provide all medical-surgical services and the remaining 15% do not provide
cardiovascular and ophthalmologic surgery.

3.2 Process Management

All SD consulted provide sterilization services for surgical instruments, including pro-
cedures for cleaning, decontamination, preparation and packaging, and sterilization of
all surgical instruments in the operating room, distribution of supplies to other services,
guarantee of transportation to their destinationfinal, disinfectionof transport pails of dirty
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or sterile material and support disinfection processes in the different hospital services to
which the supplies are distributed. The sterilization methods used in these institutions
are steam, hydrogen peroxide plasma, ethylene oxide and less frequent glutaraldehyde
(see Fig. 4), with an average production of 1610 monthly packages and approximately
2147 annual loads.

0 2 4 6 8 10

Steam
Dry Heat

Glutaraldehyde
Hydrogen Peroxide

Peracetic Acid
Ethylene Oxide

Formaldehyde Gas
Peroxide Plasma

Other

Fig. 4. Sterilization methods Source: authors

Information collection about SD operational process management, it was identified
that the monitoring through the biological indicators in the loads is the method that
guarantees the correct functioning of the sterilizers, it is only performed in the First load
of the day in 62.5% institutions and only 37.5% institutions consulted use the biological
indicators in all loads. Regarding the use of this monitoring in the implantable material
(osteosynthesismaterial and joint replacements) 75%use itwhen an implantablematerial
is processed and the remaining 25%, only do it when this material is used in an articular
replacement.

3.3 Talent Human Management

SD consulted are mostly between 5 and 15 workers (75%) and those which has a bigger
demand 20 workers or more. All institutions focus on training and updating staff, fre-
quency which this training is carried out is monthly at 87.5% and remaining 12.5% every
fifteen days. Topics explained in these activities are related with sterilization procedures
(management of new technologies and training in process concepts, followed by training
in patient safety, technology transfer and finally, less frequently, the issues of regulation
are covered. of the sector, accreditation and management indicators, [22].

Monitoring used to guarantee workers’ competence is an evaluation, which is carried
out periodically according to institutional policies (Table 2). It is important to follow up
as more than 60% of the plants delegate management and supervision responsibilities
to at least one of the workers in the sterilization plant.

About training of the SD coordinators, identified that only 25% have training at spe-
cialization level in administrative areas. On the other hand, the most frequent postgradu-
ate training of these professionals is in no formal continuing education since 87.5% have
training in courses, 75% in knowledge upgrade and 62.5% in reinforcement workshops.
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Table 2. SD workers competence evaluation

Frecuency %

Anual 37,5

Montlhy 25

Biannual 25

Quarterly 12,5

Source: Authors

3.4 Information and Technology Management

Information volume and the immediacy which it is required demands SD have adequate
data management. The investigation showed that only 25% of the institutions consulted
have a digital information system that allows their processes to be properly monitored
in real time and in the same way that the control mechanisms of the systems used are
manual or verbal in 87.5% of the cases. In addition, this information is analyzed monthly
and only 25% make improvement plans.

Leaders of the process must be a communication channel of the service with the
environment, so that more than 80% of the leaders of the SD are members of com-
mittees or associations that regulate and train in this sector. Although SD has a direct
relationship with other in-hospital areas, only 37.5% of the leaders hold or participate in
committees or informational meetings of the processes, such as purchases, occupational
health infections committee or institutional quality. All institutions at the head of the
coordinator have a communication with the other dependencies for the improvement of
service, being the main recipient the surgical service most of these verbally.

Technologymanagement is an activity that is carried out exhaustively in SD since the
supplies and instruments used in the different surgical procedures must be reprocessed,
hence it is involved in the processes of selection and acquisition of related technologies
with sterilization and devices for medical-surgical use, this participation is actively
carried out in 87.5% institutions.

3.5 Quality Management

Frequent clients to whom the sterile material is provided are the surgical unit, intensive
care unit, emergencydepartment and the outpatient clinic (seeFig. 5).All S.Dhave a clear
understanding of the customers’ needs and goals and focus their management indicators
towards achieving these objectives. In the same way, 75% SD uses the management
indicators to define their improvement plans.

To ensure national and international standards are met, 87% of the institutions regu-
larly review the policies and procedures with the current standards of regulatory entities
in health and all of them are used as a basis for practices recommended by international
entities such as AORN, AAMI, APIC, ISO, NFPA.

It is essential that SD has control over the quality of the inputs it receives for both,
the area’s own operation, such as the instruments and biomedical equipment that are
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Fig. 5. SD clients. Source: authors

managed from there, the SD consulted require 75% quality certifications (INVIMA) to
critical suppliers.

Reuse is a critical issue in sterilization, because the reprocessing of single-use devices
implies a legal responsibility in the institutions providing health services, but it is also a
way to lower operation costs. Regarding this issue, the institutions consulted carry out
reprocessing of single-use inputs by 87.5%, and to ensure regularity in this process they
have established an institutional reuse protocol.

To measure customer satisfaction, the SD have documented procedures for reporting
compliance problems or complaints. 87.5% report adverse events related to the steriliza-
tion process and devices that come from this area in institutional formats that are based
on the guidance provided by regulatory entities.

Actions realized in SD to reduce the environmental impact are mainly focused on
the rational use of resources, management of dangerous and non-dangerous solid waste,
measurement of environmental performance, strategies for reducing paper use, installa-
tion of energy saver equipment and make green purchases (Table 3). In the same way a
direct impact on the population has been sought with the development of strategies for
social promotion, 62.5% SD participates in activities such as days of surgical procedures
for the vulnerable population, hands washing and patient safety campaigns, recycling
and training on specific issues in institutions of less complexity.

4 Discussion/Conclusion

SD in Colombia are in process of transitioning from the management of manual infor-
mation to the systematization of processes, to guarantee the quality processes required
by national and international standards. Workers training in this area is essential to con-
solidate technology transfer, because even with the information management systems
that were acquired by the institutions, it has not been possible to fully implement them
due to resistance to change of tool.

Although the institutions take international standards as referents and seek high
quality certification and accreditation in their process, the reality of the sector does
not allow them to fully adhere to each good practices that are required for this, so
it is still there is reprocessing or re-sterilization of single-use devices to operate with



222 M. S. Ordoñez-Díaz et al.

Table 3. Environmental impact strategies

Strategy %

Rational use of resources 100

Non-dangerous solid waste management 87,50

Dangerous solid waste management 87,50

Environmental performance measurement 87,50

Strategies for reducing paper use 62,50

Installation of energy saver equipment 62,50

Green purchases 50

Other technologies 0

Source. Authors

greater cost-effectiveness, and although the institutions try to make this process safe,
they cannot guarantee devices suitability under the same conditions as guaranteed by
the manufacturer.

SD are a high-cost center for institutions providing health services and functionally
operation of these institutions depends to a large extent on the proper functioning of this
area, due to the direct relationship in the sterile devices provision for procedures and
service of the majority dependencies in institution. Training in administrative areas of
the SD leaders can contribute to the improvement in process and quality management,
although the sector deals with continuing education through participation in courses,
workshops and upgrades, it is relevant raise awareness of the importance of deepening
administrative knowledge, which allows finding efficient solutions to the problems of
the sector.

Another remarkable attribute in the SD quality is the concern for the environmental
impact that is generated from there, and the strategies that are developed to improve the
waste disposal, thewaste of the products necessary for the operation, and themanagement
in the green purchases made for this area.

The dimensions in which the survey is framed allow us to explore the key factors of
competition, so the dimensions of identification of the institution and internal processes
account for the quality management and internal processes of the SD, while the dimen-
sion of learning and growth, identifies the characteristics of the factor of human talent
management and stakeholders and finally within the four dimensions’ information and
technology management is evaluated.

It is important to recognize this work explores the best practices carried out in the
most representative SD and presents the description of the results obtained against the
reality of the institutions and the requirements of the high quality standards identified in
literature, with conclusions according to this process, but it is necessary to continue with
the application of the results in the institutions concerned, with the aim of measuring the
effectiveness in each of the dimensions and comparing it with the starting point. This
work is a reference for the implementation of key competition factors.



Benchmarking in Colombian Sterilization Departments 223

References

1. Acosta-Gnass, S., Stempliuk, V.: Manual de esterilización para centros de salud (2008)
2. Seavey, R.E.: Sterile processing accreditation surveys: risk reduction and process improve-

ment. AORN J. 102, 358–368 (2015). https://doi.org/10.1016/j.aorn.2015.07.005
3. Niel-Laine, J., et al.: Interest of the preliminary risk analysis method in a central sterile supply

department. BMJQual. Saf. 20, 698–703 (2011). https://doi.org/10.1136/bmjqs.2010.048074
4. ACITEQ, ACFIQ, COLDINSQUI: Perfil y Competencias del Profesional en Instrumentación

Quirúrgica en Colombia. 52 (2014). https://doi.org/10.1017/CBO9781107415324.004
5. Carr, S., Mak, Y.T., Needham, J.E.: Differences in strategy, quality management practices and

performance reporting systems between ISO accredited and non-ISO accredited companies.
Manag. Account. Res. 8, 383–403 (1997). https://doi.org/10.1006/mare.1996.0053

6. Rozo Rojas, I., et al.: Identification of key factors in the implementation of quality man-
agement practices in sterilization centers. In: Proceedings of the LACCEI international
Multi-conference for Engineering, Education and TeCHIology (2017)

7. Rojas, I.R., et al.: Identificación de factores clave en la implementación de prácticas de gestión
de calidad en centrales de esterilización. In: 15th LACCEI InternationalMulti-Conference for
Engineering, Education and Technology “Global Partnerships Development and Engineering
Education, pp. 19–21 (2017). https://doi.org/10.18687/LACCEI2017.1.1.279

8. de Fátima Benato, F.S., Wilza Carla, S.: Analysis of quality indicators of central sterile supply
departments at accredited public hospitals. Texto Context. - Enferm. 23, 426–433 (2014)

9. Ettorchi-Tardy, A., Levif, M., Michel, P.: Benchmarking: a method for continuous quality
improvement in health. Healthc. Policy 7, 101–119 (2012). https://doi.org/10.12927/hcpol.
2012.22872

10. Ministerio de Salud y Proteccion social: Resolucion 2003 de 2014 (2014)
11. Ministerio de Salud y Protección Social: Decreto Numero 903 De 2014 (2014)
12. Naranjo-Gil, D., Ruiz-Muñoz, D.: Aplicación del benchmarking en la gestión de la cadena

de aprovisionamiento sanitaria: efectos sobre el coste y la calidad de las compras. Gac. Sanit.
29, 118–122 (2015). https://doi.org/10.1016/j.gaceta.2014.11.003

13. Elmuti, D., Kathawala, Y.: An overview of benchmarking process: a tool for continuous
improvement and competitive advantage. Benchmark. Qual. Manag. Technol. 4, 229–243
(1997). https://doi.org/10.1108/14635779710195087

14. Dacosta-Claro, I., Lapierre, S.D.: Benchmarking as a tool for the improvement of health
services’ supply departments. Heal. Serv Manag. Res. 16, 211–223 (2003). https://doi.org/
10.1258/095148403322488919

15. Staiger, R.D., Schwandt, H., Puhan, M.A., Clavien, P.A.: Improving surgical outcomes
through benchmarking. Br. J. Surg. 106, 59–64 (2019). https://doi.org/10.1002/bjs.10976

16. Rozo-Rojas, I., Díaz-Piraquive, F.N., Ordoñez-Díaz, M.S., de JesúsMuriel-Perea, Y.: Quality
measurement in sterilization processes at healthcare organization in Colombia using six sigma
metrics. In: Uden, L., Ting, I.-H., Corchado, J.M. (eds.) KMO2019. CCIS, vol. 1027, pp. 297–
306. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-21451-7_25

17. Sangthong,K., Soparat, P.,Moongtui,W., Danchaivijitr, S.: Development of quality indicators
for sterilization practices of the central sterile supply department. J. Med. Assoc. Thail. =
Chotmaihet thangphaet. 88(Suppl 1) (2005)

18. Stefan, R., Hermann, T., Mracek, M., Kopp, S., Steil, J.: Supporting workers and quality
management in sterilization departments. In: van Berlo, A., Hallenborg, K., Rodríguez, J.,
Tapia, D., Novais, P. (eds.) Ambient Intelligence - Software and Applications. Advances
in Intelligent Systems and Computing, vol. 219, pp. 137–145. Springer, Heidelberg (2013).
https://doi.org/10.1007/978-3-319-00566-9

https://doi.org/10.1016/j.aorn.2015.07.005
https://doi.org/10.1136/bmjqs.2010.048074
https://doi.org/10.1017/CBO9781107415324.004
https://doi.org/10.1006/mare.1996.0053
https://doi.org/10.18687/LACCEI2017.1.1.279
https://doi.org/10.12927/hcpol.2012.22872
https://doi.org/10.1016/j.gaceta.2014.11.003
https://doi.org/10.1108/14635779710195087
https://doi.org/10.1258/095148403322488919
https://doi.org/10.1002/bjs.10976
https://doi.org/10.1007/978-3-030-21451-7_25
https://doi.org/10.1007/978-3-319-00566-9


224 M. S. Ordoñez-Díaz et al.

19. Ciarapica, F.E., Bevilacqua, M., Mazzuto, G., Paciarotti, C.: Business process re-engineering
of surgical instruments sterilization process: a case study. Int. J. RF Technol. Res. Appl. 7,
1–29 (2016). https://doi.org/10.3233/RFT-150070

20. Piteres Redondo, R., Cabarcas Velázques, M., Hernández Gaspar, H.: The human resource
factor of competitiveness in the health sector. Investig. Innov. Ing. 6, 93–101 (2018). https://
doi.org/10.17081/invinno.6.1.2778

21. Guerrero Pupo, J.C., Amell Muñoz, I., Cañedo Andalia, R.: Tecnología, tecnología médica y
tecnoslogía de la salud: algunas consideraciones básicas. Acimed 12, 1–16 (2004)

22. Díaz-Piraquive, F.N., Rincón-Gonzalez, C.: Análisis cienciométrico de los stakeholders en la
gestión de proyectos. In: “El talento humano como factor clave en el éxito de los proyectos”
Editorial Publicaciones EAN, Bogotá (2019)

https://doi.org/10.3233/RFT-150070
https://doi.org/10.17081/invinno.6.1.2778


Global Export Strategy of the “Born Global”
Companies, Business Modeling, and Dynamic
Capabilities: Eight Knowledge Management
Cases of Country and City Data Analytics

Jari Kaivo-oja1,2, Theresa Lauraeus1, and Mikkel Stein Knudsen1,2(B)

1 Kaziemieras Simonavicius University, Vilnius, Lithuania
2 Finland Futures Research Centre, Turku School of Economics,

University of Turku, Turku, Finland
mikkel.knudsen@utu.fi

Abstract. In this article, we will discuss the export strategy of a company seeking
to export its products and services to global markets. We note that the export strat-
egy is always linked to the company’s dynamic capabilities and business model.
In this article, we present four basic business models, Business-to-Consumer,
Business-to-Business, Business-to-Government and Business-to-Digital business
models. As a company seeks to export its products and services overseas, it is
worthwhile to implement an information management strategy that serves the
export business strategy that links the export market to the business models and
dynamic capabilities of the company. This article presents 8 different case exam-
ples of how the business model and export market analysis are combined. It should
be emphasized that each company needs its own customized export strategy, where
its export-related resources are realistic in relation to its export choices and scale.
If there are not enough human and material resources, it is better to stay in the
home market.

Keywords: Export strategy · Dynamic capabilities · Business model · Data
filtering · Knowledge management

1 Introduction

Over the last decades, increasing internationalization of the market place has co-evolved
with a flourishing scholarly interest how companies organize their export activities.
However, quite weak theoretical foundations characterize traditional export strategy
research. Today the most promising theoretical foundation is the dynamic capabilities
perspective and its links to business modeling [1, 2]. The strategic choice of export
country focus is very important, as it always affects what is the preferable business
model design [2–4]. Key business model elements are: (1) value proposition (product
and service, customer needs and geography/logistics), (2) revenue model (pricing logic,
channels, and customer interaction), and (3) cost model (core assets and capabilities,
core activities, and partner network).
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Companies that want to be successful in the challenging global business environment
need to be able to react fast and flexibly to changes hard to predict beforehand. The global
business environment has become a VUCA-environment: Volatile, uncertain, complex,
and ambiguous [5]. The value of resilience and dynamism has been mightily illustrated
during the COVID-19 crisis. Companies need strategic flexibility to understand changes
in both demand and supply. Modularity is a means to gain this strategic flexibility.
Modularity can be built, among many other things, on smart knowledge management of
export strategy, business modeling, and dynamic capabilities.

Key elements of dynamic capabilities are [2]: (1) capability of sense (identify oppor-
tunities), (2) capability of seizing (design and refine the business model and commit
resources) and (3) capability of transfer and deliver products and services (realign
structure and culture).

In this way, export strategies, business models, and associated dynamic capabilities
are interlinked.

2 Export Strategy, Business Models and Dynamic Capabilities

In recent years, there has been an emerging interest in the theory of effectuation [6, 7].
This theory suggests that entrepreneurs andnewbusinesses choose their goals and actions
with the use of given means under high uncertainty. Another key theme is firms need
for continuous learning. The interest in effectuation illustrates the need for business
research to find new answers for the new paradigms of modern operational VUCA
environments. There is also need to find operational links between business modeling
and export strategy formulations, in particular for newly established companies.

These links are often crucial to building a sustainable new business. In this article,
we therefore look at different ways to evaluate export-oriented businesses’ choices of
choosing the right destination countries. A key research question is to find a strate-
gic connection between business modeling, business models, dynamic capabilities and
spatial export markets (Fig. 1).

Our article is motivated also by the surprisingly sparse amount of current literature
linking effectuation with “learning by exporting”. Both of these concepts have received
significant attention in the academic business literature, yet very few studies attempt to
link these concepts.

We illustrate aspects of this model with examples of initial analyses. The starting
point for this article is a variety of alternative business models that a “born-global”
company can choose to base its export business and strategy on [8, 9]. Such basic models
are (1) Business-to-Business, (2) Business-to-Consumer, (3) Business-to-Government
and (4) Business-to-Digital networks (e-business).

It is important for a company to plan its business model and export strategy carefully.
Export operations always involve different business risks; it can be difficult, costly, and
time-consuming. Few companies succeed perfectly in their export business. Economics
and business literature have dedicated very much attention to international trade studies
at the firm level, and there is a significant knowledge base on motivations and dynamics
of when “born-global” companies decide to engage in international markets. Key issues
in export strategy are (1) strong joint strategic decision and leadership about export,
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Fig. 1. Export strategy, business models and dynamic capabilities.

(2) knowledge management system of export strategy, (3) Blue ocean market segment
(not Red Ocean market segment), (4) clear target market and segment definition, (5)
good understanding of business model elements, (6) dynamic capabilities to implement
company’s export strategy, and (7) realistic budget for export strategy [2, 10–13].

Our study is tailored for “born global” companies, which adopt a global market app-
roach from the beginning of their business management. Because markets are dynamic,
companies need to have updated export filtering data analyses (see e.g. [14]). In this
article, we have used data sets of the World Bank (2019), International Monetary Fund
(2019) and the Economists Intelligence Unit (2019) [15–18]. Due to space limitations,
we provide eight export filtering analyses for different business modeling purposes. Our
aim is to demonstrate empirically power and usefulness of the export filtering analysis
for companies.

On the basis of previous research we know that (1) economics of scale is fostered by
exports, (2) higher competitive pressures in internationalmarkets leads to production and
management improvements, (3) the improvement of innovation capabilities happens due
to better access to technology and the possibility of cooperation with foreign companies
in the production chain [19–22] (4) economies of scale derived from international trade
dilutes fixed costs of innovation, especially R&D projects [23].

In general, knowledge-seeking is an elementary part of the export activities of com-
panies. One key issue for “born global” companies to seek information and knowledge
of foreign markets and understand market demand potential for their products. To scale
innovations, production and service volume requires a broad understanding of the size of
markets and potential demand. Careful knowledge-based analysis of export markets can
reduce business risks andkeep themmanageable.Current researchfindings informus that
many sizes, efficiency and productivity gains occur before a company starts to export
[24]. The learning-by-exporting processes of firms should always include knowledge
management of demand-side potentials.

This is a key research question in this article.
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3 Linking Business Modeling Approaches to Export-Led Growth
and Global Market Place

In this section, we present some insight into the global market place. Typically compa-
nies have (1) Business-to-Consumer businessmodels, (2) Business-to-Business business
models and (3) Business-to-Government business models and (4) Business-to-Digital
business model (general e-business approach). These four business model approaches
(Fig. 2) are the analytical foundation for our data-based empirical export filtering
analyses.

Fig. 2. Business models based filtering approach.

During the latest decades, much of business research has focused on business model
innovation [25]. In recent years, this has also led to an academic focus on business model
innovation through Industry 4.0 (e.g. [26–28] or “platform thinking” [29]. Forward-
looking and inspired business modeling approaches are also looking towards “happiness
based business models” [30] or “sustainable socially responsible and ethically oriented”
business models [31]. These novel business modeling approaches can be integrated into
our data-driven export filtering approaches with B-C, B-C, B-G and B-to-D business
models.

4 Typical “Born Global” Business Models of Export Activity

It is good to remember that firms can select different approaches to their business
model. In Table 1 we can see typical business models for exporting companies [13].
One elementary part of the export-led business strategy is to identify different business
models.

When one or some of these business models are selected by a business owner, the
key question is to define the spatial country-level focus of business strategy and business
model.
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Table 1. Business models of export-oriented firm

Business model Definition

Direct sales The company itself sells directly to foreign end customers either from
the home country or locally

Resale The company sells to resellers who sell directly or through
intermediaries to the end customer

Licensing The technology (or equivalent) is made available to another company to
package it into a product or service to be sold for a license fee

Franchising Foreign, the local operator operates in accordance with the business
concept developed in the home country

Associated company A foreign-owned company with a minority share sells a product or
service locally to foreign customers

Joint venture Equally owned (50/50) foreign company that sells in the local market

Subsidiary Wholly owned (or majority-owned). The parent company has a majority
of the shares, participations or other voting rights in the subsidiary
company. The parent company is required to prepare a consolidated
financial statement, which records the profit or loss generated by the
foreign affiliate

5 Export-FocusedMarket Filtering: Eight Cases of Business-Model
Based Filtering

In this section, we present a Business Model-Based Filtering Analysis (cf. [32]), based
on three main criteria: The absolute size of the market, the size of the market per capita,
and the examined sectors’ shares of the total economy. This is an illustration of the first
crude step of establishing a data-driven business-model based export strategy.

First export-focused filtering analysis is focused on B-to-C-filtering, where we use
GDP, current prices (Purchasing power parity; billions of international dollars) as a
filtering variable. In this market filtering we use IMF’s future forecasting results are
filtering data (IMF forecasts for 2019–2014, [17]). In Table 2, we report the filtering
results of world regions.

In Table 3 we report potential GDP PPP filtering results of the world’s top countries
of potential GDP for years 2019–2024. This generic export filtering is based on the
forecasting data of IMF for years 2019–2014 (IMF 2019).

The third filtering analysis is focused on B-to-C-filtering. In this case, we analyze the
average % level of merchandise trade. This export filtering is based on the merchandise
data of the World Bank (World Bank 2019) (Table 4).

Fourth filtering analysis is also focused on B-to-C-filtering. In this case, we analyze
average mobile cellular subscriptions per 100 people in the world. The data is from
the World Bank (2019). The results of this merchandise trade export filtering are the
following. In Table 5 we report the top 20 countries. This filter is relevant when we
discuss the challenges and hotspots of digital transformation in the world.
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Table 2. Filtering 1. World regions. Average GDP PPP Potential, years 2019–2024, billions of
dollars. Average GDP PPP Potential, 2019–2024, billions of dollars GDP, purchasing power parity
(PPP), billions of international dollars, relevant B-to-C- and B-to-B and B-to-G models. Source:
[17]

World 163991

1 Emerging market and developing economies 101250

2 Asia and Pacific 78807

3 Advanced economies 62741

4 Emerging and Developing Asia 60181

5 Major advanced economies (G7) 46005

6 East Asia 44250

7 Western Hemisphere (Region) 37466

8 China, People’s Republic of 33497

9 Europe 31936

10 North America 28711

12 European Union 25026

13 United States 23511

14 Western Europe 22341

15 South Asia 17602

16 India 14709

17 Latin America and the Caribbean 11729

18 Middle East, North Africa, Afghanistan, and Pakistan 11681

19 Southeast Asia 10983

20 Middle East and North Africa 10241

Fifth filtering analysis is also focused on B-to-C, B-to-B, B-to-G- and B-to-D export
filterings. Typically economic risks are very diverse in high growth countries. In this
special export trade case, we analyze the average real growth rate (%) in 2011–2020 in
the world (IMF 2019). In Table 6, we again report the top 20 countries.

Sixth filtering analysis is also focused on B-to-B filtering. In this special case, we
analyze the average size of the industrial market in relation to GDP in 2000–2017 in the
world. The results of this filtering, shown in Table 7, are relevant for B-to-B- business
modeling.

Sixth filtering analysis is also focused onB-to-B filtering. In this special case, we ana-
lyze average foreign direct investments (FDIs) in 2000–2018 in the world [16]. Table 8
shows the results of this filtering, which are relevant for B-to-B- business modeling. Typ-
ically high FDI level indicates good possibilities to B-to-B business activity in particular
country and market.
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Table 3. Filtering 2. Top countries. Average GDP PPP Potential, years 2019–2024, billions of
dollars, average GDP PPP Potential, 2019–2024, billions of dollars GDP, purchasing power parity
(PPP), billions of international dollars, relevant B-to-C- and B-to-B, B-to-G, and to B-D models.
Source: IMF 2019.

1 Japan 6135 11 Turkey 2584

2 Germany 4880 12 Korea, Republic of 2528

3 Russian Federation 4789 13 Saudi Arabia 2146

4 Indonesia 4510 14 Spain 2136

5 Brazil 3908 15 Canada 2091

6 United Kingdom 3425 16 Australia and New
Zealand

1780

7 France 3342 17 Egypt 1709

8 North Africa 3102 18 Iran 1652

9 Mexico 2975 19 Thailand 1604

10 Italy 2621 20 Australia 1547

Table 4. Filtering 3.Average% level ofmerchandise trade,B-to-CBusinessmodels,Merchandise
trade (% of GDP), Average level in 2000–2018. Source: World Bank 2019.

1 Hong Kong SAR, China 331.6 11 Estonia 130.1

2 Singapore 277.0 12 United Arab Emirates 128.7

3 Aruba 238.4 13 Czech Republic 127.5

4 Belgium 167.8 14 Netherlands 124.5

5 American Samoa 157.9 15 Slovenia 121.7

6 Malaysia 154.6 16 Seychelles 119.2

7 Vietnam 139.0 17 Guyana 117.2

8 Hungary 135.8 18 Belarus 116.8

9 Slovak Republic 135.0 19 Lithuania 113.8

10 Lesotho 131.2 20 Cambodia 110.9

Seventh filtering analysis is also focused on B-to-C filtering, but in this special case,
on expensive luxury goods and services. This city-level export filtering analysis provides
information and knowledge about big cities, where consumers are rich and have a very
high potential to buy luxury goods and adopt luxury brands. Results are shown in Table
9.

The eight and final filtering analysis is also focused on B-to-C filtering, but in this
special case illustrates the market for very cheap consumer goods and services in cities.
Table 10 shows the ten cheapest major cities in the world.
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Table 5. Filtering 4. Mobile cellular subscriptions, B-to-C e-business models. Mobile cellular
subscriptions (per 100 people), the average level in 2000–2018. Source: World Bank 2019.

1 Sint Maarten (Dutch part) 195.9 11 Lithuania 123.2

2 Macao SAR, China 190.4 12 Antigua and Barbuda 122.8

3 Hong Kong SAR, China 174.3 13 Singapore 122.3

4 British Virgin Islands 155.1 14 Austria 121.9

5 Montenegro 155.0 15 Finland 121.6

6 Cayman Islands 133.6 16 Israel 117.4

7 Italy 133.1 17 Estonia 113.8

8 Luxembourg 129.2 18 Bahrain 113.2

9 United Arab Emirates 128.7 19 Czech Republic 111.4

10 Curacao 128.6 20 Saudi Arabia 110.7

Table 6. FiItering 5: Real GDP growth (Annual percent change,), B-to-C, B-to-B, and B-to- G
business models. Generic approach. The average real growth rate in 2000–2010. IMF database
2019. Source: IMF 2019.

1 Nauru 10.6 11 Côte d’Ivoire 7.1

2 Ethiopia 9.8 12 Cambodia 7.1

3 Turkmenistan 8.4 13 Bangladesh 6.9

4 Mongolia 7.6 14 Myanmar 6.7

5 Rwanda 7.5 15 Tajikistan 6.6

6 Uzbekistan 7.4 16 Ireland 6.5

7 Lao P.D.R 7.3 17 Guyana 6.5

8 China, People’s
Republic of

7.2 18 Panama 6.5

9 India 7.1 19 Philippines 6.3

10 Ghana 7.1 20 Vietnam 6.3

We have demonstrated eight cases of export-focused filtering. These are relevant
examples of first steps towards data-based filters, which can help export-oriented firms
to decide target countries and regions of export strategy. Of course, all companies need
tailoredfiltering calculations of export regions and plans depending on their ownbusiness
models and dynamic capabilities.

The very big challenge in the export strategy is separating the Blue Ocean Strategy
from the Red Ocean Strategy [11]. As a logical result of this strategic dilemma, com-
panies have to think carefully about the export portfolio of destination countries. As a
result, exports are usually decentralized to several countries and regions. Also, a firm’s
product and brand portfolio of export can be decentralized. Often a firm’s export strategy
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Table 7. Filtering 6. Size of the industrial market in a relation to GDP. The average industry
(including construction), value-added,% ofGDP, years 2000–2017 (%), relevant B-to-B Industrial
business models.

1 Libya 77.1 11 Angola 55.0

2 Equatorial Guinea 72.4 12 Azerbaijan 54.5

3 Congo, Rep 68.1 13 Gabon 53.9

4 Brunei Darussalam 67.2 14 United Arab
Emirates

52.0

5 Qatar 66.2 15 Turkmenistan 50.3

6 Kuwait 66.1 16 Trinidad and
Tobago

50.3

7 Timor-Leste 62.0 17 Algeria 49.7

8 Iraq 61.7 18 Puerto Rico 48.9

9 Oman 60.3 19 Venezuela, RB 47.1

10 Saudi Arabia 56.8 20 Bahrain 45.5

Table 8. Filtering 6. Foreign direct investment (FDI), net inflows (bn. BoP, current US$), average
level, years 2000–2018 [16].

1 United States 260,630 11 Singapore 42,119

2 Netherlands 179,021 12 Belgium 41,206

3 China 160,631 13 The British Virgin Islands 37,416

4 United Kingdom 102,553 14 Spain 36,241

5 Germany 70,784 15 Australia 35,600

6 Hong Kong SAR, China 70,680 16 Russian Federation 29,830

7 Brazil 51,219 17 Mexico 27.519

8 Ireland 48,874 18 Cayman Islands 24,882

9 France 47,157 19 India 23,958

10 Canada 45,158 20 Switzerland 22,953

depends on the willingness of a firm to take risks in the short and long run. In the export
filtering process, these strategic aspects can be taken into consideration by (1) filtering
country rankings with different time-horizon data and calculating alternative forecasting
scenarios of historical data sets and (2) classifying destination countries and regions to
Red Ocean and Blue Ocean countries and regions.
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Table 9. Filtering 7. The worldwide cost of living, luxury goods and services and luxury brands.
B-C filtering, luxury goods and services in cities. The ten most expensive cities in the world. A
ranking of the world’s major cities. A report by the Economist Intelligence Unit (2019), Data year
2018.

Country City WCOL index (New York = 100) Rank Rank movement

Singapore Singapore 107 1 0

France Paris 107 1 1

China Hong Kong 107 1 3

Switzerland Zurich 106 4 −2

Switzerland Geneva 101 5 1

Japan Osaka 101 5 6

South Korea Seoul 100 7 −1

Denmark Copenhagen 100 7 1

US New York 100 7 6

Israel Tel Aviv 99 10 −1

US Los Angeles 99 10 4

Table 10. Filtering 8. Worldwide cost of living, basic very cheap consumer goods and services
in cities. B-C filtering, basic consumer goods, and services in cities. The ten cheapest cities in the
world. A ranking of the world’s major cities [19].

Country City WCOL index (New York = 100) Rank Rank movement

Venezuela Caracas 15 133 −1

Syria Damascus 25 133 1

Uzbekistan Tashkent 33 131 −19

Kazakhstan Almany 35 130 1

India Bangalore 39 129 0

Pakistan Karachi 40 127 0

Nigeria Lagos 40 127 3

Argentina Buenos Aires 41 125 −48

India Chennai 41 125 1

India New Delhi 41 123 1

6 Conclusions

Based on the 2018–2019 statistics (World Bank, IMF, the Economist Intelligence Unit),
this article presents a variety of case studies of lists that can help business decision-
makers reflect on a company’s export strategy. These reported lists are a demonstration
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of knowledge management operation when a firm and especially “born global” firm
wants to build a data-driven export strategy, which is tailored to their own business
models.

This article states that a business model can be a Business-to-Consumer Model, a
Business-to-Business Model, a Business-to-Government, or a Business-to-Digital Net-
works. These four alternative business model templates help business decision-makers
develop a knowledge management system of different types of data filters linked to
business models and associated dynamic capabilities.

It is good to find out information and knowledge about spatial and global market
demand, especially as the company hopes to be a “born global” company. Unless the
various demand-side aspects of the global market are properly addressed, the company
can easily take too big business risks and expose itself to serious business failure.

It is always worthwhile for a company to tailor its own export strategy and data
accounting systems carefully, already because of the strategic need to distinguish
betweenBlueOcean andRedOcean strategies. Export filtering databasemust be updated
regularly and results must be compared to previous filtering results to create a rolling
export destination filtering system.
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Abstract. In the face of rapid changes environments, department storesmust seek
ways to survive in the market. This study addressed the topic on the influence of
organizational innovation (OI), perceived organizational support (POS), and emo-
tional labor (EL) on department store floor managers’ job performance (JP). The
participants of this study were department store floor managers from Southern
Taiwan. Data were collected by using purposive and snowball sampling method,
total 251 effective questionnaires were returned. Data analysis included descrip-
tive data analysis, factor analysis and reliability analysis, Pearson’s correlation and
regression analysis. The main results were as follows: 1. Department stores’ orga-
nizational innovation and floor managers perceived organizational support have
positive effects on their job performance. 2. Department store floor managers’
deep acting of emotional labor has a moderating effect on OI and JP relation-
ship. 3. Department store floor managers’ deep acting of emotional labor has a
moderating effect on POS and JP relationship.

Keywords: Organizational innovation · Perceived organizational support · Job
performance · Emotional labor · Surface acting · Deep acting · Department store
floor managers

1 Introduction

As the global economic trend has changed, Taiwan has shifted from traditional agricul-
ture to construction and production industries, and then to service industries. There were
6.79million employed in the service industry accounting for 59.38% of the total employ-
ment in 2018 [1]. Department stores in Taiwan have been increasing their turnover since
2009. Turnover in 2015 was NT$ 318.9 billion, an increase of 4.2% per year, which is
growing for 7 consecutive years [2]. Department stores belong to the general merchan-
dise sales industry, which is defined as: “a retail store engaged in the sale of a variety of
merchandise products in a non-specific monopoly form” [3]. Taiwan’s business mode of

© Springer Nature Switzerland AG 2021
L. Uden et al. (Eds.): KMO 2021, CCIS 1438, pp. 237–251, 2021.
https://doi.org/10.1007/978-3-030-81635-3_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-81635-3_20&domain=pdf
https://doi.org/10.1007/978-3-030-81635-3_20


238 Y. Wang

department store is based on the “counter system” which the store public facilities, envi-
ronmental atmosphere creation and counter investment promotion plan are integrated
and planned by department store. Department store would draft strategies such as target
customers, product combinations, floor composition, service functions, etc., and draft
contracts according to their set conditions and solicit cooperative partners to participate
in operations. Participating manufacturers must accept the management supervision of
the department store and cooperate with the overall operating policy. They should bear
the assigned business goals and pay management costs at the same time. If the partner
company violates the department store’s policies or fails to achieve the expected busi-
ness goals, the department store has the right to terminate their contracts [4]. Due to
market competition department stores are stressing in satisfy customer, consequently,
the department store floor managers not only need to manage, communicate with the
partner companies’ business but also assist to settle the customers complain. In order
to achieve the corporate emotional norms such as “be polite, keep smiling, customer is
always right”, even in unpleasant situations with unreasonable customers’ requests they
must pretend and show appropriate emotional state. Once they fail to meet the needs
of customers, they will encounter emotional conflicts. Emotional labor is the process of
managing feelings and expressions to fulfill the emotional requirements of a job [5]. In
order to achieve the desired performance of the organization, they must express appro-
priate emotional behaviors. When the emotions felt by employees go against the concept
of emotional expression required by the company, they will express their true emotions
through “surface acting” or “deep acting.”

In the era of the knowledge economy, the competitive advantage of an organization
comes from the organization’s continuous generation and application of new knowledge
in order to respond to the rapidly changing environment. Organizational innovation (OI)
is a novel concept that can be used to initiate or promote a product, process, or service
to enhance organizational effectiveness [6]. For department store floor managers, the
interactive interpersonal networks are the directors and colleagues in the organization.
By caring for each other would influence behavior, the higher the organizational support
perceived by employees, the higher the positive mood they feel. A study found per-
ceived organizational support (POS) can increase employee happiness and affect JP. If
an enterprise expects sustainable operations and employees work harder for enterprise,
they should be rewarded, cared and respected. Employees must be given the necessary
support and assistance to achieve good job performance [7]. A study of retail service
firms found POS attenuated the negative effects of the emotional labor/job satisfaction
and emotional labor/performance relationships [8].

This research takes department store floor managers as the research object and
explores the impact of department store organizational innovation and POS of floor
managers on job performance. In addition, whether the emotional labor of floor man-
agers havemoderating effects on the relationships betweenOI/JP and POS/JP. It is hoped
that this research will provide retail industry and academia with a reference basis for
evaluating human resource management and create the best benefits for the department
store industry.
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2 Literature Review

2.1 Organizational Innovation (OI)

The most effective way to maintain an organization’s competitive advantage in order to
enable the organization to operate sustainably is through constant change and innovation
while facing rapid changes in the environment. “Innovation” is not only an important
ability of an individual, but also the key to the survival of an organization. Therefore, OI
is mainly to improve the work efficiency of the organization’s employees or achieve the
goals, and then improve or enhance organizational performance. OI is the intentional
introduction and application of new methods in the ideas, processes, products, and pro-
cedures of roles, groups or organizations [9]. In the process of solving the problem, OI
activities involved product design, product innovation functions, department coordina-
tion, company resources, structure and strategy coordination, etc. [10]. OI is the overall
behavioral manifestation of employees in the organization to find, establish, execute,
and successfully implement ideas for new technologies, techniques, or new products
to become useful products or services [11]. Researchers summarized the research on
organizational innovation, and considered that OI is divided into four perspectives as
follows:

1. Product Perspective: New products produced or designed by the organization. Prod-
uct perspectivesmeasure organizational innovation by tangible and specific products.
Scholars even prejudged organizational innovation with new products, technologies,
and services [12, 13].

2. Process perspective: Identify organizational innovation as the “process” of overall
innovation, not the “outcome” of the product perspective. The OI process is divided
into five stages: setting an agenda, setting procedures, drawing up detailed execution
goals and generating ideas, creative testing and implementation, and results evalu-
ation [14]. Scholars believed that the process of organizational innovation includes
multiple stages such as problem discovery, seeking assistance from resources, and
completing problem solving [15].

3. Binary perspective: Using a dual view of products and processes to define OI, it’s a
complex problem-solving process that includes diverse concepts, not only products
but also creative processes. Therefore, organizational innovation is defined by the
process of the organization’s new products, services, and creation, or the creativity
of existing technologies, concepts, and methods [16].

4. Multiple perspectives: Scholars consider that OI from the perspective of products
or processes is mostly focused on the technological innovation, however the man-
agement innovation of policies or programs are ignored. OI should include multiple
indicators. It should be one of the activities that is naturally generatedwithin the orga-
nization. The activity should be new to the organization, and it can be equipment, sys-
tems, policies, programs, processes, products and services [17]. Therefore, scholars
advocate technological innovation (including products, processes, and equipment)
and management innovation (including systems, policies, programs, and services)
to define OI. The pattern of OI in the service industry was divided into four aspects:
product/service innovation, process innovation, internal organization innovation, and
external relationship innovation [18].
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2.2 Perceived Organizational Support (POS)

Organizational support is a concept of loyalty. The organization’s commitment and
loyalty to employees does affect employee behavior. Based on the theory of social
exchange, POS was whether the organization would reward employees’ efforts and to
meet the needs of employees’ appreciation and recognition [19]. Its organization attaches
importance to employee contributions and cares for employees’ well-being will serve
as a basis for employees to measure organizational support. POS was defined as the
overall perception aggregate formed by employees’ awareness of their contributions in
organization, and whether the organization truly cares about employee benefits. It is
also believed that POS will enable employees to (1) perform their duties, (2) perform
emotional and computational investment in the organization, and (3) innovate to meet
organizational expectations even in the absence of direct rewards or praise. POS is a
subjective judgment and cognition of employees. When employees perceive the orga-
nization’s support, whether the organization provides real compensation or emotional
needs, the employee’s feelings and induction can evaluate the level of support provided.
This will cause employees perform in favor of their organizational behavior [20].

2.2.1 Theory of Perceived Organization Support
The underlying psychological mechanisms of POS are the concepts of “social exchange
theory”, “psychological contract theory”, “effort-reward expectation theory” and “social
emotional demand theory” [19].

1. Social-exchange theorywasfirst proposed byHomans scholars atHarvardUniversity
to explore the exchange behavior between people. Human beings are willing to
continue certain behaviors in order to survive, because these behaviors have been
proven to be rewarded in experience. Regardless of whether this reward is tangible
or intangible, the process of exchange behavior is exchanging rewards. The core of
the theory of social-exchange is the norm of reciprocity. To get good treatment from
others, it is also necessary to actively respond to each other [21]. Therefore, based on
the relationship of the principle of reciprocity, employees will give effort and show
loyalty to the organization as a substantial reward. Such as raises, benefits, or social
emotional responses, such as being cared for and appreciated by supervisors.

2. Psychological contract theory is generally divided into transactional contracts and
relational contracts. The psychological contract is “the beliefs and expectations that
employees hold about mutual responsibilities and obligations between employees
and the organization.” Employees think what they should do for the organization,
what the organization should do for employees, and what should be paid back to
employees [22]. Transactional contracts are stable and narrow; Relational contracts
are deeply embedded in social relations networks, especially in considerations related
to interpersonal relationships, social emotions, and value bases [23].

3. Effort-reward expectation theory proposed that when employees POS, they
will increase employee participation and performance through two effort-reward
expectancy and affective attachment to achieve organizational goals. The expected
reward will in turn make employees think that the organization attaches importance
to employees’ contributions, so that employees will have a psychological reward
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for the organization. When employees have a positive emotional attachment to the
organization, they’ll be willing to contribute to the organization [20].

4. Need for social emotion theory:Basedon the social-exchange theory, receiving social
emotional support will increase personal work effort, and perceived organizational
support can meet a variety of need for social emotion. And whether individuals will
reward the organization with good performance will increase as social emotional
needs increase [20]. When the individual’s emotional needs are stronger, the value
of POS and the individual’s obligation to reciprocate the organization with good
performance are also higher. Therefore, meeting the social and emotional needs of
employees will motivate employees to work harder to give back to the organization’s
obligations, and this obligation will drive the employees’ performance.

2.3 Emotional Labor (EL)

Emotional labor is the process of managing feelings and expressions to fulfill the emo-
tional requirements of a job. More specifically, workers are expected to regulate their
emotions during interactions with customers, co-workers and superiors [5]. Hochschild
believes that under organizational norms, when service personnel are required to express
an emotional state that is biased from their actual feelings, they will have emotional dis-
sonance. At this time, in order to meet the requirements of the organization, employees
must engage in some degree of disguise. According to the degree of disguise, it can
be divided into “surface acting and deep acting”. Surface acting occurs when employ-
ees display the emotions required for a job without changing how they actually feel
[5]. Deep acting is an effortful process through which employees change their internal
feelings to align with organizational expectations, producing more natural and genuine
emotional displays [24]. Emotional regulation theory defines the emotional labor as
employees regulate emotions feelings and emotional expression, the emotional labor is
emphasizing on the process of how employees experience and express emotions as a
physiological arousal and awareness [25]. Surface acting employees change themselves
in external emotional performance, which shows behaviors that conform to organiza-
tional norms; deep acting employees will find ways to control their inner self-feelings
and adjust their performance of external and internal emotions to be consistent. The
emotional regulation involved behind the two psychological mechanism is not the same,
surface acting is less likely to have an impact on inner emotions. Although the underly-
ing processes differ, the objective of both is typically to show positive emotions, which
are presumed to impact the feelings of customers and bottom-line outcomes (e.g. sales,
positive recommendations, and repeat business) [24, 25].

2.4 Job Performance (JP)

Job performance (JP) is the criterion for assessing the achievement of an organization’s
goals which has been an issue of concern to organizations from the 19th century to
the present day. Enterprises are composed of employees, and whether employees can
reach their full potential has a great impact on the productivity and profitability of
enterprises. However, at different points in time, even for the same organization, there
will be different performance measures and value judgments of effectiveness. JP is the
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behavior all about organizational goals which is based on the individual’s contribution.
It has five approaches to express performances: (1) Achieve the organization’s tasks;
(2) Voluntarily engage in work outside of his or her own status; (3) Become assisting
peers or customers; (4) Follow the organization’s work rules and operating procedures;
(5) Fully support the organization’s policies and goals [26]. Others believed that job
performance is based on the standards set by the employees. Evaluate the effectiveness
of the tasks or roles given to the corporate group or organization by showing whether
the quality or quantity of work achieved the goal [27].

2.4.1 Evaluation of JP
The goal of business operation is to improve business performance. It is not only the
direction that managers strive to pursue, but also the overall performance of the com-
pany’s goals. In order to maximize the effectiveness, performance evaluation plays an
important role inmanagement. There are severalways to evaluate employee performance
[28]:

1. The JP of the employees evaluated by their direct supervisor. It is a common method
in the workplace. Supervisors have the best position to observe employees.

2. The JP of the superior evaluated by subordinates. Employees have frequent con-
tact with supervisors, it is feasible to evaluate supervisors’ management perfor-
mance. However, there must be a complete anonymous supporting plan to protect
subordinates due to concerns about retaliation by the supervisor afterwards.

3. Peer evaluation-Themost frequently interacted employees are colleagues in the same
team. Peer review is the most direct JP evaluation. However, it should be considered
that employees are less trained in JP evaluation, and there may be situations where
colleagues shield each other.

4. Employee self-evaluation- Employees themselves evaluate their performance at
work, so that employees clearly understand what they expect to achieve. If the crite-
ria are set, employees are suitable for self-evaluation, but this method often causes
employees to overestimate self-performance and cause errors.

5. Employees evaluated by customers- Customer response has a decisive influence on
the company’s development. It is necessary for customers to evaluate employees, so
customer opinions should be included in job performance evaluation.

6. 360º feedback- A “multiple-source multiple-rater feedback” technology which
through the process of collection and analysis of multiple data to assist individu-
als to grow, develop or act as a way to evaluate individual performance in order to
achieve a fairer evaluation. 360-degree feedback pays more attention to the skills
needs of cross-department and organization, because the evaluation targets include
themselves, superiors, subordinates, colleagues and external related personnel [29].

In the study of organizational behavior, the individual employee’s contribution level
is often measured by the employee’s JP. Everyone’s perception or emphasis on JP is
different, and the organization will set an equitable reward and punishment system based
on the employee’s JP. If the employees’ efforts within their ability can be rewarded with
satisfactory results under the performance evaluation, they can achieve the expected
results.
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2.5 Relevant Research

A study of selected manufacturing companies in Lagos metropolis, Nigeria confirmed
that organizational learning had a positive correlationwithOI;OI in turn had positive cor-
relation with organizational performance and organizational learning also had positive
correlation with organizational performances [30]. An empirical study provide support
for the direct impact of POS on JP [31], other studies reveal mediation roles underlying
the relationships between POS to performance outcomes, such as work engagement and
organization identification [32, 33]. Other research found POS would improve employ-
ees’ happiness, while happiness is an intermediary variable between POS and JP of
full-time employees in Taiwan [7]. A study of retail service firms found perceived orga-
nization support (POS) attenuated the negative effects of the emotional/job satisfaction
and emotional labor/performance relationships [8]. Chi examined various types of ser-
vice firms and found: (1) when perceived supervisor support was high, surface acting
(SA) was positively related to customer consideration in service; (2) high coworker sup-
port can strengthen the positive relationship between deep acting (DA) and adequate
responses; and (3) the negative relationship between DA and turnover intentions [34].

Other study found the higher the employee’s recognition of their role at work, the
more they will have DA in emotional labor at work, and therefore show better inno-
vative behavior. Additionally, SA in emotional labor has no relationship with innova-
tive behavior. However, members working in a high-competitive organization will have
a higher positive impact on SA and innovative behavior than members working in a
low-competitive atmosphere [35].

Base on previous review of literature, the research hypotheses would state as:

H1: Department store OI would have a significant positive impact on employees’ JP
H2: Department store employees’ POS would have significant positive impact on JP
H3: Department store employees’ emotional labor of surface/deep acting would have
moderating effects on OI and JP relationship.
H4: Department store employees’ emotional labor of surface/deep acting would have
moderating effects on POS and JP relationship.

3 Research Methods

3.1 Research Framework

Based on the review of literature, this research would examine the moderation roles of
surface/deep acting of EL between OI and POS independent variables and JP dependent
variable. The research hypotheses are depicted in Fig. 1.

3.2 Sample and Questionnaire

The subjects are employees who have worked more than three months in department
store floor management units in Tainan, Kaohsiung and Pingtung cities which locate in
southern Taiwan. Data were collected from seven department stores during November
7th through December 16th, 2017, using purposive and snowball sampling methods. A
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Fig. 1. Research framework

total of 280 questionnaires were sent out and 251 valid questionnaires return with the
effective questionnaire rate was 89.6%. All the questionnaire was measured by using
a seven-point Likert scale from 1 (very disagreeable) to 7 (very agreement). OI scale
was adopted from previous research with total 15 questions which were divided into
technological and management innovation factors [36]. POS scale was adopted from
Shanock and Eisenberger [37] short version which was developed by selected some
questions from original Eisenberger and Huntington scale [19]. It consists 6 questions
of organizational support implications which including organizational care, employee
well-being and objectives etc. EL scale was adopted fromGrandey [25] with 5 questions
in surface acting and 6 questions in deep acting. Twelve questions in JP scale were
divided into task performance and contextual performance [38].

4 Results and Analysis

4.1 Sample Characteristics

According to the sample demographic, the majority employees work in department store
are female (70.9%) age between 26–32 years old (51%), not married (74.1%). Most of
them have College degree (92.8%) with average monthly salary less than NT$30,000
(49.8%) with job tenure less than 3 years (46.6%) follow by 4–8 years (35.1%).

4.2 Factor Analysis and Reliability

The exploratory factor analysis with oblique rotation was conducted to determine an
appropriate number of factors and the pattern of factor loadings primarily from the
data. The result of OI for Bartlett spherical analysis (X2 = 2224.919, p < .001) is
significant, and the KMO value equal to .931, indicating that it is suitable for factor
analysis. Items 5 and 6 were deleted because cross-loading. Two factors were extracted,
“Management Innovation” which had 41.81% variance explained and “Environmental
Process Innovation” which had 29.5% variance explained, and the overall cumulative
variation was 71.31%. The management innovation α value was 0.93, the environment
process innovation’s α value was 0.83, all greater than 0.7 indicating a high degree of
confidence in this research variable. The result of POS for Bartlett spherical analysis (X2

= 889.674, p < .001) was significant, and the KMO value equal to .897, indicating that
it is suitable for factor analysis. One factor was extracted with total 68.23% variance.
The α value of POS was 0.91, indicating a high degree of confidence.
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The result of EL for Bartlett spherical analysis (X2 = 1429.695, p < .001)is signifi-
cant, and the KMO value equal to .848, indicating that it is suitable for factor analysis.
Two factors were extracted namely “surface acting” and “deep acting”. The variance
explained by surface acting was 32.91%, deep acting was 30.94%, and the overall cumu-
lative variation was 63.86%. The surface acting α value was 0.89 and the deep acting
α value was 0.85 indicating a high degree of confidence in this research variable. The
result JP for Bartlett spherical analysis (X2 = 1538.442, p < .001) is significant, and the
KMO value equal to .896, indicating that it is suitable for factor analysis. Items 7 was
deleted because cross-loading in two factors. The results extracted two factors, named
“task performance” with 36.12% variance explained and “contextual performance” with
26.17% variance explained and 62.29% of the overall cumulative variation was 71.31%.
The task performance α value was 0.90, the contextual performance α value was 0.79,
all greater than 0.7 indicating a high degree of confidence.

4.3 Pearson Correlation Analysis

The means, standard deviations, and bivariate correlations of research variables are
presented in Table 1. Research variables’ means are between 3.13 and 5.79 which indi-
cating most department store employees believe that their company is highly innovative,
perceives high level of organization support and evaluate themselves have high job
performance. Significant relationships were found among the research variables: The
dependent variables, OI and POS, were positively correlated with the dependent vari-
able JP (OIr= .50, p < .01; POSr= .44, p < .01) and EL DA (OIr= .51, p < .01; POSr
= .47, p < .01). Emotional labor SA had negative relationships with OI (OIr = −.26, p
< .01), POS (POSr = −.31, p < .01), and EL DA (r = −.29, p < .01).

Table 1. Means, standard deviations and correlations among variables

Variable Mean SD 1 1a 1b 2 3a 3b 4

1. OI 5.64 0.67 1

1a. OI1 5.79 0.69 .88** 1

1b. OI2 5.55 0.75 .96** .71** 1

2. POS 5.60 0.72 .66** .58** .62** 1

3a. EL SA 3.13 0.87 −.26** −.27** −.23** −.31** 1

3b. EL DA 5.74 0.59 .51** .48** .47** .47** −.29** 1

4. JP 5.99 0.52 .50** .46** .44** .44** −.33** .46** 1

Note: Listwise excluded, **p < .01, two-tailed. OI1- Environmental Process Innovation, OI2-
Management Innovation; EL SA- emotional labor surface acting, EL DA- emotional labor deep
acting
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4.4 Regression Analysis

Simple regression analysis was conducted to examine hypotheses 1 and 2. Results are
shown in Table 2 indicated that both OI and POS have significant positive effects on
job performance, therefore hypotheses 1 and 2 are supported. Afterward, hierarchical
moderated multiple regression analysis [39] was used to test hypotheses 3 and 4.We first
entered OI and POS independent variables to perform regression analysis on JP, and then
entered SA/DA of the EL as the moderators. In the final step we entered the interaction
term (centered SA/DA * centered OI/POS) to examine the moderating effects.

Table 2. Regression analysis of OI and POS on Job Performance

Variable df β F R2

Independent variable: OI 248 .284*** 45.768*** .270

Independent variable: POS .143**

Note: N = 251. Unstandardized regression coefficients from
the last step. ***p < .001, **p < .01

1) SA/DA of EL and OI have an interactive effect on JP
(a) Surface acting of EL: The results are shown in Table 3, both the OI (ΔR2 = .247,

p < .001) and surface acting of EL (�R2 = .045, p < .001) had main effects
on employees’ job performance. The interaction term of OI and SA didn’t have
significant incremental portion of variance (�R2 = .007, p > .05).

Table 3. Hierarchical moderated regression analysis of SA on Job Performance

Variable β df F R2 ΔR2

Step 1: Independent variable OI .224*** 249 81.79*** .247 .247***

Step 2a: Moderator variable
surface acting

−.122*** 248 51.15*** .292 .045***

Step 3: Interaction term
OI * SA
Constant

.042
5.999***

247 35.09*** .299 .007

Note: N = 251. Unstandardized regression coefficients from the last step. ***p < .001

(b) Deep acting of EL: The results are shown in Table 4, both the OI (ΔR2 = .247,
p < .001) and deep acting of EL (ΔR2 = .056, p < .001) had main effects on
employees’ job performance. The interaction term of OI and DA explained a sig-
nificant incremental portion of variance (ΔR2 = .014, p < .05) in job performance.
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Therefore, hypothesis 3 was partial supported, the employee’s job performance was
dependent upon the level of organization innovation, employees’ emotional labor
in both surface and deep acting; and was moderated by the OI and DA interactive
effect.

Table 4. Hierarchical moderated regression analysis of DA on Job Performance

Variable β df F R2 ΔR2

Step 1: Independent variable OI .182*** 249 .81.79*** .247 .247***

Step 2: Moderator variable
surface acting

.153*** 248 .53.92*** .303 .056***

Step 3: Interaction term
OI * SA
Constant

−.059*

6.018***
247 .38.20* .317 .014*

Note: N = 251. Unstandardized regression coefficients from the last step. ***p < .001, *p < .05

To explore the formof the interaction,weplottedFig. 2, showing the relationship between
OI and employees’ JP in both high and low levels of employees’ deep action of EL, fol-
lowing the procedures describedbyAiken andWest [40]. The interactive graph illustrated
that high OI and employees who have high deep acting of EL would have the highest
level of JP. While the lowest level of JP was reported by those low in OI and low in deep
acting of EL. Interesting, while the OI is low, employees’ low/high deep acting would
affect their JP dramatically.

Fig. 2. Interactive effect of deep acting and organization innovation on JP. Y= 6.018+ .182(Oi)
+ .153(Da) − .059(Oi*da)

2) SA/DA of EL and POS have an interactive effect on JP
(a) Surface acting of EL: The results are shown in Table 5, both the POS (ΔR2 =

.193, p < .001) and surface acting of EL (ΔR2 = .043, p < .001) had main effects
on employees’ job performance. The interaction term of POS and SA didn’t have
significant incremental portion of variance (ΔR2 = .003, p > .05).
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Table 5. Hierarchical moderated regression analysis of SA on Job Performance

Variable β df F R2 ΔR2

Step 1: Independent variable POS .190*** 249 59.45*** .193 .193***

Step 2a: Moderator variable
surface acting

−.117*** 248 38.31*** .236 .043***

Step 3: Interaction term
POS * SA
Constant

.027
5.996***

247 25.84*** .239 .003

Note: N = 251. Unstandardized regression coefficients from the last step. ***p < .001

(b) Deep acting of EL: The results are shown in Table 6, both the POS (ΔR2 = .247, p
< .001) a deep acting of EL (ΔR2 = .056, p< .001) hadmain effects on employees’
JP. The interaction term of OI and DA explained a significant incremental portion of
variance (ΔR2 = .016, p< .05) in JP. Therefore, hypothesis 4 was partial supported,
the employee’s JP was dependent upon the level of POS, employees’ EL in both
surface and deep acting; and was moderated by the POS and DA interactive effect.

Table 6. Hierarchical moderated regression analysis of DA on Job Performance

Variable β df F R2 ΔR2

Step 1: Independent variable
POS

.144*** 249 59.45*** .193 .193***

Step 2: Moderator variable
deep acting

.172*** 248 46.21*** .271 .079***

Step 3: Interaction term
POS*DA
Constant

−.059*

6.016***
247 33.16* .287 .016*

Note: N = 251. Unstandardized regression coefficients from the last step. ***p < .001, *p < .05

To explore the form of the interaction, we plotted Fig. 3, showing the relationship
between POS and employees’ job performance in both high and low levels of employees’
deep action of EL. The interactive graph illustrated that high POS and employees who
have high deep acting of EL would have the highest level of JP. While the lowest level
of job performance was reported by those low in OI and low in deep acting of EL.

5 Conclusion

The majority department store managers in southern Taiwan are single female age
between 26–32 years old with College degree. Their job tenure are less than 3 years
and most of them average monthly salaries are less than NT$30,000. The purpose of this



The Moderator Effect of Emotional Labor 249

Fig. 3. Interactive effect of deep acting and POS on JP. Y = 6.016 + .144(Pos) + .172(Da) −
.059(Pos*da)

study is to examine the impact of the department stores’ OI and employees’ POS on their
JP; additionally, explore the interactive effects of the EL in surface/deep acting on OI/JP
and POS/JP relationships. The results indicated OI, POS and deep acting of EL have
positive significant impacts on employees’ JP, while employees’ surface acting of EL
has significant negative relationships with OI, POS, and JP. Employees’ job performance
was dependent upon the level of OI, employees POS, deep acting of EL, and was moder-
ated by OI/DA and POS/DA interactive effects. Similar with previous research [34, 35],
our research found emotional labor in deep acting of department stores’ floor managers
effectively enhance the effects of OI and POS on their JP.While department stores’ man-
agers perceived high level of organizational support with newly application methods in
the ideas, processes, technologies, and procedures to improve the work efficiency, they
would execute with effortful to align with organizational expectations from the heart,
producing more natural and genuine emotional displays which would positively affects
the employee’s job performance.

Based on the social exchange theory, when department store emphasize OI in man-
agement and environmental process and employees’ POS whether it is the substantive
reward or feel the organization’s high care and attention, the employee will show a high
performance, maintain good service quality, in order to repay the organization’s support,
and thus enhance the employee’s recognition and commitment to the organization. Since
our results indicated employees who have high deep acting of EL and high OI/POS pre-
sumed the highest level of JP. While the lowest level of JP was reputed by those low in
OI/POS and low in deep acting of EL. For sustainable development we suggest organi-
zation should always cares about employee benefits and support employees whether the
real compensation or emotional needs, these would advance employee behavior mani-
festation in the organization to find, establish, execute, and successfully implement ideas
for new technologies, or techniques, to become useful products or services. The result
of this research gives the contribution to academic and also for the retail industry, even
though previously research had been found positive relationships amongOI, POS and JP,
there is no research conduct using Asia department stores’ floors manager as subjects.
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Abstract. The current business environment is full of constant and rapid changes,
to which companies must respond adequately and promptly if they want to main-
tain their market position. Most changes in the environment cannot be directly
influenced by companies, they can only adapt to the new situation. The current
changes are so rapid and surprising that it is not enough to stick to best practices
and proven strategies in business management. Many strategic planning tools are
too static and deal with the past and present of companies, but not with their future.
Therefore, it is necessary to look for tools that will be compatible with the strategy
and direction of the company, help it prepare for the future - better and worse,
and give the company the opportunity to survive the difficult periods that regu-
larly occur in the global economic environment. One of the methods that can be
used for this purpose is scenario planning. This paper will address the importance
of scenario planning in strategic business planning. The created General model
of scenario planning environment explains how to incorporate scenarios into the
strategy management system. Empirical research was conducted that assesses the
readiness rate of companies to use scenarios for long-term planning in Slovakia.

Keywords: Scenario planning · Scenario · Strategy · Business planning ·
Enterprise ·Model

1 Introduction

The occurrence of crisis situations as well as the need for consistent strategic decisions
for the development of the company’s future requires the adoption of various measures
and changes in the corporate activities management [13]. Most managers expect that
the changes they introduce will bring positive business results, such as profit growth,
increase in the number of customers, increase in process efficiency and others. However,
the results of measures and changes can be arbitrary in unpredictable situations, despite
expectations. The company may strengthen its position and increase its market share or
it will have to reduce its activities, lay off employees or close down, as was the case
of many global and Slovak companies during the economic crisis. The period of crisis
is usually accompanied by the emergence of many new businesses and the emergence
of new innovations and ideas, because the confusion and emerging gaps in the market
offer space for these activities. Businesses are either very flexible and adaptable, they
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are "wise" and know how to take advantage of new situations and opportunities, they
are simply lucky or they are prepared for something unexpected to happen.

The planning process has an irreplaceable function in the company system. Without
planning, the implementation of business processes would be confusing and often would
not even be implemented at all. Planning itself is a system and represents the important
existence of interconnected elements and activities that take place in a constant cycle. It
is also important to keep in mind the decision-making process that is part of every step
of planning, as well as other management processes. The role of business managers is to
ensure that the company survives and is successful in a highly competitive environment
based on thorough planning and the right decisions.

Market development, the speed of changes in the company’s internal and external
environment, market volatility and factors whose impact on the company cannot ulti-
mately be precisely determined. One of the tasks of planning is not only to prescribe
the implementation of processes in the company, but also to create a possible future for
the company, about which no one can say for sure what it will actually be. The future
of the company deals with long-term planning and affects all activities of the company.
Managers have at their disposal many different techniques andmethods that enable qual-
ity implementation of the entire planning process. Many of these methods are a means
of traditional planning path. The rapid development of the market, the turbulence of
the environment, where there are big changes that business managers could not even
imagine a few years ago, the influence of customers on business activities has a growing
tendency and customers are involved in many processes, requires new non-traditional
practices.

Scenario planning, when properly applied, helps a company prepare for unforeseen
events. The scenario planning process is not simple, so it is necessary to thoroughly
incorporate scenarios into the long-term business planning system, create a corporate
climate that will be acceptable for the implementation of created scenarios and especially
to attract managers and employees and involve all stakeholders in the whole process.

The method of creating scenarios intended for long-term planning is not new at all.
Scenarios focus primarily on creating several possible futures and have many uses. Their
main purpose is to build a resilient strategy and a company that can withstand the effects
of the environment by being prepared for them. Scenarios help solve crisis situations,
test existing business strategies, and serve to develop business proactivity, creativity, and
the imagination of managers about what they will do when a situation arises and they
have to deal with it.

In terms of the focus of scenarios and the purpose of their use, they need to be closely
linked to the strategy management system. Therefore, it is necessary to appeal to the
level of business processes and basic elements that are necessary for the company to be
able to implement its strategy. The intention is therefore to create a suitable environment
for the implementation of scenarios and their successful use.

It is important to find and develop a suitable scenario planning process for the com-
pany that plans to use this method. Business managers should focus on linking scenario
planning process with the strategy management system. Both processes should be as
compatible as possible. It is important to monitor the reasons for which scenarios are
used and to look for their weaknesses, which could be complemented by other available
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planning methods. The purpose of introducing the scenario method into the company’s
management system is to reduce the company’s uncertainty in the necessary decisions
and to create an apparatus that will be relatively easy to apply and beneficial in its proce-
dures. Scenarios are often confused with forecasting, which is one of the possible tools
used to create scenarios. Managers can view scenarios with great distrust that stem from
the uncertainty of what will happen in the future and are reluctant to try new unknown
practices in business planning.

Due to the complexity of the examined area of scenario planning, it is therefore
necessary to monitor the development of the scenario method and look for advantages
and benefits that will be usable in the conditions of companies. The intention of the
created proposals is to set the basic process of introducing the method of scenarios
into the company management system so that scenarios can be implemented into the
planning systems of companies in Slovakia and abroad. In the event of a crisis situation,
the company will be ready and will be able to draw up a specific scenario according to
which it will proceed in its activities in order to be able to respond to the crisis in a timely
manner. For this purpose, a research was carried out on the readiness of companies in
Slovakia for the possible implementation of scenario planning. Research and its results
can be used in the process of sharing knowledge between managers in Slovakia and
abroad. Based on knowledge from the world literature, knowledge of business planning,
creation and implementation of business strategy and research results, a general model
of the scenario planning environment was created.

2 Literature Review

The first mention in the history of the future that could occur is divination. Futurology
- the science of the future denies divination and deals with the use of various scien-
tific methods. Flechthaim authored the term and first introduced it in a article in the
Atlantic University of Phylon (1943) entitled: Toynbee and the Webers: Remarks on
Their Theories of History. According to Flechtheim, “futurology consists of futuristic,
forecasting and planning. Futurology includes the philosophy, politics and pedagogy of
the future [2]. I. Klinec states that “futurology is the science of exploring the future.
Creates alternative scenarios of possible future development of the company [4, p. 229].
He expressed the opinion that “futurology was a politically undesirable science and for
this reason a prognosis was made [4, p. 210]. Scenario planning is part of the scientific
field: Futurology, which is part of strategic planning. Strategic foresight has emerged as
an attempt to distinguish between futurology and futurological studies. The difference
between strategic foresight and futurology is that strategic foresight results in several
alternative scenarios for a possible future, while futurology provides a definitive picture
of the future.

2.1 Scenario Planning Process

As the business environment becomes increasingly volatile and new uncertainties
emerge, the need for more rigorous preparation for the future increases. Therefore,
there is space for the involvement of scenario planning in long-term business planning.
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According to Schoemaker (1995), scenario planning is the difference between chaos and
business management day after day with certainty and foresight [9, 11]. This view is
very similar to the characteristics of planning as such. The concept of foresight appears
here, which is a feature of scenario planning. Ringland combines scenario planning with
an apparatus designed for its implementation. According to him, scenario planning is
the part of strategic planning that is associated with tools and techniques designed to
manage the uncertainties of the future [7, p. 4]. The definition precisely defines that
scenario planning is only considered as part of strategic planning, so that its very exis-
tence is not possible and it includes methods, techniques and procedures by which the
company prepares for the future. According to De Geus, scenarios are tools designed
to discuss predictions and documents that are not intended to be a prediction or a plan,
but a change in the minds of the people who use them [1]. Kahane argues that scenario
planning is primarily a diagnostic tool designed for conditions in which uncertainty
prevails [8]. It states that scenario planning not only uses various tools and techniques,
but itself is a targeted tool in the hands of managers, which is designed to reveal uncer-
tainties in the company’s environment. Porter (1985) looked at scenario planning more
comprehensively, arguing that it was: an internally consistent view of how the future
might turn out - not a prediction, but one possible outcome of the future [5, 6]. Schwartz
(1991) focuses on deciding on a possible future from the perspective of the individual,
and according to him, scenario planning is a tool designed to organize the perception of
an alternative future in one person’s environment in which his decisions can take place
[10]. The importance and essence of decision-making, which is part of all management
processes, is emphasized.

All the mentioned definitions and opinions are very diverse, each author focuses
on a certain meaning and purpose of scenario planning. The authors complement each
other or, on the contrary, partially contradict each other, so it is possible to state the
following from the overall overview of the problem: “Scenario planning as a part of
long-term planning is a means of creating several possible images of the future of the
company’s environment in the form of scenarios that could support the implementation
of the company’s strategy after their implementation.” [12].

If managers want to use scenario planning, they must see the scenario planning
process in an organizational context and theymust understand how scenario planning fits
into the organizational system as a subsystemwith its own inputs, processes, outputs, and
feedback loops. At the Fig. 1 it is shown the performance-based scenario system where
it is described shortly the process of scenario creating. The system consists of 5 phases
[3, p. 66]: 1. Project preparation, 2. Scenario exploration, 3. Scenario development, 4.
Scenario implementation, 5. Project assessment.

3 Research Methodology

The research was carried out in order to obtain data and their subsequent interpretation
in the field of long-term business planning and their preparation for the future through
the use of various available tools and techniques. The research was mainly focused
on examining the degree of readiness of companies for the use of scenario planning
procedures in long-term planning of companies. All phases of the research were carried
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Fig. 1. The performance-based scenario system [3]

out in the period from July 2012 to December 2012. 4969 companies were contacted for
research purposes. 133 directors were involved and cooperated in the research.

Data were obtained through an electronic questionnaire, personal interviews and
also through a secondary survey (analysis of available written and Internet sources).
In addition to the basic programs MS Word and Excel, the program SPSS 2.0 (Soft-
ware package used for statistical analysis) from IBM was used for data processing.
Primary data were obtained from a questionnaire survey conducted on a certain sample
of respondents and from personal interviews that took place in selected companies. The
questionnaire contained 48 claims divided into five research areas. The questions that
have become the subject of quantitative research are linked to individual hypotheses so
that the answers to them clearly confirm or refute the stated hypotheses of the research.
In personal interviews, the method of semi-structured interview was used to clarify the
situation in the company and the important relationships between some key business ele-
ments. Secondary data were obtained mainly from the Internet, professional literature,
scientific articles, etc. Further data were drawn from the Statistical Office of the Slovak
Republic.

The research problem was identified as: Insufficient control and application of
the principle of scenario planning in the strategic management of the company, which
causes a reduced ability of the company to respond to the effects of external environments.
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The aim of the research was to identify, evaluate procedures and techniques that help
companiesworkwith the strategy andassess the degree of their readiness to use scenarios
in long-term planning. Based on the tent goal of the research, 5 areas of research were
determined: 1.Criteria of success and development of the company, 2. Personnel capacity
in creating a company strategy, 3. Work with the company’s strategy, 4. Critical areas
of company management, 5. Identification of the company. Based on the stated goal of
the research and the intentions of the research areas, the following research hypotheses
were established:

H1: More than 60% of business managers are prepared to apply scenario planning
procedures at least at an acceptable level.
H2: The current state of application of scenario planning procedures in medium-sized
enterprises is comparable to the state of application of scenario planning procedures in
large enterprises.
H3: More than 60% of managers of large and medium-sized companies consider the
most important prerequisites for creating a strategy using scenario planning of employee
knowledge and management systems in the company.
H4: There is a significant dependence between the degree of readiness of medium and
large enterprises to apply scenario planning procedures and the long-term direction of
enterprises.

Experts who participated in the research, based on their experience, evaluated that
as a representative sample and a critical measure of the overall readiness of the surveyed
companies in Slovakia will be a sufficient number of 60% of managers of the surveyed
companies (accepted for hypotheses H1 and H3). The data is indicative and provides an
idea and measure of the state of preparedness of companies.

4 Analyses

Before starting the scenario planning process, it is necessary to verifywhether the process
is suitable for the company and the company is able to perform all process activities in
a form that makes sense and will show the desired results. Companies are encouraged
to start creating scenarios in their comprehensive form if:

– the company is well placed to implement the scenarios,
– the company has a sophisticated system ofworkwith strategy or a system of long-term
planning,

– there are no other facts that could prevent or devalue the correct creation of scenarios
and their implementation.

In order to achieve the intentions and expectations from the implementation of sce-
nario planning in the corporate strategy, it will be necessary to eliminate problems that
the company already knows about or which will be identified in the initial stages of
the scenario creation process. Depending on the situation, some issues may need to be
addressed immediately or during the planning process ormaybe resolved during scenario
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implementation. Some of the problems, which were identified as key for the company
and should be gradually eliminated, have been the subject of quantitative research in
companies. Identified problems are:

– a problem with the company’s strategy, e. g. the strategy is vaguely formulated, the
goals of the company are incorrectly set, problems in terms of implementation of
individual activities, incorrectly divided competencies of employees, etc.,

– absence of competent and responsible staff,
– absent or malfunctioning enterprise information system,
– absent or malfunctioning controlling system,
– incorrect, resp. improperly functioning organizational structure of the company,
– insufficient cooperation between the various departments of the undertaking,
– individual (supportive) activities of the company are inefficient, or they don’t make
sense at all,

– missing, resp. inappropriately set up motivation system of the company.

The large number of identified problems and the low level of the company’s ability
to solve them leads to the assumption that companies will not have a satisfactory level of
strategic planning and thismay prevent managers from implementing themain processes
related to the process of preparing the company environment for scenario planning and
final implementation of scenarios in the company environment.

On this assumption, complex elementswere selected,which cover themost important
areas for an adequately prepared company environment for scenario planning. Selected
elements were included in the first version of the General model of scenario planning
environment. Parts of the model together with the identified problems were broken down
into research questions, which were asked by the manager during the research. Based on
the used analytical methods and statistical processing of the research, parts of the model
were modified and its final version is the subject of discussion in Sect. 5.

Micro (32.33%), small (17.29%), medium-sized (24.06%) and large enterprises
(26.32%) participated in the research.All hypotheses thatwere the subject of the research
were confirmed by statistical processing.

H1 verification: Based on the use of the enterprise readiness index for scenario planning,
it was found that 68.42% of enterprises are ready for the application of scenario planning
procedures.
H2 verification: Based on the test of agreement of two proportion of the basic sets, it
can be argued that the current state of application of scenario planning procedures in
medium-sized enterprises is comparable to the state of application of scenario planning
procedures in large enterprises.
H3 verification: Cluster analysis was used to verify this hypothesis. The research con-
firmed that the managers of the surveyed companies consider the knowledge of employ-
ees and companymanagement systems to bemost important for the creation of a strategy
using scenario planning.
H4 verification: The hypothesis was accepted on the basis of a test of the independence
of quantitative features. There was a significant dependence between the degree of readi-
ness of medium-sized and large enterprises to apply scenario planning procedures and
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their long-term direction. Acceptance of this hypothesis is important, because it can be
concluded that companies are preparing for the future precisely because of the desired
change, in which they see great potential and begin to identify with ideas that will allow
them to adopt new ways of dealing with situations.

The comprehensive processing of research is an extensive part of the processed
dissertation thesis focused on the Using of scenarios in company’s planning [12].

5 Design of a Model of Compatible Use of Scenario Planning
in the Process of Creating a Business Strategy

The proposed solution, processed into a model, focuses on determining the conditions,
procedures and possibilities for the effective use of the scenario method in long- term
business planning. For its use and further elaboration, it was necessary to identify relevant
elements influencing the scenario planning process. Relevant elements were selected on
the basis of an analysis of the current state of the research problem and incorporated into
the general model of scenario planning (see Fig. 2). Selected elements of the proposed
general model were used in the research. Thus, a survey was conducted on the readiness
of companies for scenario planning, and at the same time the importance and the current
state of the incorporated components of the model was verified in advance. Based on
the findings, the model was modified to the form that is presented in this discussion.

The model shows the interconnection of the scenario creation process, strategy man-
agement system, key success factors of the company, stakeholders and involved people
(people directly influencing the creation of scenarios). Captured changes based on exter-
nal and interactive environments can cause many problems. Scenario planning is a tool
designed to prevent them.

The scenario planning system is part of the strategic planning of the company. There-
fore, another condition for the possible creation and implementation of scenarios as a
tool for shaping the future of the company is a functional strategic system or a system
for long-term planning (hereinafter a system for working with strategy). The systems
should be interconnected and their activities must be interlinked and consecutive. This
will prevent the implementation of duplicate and redundant activities in individual stages
of processes.

Figure 3 illustrates a simple strategy process linked to a scenario creation process
that represents the basic idea and function of using scenarios in enterprise planning.
The scenario creation process has a simplified form compared to the whole system,
because it takes into account only the influences of the external environment and does
not include internal influences. Themodel serves to simply represent the twoprinciples of
the systems on which further proposals are based. The mentioned model of the scenario
creation process can also be connected with the model of the planning process. This
means that the scenariomethod is applicable in different systems and activities depending
on its adaptation.

If a company has decided to use a scenario planning system but has found that it
does not have a functioning strategy system, it will be necessary to create a new one or
modify the original strategy system of the company.
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Figure 4 shows a model situation where two systems are interconnected: a strategy
management system and scenario planning. Both systems are created synchronously (or
the functionality of the strategymanagement system is restored) under certain conditions.
From the point of view of time and implementation of processes in the company, it may
bemore advantageous to perform some activities continuously and gradually supplement
them as needed. The phases of the strategy management system are designated from 1
to 6 (F1–F6) and the phases of the scenario planning system are designated from 1a to
5a (F1a–F5a).

If the company is interested in the possibility of implementing scenarios in the
strategic planning, its main goals may be the following:

– reducing the degree of business uncertainty,
– trying to find out about the possible future of the company,
– creating a more resilient strategy,
– building a more resilient company,
– increasing the flexibility of the company,
– increasing or maintaining the competitiveness of the undertaking,
– developing the creativity of employees and promoting their open thinking, and others.

Fig. 3. Scenarios in the strategy management process [6]

Based on the analysis of the phases of the strategymanagement systems and scenario
planning, it can be argued that the scenario planning system can be used for the following
purposes:
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Fig. 4. BSC-based strategy management system model with link to scenario planning [6]

– Creation of a new strategic system of business planning using scenarios.
– Evaluation and testing of corporate strategy.
– Implementation of all scenarios or their parts at one time according to the needs of
the company in the already functioning system of working with the strategy.

– Use of scenarios for project testing.
– Using a specific scenario to address a situation that has started to happen and for which
a scenario has been created, e.g. the emergence of a new opportunity, the increase in
the influence of some external factors, the collision of the system in the company, etc.

– Use scenarios to educate and train company employees to be able to comprehensively
assess the company’s situation, its problems and opportunities and to learn to better
plan and predict future environmental conditions based on existing factors that can be
monitored in the present.

6 Conclusion

The success of a company is to build a stable and resilient company that canmove forward
and respond flexibly to changes in the environment. One of the tools that managers have
available for these purposes is the Scenario planning. The issue of scenario planning is
demanding especially on the harmonization of individual processes and their subsequent
implementation. In order to illustrate the environment in which scenario planning is
incorporated into the processes of strategic management of companies, General model
of scenario planning environment was created. The model was compiled on the basis
of a study of the literature and the knowledge of various experts in the field of strategic
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management. Research was carried out to verify the correctness of the general model
and also to verify a comprehensive study of the readiness of Slovakia companies to
integrate scenario planning into their strategic management system. The research was
focused on verifying the assumptions of the correctness of the inclusion of individual
elements in the General model of the scenario planning environment (Fig. 2) and also a
series of questions which, after their statistical processing, led to the confirmation of the
established research hypotheses. The primary purpose of this paper is to draw attention
to the complexity of the processes of integrating scenario planning into the strategic
management of companies and to illustrate the primary processes designed for these
purposes. These processes can be developed into many other sub-models according to
the type of integrated scenarios or according to the situations to which the company is
interested to apply the scenarios [12]. The created data are also intended for modeling
processes for researchers in the field of strategic business management.
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Abstract. The level of overcrowding of hospitals and health care centers in
Colombia and especially in the cities far away from the main capitals has had
an increase in recent years, this problem generates a constant and growing dis-
comfort in the Colombian population due to the delayed or lack of provision of
various medical services and access difficulties, especially in remote areas. With
the aim of providing health centers with tools to make virtual appointments and
avoid overcrowding of patients who do not need to go to hospitals due the charac-
teristics of their illness and also to improve the implementation of technologies in
the Colombian health system, we propose a framework to develop telemonitoring
platforms with dynamic processing capabilities. The tests are carried out using
cloud computing and free programming tools. Through the tests carried out on the
proposed modeling, we determined that it can be implemented in a simple, fast
and easy way.

Keywords: Telemedicine · Remote monitoring · Processing · Biomedical
signals · AWS · Framework · Prototype · Python · IoT

1 Introduction

The demographic picture in Colombia is not encouraging, according to the statistics
provided by the National Administrative Department of Statistics (DANE) of the last
census conducted in 2018 the Colombian population is aging, 9.23% of the population
is over 60 years old [1]. The population of 60 years or more has growth rates higher than
the growth of the total population, which means that the aging rate defined as the weight
of the adult population regarding to the child and adolescent population tripled in the last
decades. As highlighted in [2], the goal is to prevent complications and help the elderly
maintain their independence in the daily life activities using technology, otherwise taking
care of the elderly will require more expenditure and time of the economically active
population.

By 2019, date in which this document was development, different approaches to
reference frames for smart cities can be found in the bibliography, which describe in
a general and high-level way the parameters and essential components to implement
the new technologies and tendency of the 4th industrial revolution for the benefit and
improvement in the quality of life of citizens. But there is no detailed guide for the
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implementation of technological platforms focused on telemonitoring operating in the
cloud, therefore this is one of the main motivations to develop this work.

This paper is divided in five sections, in the first one we made an introduction to
the complex system that is desired to model and the needs that gave rise to this work
are stated. In the second section, the methodology and the steps followed to develop the
prototype are described. Section three shows the results obtained from the tests performed
on the prototype developed in Python locally and on the Amazon Web Services server
(AWS). Then in section four a comparison is made with some reference works found
in the literature and finally in section five the conclusions of the work carried out are
described.

2 Materials and Methods

To carry out the design and development of the model of the telemonitoring platform of
biomedical signals in real time proposed in this document, five methodological phases
were followed. The first step is to make an abstraction of reality to model the complex
system that we want to solve, then generate a prototype using this model and finally
perform a validation of this prototype with unit tests and performance tests in the cloud
through a virtual server. The five phases are listed below:

Data source: three data sources were used, the databases of the Ministry of Health
of Colombia MINSALUD, the PPG, EMG and ECG databases of Physionet and the
databases repository of machine learning of the University of California, School of
Information and Science of Computing.
System modeling:five different types ofmodelswere developed to simulate the complex
system.
Design of a prototype: one of the models designed in the previous phase was selected
and a prototype was designed using the Python programming language. This software
was chosen for its power, scalability and easy way of programming.
Prototype tests: through the databases, the correct operation of the prototypewas proved
and the first results of the local processing were obtained.
Assembly of the system in the cloud: using the powerful infrastructure of AmazonWeb
Services (AWS), a server machine was created, the prototype programs were loaded, and
the correct functioning of the system was validated processing in the cloud.

2.1 Modeling the Complex System

To make an abstraction of reality by contemplating the most relevant elements of the
complex system thatwewant tomodel, fivemodels are proposed: analogical, conceptual,
graphic, statistical and by processes. This last model was used as the basis to build the
prototype in the Python programming language.

Analogical Model: An analogous model can be used which allows modeling the com-
plex system that is going to be developed.An analogous system is anEnterpriseResource
Planning System (ERP), just as in the complex system that is being worked on, there is
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an objective user that is constantly monitored (patient) to detect any anomaly and in case
of any failure (biomedical signals outside of specific ranges) take the respective con-
trol/alert actions to return to the appropriate conditions. All information (patient data) is
stored in a database in the cloud for further analysis and possible prediction processes.

In an ERP system, constantly different users with different roles consult the infor-
mation in the database to use it as input in other processes. As in the complex system,
doctors and/or relatives will constantly consult these databases to make decisions.

Conceptual Model: A conceptual model can be used, describing the key elements of
the complex system, their characteristics and the relationships between them:

– Complex system key elements:

Patients: people who need to be monitored remotely in their homes for any medical
condition.
The Colombian government (through the ministry of health): in charge of
guaranteeing the provision of the health system to 100% of the Colombian population.
Patients’ relatives: people interested in having information on the status of their
loved ones in real time 7/24.
Health Promoting Entities (HPE): link between the government and Colombian
citizens in terms of providing health services.
Institutions providing health services: entities that are in direct contactwith patients.
They hire doctors from different disciplines to provide services in different specialties.
SIMORETE (Remote Patient Monitoring System): project that will oversee
supporting HPE and guarantee quality monitoring to patients who require it.

– Graphic Model: the relationships between the main entities that make up the system
are graphically identified. In Fig. 1, the main components of the complex system can
be observed at a high-level description.

– Statistical Model: this model can be used to propose an equation or set of equations
with different components (technical, financial, social) that allow finding a financially
viable and sustainable model over time for the Colombian health model.

Some parameters that should be considered:

• Contribution to health by people
• Contribution to health by companies
• Moderator fee (additionalmoney paid by people each time they go to a generalmedical
appointment, specialist or to claim medication)

• Prepaid medicine
• Projections of the state funding budget for the health system
• Technological infrastructure for telemedicine
• Bandwidth available for people according to their socio-economic situation.
• Number of contributors to the health system. Average age/demographic bonus

Process Model: The complex system is analyzed as a process of different actors and
relationships. The complex system is modeled using the Enterprise Architect software
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Fig. 1. Structure of the Colombian health system (Own Elaboration).

by BPMN v2.0 notation. This model allows to observe the main and secondary elements
of the system and their different relationships. In Fig. 2 you can see the actors and their
interactions through the process diagram.

Actor 1: Patient. They must register in the system and use the sensors that allow them
to capture different biomedical signals to send it to the remote monitoring system.

Actor 2: Remote Patient Monitoring System (SIMORETE). Responsible for
encrypting all information, send it to the server in the cloud, decrypt it, analyze it and take
control actions. Additionally, the system must save all this information in a database.

Actor 3: Monitor Stations. They can be doctors enrolled in the system or relatives
who are interested in having real-time information of the patient or see historical data
to make a more detailed analysis.

2.2 Development of the Prototype in Python

The proposed system has three main blocks:

Block 1: Loading data, in this module the system obtains data from different sources
and in different formats, for example:.txt,.csv,.json, among others. At the same time, it
obtains real-time information about web services through Python add-ins and libraries.

Block 2: Conditioning and processing through several Python libraries, among which
stand out: wfdb, Numpy, Sympy, Scipy, Pandas and Scikit-learn for machine learning.

Block 3: Graphs and results, this module makes use many graphics libraries, among
which theMatplotlib library stands out and the graphics complement of the wfdb library.
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Fig. 2. Modeling of the complex system by processes (Own Elaboration).

After having modeled the complex system the design was done by classes in a
program in Python. The prototype consists mainly of 6 packages within you can find
several associated classes (see Fig. 3).

The main packages are:

• Users and Sensors
• Health professionals
• Type of monitoring
• Data conditioning
• Monitoring stations.
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Fig. 3. Diagram of packages of the prototype.

After the prototype design in Python, a general outline of the hardware components
that the system must have and its interactions with the software was made (Fig. 4). An
interaction scheme was also made between the potential users of the system through a
diagram of use cases (Fig. 5).

The main physical elements that the system must have are: different kind of physi-
ological signal sensors, physical links to the Internet (Router, WiFi), a physical server
that was tested through Amazon Web Services and end-user devices such as laptops or
smartphones.

Fig. 4. Prototype component diagram.

The main users of the modeled system are patients, relatives of patients, doctors and
health specialists and administrators of the technological platform.
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Fig. 5. Use case diagram.

The entire system is designed and tested locally. Finally, it is embedded in anAmazon
Web Services (AWS) virtual machine and will be available in real time in the internet
cloud.

3 Test Case Results

Different tests were performed on the prototype using different data sources. These tests
were done locally and finally tests were performed on a server in the cloud. Some of the
results obtained are described below:

3.1 Web Services Data Acquisition Test

To have useful information in the platform on topics of telemedicine, good health habits,
advice from experts in nutrition and health-related topics, a classwas designed to connect
to Twitter and filter by keywords related contents and save them in a .json file to be used
later.

Figure 6 shows the programming baselines and the record of the data saved.

Fig. 6. Acquisition of Twitter web service data.
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3.2 Biomedical Signal Generation Test

In order to compare real signals with a gold standard, a class was designed to create
different types of biomedical signals from equations and mathematical models.

An example of the signals created can be seen in Fig. 7 (photoplethysmographic
signal (PPG)). This signal was generated through a mathematical Eq. (1), this equation
was entered into Python using functions of the Sympy library and the graph is performed
through functions of the Matplotlib library.

PPGsim = [
0, 05 · sen(2π f 3t) + 0, 4 · sen(2π ft) + 0, 25 · sen(2π f 2t + 45)

] + 0, 5
(1)

Fig. 7. Simulated plethysmographic signal.

3.3 Conditioning Test, Processing and Graphics of Biomedical Signals

All the data acquired from the different databases must be conditioned, processed and
graphed. Two working examples of the design classes are mentioned: a class of spectral
analysis of electrocardiographic (ECG) signals and an automatic learning class for the
classification of hand movements through electromyographic (EMG) signals.

• Class for spectral analysis of electrocardiographic signals (ECG):

The spectral analysis of biomedical signals was performed using functions of the
Scipy library, the results were obtained using data from electrocardiographic (ECG)
signals.

Data from the Physionet database was used, specifically the file named “100” which
contains two channels of ECG signals.

One of the channels has an ECG with Arrhythmia and the other channel has an
ECG with normal characteristics. The data was imported and plotted by functions of the
waveform-database library (wfdb) (see Fig. 8).

Then entering the appropriate parameters to the FFT (fast discrete Fourier trans-
form) function of the Scipy library is the frequency spectrum of the two EEG signals
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Fig. 8. Graph of Electrocardiographic signals.

Fig. 9. Histogram of the frequency spectrum of electrocardiographic signals.

and a histogram is made with the results obtained to perform analyzes and subsequent
observations (see Fig. 9).

• Class for machine learning: classification of hand movements by means of
electromyography signals (EMG)

A Dataset called “EMG Data for Gestures Data Set” was used, which contains a
record of electromyography signals from 36 volunteers. Each file of a volunteer is made
up of 10 columns with the following description:

• Column 1: Time in (ms)
• Column 2 to 9: EMG Channels (8 Channels of the MYO Thalmic -bracelet).
• Column 10: Movement label. The movement labels are detailed in Table 1.
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Table 1. EMG - 8 Channel movement labels.

DATA LABEL
LABEL DESCRIPTION

0 Unchecked data
1 Resting hand
2 Hand clenched in a fist
3 Bending of the wrist
4 Wrist extension
5 Radial deviations
6 Ulnar deviations
7 Extended palm

The data is imported through the class and saved as a Panel to make use of the
potential of the Pandas library. The basic statistics of the Data Set are calculated, and
the results can be seen in Fig. 10.

Fig. 10. Statistics of the Data Set “EMG data for gestures”.

When making the graphs of the different channels in a two-dimensional plane, it can
be observed that the data are very overlapping, whichmakes separation and identification
quite difficult. Due to this characteristic of the data, it is decided to make a principal
component analysis (PCA) to detect the main patterns of the Data Set using the functions
of the Scikit-learn library (see Fig. 11).

3.4 Tests Case in the AWS Cloud

A professional account was created in Amazon Web Services (AWS) and a server
machine was created where a free distribution of Linux was installed. Subsequently,
Anaconda was installed on the server and the correct performance of the classes that
make up the prototype was verified.

Figure 12 shows the results of testing a class on the AWS server in real time. The
instructions are sent to the server through an open console through an SSH connection.
In this class, a large volume of data is imported, processed through the functions of the
Pandas library and reports of the results obtained are generated.
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Fig. 11. Result of the PCA applied to the Data Set.

Fig. 12. Testing classes on the Amazon Web Services server.

4 Discussion

In this section a comparison of the literaturewith the prototype proposed in this document
is made. The positive aspects and the most relevant contributions are highlighted and
the advantages of the proposed model compared to these solutions are stated.

Joshi, Saxena, Godbole, & Shreyad [2] identify six pillars to develop a frame of
reference: Social, Administration, Economic, Legal, Technology and Sustainability
(SMELTS), the article describes how the integration of these factors could make the
initiative of smart cities be a successful project, however they do not describe how these
elements interact when making a technological implementation.

Barth et al. [3] present a conceptual framework conformed by seven pillars: infor-
mation and knowledge, infrastructures, economy, politics (electronic governance) and
administration (electronic government), spaces (spaces of services and spaces of places),
location factors, the behavior of information of people, and problem areas. In this case
hardware or software technological components are not detailed, and there is no practical
validation of the proposed framework.
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In the work developed by Vlasios [4], which has the support of the United Nations,
it proposes a frame of reference where they involve technological aspects and detail
parameters of communication protocols. At the same time they make a state of the art of
the main tools used for the implementation of the internet of things. However, they do
not contemplate factors of real-time processing design, nor the impact of an adequate
use of bandwidth.

In [5] they describe and determine the relevance of the adequate handling of large
volumes of information (Big Data) by applying it to two cases of study: analysis of med-
ical images and bioinformatics. As an important contribution they use and mention tools
for handling large volumes of data in conjunction with data mining tools. They mainly
work on the processing layer but do not address issues of acquisition and presentation
of results in local interfaces or web interfaces in the cloud.

In [6] they do the performance evaluation and dimensioning of a convergent access
network, based on Metro-Ethernet standards, with a high number of devices (terminals,
smartphones and IoT devices) that inject traffic into the environment of a Smart City. This
analysis is carried out in a simulation environment through the SimulCity program. As
a main contribution, they propose with a methodological approach, some key indicators
of medical services associated with citizen welfare and a delay analysis for services in
real time. This work contemplates a first important step in the modeling of complex
systems of telemedicine platforms: the transmission of high volumes of data, however
some external parameters must be modeled in following phases.

In [7] and [8] they propose a real-time monitoring system through an Arduino mod-
ule, a temperature and heart rate sensor. In [7] they use a GSM wireless transmission
module and a GPS positioning module. The information from the sensors is sent to a
platform developed using HTML5, CSS, PHP and a database developed in MySQL. As
a main contribution, they use wireless transmission technologies and geolocation. In [8]
they perform data storage locally using an SDCard and develop a mobile application for
Android to visualize the information.

Neither of the two proposed systems performs information processing either locally
or in the cloud. They do not perform a data traffic analysis which presents a relevant
challenge when are analyzed systems that are going to be used by many people at the
same time continuously.

In [9] they propose an architecture for a monitoring system in smart cities based on
the Internet of things. The main contribution is the identification of the main network
requirements in a monitoring system in terms of updating real-time events, bandwidth
requirements and data generation. This architecture provides key guidelines for the
implementation of telemonitoring platforms which are also taken into account in the
present work.

In [10] they propose an architecture based on the NGeH (next generation e-Health)
paradigm as an extension of the ETSI (European Telecommunications Standards Insti-
tute) standard. The proposed architecture integrates mechanisms of sensor networks,
profiling mechanisms and security mechanisms that allow to easily take advantage of
the central capacities so that reliable NGeH services can be built. The main contribu-
tion is made through the implementation of an e-Health telemonitoring service in an
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intelligent home environment applying the proposed architecture. This architecture con-
templates several essential elements for the implementation of telemedicine platforms
including an international standard.

5 Conclusions

There are many more initiatives, proposals and approaches to developments of biomed-
ical systems that implement new technologies, but all are general and no work has been
found aimed at telemonitoring services or dynamic processing of biomedical signals.
In the present work, a holistic prototype was designed to take into account the internal
and external factors of the hardware and software that are involved in the telemonitoring
process. The prototype is equipped with tools to perform several agile validation tests
both in local environments and in the cloud in a fast and scalable way.

The system modeled through BPMN v2.0 and UML diagrams manages to generate
a complete prototype, which evaluates the main components of signal acquisition, pro-
cessing, and generation of valid results to allow a group of experts to generate actions
according to the profile and information obtained from the data of each patient.

The prototype developed in the presentwork allows to evaluate the essential technical
and structural factors of a remote monitoring platform in real time.
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Abstract. The purpose of this article is to present the display of the Manage-
ment System of Knowledge for the Process Management of a Sterilization Center
(KMOS), specifically applied in San José Hospital, located in the City of Bogotá,
Colombia, including in the process, the necessary technological dimensions for
its operation.

Regarding the process perspective, the information system supports the man-
agement indicators process of the sterilization center. This process is a key factor
for decisionmaking, and to produce the necessary actions to reduce the percentage
of health care-associated infections (HCAIs), since surveys on epidemiology have
shown that approximately 5% of people using the surgical intervention services
present HCAIs and, as a final outcome, they die.

Regarding the technological component, main contributions are found in the
implementation of the information system, using as a method, integration, the
development methodology and the management methodology of service. For
access to information, primary sources were used directly related to the process,
through the double interview technique that is to say, a first interview produc-
ing initial information and, a second interview, confirming its declarations in the
validation.

Results show that automation of the management indicators allows the devel-
opment, effectively and reliably, of a key process for the decision making in the
sterilization center. The analysis concludes that the use of the KMOS System in
the sterilization center, helps to generate pertinent information for data collection,
intended to reduce the death rates, as well as health care-associated infections
(HCAIs), thanks to the efficient follow up of equipment sterilization, materials,
accessories and other items used in the intervention process.
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1 Introduction

The research conducted is a contribution to the management of sterilization centers
in Colombia, and it enriches the existent literature on those centers. To do that, the
development of work was focused from strategic, missionary and support levels, in
order for the coordinators or process leaders, to have the management and operation
tools required for the optimal performance of the Sterilization Centers, which have now
ceased to be a support unit to give them their corresponding importance within the
chain of health services provision. Sterilization of instruments, equipment, accessories
and the necessary supplies to render medical-assistance services, in the Health Provider
Institutions (HPI),make a big impact on the patient’s reliability, sincewithin this process,
the control of infections associated to health assistance is immersed, and the techno-
surveillance of devices used in the different procedures. Therefore, quality of health
services provider institutions is directly affected due to the proper functioning of this
unit.

Considering that the sterilization center becomes a main axis to manage the sterile
product, and that the operation costs are high due to the use of high technology, resources
and inherent risks of processes thereon performed, an adequate management is required
in order to make of this area a productive resource for institutions and, giving added
value to services rendered to patients. Actually, in Colombia, surgical instruments are
those who lead the process and for this reason, it is important to offer support tools
helping in the complementation of training in healthcare assistance.

Reports from the Administrative Department of National Statistics [1], reveal that,
on 2015, approximately a 5% of people presenting HCAIs during the surgery, die. The
surgical unit and the sterilization center are units within a healthcare provider institution
that require a constant development of personnel, and, a high investment in technology
and supplies to grant the correct operation, as well as their competitiveness in themarket.
Therefore, this researchwas focused on gathering the required documentation to develop
processes, with the aim of achieving amore effective performance, reliable and pertinent.

The importance of the asepsis and antisepsis processes appear since before Christ,
since by then it was noticeable the high mortality rates due to infections, Hippocrates
(460–377 a.c.). In addition, Galen (130–200 a.c.), used a technique with boiled water
to clean the instruments used to cure gladiators that fell on combat. In this way he
showed that not only it was a faster recovery, but that the death rate was lower [2].
On XIX century, Ignaz Semmelweis (1818–1865), a Hungarian Doctor who was in
charge of hospital births, through observation he could detect that 30% of women who
gave birth on 1840, died due to puerperal fever, since the same doctors who made
necropsies to deceased people in a near hospital place, were the same ones who took
care of births, considering this, as a possible risk factor, [3]. The sterilization center
of “San José Hospital” of Bogotá, provides the reception service, washing, packing,
sterilization, storage and delivery of required equipment, accessories and clothing for
surgical procedures developed by the hospital, as well as for its users. Most of these
processes in the sterilization center, although they are developed under the highest quality
standards, are done manually with reprocessing and with a low automation level. The
hypothesis raised reveals shortcomings in the process development of the sterilization
center. Therefore, the main purpose of the work is analysis, designing, developing,
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testing and implementation of an information system and of knowledge for the process
management of the sterilization center, in order to optimize the management indicators.

2 Conceptual Framework

Sterilization is vital for the success of surgical operations and prevention of infections
associated to health care.A sterilizer is understood as an equipment used to destroy germs
which can cause an infection. Sterilization is “the destruction of all germs, pathogens
and non-pathogens by different ways (physical and chemical). It is applicable only to
inanimate objects” [4]. The first concept of sterilization center was given on 1982 by Dr.
John Perkins, who defined the Center as a processing service that distributes and controls
sterile and non-sterile medical items and equipment, for care and safety of patients, [5].
Following are themain technical and sterilization process concepts, which allow to count
with a context and reference for the research basis.

Sterilization Center: “is the hospital service that receives, conditions, processes, con-
trols and distributes textiles (clothing, gauze, dressings, etc.), medical and bio-medical
equipment, to all sectors of the hospital, with the final aim of obtaining a safe input to
be used with the patient” [6].

Sterilization Area: place where autoclaves vapor, ethylene oxide (EtO), dry heat
stoves and any other sterilizer equipment are placed: formaldehyde, hydrogen peroxide
plasma; including the space to load and unload the trucks [7].

Sterilization Process: The set of required procedures for sterilization of any item,
including the operation of the sterilization cycle, and any necessary treatment of the load
before and after the sterilization cycle operation [8].

Enterprise Architecture: TOGAF. It is a reference framework, and a methodology of
enterprise architecture. It facilitates the aligning between the business and the informa-
tion and communication technologies [9]. According to Scot, the enterprise architecture
ismadeupof strategy, processes and information systems [10].An enterprise architecture
explains how all “the information technologies elements in an organization, processes,
systems, the organizational structure and people, get integrated and work together as a
whole unit” [11]. The enterprise architecture is understood as a business strategy which
allows the aligning of technology with the strategic goals of the organization [11].

Surgical Instruments: This is the set of items used in the surgical procedures; they
must be subjected to a process of decontamination, cleaning and sterilization [12].

Management Indicators in the Sterilization Center: They are performance meters
of the sterilization process, during processing or when they are handed out to the
professional who makes the surgical procedure.

Another relevant concept is the one about loading, corresponding to equipment and
accessories to be used according to the storing method for sterilization (Ethylene oxide,
hydrogen peroxide, humid heat). The name given to the information system of process
management of the sterilization center, was KMOS, which produces information for the
sterilization center, and for the quality information system of Hospital San José, called
ALMERA [13].

According to the qualitative research approach the sampling strategy is called cri-
terion – based selection, because the researcher develops inclusion criteria to be used
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in selecting people or other units [14]. There are many types of sampling. In this paper
was used critical case sampling, this sampling consists in selecting what the researcher
considers to be particularly important case, which allows say that that if it happens there,
it will happen anywhere [15]. The Sterilization Central in San Jose Hospital is a critical
case; hence, this case can add to the knowledge and other places, in or out of Colombia.

3 Problem Statement

The epidemiology health care-associated infections (HCAIs), has shown that, an impor-
tant percentage of in-hospital infections, acquired by a patient during the post-operative
period or after any invasive procedure, are greatly associated to an inadequate disinfec-
tion and sterilization of reusable objects, including endoscopic equipment, respiratory
equipment, transducers and hemo analysis equipment, among others. Table 1 shows
number of infections and disinfections per HCAIs.

Table 1. Deaths by HCAIs

Year Total infections, caused by
HCAIs

Total deaths caused by
HCAIs

Percentage of deaths caused
by HCAIs

2015 13,045 679 5,2%

Source. Authors based on the bulletin from DANE[1]

In the sterilization center of Hospital San José, the average of load registrations
through sterilization is of 1.500 approximately. This information is registered by the
operators, after the process and, they do it manually, in many cases appealing to the
memory capacity. This situation causes inefficiencies in the registration (the reduced
process and reliability) and, subsequent generation of management indicators and statis-
tics which allow the analysis and improvement of the process. In addition, the early
alarms generation and the knowledge management around the process gets difficult.

Therefore, it becomes necessary the implementation of an information system to
support key activities of processes in the sterilization center, with its corresponding
tracking.

4 Methodology

For the integration of the business processes, and the development of the automation to
use technology, the TOGAF reference framework was used. For this methodology, to
start with, the information principles, applications and technology were defined. Then,
the business architecture, the architecture of information system and, ultimately, the
technology architecture. Everything keeping in mind the as is, and the to be.

For the analysis, design, development, tests and implementation of the application,
the methodology based on the cascade model was used (see Fig. 1). Therefore, being
coherent with the life cycle of the system, the cascade methodology was used, and
articulated within it, the concepts of business architecture for the provision of services,
TOGAF, were integrated.



284 F. N. Díaz-Piraquive et al.

Fig. 1. Implementation Methodology. Source: the authors

4.1 Analysis and Scope

With the aim of making an analysis of processes, define their hierarchy and determine
which process starts automation, two tools were used: the impact and criticality matrix
and, the difficulty contribution matrix.

For definition of the scope, the use cases technique was used, and the requirements
specification according to standard IEEE830 [16].As information gathering, primary and
secondary sources were used. For primary sources, interviews with stakeholders were
done,mainlywith the surgical instruments. Secondary sources consisted of consultations
to physical and digital documentation from Hospital San José and, from the sterilization
center.

4.2 Design

In this stage, according to the reference framework TOGAF, the as is and the to be of
the data architecture and applications, were defined.

4.3 Development

For the development, installation and display of the system, the following technological
tools were used, in coherence with the available infrastructure in Hospital San José:
Server with support for PHP/7.1.7, Applications Server: Apache/2.4.26. Server with
data base motor: MySQL. 5.7.19. Operating System Linux or Solaris.

4.4 Tests

For the definition of functionality tests of the software, the test protocol was used accord-
ing to ISO-IEC-IEEE 29119 [10–14], while for documentation of the test results, the
international standard for software tests ISO/IEC/IEEE 29119 [16] was used.
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4.5 Production

For this activity the information related to equipment inventory, materials, instruments
and accessories, among others, previously identified and documented in accordance
with the identity requirements of the Hospital and, it is now in process, together with
the information technology management office of Hospital San José.

5 Results

Results are presented in accordance with the suggested methodology stages.

5.1 Analysis and Scope

According to processes developed in the Sterilization Center, candidates for automation,
which were identified with a character, are as follows:

A: reception and washing. B: storage. C: packing. D: sterilization with humid heat.
E: sterilization with ethylene oxide. F: sterilization with hydrogen peroxide. G: reuse
procedure and, H: management indicators.

With the purpose of following a priority order in the implementation of processes, in
the management system of knowledge, for the process management of the sterilization
center, the first step consisted of the application of the importance criticality matrix,
applied under the technique of an expert’s judgment, by the project team members, and
it came out with the following result: see Table 2.

Results show that processes related to construction of management indicators, reuse,
reception and washing, storage and sterilization with heat, were the first ones to be
automated.

The second step consisted of determining the contribution with the project´s goals
and the difficulty, understood, as the access difficulty to resources for the management
or improvement of them, see Fig. 2.

Based on the application of the two matrices, it was decided that the process to be
automated was H: management indicators. Once the process was defined, the use cases
were determined, see Fig. 3.

5.2 Design

5.2.1 Data Architecture

The base line found, shows a manual process. The loads are registered in a physical
format. The indicators are consolidated manually, and they are loaded to the quality
management system ALMERA, through an Excel file. The following is the logical data
model proposed. See Fig. 4.
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Table 2. Importance and criticality Matrix

Processes Improvement impact Response time Relationship with the
management system of
knowledge

Weighted
total

Weighting
(qualification)

High
(5)

Medium
(3)

Low
(1)

High
(5)

Medium
(3)

Low
(1)

Direct
(5)

Indirect
(1)

5 3 1 5 3 1 5 1

A Reception
and washing

4 4 3 1 56

B Storage 4 4 3 1 48

C Packing 4 4 4 20

D Sterilization
with humid
heat

4 4 4 44

E Sterilization
with ethylene
oxide

1 3 4 4 14

F Sterilization
with
hydrogen
peroxide

4 4 4 36

G Reuse
procedure

4 4 4 60

H Management
indicators

4 4 4 60

Source. the authors

Fig. 2. Difficulty contribution matrix. Source: the authors

5.2.2 Applications Architecture

The process of load registration, basis for the generation process of management indi-
cators, is done manually. This causes errors not only in the registration, but in the
consolidation and in the generation of management indicators, making the preventive
and corrective activities difficult, since they could allow the process to be more effec-
tive. Besides that, great part of the load registration process depends on knowledge and
memory of people, an automated process does not exist through an information system
to allow the operators to support and keep record before registration. Likewise, it hap-
pens with the consolidation and analysis activity of the Center´s coordinator. This causes



Implementation of the Management System of Knowledge for the Process 287

Fig. 3. Use cases. Source: the authors

Fig. 4. Logical data model. Source. the authors

inefficiencies in the reporting process of management indicators, from the Sterilization
Center to Hospital San José. Classification of the load registration by method, cause of
cancellation or other concepts, is done by memory by the coordinator of the steriliza-
tion center. Eventually, this can cause involuntary errors or prevent them, it represents a
very expensive job. The process basically consists of the load registrations done by the
operators phisically. Later, the Center’s coordinator makes the counting, consolidation
and registration in Excel of the indicators information requested from the Sterilization
Center by the Hospital. Then, the coordinator enters the system ALMERA and loads the
information. Finally, it is found that the access to historical information is very slow and
ineffective and, delivery of indicators is not appropriate.

Thus, the physical view of the applications architecture proposed by the research,
would be as follows, see Fig. 5.
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Fig. 5. Diagram of general display, physical view. Source: the authors

5.3 Development

Once theManagement System of Knowledge for the Process Management is developed,
one of its main screens can be seen. See Fig. 6.

Fig. 6. Load registration. Source: the authors

5.4 Tests

5.4.1 Risk Identification

The main threats, functional and non-functional, detected, are shown on Table 3.
The occurrence probability of threats is defined as high, medium and low, for more

than 70%, between 30% and - 70%, and less than 30% respectively. The Test Plan was
generated with the risk identification and the probability and impact matrix. See Table
4.
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Table 3. Threats

Category Threat

Functional
Code i01

I01–01: The load registration does not persist in the data base
I01–02: The equipment does not persist in the data base
I01–03: The accessory does not persist in the data base
I01–04: The indicator´s calculation for cancellation by cycle does not
produce an accurate result
I01–05: The indicator´s calculation for returns of non-conformity does not
generate an accurate result

Non- functional
Code i02

I02–01: Reports are produced inefficiently
I02–02: The back-up cannot be recovered

Source: the authors

Table 4. Test plan.

Risk Action Responsible person

I01–04: The indicator´s calculation
for cancellation by cycle, does not
generate an accurate result,

Test of use cases. Precision
analysis

Surgical instrumenter

I01–05: The indicator´s calculation
of returns for non-conformity does
not generate an accurate result

Test of use cases. Precision
analysis

Surgical instrumenter

I02–01: Reports are produced
inefficiently

Stress test Systems engineer

Source: the authors

6 Discussion

Although in the beginning methodologies seemed to be distant, it is possible to develop
a methodology to integrate the Cascade development methodology, with the reference
framework TOGAF. No doubt, automation of the management indicators process con-
tributes to the knowledge management in the sterilization central and, it could be said
that it contributes directly to the information generation for the decision making in a
critical process, which influences on the success of surgical interventions. Nevertheless,
effectiveness of the KMOS system does not only depend on the technological tool but,
it really depends on the use given to it [17–20].

The system initially automated the management indicators process, there is a restric-
tion. If it is true that the Hospital is largely automated in its processes, there is also a
sterilization center thatmanages a great number of processesmanually and, in somemea-
sure, there is no automation culture. Additionally, the amount of the project resources
(people, time), are scarce compared with the number of automations needs of the steril-
ization center. What is suggested is to implement the processes gradually, in accordance
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with the priorization done and, as long as resources allow it and the organization keeps
maturing on this new culture for the organization [17–20].

7 Conclusions

The investigation allowed to establish the following conclusions:

• The implementation of KMOS impacts the quality of medical services because
the management indicators are a key factor for decision making, and to produce
the necessary actions to reduce the percentage of health care-associated infections
(HCAIs).

• The reference framework TOGAF may be worked integrally with the development
methodologies of traditional software, optimizing themanagement processes oriented
towards improvement of competitiveness.

• Keeping in mind that the organizational culture in the sterilization center, is a based
on handwork, it becomes necessary to develop management actions for change, with
the aim of achieving a greater benefit from the KMOS System

• As a future works, it would be important to study about prediction markets as fore-
casting tools, in order to leverage the sterilization center and to take advantage of
KMOS. It is necessary to continue with the automation of the rest of processes of the
sterilization center.
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Abstract. E-learning platformprovides an online learning environment for teach-
ers and students. The high usability of e-learning platform plays an important role
in product competitiveness, user learning effect and so on. However, as the usabil-
ity of e-learning platform is affected by many factors, it is challenging to analyze
the usability of e-learning platform. In this paper, the analytic hierarchy process
and fuzzy comprehensive evaluation are used to propose an e-learning platform
usability fuzzy evaluation method, which includes evaluation index, weight, com-
prehensive evaluation matrix and usability evaluation algorithm, and its effective-
ness is verified by a case. Experimental results show that this method can be used
to evaluate the e-learning platform as a whole and its first-level evaluation indica-
tors. The fuzzy evaluation method presented in this paper provides a quantitative
evaluation reference of software usability for software development and users,
which can be used in software project planning, comparison, selection, testing,
acceptance and other scenarios.

Keywords: E-learning platform · Software usability · Fuzzy comprehensive
evaluation · Analytic hierarchy process

1 Introduction

E-learning platformmainly refers to the network platform that can carry out learning and
teaching activities [1]. It can effectively integrate and process various teaching resources
[2], and help teachers and students prepare lessons and learn anytime, anywhere. The
e-learning platform is playing an increasingly important role in the learning process. A
survey on corporate e-learning pointed out that most employees used to learn by face-
to-face training, but later turned into a half-open situation of e-learning and face-to-face
training. Now, the proportion of employees who use e-learning platform for learning has
accounted for the majority.

Usability is especially important for e-learning platforms. Improving the usability of
the software can not only improve user experience and product competitiveness, but also
save the cost of training and technical support [5]. In order to better realize the function
and value of the e-learning platform and improve the usability of the e-learning platform,
it is necessary to conduct quantitative analysis on the usability of e-learning platform.
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Although most users have subjective feelings about the usability of the e-learning plat-
form, software evaluation experts will also give reasonable suggestions for improving
the usability of the e-learning platform based on their own experience. However, since
the selection of indicators by users is not comprehensive, these evaluations and sugges-
tions are often one-sided. In addition, when performing comprehensive evaluation, the
calculation method is relatively simple, and the weight of the index is not taken into
account, so it is difficult to get an objective comprehensive evaluation. However, from
the perspective of the usability of e-learning platform, it is of great significance for the
design and development of e-learning platform to find out the deficiencies in the use of
e-learning platform and put forward reasonable improvement suggestions.

In view of the above problems, this paper proposes a usability evaluation method
of e-learning platform based on fuzzy comprehensive evaluation (FCE) to quantify the
usability of the e-learning platform and obtain the evaluation results.

The rest of the paper is organized as follows. The following section provides a brief
literature review of software usability evaluation and FCE. Section 3 introduces the
usability evaluation method of e-learning platform based on FCE. Section 4 presents
a case study that uses this method to evaluate the usability of an e-learning platform.
Finally, conclusions and ideas for future research are offered.

2 Related Literature Review

2.1 Software Usability Evaluation

Software usability refers to the ability of a software product to be understood, learned,
used, and attracted to users under specificuse cases [5]. The software usability assessment
is based on these elements. Software usability evaluation mainly uses various evaluation
methods to obtain evaluation data in the process of completing specific goals by specific
users in specific use environments, and then analyzes the quantitative results of software
product usability through scientific methods. And use this as a basis to evaluate the
usability of software products [4]. At present, the methods used in software usability
evaluation mainly include principal component analysis [15], analytic hierarchy process
(AHP) [16], BP neural network method [17], FCE [6], gray correlation degree [18], etc.
M. r. h. Iman and others developed a fuzzy expert system for quantitative evaluation
of software usability [19], but the laboratory only evaluated software usability from
the perspective of software user interface, without considering other factors affecting
software usability. Jiang Shan fromBeijing University of Posts and Telecommunications
constructed the e-learning platform’s usability evaluation index system, and on this basis,
discussed how to use the AHP to compare, rank and evaluate the indicators [4]. However,
the experiment only verified the rationality of the evaluation index system, and did not
mention the method of quantitative evaluation of software usability.

2.2 Fuzzy Comprehensive Evaluation

In 1965, Professor L.A. Zadeh, an American computer and control expert, proposed the
important concept of fuzzy sets in the journal Information and Control [7]. On this basis,
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FCE is produced. The FCE is a specific application method based on fuzzy mathematics.
It is a reasonable overall evaluation of things with multiple attributes or things whose
overall strength is affected by multiple factors. It can well solve fuzzy and difficult to
quantify problems [8].Many scholars have researchedusingFCE.HuangLCconstructed
a newmanagement talent evaluationmodel for the evaluators, and used the fuzzy analytic
hierarchy process for evaluation, which can obtain management activity information
more systematically and effectively [9]. Using the paired comparison survey method of
expert pairs, s. Roy proposed a storage-as-a-service (SaaS) based on the fuzzy analytic
hierarchy process model to evaluate the usability of commercial websites [10]. However,
the whole process of the study took too long and consumed too much manpower. R. k.
Harshan proposed a framework for evaluating the usability of library websites, which
involves fuzzy analytic hierarchy process and extensive evaluation techniques, and can
be used to evaluate the overall usability score, as well as the score of each evaluation
dimension of any type ofwebsite [11]. In addition, FCE is alsowidely used in operational
capability [12], energy conservation and emission reduction [13], employability [14] and
other different fields.

To sum up, there is still a lack of quantitative evaluation on the usability of e-learning
platform.Although FCEhas been used inmany fields, it has not been used in the usability
evaluation of e-learning platform. The above studies provide important references for
the study of e-learning platform usability evaluation.

When evaluating the usability of e-learning platform, there will be a large number of
“unclear” or “uncertain” in obtaining the evaluation information of various evaluation
indicators, which brings certain ambiguity to the evaluation. In order to improve the
accuracy of usability evaluation results, it is necessary to deal with the ambiguity of
evaluation information. By using the principle of fuzzy linear transformation and the
principle of maximum membership degree, the FCE can not only effectively deal with
the fuzziness of usability evaluation, but also obtain its comprehensive evaluation based
on various factors related to the thing being evaluated. Therefore, this study uses FCE
to evaluate the usability of e-learning platform.

3 The Usability Evaluation Method of e-learning Platform Based
on FCE

Based on FCE and AHP, this section designs a usability evaluation method of e-learning
Platform Based on FCE as shown in Fig. 1.

This method includes evaluation index, weight, comprehensive evaluation matrix
and usability evaluation algorithm. The specific steps are as follows.

1. Select e-learning platform to be evaluated;
2. Design first-level and second-level indicators for the evaluated e-learning platform;
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Fig. 1. The usability evaluation method of e-learning platform based on FCE

According to the influential ISO/IEC 25010 [5], and based on the analysis of the
characteristics of e-learning platform being evaluated, the indicators are formulated. It
is assumed that there are m indicators related to the usability evaluation of e-learning
platform, and set the first-level indicator set as:

U = {U1,U2, · · · ,Um}.
Due to the complexity of e-learning platform, it is often a little rough to evaluate

only the first-level indicators, and meaningful evaluation results cannot be obtained.
Therefore, the first-level indicators are further divided into the second-level indicators.
Set the second-level indicator sets as:

U1 = {
U11,U12, · · · ,U1p

}
,

U2 = {
U21,U22, · · · ,U2q

}
,

...

Um = {Um1,Um2, · · · ,Umr}.
3. Design comments set;
The rating is based on expert advice. It is assumed that the comments of e-learning

platform evaluated are divided into n levels, and the comments set is set as:

V = {V1,V2, · · · ,Vn}
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4. Design weight set;
The AHP is adopted to establish the index weight. The steps are as follows.
Step 1: Establish the hierarchy diagram
Step 2: Construct judgment matrix

A =

⎡

⎢⎢⎢
⎣

a11 a11
a21 a22

· · · a1n
a2n

...
. . .

...

am1 am2 · · · amn

⎤

⎥⎥⎥
⎦

Where, aij represents the judgment value of the importance of element i relative to
element j. The determination method of the judgement value is shown in Table 1, where
aji = 1/aij.

Table 1. The judgment value of the importance of the factor

The importance level of element i compared to element j aij

Equally important 1

Slightly important 3

Obviously important 5

Strongly important 7

Absolutely important 9

Between levels 2, 4, 6, 8

The importance of element j compared to element i Reciprocal

Step 3: Find the maximum eigenvalue λmax of the judgment matrix A and the
corresponding eigenvector ω.

Step 4: Verify the compatibility of the judgment matrix

C(A) = λmax − n

n − 1
(1)

When C(A) ≤ 0.1, it is considered that the compatibility of the judgment matrix A is
good, and the eigenvector ω corresponding to the maximum eigenvalue λmax of A can
be used as the weight vector. Otherwise you need to readjust the judgment matrix.

Set the weight set of the first-level indicator obtained by AHP as

ω = (ω1, ω2, · · · , ωm), where ω1 + ω2 + · · · + ωm = 1.

Set the weight sets of the second-level indicator as

ω1 = (ω11, ω12, · · · , ω1p), where ω11 + ω12 + · · · + ω1p = 1,

ω2 = (
ω21, ω22, · · · , ω2q

)
, where ω21 + ω22 + · · · + ω2q = 1,

...

ωm = (ωm1, ωm2, · · · , ωmr), where ωm1 + ωm2 + · · · + ωmr = 1.
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5. Design comprehensive evaluation matrix;
Membership is determined by fuzzy statistics to determine. That is, if y of x partici-

pants think that indicator U1 belongs to comment V1, then y/x is the membership of U1
to V1. After determining the membership of each index to the comments set, the compre-
hensive evaluation matrix can be obtained. For example, the comprehensive evaluation
matrix of U is:

R =

⎡

⎢⎢⎢
⎣

r11 r12
r21 r22

· · · r1n
r2n

...
. . .

...

rm1 rm2 · · · rmn

⎤

⎥⎥⎥
⎦

Where rij is the membership of indicator Ui(i = 1, 2, · · · ,m) to comment Vj(j =
1, 2, . . . , n).

6. Design the usability evaluation algorithm of e-learning platform;
When the index weight set ω and comprehensive evaluation matrix R are known,

B = ω ∗ R = (b1, b2, · · · , bn)

can be obtained. Where “*” represents the generalized fuzzy synthesis operation. When
evaluating the usability of e-learning platform, the overall indicators should be consid-
ered, and all factors should be balanced according to the weight. Therefore, the model
M(·,⊕) is used to perform generalized fuzzy synthesis operation on the weight set and
comprehensive judgment matrix, that is

bj = min

{

1,
m∑

i=1

ωi · rij
}

, where (j = 1, 2, · · · , n) (2)

According to the principle of maximummembership degree, the Vj corresponding to the
maximum bj in fuzzy comprehensive evaluation set B = (b1, b2, · · · , bn) is selected as
the result of comprehensive evaluation. The designed Usability Evaluation Algorithm is
shown in Table 2.

7. Design questionnaires, conducted surveys and collected data;
In the usability evaluation process, questionnaires were used to obtain scoring data.

According to the developed second-level indicators, e-learning platform usability ques-
tionnaire is designed. Each second-level indicator sets a question, and a 5-point scale is
used to score the question. For example, a question in the questionnaire can be designed
as: what do you think about the function recognition of the e-learning platform? The cor-
responding scoring scales are: 1 – very low, 2 – low, 3 – average, 4 – high, 5 – very high.
Then several participants were invited to use the e-learning platform of the evaluated
object. In order to ensure the reasonable and accurate experimental results, participants
independently used the e-learning platform of the evaluation object, with the use cycle
of one month. Finally, on the premise of ensuring that each participant knows the mean-
ing of each score item, participants are asked to score the assessed object on e-learning
platform according to the designed questionnaire.
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Table 2. Usability evaluation algorithm

8. The usability evaluation algorithm is adopted to calculate the usability of first-level
indicators;

Taking the weight set ω1 and the comprehensive evaluation matrix R1 as the input
of the usability evaluation algorithm, the usability evaluation level of U1 and its fuzzy
comprehensive evaluation set B1 are obtained. Similarly, the usability evaluation grades
ofU2, · · · ,Um and corresponding fuzzy comprehensive evaluation sets B2, · · · ,Bm can
be obtained.

9. The usability evaluation algorithm is used to calculate the comprehensive usability
of e-learning platform;

Based on the above fuzzy comprehensive evaluation setsB1,B2,B3,B4, andB5 as the
comprehensive evaluation matrix R of U , ω and R are input into the usability evaluation
algorithm to obtain the comprehensive usability evaluation level of e-learning platform
and the corresponding fuzzy comprehensive evaluation set B.
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4 Case Study

Using the e-learning platform usability evaluation method mentioned above, we con-
ducted usability evaluation with an e-learning platform as the evaluation object, and
established an e-learning platform usability evaluation index system with 5 first-level
indicators and 19 s-level indicators, as shown in Table 3.

Table 3. E-learning platform usability evaluation index system

First-level indicators Second-level indicators

Appropriateness recognizability U1 Recognizability of function U11

Comprehensibility of function U12

Comprehensibility of function descriptions U13

Recognizability of interface elements U14

Comprehensibility of input and output U15

Recognizability of prompt messages U16

Learnability U2 Ease of functional learning U21

Integrity of the functional description U22

Validity of the help document U23

Integrity of the prompt message U24

Operability U3 Difficulty of operating tasks U31

Complexity of operating tasks U32

Matches the user’s expectations U33

Cancelability of user actions U34

Consistency of operation U35

User error protection U4 Fault tolerance of operations (free from human error)U34

Recoverability of running errors U42

False influence U43

User interface aesthetics U5 User interface aesthetics U51

Therefore, we determined that the first-level index set of e-learning platformusability
evaluation is

U = {U1,U2,U3,U4,U5},
and the second-level index sets are

U1 = {U11,U12,U13,U14,U15,U16},
U2 = {U21,U22,U23,U24},

U3 = {U31,U32,U33,U34,U35},
U4 = {U41,U42,U43},

U5 = {U51}.
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According to expert opinions, we divided the comments on e-learning platform
usability into five grades: “extremely low”, “low”, “average”, “high” and “extremely
high”, and set the comment set as

V = {extremely low, low, average, high, extremely high}.
The weight set of the first-level index obtained by AHP is

ω = (ω1, ω2, ω3, ω4, ω5) = (0.321, 0.140, 0.263, 0.170, 0.106),

The weight sets of each second-level index are

ω1 = (ω11, ω12, ω13, ω14, ω15, ω16) = (0.254, 0.147, 0.062, 0.342, 0.109, 0.086),
ω2 = (ω21, ω22, ω23, ω24) = (0.467, 0.095, 0.160, 0.278),
ω3 = (ω31, ω32, ω33, ω34, ω35) = (0.257, 0.153, 0.413, 0.076, 0.101),
ω4 = (ω41, ω42, ω43) = (0.547, 0.263, 0.170),
ω5 = (ω51) = (1).

According to 19s-level indicators, we designed a questionnaire with 19 questions.
Then, according to the requirements mentioned in point 7 of Chap. 3, 10 participants
(Pi(i = 1, 2, · · · , 10), 5 men and 5 women, with an average age of 23) were invited to
use and score the e-learning platform of the evaluation object. The score data obtained
are shown in Table 4.

Further, we obtained the comprehensive evaluation matrix of the first-level indexes
U1, U2, U3, U4, and U5. For example, the comprehensive evaluation matrix of U1 is

R1 =

⎡

⎢⎢⎢⎢⎢⎢⎢
⎣

0 0.1 0.3 0.5 0.1
0 0.1 0.1 0.7 0.1
0 0 0.4 0.6 0
0 0.1 0.3 0.6 0
0 0.1 0.5 0.4 0
0 0 0.3 0.5 0.2

⎤

⎥⎥⎥⎥⎥⎥⎥
⎦

Taking the evaluation ofU1 in the first row as an example, the meaning of this matrix
is: among the 10 participants, 0%, 10%, 30%, 30%, and 10% of the participants consider
the feature to be very low in its recognizability.

The fuzzy comprehensive evaluation sets of U1, · · · ,Um are

B1 = (0, 0.085, 0.299, 0.599, 0.057),
B2 = (0.047, 0.093, 0.541, 0.272, 0.047),
B3 = (0, 0.152, 0.424, 0.399, 0.025),
B4 = (0.043, 0.087, 0.366, 0.403, 0.081),
B5 = (0, 0.1, 0.3, 0.5, 0.1).

The usability evaluation grade of each first-level indicator is shown in Fig. 2.
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Table 4. E-learning platform usability score data

Second-level indicators Participants

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

U11 3 2 4 4 5 4 4 3 4 3

U12 4 4 2 3 5 4 4 4 4 4

U13 4 4 4 3 3 4 4 4 3 3

U14 4 3 3 4 4 4 3 4 4 2

U15 2 3 3 3 4 4 3 4 3 4

U16 4 4 5 4 3 3 4 3 5 4

U21 3 1 3 2 4 3 3 5 3 4

U22 3 4 2 3 3 3 3 4 3 2

U23 3 4 3 4 3 3 3 4 3 3

U24 4 3 4 3 2 3 4 3 4 3

U31 2 3 2 3 2 3 3 3 3 3

U32 3 4 2 3 4 5 3 4 3 4

U33 3 2 4 3 4 3 4 4 3 4

U34 4 4 3 4 4 4 4 4 2 4

U35 4 5 4 4 3 4 2 4 4 4

U41 3 4 3 4 5 4 3 3 4 4

U42 4 3 4 2 1 3 4 2 3 5

U43 2 1 3 3 4 4 3 4 3 2

U51 4 4 5 3 2 3 4 4 3 3

The vertical axis represents the usability rating, 1 represents very low, 2 represents
low, 3 represents average, 4 represents high, and 5 represents very high. As can be
seen from the figure, the evaluation level of the e-learning platform is “high” for its
appropriateness recognizability, user error protection and user interface aesthetics, while
the evaluation level of learnability and operability is “average”. Therefore, the platform
can be improved from the aspects of learnability and operability in the future.

Then we got the fuzzy comprehensive evaluation set of e-learning platform as

B = (0.014, 0.106, 0.377, 0.444, 0.056).
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Fig. 2. The usability evaluation grades of each first-level indicators

The comprehensive usability evaluation level of e-learning platform is shown in
Fig. 3.
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The comprehensive usability evaluation level

Fig. 3. The comprehensive usability evaluation level

The meaning of the vertical axis is as shown in Fig. 2. As can be seen from the figure,
the comprehensive usability rating of the e-learning platform is “high”, but it does not
reach “extremely high” level, and there is still room for improvement.
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5 Conclusion

In order to evaluate the usability of e-learning platform, this paper proposes a usability
evaluation method of e-learning platform based on FCE. The experimental cases show
that this method can be used to quantitatively evaluate the e-learning platform as a whole
and its first-level evaluation indicators, such as the dependence of appropriateness rec-
ognizability, learnability, operability, user error protection and user interface aesthetics
adopted in this case. This method provides a quantitative evaluation reference for soft-
ware development and users, and can be used in software project planning, comparison,
selection, testing, acceptance and other scenarios.

The evaluation indexes, weights, comprehensive evaluation matrix and usability
evaluation algorithm presented in this paper need to be combined with specific cases
and expert opinions for data accumulation and optimization to gradually improve the
accuracy of evaluation results.
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Abstract. The idea of combining the advantages of ERP systems with
the benefits of cloud computing is being taken up by more and more
companies. ERP systems are seen as the primary systems to provide
a single source of information/knowledge. Yet today, companies often
decide to switch from on-premise ERP solutions to cloud-ERP solutions
or to a combination of cloud-ERP in a group structure in addition to an
on-premise system in group branches. A variety of factors influence cloud-
ERP implementations. To be able to carry out an application successfully
and with maximum efficiency, it thus makes sense to investigate critical
success factors influencing their application as an addition to on-premise
systems. Eight critical success factors were selected from the literature
and checked for their relevance and importance in practice. To structure
these factors, a distinction was made between organizational and tech-
nological success factors. Furthermore, using interviews and subsequent
qualitative content analysis, the feedback of consultants and company
experts, who already completed cloud based ERP implementations, was
integrated.

Keywords: ERP systems · Cloud-ERP systems · Hybrid-ERP
systems · Expert interviews · Critical success factors

1 Introduction

With the advent of cloud computing, which is a concept for accessing remote
servers to manage, process, and store data instead of using local servers or com-
puters, many companies have decided to jump on the bandwagon and join the
cloud business either as providers or as respective consumers [19].

Cloud-based IT services have also made a significant contribution to relocat-
ing Enterprise Resource Planning (ERP) systems. With the resulting cloud-ERP
systems, companies can take advantage of an ERP system and pay for the service
without installing local IT hardware [10]. To this end, the software as a service
(SaaS) model is increasingly becoming a cost-effective way to provide business
applications for companies [6]. Furthermore, due to potential advantages such as
c© Springer Nature Switzerland AG 2021
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reduced costs, easy access to global innovations, and scalability [42], cloud-ERP
systems offer an attractive option to deal with problems such as resource con-
straints and the complexity of the business processes involved with traditional
on-premise solutions [34].

According to market research company Statista [38], the global cloud-ERP
market is expected to reach USD 28 billion in 2022 and will have an annual
growth rate of eight percent between 2016 and 2022. There is also increasing
interest, mostly from large companies, to implement cloud-ERP solutions in
their branches in addition to their on-premise ERP system so as to gain advan-
tages such as access to global innovations or simple scalability [42] for themselves.
Companies from different industries with different sizes often have no in-house
cloud-ERP experts. Thus, the challenge for companies implementing cloud-ERP
is to carry out the implementation in conjunction with an on-premise ERP solu-
tion as efficiently and effectively as possible, without being able to rely on internal
experts.

Aiming to add to the body of knowledge in this field, the work presented
in this paper deals with critical success factors of cloud-ERP implementations,
whereby a selection of existing factors from the literature are discussed with
experts. All this is guided by the following research question: What are the
critical success factors of cloud-ERP implementations in connection with an
on-premise ERP solution? The question is further divided into two different
perspectives, i.e. (1) What is the organizational perspective, and (2) what is the
technological perspective.

To report on this analysis Sect. 2 will first provide an overview of related
topics based on a literature review. Terms and definitions such as cloud com-
puting, as well as ERP and its execution on-premise, in the cloud or as a two
tier, as well as critical success factors, are given. Next, Sect. 3 elaborates on the
used empirical methodology followed by Sect. 4 discussing our results. Finally,
Sect. 5 closes the paper highlighting limitations and pointing to potential future
research activities.

2 Theoretical Background

Cloud computing is a model for the ubiquitous, convenient on-demand network
access to a shared pool of configurable computer resources (e.g., servers, stor-
age, networks, applications, and services) that are quickly made available and
released, demanding little administration effort and consultation with service
providers [25]. There are three service models commonly used in cloud comput-
ing [25]: (1) Software as a Service (SaaS), (2) Platform as a Service (PaaS), and
(3) Infrastructure as a Service (IaaS).

2.1 ERP Systems

Enterprise Resource Planning is an integrated application package consisting
of several components that support the operational processes in all essential
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operational and functional areas of a company. The integration is supported
by a central database, which avoids data redundancies and enables integrated
business processes [20].

ERP systems are of crucial importance for the business activity if the aim is
to increase productivity, efficiency, and general business performance [41]. Tra-
ditional ERP systems can be divided into two categories, on-premise ERP and
hosted ERP [11]. On-premise ERP is operated via a company’s infrastructure,
such as servers, networks, platforms, or computers. The company operates and
manages the ERP system according to a given software license model. Running
costs, operating costs, and maintenance costs are covered by the company [11].
Hosted ERP can be defined as a software service that is offered to an individual
or organization by a provider who hosts the physical servers and runs this ser-
vice elsewhere. The service is usually offered via direct, Internet based, network
connection [11].

Cloud-ERP solutions are provided via the SaaS model. There are various
cloud-ERP systems available on the market [33]. The ERP in a SaaS model is
accessed via the Internet, while the application and data are controlled by the
cloud service provider and offered to the customer as a ‘ready to use’ product
for a monthly subscription fee [16]. An ERP system is considered cloud-based
if the properties of cloud computing influence it. That is, via browser software
the user should be able to access the cloud-ERP system, without the need for
any installation or configuration tasks performed on the system. One of the best-
known cloud-ERP systems in the software market is SAP Business ByDesign [1].

2.2 Two Tier ERP Sytems Implementations

The research and consulting company Gartner introduced the concept of bi-
modal IT in 2014. This concept deals with the IT landscape of a company that
works in two different modes. Mode 1 focuses on the stable and traditional areas
of business processes, requiring stability, and Mode 2 supports the innovative
and disruptive aspects of the company, requiring agility. Both modes must exist
in parallel to ensure the success of a company’s digital transformation [39]. In
case of ERP systems, two-tier systems are referred to as hybrid-ERP systems.

In branches or group branches, the use of a group-wide ERP solution is
often not sensible, since only a fraction of the function is required, the mapping
of processes or business models does not fit, or regional flexibility is needed.
The parallel operation of a second ERP solution can be an advantage here.
This is referred to as a two-tier ERP strategy. Here, for example, an on-premise
solution at the group level can be coupled with a cloud solution in the group’s
branches [30].

2.3 Critical Success Factors of Information Systems

The approach of critical success factors in the area of information systems was
introduced by Rockart [32]. Critical success factors are a limited number of
factors that, if implemented effectively and in good time, can give the executing
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company an advantage over competing companies and can significantly improve
organizational performance [32]. According to Ram et al. [15], critical success
factors are a systematic way to identify essential factors or business areas that
require constant management attention. These critical success factors are as
follows:

Organizational Success Factors

– Top management support: Can be defined as leadership involvement in areas
related to ERP implementation [35]. Ngai et al. [26] argued that executives
play an important role in the success of ERP implementations, with top
management being responsible for two essential tasks, i.e. the provision of
funds and the assumption of management tasks [46].

– Project team and project strategy: The literature repeatedly mentions that
a solid, central implementation team should be set up, composed of the best
and most competent people in the company [9]. These people should have
a proven reputation [8], and there should be an agreement to ‘release’ these
people to the project on a full-time basis [29].

– Change Management: Successful implementation requires that people, pro-
cesses, and departments in the company change [40]. Change management
encompasses both human resource management and social change. Effective
communication is an important factor when it comes to these changes and is
thus required across the entire business process at all levels [13].

– Support by the cloud-ERP Provider: The support given by the cloud-
ERP provider includes various training courses, extended technical support,
maintenance, and updates, both during and after implementation. Also,
the providers offer analytical advice on the selection of suitable ERP soft-
ware [37,44]. Companies that transition to cloud-ERP to meet their business
needs must be able to rely on cloud providers [22].

Fig. 1. Organizational success factors matrix
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Technical Success Factors

– Customizing: Cloud-ERP customers usually have to develop or adapt func-
tions to meet their specific company requirements. Cloud-ERP manufacturers
offer ERP solutions with generic core functions and do not invest in individ-
ual adjustments, which is why cloud-ERP customers face the challenge of
customizing [1]. Customizing cloud-based services can increase the ability to
meet current user requirements. Regular system maintenance and software
updates increase flexibility in adapting to changing user requirements [21].

– Service Level Agreements: The Service Level Agreement (SLA) is defined as
an agreement between a service provider and a service customer about the
required Quality-of-Service (QoS) characteristics of some services that the
provider delivers to the customer. The agreement, as such, represents a vague
understanding of the agreement that exists between the provider and the
customer [45]. Achieving a general understanding of the SLA problem between
cloud-ERP providers and customers is a must to facilitate the implementation
and maintenance of cloud-ERP systems [1].

– Cloud Security: Different countries have different types of security and data/
privacy protection laws and regulations. These laws must be observed at the
local, state, and national levels, which is a very complex topic for cloud com-
puting [14]. Information security is an important concern when making deci-
sions for companies wishing to switch to cloud-based services [2]. Companies
are often not aware of how data is processed by a cloud-ERP provider [27].

– System Integration: Lee et al. [18] define system integration as the ability
to integrate a variety of different system functionalities and to ensure their
compatibility. Ideally, companies view ERP as a single solution that covers
all business functions. When implementing ERP, it is not uncommon to keep
existing specialized software packages [4], so it may be necessary to integrate
ERP with these applications. However, this required integration is a complex
process, especially given the modular structure of ERP solutions [26].

Fig. 2. Technical success factors matrix
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Since some of these success factors aim for the same meaning but are named
differently in the literature or combined with other factors, we decided to
present them in concept matrices, illustrating the publications in which they
are discussed. Figure 1 shows the concept matrix for the organizational factors
described in Sect. 2, and Fig. 2 shows the concept matrix for the technical factors
deducted from the literature.

3 Methodology

To re-check an validate the above described success factors, we interviewed 10
industry experts. Although the validity of expert interviews, with respect to
their distinct form, and analysis method, may vary from case to case, there
are still several convincing reasons highlighting their relevance in research [5].
According to Meuser Nagel [23], experts are people who take responsibility for
the design, implementation, and monitoring of problem solutions, or those who
have excellent access to information about groups of people and decision-making
processes. Expert knowledge is therefore related to a function or a professional
role [17].

In our case, the selected experts can be divided into three groups: (1) Group
A experts from companies with a focus on cloud-ERP implementation in two-tier
ERP systems; (2) Group B experts from companies with a focus on cloud-ERP
implementation when changing from on-premise ERP to cloud-ERP; and (3)
Group C experts with a focus on cloud-ERP implementation consulting. For the
empirical study, three Group A experts with over ten years of experience each,
four Group B experts with over 15 years of experience each, and three Group C
experts with over eight years of experience were interviewed. The experts cover
different industries in international operating companies.

Following predefined guidelines, all interviews were conducted in spring 2019
during a 7-week time-frame. They followed the strict rules of exploratory inter-
views [5]. After a pre-test [17] with three interviewees and the necessary adap-
tions, all interviews were recorded and subsequently transcribed, following the
methodology put forward by Meuser and Nagel [24]. The inter-rater reliability
was implemented following the principles of inter-coding.

The literature based deductive categorization schema, which was used to
code interview transcripts, contained the eight success factors described earlier,
i.e.: (1) Top Management Support, (2) Project team and project strategy, (3)
Change Management, (4) Support by the cloud-ERP system provider, (5) Cus-
tomizing, (6) SLAs, (7) Cloud-security and (8) System Integration. In addition,
two inductively defined categories emerged from the transcribed data, i.e.: (1)
Performance of the cloud-ERP system and (2) Market position and strategy of
the cloud-ERP system provider.

4 Results and Discussion

Following we summarize the experts’ view with respect to the above defined
success factor categories and elaborate on the two inductively created categories.
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(1) Top management support has been described in all expert groups as one of
the most critical success factors. Challenges related to other critical success
factors are often associated with this factor. Additions regarding the correct
assessment and knowledge of the scope of an implementation project (A1;
B4), and the possibilities and restrictions resulting from cloud-ERP (B4;
C3) by the top management, were also mentioned.

(2) Experts also described the project team and strategy as critical to suc-
cess. The composition of the project team with qualified people, as well
as the selection and implementation of a suitable strategy, are essential. In
the company of the Two-Tier Expert Group, a separate methodology with
different phases, milestones, stress tests, and user acceptance tests were
developed for a cloud-ERP implementation in 28 group branches (A1). The
group of experts on the change from on-premise to cloud-ERP worked in the
implementation strategy with a milestone plan (B1, 50) or very closely with
the implementation partner and implemented a rapid prototyping approach
with review cycles (B4).

(3) Expert interviews also confirmed the importance of the change manage-
ment process as a success factor. Also Child [7] describes the importance
of employees to participate in the design of their work environment. Suc-
cessful implementations require full employee involvement [3,28]. To this
end, people may resist for various reasons, such as lack of top management
support [43]. Experts A1 and A3 confirm the connection between increasing
resistance, and a lack in management support. Understanding the cause of
the resistance with a corresponding reaction (A2), creating facts and demon-
strating advantages (B1), and clear communication (C1; C2) are considered
by experts a solutions for how to deal with resistance in change management.

(4) The support from the cloud-ERP provider as a critical success factor
depends on the size and complexity of the project. In the literature, close
cooperation is seen as a decisive factor for successful implementations. In
practice, there were differences in the statements made by the two-tier ERP
experts and experts regarding the change from on-premise to cloud-ERP.
Companies must be able to rely on the cloud provider [22], and the future
partnership should be focused on during the selection process [36]. Close
cooperation is a crucial factor for the successful implementation of a cloud-
ERP system [43]. Experts A1, A2, and A3 confirmed the importance of good
cooperation and support. Expert C2 described the cooperation with qual-
ified contacts at the provider as an essential requirement for a successful
implementation.

(5) With a focus on the selection of the cloud-ERP provider, customizing cannot
be described as a critical success factor. Differences in priority, depending
on the size of the company, are described in the literature. The same result
could be determined by differences in the statements made by the company
expert groups. A large company wants the processes to be adapted to its
needs. Small businesses, on the other hand, have to use the services offered by
the cloud provider, whereby the scope for adaptation is smaller than in big
companies [12]. Expert A1 emphasized that customizing was not a critical
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success factor in the selection, while B4 and C1 described customizing in
the selection of the cloud-ERP provider as an absolute priority and success
factor.

(6) The importance of the service level agreement was confirmed both in the
literature and in the expert interviews. Specific SLAs were of great impor-
tance for all respondents, and other SLAs were more or less prioritized on
a company-specific basis. Cloud-ERP providers often have the opinion that
SLAs are a sufficient contract for what the customer has bought and the
level of service that the customer expects [1]. Experts A1 and C3 confirm the
importance of this success factor, which represents an intangible agreement
between provider and customer [45]. Expert A3 describes that an extensive
catalog of SLAs has been defined.

(7) Cloud security is a critical success factor. The importance of data encryp-
tion is pointed out in the literature. In practice, it is added that there
must be no compromise between secure data and performance and that the
geographical location of the data centers plays a central role. Security is
an important topic and thus should be focused on with every cloud solu-
tion (A1; A2; C1; C2; C3). When choosing a cloud-ERP system, companies
commit to entrusting sensitive third-party business information [12]. Cloud-
ERP providers should thus strengthen the trust customers have in them by
providing data encryption services [31].

(8) System integration was described as a high priority with a focus on clearly
defined interfaces. Besides, the consistency of the interfaces was described
as important in the case of frequent release changes. Ideally, companies view
ERP as a single solution that covers all business functions [18]. However, it
is not uncommon for companies to prefer to maintain specialized software
packages [4]. Experts B3 and C1 emphasized the importance of communi-
cation between the cloud-ERP system and other systems. Clearly defined
interfaces have the highest priority (A1; A2; A3; B1; B3; C1; C2; C3).
(9+10) Further success factors, which were mentioned by our experts, are
on the one hand the performance of the cloud-ERP system (A2; A3; B1),
which depends on several factors and is essential for the use of the system.
On the other hand, the market position and the strategy of the cloud-ERP
provider were described by experts A1, B4, and C1, whereby the size of the
provider and the understanding of the strategy were mentioned.

In summary, it can be said that the eight selected success factors from the
literature were tested and described for their relevance in practice. Six of the
eight selected success factors were deemed important by our experts, while the
other two factors (i.e., customization and support by the cloud-ERP provider)
could not generally be confirmed. Instead, the interviews pointed to two addi-
tional relevant factors, i.e. the performance of the cloud-ERP system and the
market position and strategy of the cloud-ERP system provider.
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5 Limitations and Potential Future Work

The scope of the above presented study may be perceived limited as it focused on
eight critical success factors selected from the literature and two factors induc-
tively generated by the interviews. Also, the choice of company experts can be
criticized, as the three two tier experts came from the same company. Further-
more, all experts were acquired without prior knowledge of the topic, which does
not exclude a certain heterogeneity of the interview partners. Finally, they came
from four different countries, i.e. Austria, Liechtenstein, Switzerland and Nor-
way, and worked in different industries. Thus, results may not easily transfer to
other countries or industries.

Consequently, it is recommended that future work should follow up on our
results and aim at validating them through other qualitative as well as quantita-
tive analyses. In particular, studies should focus on other countries and industries
as well as respective geographic and sector specific differences.
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Abstract. The last decade has seen an uptake of Artificial Intelligence
technology in many fields. In particular, we have witnessed the prolif-
eration of so-called Expert Systems (i.e., algorithm-based recommender
engines), which are increasingly used to support decision making pro-
cesses. To this end, trust in technology plays a significant role, as with-
out such people are unwilling to rely on this type of tool support. The
goal of the research presented in this paper was thus to investigate said
trust in ‘expert system advice’ when received in the context of a business
ethics audit. We report on the results of a scenario-focused survey aimed
at understanding people’s preference for an advice giver, and whether
such is connected to their general trust behavior, as well as their affinity
for technology. Results show that participants’ willingness to depend on
machine advice is approximately similar to their willingness to depend on
human advice, the trust they put into the artificial advice giver, however,
increases with their affinity for technology.

Keywords: Artificial intelligence · Expert systems · Business ethics
audits · Trust · Decision-making

1 Introduction

During the last decade, Artificial Intelligence (AI) features have been embedded
into an increasing number of applications and services, showing that comput-
ing technology has eventually reached a point where machines are considered
(more or less) ‘intelligent’ actors [22]. Such does not only concern the technol-
ogy sector, with its software companies and hardware providers, but also other
types of businesses, as well as people, who progressively rely on AI support-
ing their daily activities and operations. It leads to tasks being automated and
consequently increases a company’s efficiency. To this end, technology supported
c© Springer Nature Switzerland AG 2021
L. Uden et al. (Eds.): KMO 2021, CCIS 1438, pp. 316–328, 2021.
https://doi.org/10.1007/978-3-030-81635-3_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-81635-3_26&domain=pdf
http://orcid.org/0000-0001-7469-4381
http://orcid.org/0000-0002-9857-1551
http://orcid.org/0000-0001-7534-6514
https://doi.org/10.1007/978-3-030-81635-3_26


Trust in Expert System Advice for Business Ethics 317

decision making counts as one of the most relevant fields of application. So-called
Expert Systems (ES) use AI to provide data-driven information and respective
suggestions to humans so as to support them in their (sometimes rather difficult)
decision making processes. This trend has been particularly visible in the field
of accounting audits, where respective systems often support employees in time
consuming data collection and processing tasks [10]. The increasing dependence
on AI, however, becomes discerning in cases where not only numbers, but rather
human behavior has to be judged. Business ethics audits, for example, require
the understanding and correct interpretation of guidelines so as to ensure a com-
pany’s and their employees’ compliance with ethical regulations and standards.
Here, (as in many other areas) those emerging technologies only proofs benefi-
cial if people show sufficient trust in the underlying procedures and consequently
in the performance of the used system(s). Thus, the question emerges whether
decision makers believe that an AI-driven ES is capable of judging people’s eth-
ical or unethical behaviour, and consequently provide adequate suggestions for
action. Driven by this, our study was guided by the following research question:

“To what extent do people trust an Expert System during their decision making
process in business ethics audits?”

Our report starts with a discussion of the relevant theoretical constructs under-
pinning the research (cf. Sect. 2), followed by a description of the employed
research methodology (cf. Sect. 3), and its results (cf. Sect. 4). The final section
concludes with some prospective future research directions (cf. Sect. 6).

2 Background and Theoretical Foundation

Following, we provide the necessary theoretical background for the conducted
analysis by describing the link between business ethics and decision mak-
ing, and how such is connected to audits, expert systems, and trust.

2.1 Business Ethics and Its Link to Decision Making

Business ethics depicts an extensive and often rather subjective area of research.
Depending on people’s individual backgrounds and cultures we may find sig-
nificant differences in what one considers ethical and thus correct, or unethical
and thus disputable behaviour. Looking at Greek philosophy, it may be pre-
sumed that ethics generally looks at the character of a person and the morality
in how decisions are taken under defined circumstances [29]. The need for an
ethical investigation exists in cases where the perception of a given situation
varies and thus requires the choosing from a number of different problem-solving
approaches. Employees, particularly those in leading positions, are consistently
confronted with ethical decision making; where previous research has shown that
a person’s decision is highly influenced by different biases, such as for example
the confirmation bias, where someone only uses information that agrees with
their own values and believes [1], the halo effect, which occurs when positive
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attributes of one person influence other people’s opinions even if they are not
related [15], or the availability bias, which estimates the probability of an upcom-
ing event mainly by recalling past experiences [27]. Furthermore, humans make
decisions based on their individual experiences and beliefs, and they are influ-
enced by the given context and how it is perceived. Hence, one may argue that
the ethical decision making process is influenced by two primary constructs: the
individual and the given situation [26].

2.2 Business Ethics Audits

Audits ensure that organizations follow respective rules and regulations, and
may therefore be considered as judgement for past decision making. While tra-
ditionally audits focus on core business aspects, such as accounting [14], human
resources [9] or social work [23], an organization’s ethical behaviour has lately
also become an important area of application [9,18].

The aim of an audit may be seen in producing a third-party expert opinion on
the reliability and validity of the information provided by a company [20]. This
third-person perspective allows for the critical and open evaluation of decision
processes and behaviour and thus supports the potential exposure of misman-
agement [11]. In this, ethics audits often face equivocation, as their responsibility
lies in the assessment and evaluation of human behavior. The necessary data is
thereby collected via observations and surveys, but also through personal inter-
views; the purpose being, continuous business improvement and consequent risk
management [8]. As such, business ethics audits are tedious and their procedure
is rather expensive, for which smaller organizations often fail to reserve the nec-
essary funds required to carry them out [18]. Respective technology support in
the form of an ES for business ethics decisions may thus be helpful.

2.3 Expert Systems

AI technology has become ubiquitous and moved from impacting business trends
[21] (even outside the tech industry [24]) to shaping society [5]. ES, a sub-field of
AI, has matured to the point where respective systems fulfill tasks at the same,
or an even better, performance level as their human expert counterparts [13,28].
As such, they may help objectify decision making in situations where no human
advice giver is available [2,3]. In other words, they are able to replicate the
expertise and consequent behavior of a human expert, as long as they have
been sufficiently trained (using supervised and/or unsupervised machine learn-
ing techniques), and are thus capable of efficiently finding solutions in a given
problem space. The more data/information (e.g., books, databases, but also
previous decisions made by human experts) the ES has access to, the better its
produced outcome [28]. The goal is to simulate humans’ thought processes and
thus arrive at solid and profound decisions [19]. While initially ES have mainly
been used in the financial sector, it is other areas which have recently provided
breeding grounds for technological progress. Among those, business ethics audits
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seem of particular relevance as they depict a field which requires the analysis
and processing of usually unstructured data.

2.4 Trust

Trust is a multidimensional, volatile and rather subjective, individual character-
istic. McKnight and colleagues have defined it as a multi-dimensional construct,
which consists of mainly two coherent components: (1) Trusting Beliefs and
(2) Trusting Intentions [17]. Trusting beliefs describe a person’s viewpoint on
the integrity, benevolence, and capabilities of a specific tool or person. In con-
trast, trusting intentions refer to the sole willingness to depend on somebody
or something [17]. Hence, trusting beliefs are rather explicit, focusing on the
capabilities as well as the goodwill of one party, whereas trusting intentions are
rather implicit, representing a person’s willingness to depend.

Trust is a ubiquitous trait which influences our daily life. Sans trust people
are unwilling to share and exchange information, let alone interact with each
other. One may thus refer to trust as a sort of security, for as soon as one puts
trust in the certainty of an outcome, they will be more confident when making a
decision. In nearly any type of situation which is characterized by either the pos-
sibility of an undesirable result or dominated by uncertainty, trust is viewed as a
necessity [16]. The significance of trust is thus underlined by numerous research
endeavours, including those relevant for the here presented investigation; i.e.
organisational studies [25], AI [12] and business ethics audits [8].

3 Methodology

Aiming to shed some light on this connection between business ethics audits,
expert systems and trust, we designed a scenario-based questionnaire survey
investigating the influence an advice giver has on the trust people put into the
given advice. In other words, we wanted to understand whether the advice pro-
vided by an ES is perceived differently (and potentially trusted less) than the
advice provided by a human. To do so, we probed participants with seven dif-
ferent business ethics problem scenarios and asked for each of the scenar-
ios to choose one among three possible actions. All actions had labels attached
to them, making participants believe that the advice giver was either a busi-
ness ethics professional (i.e., a Human Expert), an Expert System, or a Friend.
Labels were counterbalanced so as to evaluate if people’s selection behaviour
would change depending on who they believe the advice came from. In addition,
we collected data on participants’ general trusting behaviour [17], their affinity
for technology [7] as well as their demographics. Based on previous work, we
considered the following hypotheses as relevant for our evaluations:

– H-01: People’s age is negatively connected to their Affinity for Technology [6].
– H-02: People’s Affinity for Technology is positively connected to their trust

in new technology [16].
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– H-03: A high level of Trusting Intention is positively connected to people’s
intention to rely on the advise given by an ES [17].

– H-04: A high level of Trusting Beliefs is positively connected to people’s
intention to rely on the advise given by an ES [4].

3.1 Sampling

While ethical decision making concerns all professions and hierarchy levels, one
may argue that its foundation is often laid during education. Hence, our study
focused on 1st and 2nd year master students of business or related subjects.
They were approached via email and social media channels. In addition, we used
Amazon MTurk1 and relevant filters so as to increase our reach for suitable
participants.

3.2 Business Ethics Problem Scenarios

In order to evaluate people’s preference for an advice giver we used the follow-
ing business ethics problem scenarios and recommendations, and asked them to
choose one advice to be followed with each scenario.

Scenario 1 – Integrity: The ethics audit uncovered that in the last quarterly
meeting, two employees embellished the numbers and figures on the first quar-
terly report in order to meet the standards that are required. This backlog can
be corrected by the next meeting. The project’s deadline is at the end of the
year. Please choose one of the recommended actions to deal with the situation.

– Expert System: Because lying and any other kind of misbehavior is not
acceptable, those employees should be withdrawn from the project and sent
to a seminar to refresh their perceptions on ethics.

– Human Expert: Such a behavior is unacceptable and can be harmful for the
company. For that reason, their manager should talk with them and clarify
the details on the roots of their behavior to make sure that this does not
happen again.

– Friend: Lying and any other kind of misbehavior is unacceptable. Hence,
the first step is to look at the root cause and ensure that they are in a safe
environment. Building trust is more important than punishment.

Scenario 2 – Esteem: The ethics audit revealed that false information about
a new employee at GTA Inc. is spread by their co-workers. This person has been
working at a competitor company before but was now headhunted by your HR.
Please choose one of the recommended actions to deal with the situation.

– Expert System: Talking bad about someone behind their back is not toler-
able and has to stop. The responsible employees have to be sent on probation.

1 https://www.mturk.com/ [Accessed: January 27th 2021].

https://www.mturk.com/
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– Human Expert: This is a very common behavior when new employees come
into companies. The employees need to be aware that this is not acceptable
and receive a warning.

– Friend: Above all, the involved people have to come together and talk about
this in an informal environment. If this does not solve the problem, managers
have to be involved.

Scenario 3 – Confidentiality: The ethics audit found that confidential infor-
mation about a small, but important project in the IT department was leaked
during a social summer party. Please choose one of the recommended actions to
deal with the situation.

– Expert System: Revealing crucial information about a project is very harm-
ful for its further success. After making the responsible person aware of their
mistake, it is crucial to discuss this in an open environment so that also the
others see what consequences such behavior has.

– Human Expert: The manager has to talk to the subordinate in order to
make clear that such behavior is not acceptable and might result in being
replaced.

– Friend: Talking about crucial information in a private environment is not
suitable. Hence, they should be put on probation. Without severe conse-
quences this might happen again.

Scenario 4 – Regulations: The ethics audit detected that an employee went
on vacation and took the business computer with them, and used it for personal
use (e.g. to watch a movie) without asking for permission beforehand. Please
choose one of the recommended actions to deal with the situation.

– Expert System: Using business-related devices for private usage and in open
networks results in a big privacy issue for the company. Tracking down the
person that defied the company rules and warning them is the least action to
take - if not more.

– Human Expert: The usage of devices that are directly related to a company
in open networks is a high risk for the business security. For that reason, the
responsible manager needs to have a clear conversation with the culprit and
ensure that such behavior does not happen again.

– Friend: Unconsciously putting the company into danger solely because of
laziness is just not acceptable and needs to be punished. Sending this person
on probation or giving them some time off to think about the consequences
might be suitable.

Scenario 5 – Workshop: The ethics audit identified a manager who failed to
complete the mandatory ethics webinar which has to be done by every employee
until the end of each year. Please choose one of the recommended actions to deal
with the situation.
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– Expert System: Rules have to be followed, especially when it is everyone’s
own responsibility. However, a warning should be enough in case of a first
violation.

– Human Expert: Such behavior is often seen in companies, but requires a
warning in case it is the first time, or even further actions if this has happened
already before.

– Friend: Underlining the importance of these activities is crucial, so that the
employees want to partake in them. The first violation can be punished by a
warning.

Scenario 6 – Reputation: The ethics audit found that an employee at GTA
Inc. spoke negatively of the company to a competitor, and the information was
reported back to a manager of GTA Inc. Please choose one of the recommended
actions to deal with the situation.

– Expert System: To badmouth the company’s name is not OK and further
investigation looking at the root cause is necessary. Hence, the manager, the
subordinate as well as an ethics coach have to come together before more
harm is done.

– Human Expert: It is very important that the subordinate gets to talk with
an experienced coach in order to find the root cause for this problem before
more damage is done to the company’s reputation.

– Friend: Harming the name of the company is strictly against the code of
conduct. For this reason, an investigative meeting has to be held with the
subordinate, the manager and a coach so as to find out the root cause of this
problem.

Scenario 7 – Assurance: The ethics audit found that a new manager has
failed to speak up on several quality management issues which led to difficulties
for the future success of GTA Inc. Please choose one of the recommended actions
to deal with the situation.

– Expert System: Reducing the fear of speaking up is one of the most impor-
tant goals a company has to pursue. Therefore, an announcement needs to
be made that ensures that no one has to be afraid of speaking up, especially
when it is for the greater good.

– Human Expert: Ensuring that everyone’s voice is heard is the number one
goal. Hence, this needs to be openly communicated by the management to
nurture critical thinking.

– Friend: Speaking up is crucial for the development of companies. An
announcement of the responsible managers helps reduce this fear.
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3.3 Measuring Trust

In order to analyze a person’s trusting behaviour, we followed McKnight and
colleagues’ [17] advice on distinguishing between Trusting Beliefs and Trusting
Intentions. They propose 11 question items to explore a person’s trusting beliefs,
out of which we used eight as the remaining three would not align with our ES
focused research question (cf. Table 1). All items were evaluated based on a
5-point Likert scale running from 1 = Completely Disagree to 5 = Completely
Agree.

Table 1. Survey items on Trusting Beliefs inspired by McKnight et al. [17].

TB1 – I believe that expert systems would advise in my best interest

TB2 – If required help, an expert system would do its best to help me

TB3 – An expert system is truthful in their meaning with me

TB4 – I would characterize an expert system as being honest

TB5 – An expert system is competent and effective in providing
advice

TB6 – An expert system performs its role of giving suggestions in
business ethics audits very well

TB7 – Overall, an expert system is a capable and proficient tool as
advice provider

TB8 – In general, an expert system is very knowledgeable about
making suggestions

With respect to participant’s intention to trust we used all of the five ques-
tions proposed by McKnight et al. [17] (cf. Table 2). Also here, scales ran 1=Com-
pletely Disagree to 5=Completely Agree.

Table 2. Survey items on Trusting Intentions inspired by McKnight et al. [17].

TI1 – When an important issue or problem arises, I would feel
comfortable depending on the information provided by an
expert system

TI2 – I can always rely on an expert system in a tough decision
making situation

TI3 – I feel that I could count on an expert system to help with a
crucial decision making problem

TI4 – Faced with a difficult decision that required me to make a
further step, I would use the firm backing an expert system

TI5 – If I had a challenging problem, I would want to use an
expert system
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3.4 Measuring Affinity for Technology

In order to measure people’s affinity for technology we used the ATI scale pro-
posed by Franke and colleagues [7]. The scale aims to assess a person’s tendency
to interact with a given technology, and thus allows to discriminate very technol-
ogy affine individuals from less technology affine ones (cf. Table 3). Participants
were asked to rate the ATI questions on a 6-point Likert scale ranging from 1 =
Completely disagree to 6 = Completely agree2.

Table 3. Survey items on Affinity for Technology inspired by Franke et al. [7].

ATI1 – I like to occupy myself in greater detail with technical systems

ATI2 – I like testing the functions of new technical systems

ATI3 – I predominantly deal with technical systems because I have to

ATI4 – When I have a new technical system in front of me, I try it out intensively

ATI5 – I enjoy spending time becoming acquainted with a new technical system

ATI6 – It is enough for me that a technical system works; I don’t care how or why

ATI7 – I try to understand how a technical system exactly works

ATI8 – It is enough for me to know the basic functions of a technical system

ATI9 – I try to make full use of the capabilities of a technical system

4 Results

We received a total of n = 133 completed surveys. All responses were categorized
and reduced to numerical values. In line with previous research, we treated Likert
scale data as being metric [7,17] and accounted for all items which had to be
reverse coded (cf., questions 3, 6 and 8 from the ATI survey). A Cronbach α
analysis points to a high construct reliability for all the employed survey items:
Trusting Beliefs (α = 0.88), Trusting Intentions (α = 0.83) and Affinity for
Technology (α = 0.85). Gender-wise, our responses were slightly unequal, with 75
respondents identifying themselves as males, 57 as females and 1 as non-binary.
Approximately two-third of them (64, 7%) declared to be aged between 18 and
35, which may be due to the use of an online distribution channel. Participants
came predominantly from the U.S. (76.7%) and from Austria (21.8%), and had
a rather high educational level, with 86% of them stating to have obtained at
least an undergraduate college degree.

4.1 Hypotheses

Following we present the results with respect to the hypotheses outlined in
Sect. 3. For the performed correlation analyses we used the coefficients of either
Bravais-Pearson or Spearman, depending on the given data type and distribu-
tion. Confidence levels were set to 95%.
2 Note: These scales did not offer a middle point for which participants had to choose

whether they would rather agree or disagree with a statement.
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H-01: People’s age is negatively connected to their Affinity for Tech-
nology – In support of H-01, we found a small, but still significant nega-
tive correlation between the age of the study participants and their ATI score
(rs = −0.18; p = 0.040). That is, the data shows a drop in technology affinity
with increasing age.

H-02: People’s Affinity for Technology is positively connected to their
trust in new technology – As for H-02, the data shows a small but highly
significant positive connection between one’s trusting beliefs and their affinity
for technology interaction (rs = 0.40; p = 0.000).

H-03: A high level of Trusting Intention is positively connected to
people’s intention to rely on the advise given by an ES – In order to
evaluate H-03, we looked at each of the scenarios separately. Three scenarios show
unique characteristics. First, the scenario which concerned Esteem had a high
number of responses in favor of the Human Expert (i.e., 56% of all responses).
The mean Trusting Intentions score (i.e., the overall score computed through
the trust model which allows for max. 25 points) of those who chose the Human
Expert was AV G = 18.7 (Median = 19.0). Those who preferred the advice of
the ES (20% of all responses) were, however, even more confident, AV G = 18.9
(Median = 19.5). People choosing the advice of a friend (24% of all responses)
showed the lowest score, AV G = 17.0 (Median = 17.0).

Second, looking at the scenario concerning Confidentiality we see the ES
taking the lead in popularity (41% of all responses; Trusting Intentions score:
AV G = 19.0; Median = 19.0), closely followed by the human expert (38 % of
all responses; Trusting Intentions score: AV G = 17.8; Median = 18.0). The
advice of a friend only reaches a 21% endorsement level (Trusting Intentions
score: AV G = 18.0; Median = 18.5).

Finally, the Workshop scenario further increases the distance between the
ES (47% preference; Trusting Intentions score: AV G = 19.4; Median = 20.0)
and the human expert (36% preference; Trusting Intentions score: AV G = 17.3;
Median = 17.5) and puts the friend even further behind (17% preference; Trust-
ing Intentions score: AV G = 17.5; Median = 18.0).

While those three scenarios particularly highlighted participants’ preferences,
similar (although less pronounced) characteristics were found with the other four
scenarios.

H-04: A high level of Trusting Beliefs is positively connected to peo-
ple’s intention to rely on the advise given by an ES – Looking at Trust-
ing Believes one can see similarities to Trusting Intentions. Even if the scale
for trusting beliefs has more characteristics (i.e., max. 40 points), median val-
ues are rather close. Hence, it was again the Human Expert who received by
far the highest preference in the scenario on Esteem (56% preference; Trusting
Beliefs score: AV G = 32.7; Median = 33.0), followed by the ES (20% prefer-
ence; Trusting Beliefs score: AV G = 31.0; Median = 32.5), and the Friend (24%
preference; Trusting Beliefs score: AV G = 30.4; Median = 30.5).



326 T. Kirchebner et al.

The scenario focusing on Confidentiality is also characterized by a value
distribution similar to what was observed with the Trusting Intention scores, i.e.
Human Expert (38% preference; Trusting Beliefs score: AV G = 30.7; Median =
32.0), ES (41% preference; Trusting Beliefs score: AV G = 33.6; Median = 33.5)
and Friend (21% preference; Trusting Beliefs score: AV G = 30.5; Median =
30.0).

And also the Workshop scenario received similar values as before, yet here
the ES took the lead (47% preference; Trusting Beliefs score: AV G = 33.2;
Median = 33.0) followed by the Human Expert (36% preference; Trusting
Beliefs score: AV G = 30.6; Median = 31.0) and the Friend (17% preference;
Trusting Beliefs score: AV G = 30.7; Median = 31.0).

Again, those three scenarios described participants’ selection behaviour best,
yet the other four showed similar, although less pronounced, characteristics.

5 Discussion

Our results confirm previous findings both with respect to H-01 (e.g. [6]) and
H-02 (cf. [16]), although concerning age and its connection to affinity for tech-
nology, we are not able to tell whether this also applies to children or teenagers,
since our study did not involve any under-aged participants. Concerning our
main interest, i.e. the trust people put into the advice of an ES, we found that
participants did choose the advice of an expert rather than that of a friend,
independent of whether this expert was human or artificial. However, we did
not find a significant connection between people’s Trusting Intention scores and
this selection behavior. And also with respect to Trusting Beliefs our data does
not support such a connection. Hence, overall, we may argue that a person’s
preference was rather based on the level of expertise which was attached to the
advice giver (i.e., the label ‘expert’) than on their individual trusting beliefs.

6 Conclusion and Future Prospects

The above presented work focused on business ethics audits and investigated a
potential connection between people’s affinity for technology and the trust they
put into expert opinions; comparing preferences for human and artificial advice.
Results confirm previous work in that technology affinity is connected to age
and that it correlates with people’s overall Trusting Believes. Yet, whether and
how different stances of trust influence people’s preference for a human or an
artificial advice giver, requires further investigations. To this end, we suggest
long-term analyses of people’s actual behavior when using an ES in business
ethics audits. We further recommend comparing behaviour with different types
of ES, as business ethics may depict a special uses case due to its often rather
delicate topics. Finally, we propose investigations into whether trust in technol-
ogy can be treated similar to trust in humans. Our research has assumed for
this to be true. Yet, an alternative trust model may be more suitable to explain
people’s preferences.
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Past research has underlined the usefulness of ES in many areas (cf. Sect. 2.3).
However, investigations into what lets people trust ES advice and how such may
be connected to individual characteristics are needed so as to create a better
understanding of this type of AI technology acceptance.
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Abstract. The transactional websites and services on the cloud, have actually
become the most used browsers, thanks to their portability and ease of use, with
a significant increase in the development of cloud solutions, implementing digital
contexts under the 4.0 web, which generated an increase of possibilities for trans-
actions of different types. However, every time more security issues arise. Due to
this problem, the computer security is a rising trend, generating new possibilities
to mitigate vulnerabilities when handling the information in a transactional web
site; an analysis is made of performance, weaknesses and strengths of the HSTS
standard, as a security complement of the SSL/TLS protocol.

Different tests scenarios are verified under a man attack in theMITM environ-
ment, to intercept or capture the traffic sent and received during web transactions.
That is how we identify if the standard can prevent that intrusion, which is of
vital importance for the different transactional environments actually used, such
as bank entities or online purchases; vulnerabilities of the standard are verified
upon making the first request to a website, which strengthens and secures trans-
actions done from the beginning of the transaction to its ending, in an encrypted
way. Browsers analyzed - Mozilla Firefox, Google Chrome and internet Explorer,
under controlled corporate and personal environments; The security importance of
the browser is outlined, Google Chrome being the best one in performance under
an internet hacking. The other browsers present some shortcomings during the
first interconnection request, during some milliseconds under the point to point
model, for the initial phase of information interchange.

Keywords: WEB browsers · HSTS complement · A hacker in the MITM
environment · Security

1 Introduction

Actual browsers in their different versions use the SSL/TLS protocol, with continuous
improvements regarding the HSTS complement, which allows the minimization of vul-
nerabilities during different periods of time, to intercept and/or modify data sent in a
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customer/server connection, giving place to mistrust among users, when making online
transactions, which are becoming popular due, among other reasons, to their ease of use
and displacement elimination [1–4].

One of the biggest mistakes that users frequently do, is writing the URL on the
address bar without the corresponding security protocol (http://ejemplo.com, or simply
ejemplo.com, instead of https://www.ejemplo.com), allowing the browser to assume that
the connection was done through HTTP and in this way, send the initial request through
an insecure channel; even if the website forwards immediately the request to a secure
connection, any active hacker in the network of the victim, can intercept and modify
that initial answer, preventing the user from getting updated and navigate reliably, in
this case, it will exist the probability of the absence of a little lock icon in the interphase
of the user’s browser [5–8]. The transactional website is considered as a virtual plat-
form that allows you to carry out monetary and non-monetary transactions through the
internet, with high standards of security and quality from your computer or cell phone.
Through the transactional portal you will be able to carry out the following transactions:
Internet purchases; online payments for public services, mobile telephony, air tickets,
among others; transfers between crediservir accounts; transfers to accounts of cooper-
atives affiliated with the Coopcentral Network; transfers between interbank accounts;
movement inquiry and balance inquiry.

This problem boosted Jeff Hodges, Thomas C. Jackson and Adam Barth [9–11] to
make a security proposal of HTTP transport, strict (HSTS). Their approach allow any
website in internet tell the browser that all future requests, made on behalf of a host,
or a particular domain, should always use a secure channel SSL/TLS, and that all the
HTTP traffic should get updated automatically, and be submitted only through this one
Without this security mechanism, the forcing of a security protocol to another one, will
not be done during the first connection, and would leave the user exposed to any kind of
attack, looking to see or manipulate the connection established with the server.

Five scenarios were checked over on a controlled environment, which intends to
look for the evidence of the HSTS performance, under a man attack in the MITM
[12, 13] environment, with the aim of proving if it is possible to induce an insecure
connection, and thus obtain data transmittedwithout any kind of encryption. Finally,with
the collected information, through a comparative method a system is established so that
webbrowsers allow to exploitHSTSvulnerabilities, and some security recommendations
are determined in order to avoid being a victim of this type of attack.

Actually, each of the different existent browsers, count with different security poli-
cies, with the aim of mitigating the different risks present in the web [14–16]; despite
this, and although day by day new policies are implemented to seek the improvement of
data security and protection, these browsers are not completely protected, due to failures
present in some of the necessary protocols for their correct operation.

One of the protocols used on the web is the HTTPS protocol, which is based on its
predecessor HTTP, and seeks to transfer, in a safe way, data through the network; such
protocol, is based in itself on the cryptographic protocols SSL/TLS, with the purpose of
establishing safe communications between the customer and the server.

With the passing of time vulnerabilities have been found of the cryptographic proto-
cols above mentioned, which left with no effect their use, and they allowed all the traffic

http://ejemplo.com
https://www.ejemplo.com
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between the customer and the server, to be seen and treated without inconvenient; due to
that, the need arose to create a security mechanism to mitigate some of these deficiencies
and, it is just there where HSTS born, which would take care to grant at any moment,
secure connections in the architecture customer/server.

Based on the above, the question is:What are the potential vulnerabilities of theHSTS
securitymechanism and, how can their effect bemitigated?Under this problem question,
a series of technical tests are sought to be developed, in order to determine the scope of
possible vulnerabilities of the HSTS protocol, through making one of the most frequent
hacking on internet, man in the (MITM) environment, suggesting recommendations to
reduce to the minimum the repercussion under this vulnerability.

Actually, there are many browsers in the market and, each one of them counts with
its own characteristics, strengths and weaknesses; during most of year 2016, more than
50% of the traffic, registered in hundreds of web pages, was done through the Google
Chrome browser, leaving others relegated such as Internet Explorer and Mozilla Firefox
[17, 18].

It is necessary to knowwhat type of vulnerabilities are the ones approached by actual
systems, in order to assure each one of them in the best possible way, and, successfully
mitigate the risks to which all web systems are exposed, a task that is not easy. However,
over the years, mistakes present in the different security protocols have been tried to
be corrected, and some others affecting browsers or web servers directly. One of these
efforts to maintain the web safer is the HSTS standard, security mechanism developed
to improve secure connections and, access to the different websites, not only to websites
of bank entities that use secure channels, but also those requiring simple authentication,
such as social networks, educational platforms, etc.

The purpose of all of the above is to identify if the HSTS security mechanism is
implemented in any web environment, providing that additional layer of security that
the Internet needs, ensuring that the data that travels through the network is not exposed
to suffer any type of interception or alteration that could put the user’s information at
risk. This seeks to ensure that reliable data supports the generation and appropriation of
knowledge in the implementation of best security practices.

2 Materials and Methodology

This investigationwas of quantitative type, using amonitored scenario for corresponding
tests and, through the man attack in the MITM [19, 20] environment; the hacker was
positioned in the network path, between the browser and the web server (see Fig. 1).
A stage assembly was made based on virtual machines and monitored with Wireshark,
where the hacking was made, capturing the traffic and eliminating the HSTS policies
through kali linux, using the SSLStrip tool, which deactivated the HSTS policy, causing
the absence of the SSL/TLS certificate in the web with all tests. It was noticed that
session HTTPS was disabled using SSLStrip.

This tool captures the HTTP traffic in a network transparently, it finds the HTTPS
links and redirects them, mapping the found links in a similar one, in HTTP. The effi-
ciency lies in the fact that it does not attack the security protocols directly, but on the
contrary, it is capable of redirecting all the traffic from the victim’s machine, through
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a proxy, allowing to capture data that normally go encrypted in the communication,
between the customer and the server.

Fig. 1. Test scenarios. Source: Authors [21] Used infrastructure (see Table 1).

Table 1. Infrastructure used

Hardware Software Components

PC Customer Ram: 8 GB
Proc: ADM FX 8320
Syst.Ope: Win 10

Browsers Internet explorer
Chrome
Mozilla

PC Attacker Ram: 8 GB
Proc: ADM FX 8320
Syst.Ope: Win 10

Kali Linux with better cap and SSL

PC Traffic analysis Ram: 8 GB
Proc: ADM FX 8320
Syst.Ope: Win 10

Wireshark

Server Ram: 8 GB
Proc: ADM FX 8320
Syst.Ope: Win 10

Apache version 2.4.23 with Linux operating
system with the TLC service active

Source: Authors [21].

The test scenarios were:

1. Access to website through HTTP
2. Access to website through HTTPS
3. Access to website through a secure link
4. Access to website through an insecure link
5. Access to website on the pre-load list HSTS [22–24].

The different browsers [25–28] used were:

• Google Chrome, version v. 58.0.3029.81.
• Mozilla Firefox (v. 53.0)
• Internet Explorer (v. 11.0.9600.18638)
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3 Discussion

It is important to critically review the known security problems, due to the constant
dynamics of systems, distributed on a large scale. Applications based on the web and
other corporate services, invite to redesign security aspects, reviewing in parallel between
the new and old computational approaches [5]. According to security experts, HSTS [18]
corrects some design shortcomings, SSL, see 3.0/TLS, see 1.2, such as dependence on
warnings of certificates that users may ignore.

The HSTS [12, 13] complement is not a security characteristic; it is actually widely
spread on the internet, but few websites use it. Some companies such as Twitter, PayPal,
Google, Blog spot and Etsy, use this security characteristic. Most of the browsers of
personal computers are not compatiblewith this characteristic and depend on the browser
version. Some of them share a domain pre-list HSTS [19], preconfigured, even before
the first HTTPS connection, in order for users to be protected after a new installation,
or after re-starting the browser [14].

This new security mechanism, described as HTTP Strict Transport Security
[RFC6797] (known as HSTS) helps to mitigate, among others, attacks made by
SSLstrip [29, 30]. Through HSTS, this change of protocol, HTTPS to HTTP, is detected
automatically by the browser and does not allow that connection to happen.

After a first connection is done between the customer and the server, the browser
was able to remind the domain and subdomains belonging to that domain, that all intents
for connection should be done through a secure channel. For that, the server sends a
headboard where time during which the secure connection should be kept in operation is
established. At the time, even though HSTS covered in some way certain vulnerabilities,
used in most of the web attacks, this browser had also its own vulnerabilities.

One of the problems that HSTS [27, 28] presented was that, it was restricted with
the first use of the web page, or when the maximum age appearing on the transport
headboard expires. For the first connection intent with the website, the browser must
rely against its first use, since it has not received a previous HSTS header, and since
that header of the website is not in the HSTS list of the browser, an attack as a SSLstrip
would continue taking effect.

In order to avoid this problem, Google developed an HSTS preload list, through
which the browser knows in advance that the connection, even if it is the first one,
should have been done through a secure connection.

After the publication of HSTS, the improved version of SSL strip quickly emerged,
called SSLstrip+ o SSLstrip2. This version is capable to avoid this security mechanism,
with the help of the dns2proxy tool, which helps to revert changes made by the proxy
(SSLstrip2) and makes the connection to be completely transparent for the user. Thus,
HTTPS to HTTP in the HTML code of the website, avoids the HSTS [29, 30] policy.

Given that HSTS is compatible with most of the browsers, Chrome and Mozilla
Firefox [31, 32] keep an HSTS preload list, which informs the browser automatically
that access to the website can only be made through HTTPS. One of the vulnerabilities
mostly known of HSTS lays on the possibility to deny the HTTPS connection, during the
first negotiation between the customer and the server, because there is no previous knowl-
edge by the Directive browser; as a consequence, a hacker in the environment, may be
successful, managing to register communications, which apparently go through a secure
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channel. This problem, although it was solved by the browsers upon creating preload
lists, which contain the websites that wish to avoid that inconvenient, there are still many
websites to be included, and which are exposed to this failure. Besides that, according
to the same specification of the security mechanism, HSTS, there are some threats that
are approached and, others that. although they affect security of communications, there
is no way on how to treat them properly [33–38].

4 Results

Each test scenario is revised as follows:

1. Access to the WEBSITE by HTTP: During the login session between the customer
and the server, for each one of the browsers. For Chrome, the hacker cannot obtain
data, thanks to theHSTS complement which prevents the communication from being
supplanted. See Fig. 2.

Fig. 2. Analysis of the Chrome Browser Source: Authors.

On the other hand, the hacker tool does not allow the Mozilla Firefox browser to
update a secure protocol and makes it possible to capture the access data to the website
during the session with the server. See Fig. 3.

Likewise, through the Internet Explorer browser, the hacker manages to intercept the
established data, in the session between the customer and the server, easily preventing
the HSTS protocol from establishing it as a protection mechanism. See Fig. 4.

Two requests sent to the web server are evident, since the hacker acts as mediator
in the established communications, between the customer and the server, he receives
the requests from the customer himself, and later, he sends them to the server. In this
way, the hacker can obtain data sent through the Mozilla Firefox and Internet Explorer
browsers.
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Fig. 3. Analysis of the Mozilla Firefox browser. Source: Authors.

Fig. 4. Analysis of the Mozilla Firefox browser. Source: Authors

2. Access to the WEBSITE by HTTPS: during the logging between the customer and
the server, for browsers, it stands out that none of the browsers allows a successful
hacking. Making a direct request by writing the secure protocol, does not allow the
hacker to mislead the customer making to believe that he is communicated with a
true and secure server.

Although in the first connection with the server, the browser does not know theHSTS
header, the hacker is unable to make the request through HTTP, to capture data in transit.
Thereby, the Mozilla Firefox server allows the data interchange to flow through a secure
channel. See Fig. 5.

In the same way, the Google Chrome browser prevents the hacker from capturing
data found in the actual session, between the customer and the server. Even after this
first connection, the user will keep browsing safely, since the directive is already estab-
lished. Finally, the Explorer Internet Browser, has the same performance as the other
two browsers, encrypting data sent by the customer, and making the hacker fail on his
intent to read data easily.
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Fig. 5. Analysis of Firefox through HTTPS. Source: Authors.

3. Access to the WEBSITE through an insecure link: it stands out the fact that the
Google Chrome browser was the only one capable of keeping a secure connection.
See Fig. 6.

Fig. 6. Chrome browser through an insecure link. Source: Authors.

The Internet Explorer browser, and Mozilla Firefox, on the contrary, allow to estab-
lish an insecure communicationwith the hacker and a communication between the hacker
and the legitimate server. In this way, all requests from the browser are intercepted by
the hacking tool, and later sent to the secure server. See Fig. 7.

Fig. 7. Mozilla browser through insecure link. Source. Authors.

4. Access to the WEBSITE through insecure link: During this test it stands out that
none of the browsers allow the hacker to establish the session through HTTP, and to
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capture the session‘s data. See Fig. 8. The user accesses the website safely through
the Mozilla Firefox. Browser.

Fig. 8. Access to the WEBSITE through a secure link. Source. Authors.

In a similar way, Internet Explorer, and Google Chrome present the same behavior,
preventing the hacker from vulnerating the security of the website, and likewise obtain
the incoming data from the user, in the actual connection between the customer and the
server.

5. Access to the website in the HSTS preload list: The website www.facebook.com is
reviewed, it stands out that none of the servers allow the hacker to capture data sent.
See Fig. 9.

Fig. 9. Browser Explorer with preload list HSTS. Source: Authors.

In a similar way, the hacking tool becomes useless when trying to compromise the
security policies of the website, through Google Chrome. Finally, Internet Explorer,
thanks to the preload list, obtains the same result, scripting the connection between
the customer and the server. Although the test had no effect, a little modification to
the URL allows the Mozilla Firefox and Internet Explorer browsers, cannot maintain
a secure connection. Upon making a request to http://es-es.facebook.com, the hacking
tool makes the connection to be made through HTTP. See Fig. 10.

It stands out after an initial request to website http://es-es.facebook.com, the server
makes a temporary redirection (302) to its HTTPS version. However, it inhibits the
updating to a secure protocol, and it also replaces the HTTPS links by one corresponding
to its HTTP version. Thus, the browsing through the website will keep being insecure.

http://www.facebook.com
http://es-es.facebook.com
http://es-es.facebook.com
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Fig. 10. Removing HTTPS links by HTTP. Source: Authors.

Once the victim decides to login his initial session data, everything that is sent, may be
captured, as highlighted in red color on Fig. 11.

Fig. 11. Analysis of Mozilla Firefox and Internet Explorer browsers. Source: Authors. (Color
figure online)

In general, the HSTS complement under each one of the cyberattacks is shown on
Table 2.

Table 2. General behavior of browsers in each scenario.

Scenario Allows the conducting of cyberattack (hacking)

Internet Explorer Google Chrome Mozilla Firefox

Access to the website
through HTTP

Yes No Yes

Access to the website
through HTTPS

No No No

Access to the website
through an incoming
insecure link

Yes No Yes

Access to the website
through an incoming
secure link

No No No

Access to an external
website included in the
HSTS preload list of web
browsers

No No No

Source: Authors.
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Finally, some strengths andweaknesses are established about theHSTS complement.
See Table 3.

Table 3. Strengths and weaknesses of HSTS according to environment used.

HSTS Strengths and weaknesses

Strengths Weaknesses

Capable of keeping the HTTPS session during
the browsing, if the clause including
SubDomains is correctly established

In internet Explorer and Mozilla Firefox is not
capable of protecting the first request of the
customer to the server

Included in the HSTS preload list. It is a
condition that could diminish the possibility
of an access through HTTP

If the clause Preload is not included, the
website will not be validated if the website is
in the HSTS preload list

The Google Chrome browser, HSTS is not
vulnerable

Incorrect implementation of the max-age
clause may generate vulnerability in the
website

Source: Authors.

5 Conclusions

In the development and implementation of information and communication technolo-
gies, ensuring integrity and confidentiality of data sent through internet has been tried.
However, the problem of hacking HSTS directly, is not focused in the behavior or in
the correct application of security protocols, since it is pretended to establish security
mechanisms exclusively for the customer-website browser. HSTS is in its first adoption
and orientation phases of its utilization. However, this complement has already improved
a lot the security in several websites.

The biggest weakness of the HSTS policy is unusual, during the first connection
between the customer and the server, it is vulnerable to an attack of traffic interception.
In any other case, when the browser knows about the HSTS directive, it will reject all
insecure requests, whether the user is under the same policy, or because the website does
not have correctly configured the TLS certificate.

The most common web tools of communication on internet have been analyzed,
web browsers, and it is evident that none of them is exempt from problems, nor it allows
to completely solve the compromise problem, upon initiating the session between a
customer and the server. The most realistic proposal is the one implemented by the
Chrome web browser, under a series of limitations. Finally, one more protection layer
is defined which is not perfect, and even so it provides greater guarantees in the use of
most privileged services. That is why it could keep a secure connection, even with no
previous knowledge about the HSTS directive. However, delegating all responsibility
of the web communications to HSTS, or to a browser, is something that cannot be
considered. Due to these reasons, security must be encouraged in the applications to the
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web developers, to the IT infrastructure departments, who should providemore resources
to strengthen protection and improve their security policies; since it seems that they do
not fully understand the origin policy in itself, and the relation of sub-domains among
themselves. The same policy should apply to HSTS where policies to be applied to sub-
domains should exist in a pre- determined way, with an option to deactivate it in specific
subdomains. That would be a more secure design.

Nevertheless, more than simply determining if the HSTS mechanism has most of
the responsibility, or if the browsers are the ones that should improve their security
mechanisms, and how they can be implemented, so that the HSTS mechanism operates
without difficulties under aman attack in the environment, is something really important,
following certain recommendations, so that our internet connections are a little safer.
Finally, it becomes interesting that for future investigations, tests be performed with a
domain feasible to be sent to the preload list of browsers, in which no alternate security
measures are established in the same test, and in this way determine the behavior of the
hacking, when using the preload parameter in the HSTS headboard.
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Abstract. The article is the result of a documentary investigation concerning
the digital preservation of data and the generation of data and its importance in
educational institutions. Digital information has important economic value as a
cultural product and as a source of knowledge, but this generated information
must be preserved, without information, there is no inheritance or culture. Digi-
tal heritage is not subject to temporal, geographic, cultural or format limits. But
the digital heritage of the world is in danger of being lost for posterity, which
is why it is important to preserve them in an adequate manner so that they are
accessible, authentic and usable in the long term, under international professional
standards. Data in digital form is the main source of knowledge for our students.
The repositories in the educational institutions allow not only to store the intellec-
tual production but also the documentation created by the administrative part of
the universities. The intellectual capital of universities should not only be stored
but also preserved andmade known to the community. It is important to investigate
adequate techniques for the digital preservation of data in universities, applying
or generating digital preservation models that adapt to the unique characteristics
of universities.

Keywords: Preservation of data · Intellectual capital · Digital preservation ·
PREDECI

1 Introduction

With today’s society, information is prioritized as a very important capital of companies
and even of humanity, a compendium of criteria on Intellectual Capital tells us that “it
is constituted by all those knowledge or ideas possessed by the members of a company
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and that is put into practice to contribute to give you competitive advantages within the
market in which it operates” [1–3]. Demonstrating in this way the importance not only
of material goods but also of knowledge and ideas embodied in information or data.

Themain source of knowledge and ideas are universities, eitherwith research projects
or links with society that result in the creation of relevant works, or through the trans-
mission of knowledge to their students, this transmission of knowledge is reflected in
the conception of pre and postgraduate graduation work, as well as in the grades that are
generated semester to semester and that are part of the file of each of the students.

Another type of information generated in the universities is the administrative
one embodied in trades, emails, contracts, projects, class plans, syllables, payment
forms, distributive, regulations, statutes, resolutions, schedules, accountability and other
documents vital to the management of a university and its evaluation by CEAACES.

Once the information has been generated in the universities “it is very important
to maintain and preserve such information…… to ensure that there is no contamina-
tion, damage, alteration or manipulation and in this way maintain reliability” [4] of the
information stored by higher education institutions.

At present, the resources that are generated as a result of people’s knowledge and
their expressions “are born”, increasingly, in digital forms, be cultural, educational, or
include information from different areas of knowledge.

Products of digital origin may not have a physical backup, for example on paper [5].
Many of these resources are valuable and constitute a true heritage to be preserved

in the future for society. It is necessary to ensure that they are available and accessible in
the long term” [6] Given this background and because a university campus has unique
characteristics for which it has different needs, [7, 8] and based on these needs the
question arises: Is it important to preserve the information generated by the universities?

2 Methodology Research

In order to carry out research, a theoretical analysis of the preservation of digital data
and its applications was used as a starting point, as well as the analysis of its applica-
tion in university environments. Next, the analysis of the importance of data preserva-
tion in Ecuadorian university environments was carried out. Table 1 shows the aspects
considered in the methodology used in the present investigation in greater detail.

From these documents a manual review is carried out, repeated or duplicate works
that resulted from the search in a more search engine are discarded, then the abstracts are
read and the documents that are framed in the proposed exclusion criteria are discarded.
Finally, there is a chain of authors that are cited in the selected articles.

3 Results

When analyzing different texts resulting from the application of the methodology
described abovewe can find the following criteria on the importance of data preservation:

We currently live in a society focused on the importance of information, day by day
we produce hundreds of documents with relevant information for our culture, education,
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Table 1. Research methodology

Aspect Explanation

Research question This research seeks to answer the following research
question:
Is it important to preserve the information generated
by universities?

Research strategies Area: Data preservation, Digital data preservation,
Information, University information,
Purpose of the search: To determine the importance
of the digital preservation of data applied in
Ecuadorian universities

Information sources Thesis, Scientific articles, Books, Papers

search engines IEEE Xplorer Google Scholars

Search criteria ‘Data preservation’, ‘preservation of data in
education’, ‘educational repositories’, ‘preservation
of educational information’

Inclusion Criteria Documents containing information on the importance
of digital data preservation
Documents containing information on the digital
preservation of data applied in universities

Exclusion Criteria Documents that do not contain information on the
importance of digital data preservation are excluded
Documents that do not contain information on the
digital preservation of data applied in universities

Evaluation of the content of the criteria Accuracy, objectivity, coverage, relevance according
to the research questions
It is investigated in the chain of authors who have
made contributions to the items seen

Information analysis An overview of the digital preservation of data and its
importance is provided, its applications in education
are also examined

Prepared by: The authors

work, technology and general information that we apply for our lifestyle. “The infor-
mation society today constitutes a form of social organization around information and
communication technologies” [9], being this society “as a social relations plot” (Redón,
2001), understanding that Internet-based social relationships are not only interconnected
people but also the system that hosts and provides the required services, [10] as well as
the information that is transmitted by that system.

Redón Rojas (2001) defines information societies “From a holistic approach is the
set of social relationships in a highly dynamic, open, globalized social space (institution-
ality) that are supported and realized through information; which is equally dynamic,
open, globalized, technological as well as commercialized. Thus, in order for individuals
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to exist, they must be receivers, transmitters, consumers and an elite of creators of this
type of information” [11]. Emphasizing in this way the importance and importance of
information in our current society. Digital information has important economic value
as a cultural product and as a source of knowledge. It also plays a very significant role
in sustainable development at the national level, taking into account that usually per-
sonal, governmental and commercial data are created in digital form. The disappearance
of this heritage will generate economic and cultural impoverishment and hinder the
advancement of knowledge [12].

But all this information generated must be preserved since “without information
(digital or not) that is guarded, there is no inheritance or culture” [13] and “at present,
the resources that are generated as a result of the knowledge of the people and their
expressions “are born”, increasingly, in digital forms [6] that is why “without technol-
ogy that allows the preservation or recovery of such information, there would be no
inheritance or culture” [14] and many of these resources or information are valuable and
constitute a true heritage to keep for the future for society [5]. Therefore, it is necessary
to ensure that they are available and accessible in the long term [6].

One of the main criteria on the importance of digital data preservation is found in
“The Charter on Digital Preservation” issued by UNESCO (2003), “Digital heritage is
not subject to temporal, geographical, cultural or format limits. Although specific to
a culture, anyone in the world is a potential user. Minorities can target majorities and
individuals to a worldwide audience. The digital heritage of all regions, nations, and
communities must be preserved and made available to anyone in order to promote, over
time, a representation of all peoples, nations, cultures, and languages” [15].

UNESCO emphasizes the importance not only of preserving information but also
that this information is accessible and can be used in the long term, it also states that
“The world’s digital heritage is in danger of being lost for posterity” [15] Therefore, we
have the obligation to investigate techniques and models that allow such information not
to be lost.

Anne Thurston (2012) tells us in reference to the ways of preserving data that,
“... if we want digital archives ... ..to be accessible, authentic and usable in the long
term, international professional standards must be met.” [16]. Within the most impor-
tant models, we can find DataNet, CLASS, PODDS, CASPAR, INTERPares, PREMIS,
OAIS, PADI, PLANETS, LOCKSS, Digital.CSIC, PREDECI. [4]. The characteristics
are briefly analyzed in Table 2.

The preservation of world documentary heritage is not just a matter of creating and
storing digital information. It involves repositioning and strengthening the work of infor-
mation professionals to fulfill a key role in global development. These professionals have
already worked internationally to create the standards, laws, practices, and technologies
necessary to make good management of digital archives. The current challenge is to
foster the political will to move forward” [16].

Digital preservation requires that active measures be taken throughout the life cycle
of the resource, so preservation policies must be established in the long term. Research
is constantly necessary to apply the most advanced and safe technical solutions at all
times [17].
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Table 2. Basic characteristics of digital preservation models

Modelos Características

PREMIS [24] It focuses on strategies for implementing
metadata preservation in Digital Archives

PREMIS metadata concentrates only on the
elements that directly affect preservation, it does
not maintain links with access metadata,
information retrieval, or even with information
on rights

OAIS It is a reference model that is used for the
conservation of digital files

ISO 14721:2003 The OAIS model incorporates technological
surveillance, digital preservation and all those
processes that require that existing digital
documents in a data center cannot be subjected to
alterations, modifications or losses

Consultative Committee for Space Data
Systems. [25]

Its functions are Ingestion, Storage, Data
management, Access, Preservation, Common
services

[26] DAMM (Tessella, 2013) The key characteristics of the Preservation
Information are: Identification of the file formats
and conceptual objects (object of information that
includes many files) that make up the ingested
information. Extract the characteristics of these
objects for future validation. Ability to identify
file formats at risk and in need of attention

Perform minor loss migration to new “Digital
Master” Files, and to validate the migration.
Carry out the migration with losses to the
presentation quality formats suitable for
dissemination. Keep the original information
plus all relevant representations created later.
Continually add new tools to keep Preservation
Information active

NDSA - National Digital Stewardship
Alliance [9]

A staggered set of guidelines and practices
designed to offer clear reference instructions in
preserving digital content in four progressive
levels of sophistication through five different
functional areas

(continued)
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Table 2. (continued)

Modelos Características

PREDECI [13] A reference model for the preservation of digital
evidence in criminal investigation institutions
that are responsible for long-term custody in
order to increase the admissibility of digital
evidence in court or the availability of evidence
to a community designated for management of
evidence, and guarantees its fidelity and integrity
in the long term. It responds to a set of
responsibilities determined in-laws and
regulations for this environment, based on the
OAIS preservation model and metadata concepts

Prepared by: The authors

It is also important the following criteria on the digital preservation of data applied
in universities and where this information is generated:

Taking into consideration that “at present, the resources that are generated as a result
of people’s knowledge and their expressions” are born “, increasingly, in digital forms
[6] it is necessary to analyze where they” consume “Or where” the digital information
“users of universities go up according to this Santillán (2017) determined the main
services consumed in a university network being these” internet, virtual libraries, virtual
classrooms, online academic services, IP telephony, Institutional mail “ [8].

Santillán (2017) determined in their study on the universities of the center of Ecuador
that the internet for research/task completion is given by 80.2% of university students,
and Ólafsson et al., (2013) states that In Europe, the internet is a priority for school tasks,
with a percentage of 85%. Demonstrating that not only in Ecuadorian reality but in much
of the planet, digital data is the main source of knowledge directly for our students [18].

According to Pineda, it is necessary to “take advantage of the technology of the
globalized world and reduce in some way, the gap between rich and informed poor,
to enable everyone to participate in the information society and create a culture of
individuals with the ability to work with information, for your personal and professional
development” [19].

Repositories reach great importance, as they allow enriching the vision of the authors
regarding the dissemination and preservation of their research data and thus guaran-
tee long-term access. From the consolidation and increase of these in universities the
visibility of the academic and scientific production of professionals is increased [20].

The repositories are of great importance in the educational institutions since they
allow not only to store the intellectual production but also the documentation created by
the administrative part of the universities. The “intellectual capital” of universities must
not only be stored but also preserved and made known to the community.

States that a digital repository must have four fundamental characteristics: Self-
archiving, Interoperability, Free and free access to the full text, Long-term preservation
[21].
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We can classify repositories according to their main objective [22]:

1) Institutional digital repositories: which are those developed by an academic institu-
tion whose objective is to store, preserve, disseminate and give access to intellectual
production to the members of that institution (university, research center). In this
sense, the type of content can be the most varied; since it can contain only
intellectual or scientific production (articles, thesis, etc.), or also gather special col-
lections, administrative documentation, etc. 2) Thematic or disciplinary reposito-
ries: whose main objective is to disseminate scientific production in certain areas of
knowledge [21, 22].

2) Orphan repositories: established for the work of authors who do not have access
to another repository. 3) Aggregators/Collectors: aggregators or portals that collect
content from institutional or thematic repositories.

The university institutional repositories “collect part of the intellectual production
of the universities, being understood as the” place “where the production of digital
documents derived from the academic work of the universities is organized, preserved
and disseminated” [23].

The information stored in these university institutional repositories is generated or
“born” from the academy and the administrative part, within the academic part the virtual
classrooms have become a primary tool for both face-to-face and distance education, as
a form of Delivery of reports and works. Virtual libraries and digital libraries present
a large number of books, magazines, and theses available to the university community
even if this information is located on the other side of the world, thus facilitating access
to information to universities and educational institutions [8].

Within the administrative part, the online academic services give access to the aca-
demic information of each student, as well as facilitate the registration of student grades
and attendance, thus being a significant contribution to the presentation of learning out-
comes. And the institutional email gives official character to the communications sent
by email, taking a big step towards minimizing the use of the papers [18].

4 Conclusions

We currently live in a society focused on the importance of information, day by day we
produce hundreds of documents with relevant information for our culture, education,
work, technology and general information that we apply for our lifestyle. In universities,
not only material goods are important, but also the knowledge and ideas embodied in
information or data.

It is necessary to preserve the intellectual capital of our universities whether or not
they were born digitally since without information there is no inheritance or culture, the
information is valuable and constitutes a true heritage to be preserved for society in the
future, ensuring that they are accessible and available for Posterity.

It is important to investigate appropriate techniques for the digital preservation of
data in universities, applying or generating digital preservation models that adapt to the
unique characteristics of universities. After carrying out the documentary research, the
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following research questions arise as references to future research. What is the most
appropriate way for the digital preservation of data generated by universities? How to
discern which information should be preserved and which not? What parameters to
consider for adequate preservation of long-term data? We hope in the future that these
doubts can be resolved by the authors of this work.
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Abstract. The threats in cyberspacematerialize big digital security threats for any
organization. New computer incidents are permanently reported, visualizing the
advanced technical skills of cybercriminals and the cybersecurity professionals’
response limitations. Most expensive digital security products are based on the
treatment of known threats and are vulnerable to new threats known as zero-day
attacks. Likewise, the human factor continues to be one of the main weaknesses
whendeploying IT security strategies andpolicies. In thisway the tests or computer
penetration tests are one of the most appropriate techniques to know and establish
digital securitymechanisms according to each organization. Therefore, the present
work analyzes international standards to carry out computer vulnerability tests and
proposes a methodology of ethical hacking under the postulates of gratuity and
resources availability. Suggestions on the scalability of cybersecurity strategies
are presented at the end of the document, considering that each organization is
different and requires adaptability in the use of the available infrastructure to
manage known and unknown digital risks.

IRETE’s research is based on the management that must be carried out in the
creation, distribution and appropriation of knowledge, through the methodology
that guides the assurance of information through the PenTESTING phases. Like-
wise, it proposes a process that integrally integrates the collection of information
from any operating system, indicating that IRETE generates information more
simply and accurately from the inspection, track, examination, testing and exfil-
tration phases. IRETE presents a complete methodology to approach the knowl-
edge management of a vulnerable system, which allows an in-depth review of the
factors that affect the handling of information.
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1 Introduction

Cyberspace, a term developed by Gibson [1], is today an unlimited field where time and
distance are not measurable in the way it is done in the non-digital world [2]. Cyber
interactions don’t know about traditional borders, a person can send a message from
any country through a server of a social network hosted in different countries and that
message can be read bymultiple users on the planet, who are located in time zones totally
asynchronous [3]. This new poly-spatial perspective becomes a constraint in regulating
and implementing regulatory frameworks to prevent deviant online behaviors or criminal
behavior. Similarly, there are new ways of data transmission with encryption technolo-
gies and protection of communications that allow options of anonymity or concealment
of the location for any user of the network [2]. From this complexity, cybercriminals
and criminals find strategies to prevent their prosecution and increase impunity rates
that allow them to keep active by learning and perfecting their intrusion techniques in
computer science.

Although the classification of cyber threats is very broad, the cybercriminology and
cybersecurity research network [4], presents five relevant categories. First, the threats
to the victim’s economy are grouped together, second, those that attack the vital infras-
tructure of a society, third, those that victimize children and adolescents, fourth, those
that have an interpersonal environment; and fifth, those that attack new technologies,
wearable devices or internet of things (Iot). Some threats may be combined with more
than one category or may be specialized in only one, depending on the target of the
attack or the profile of the cybercriminal [2]. According to Shoemaker and Kennedy [5]
there are twelve different profiles of cyber criminals and according to Choi [6]; different
forms of malicious code are used to violate cyber security.

These intrusions are attempted permanently; when the machine capabilities (i.e.
processing and storage on computer equipment) increase, those attacks can be auto-
mated to optimize the attackers’ times. It should be noted that attackers can focus efforts
on a single target or multiple victims, however, the first form of attack, also known as
targeted attacks, are the ones thatmaterialize the greatest cybercriminal expertise. Cyber-
offenders use intrusion techniques and share information about possible vulnerabilities
to exploit through different methods, for this reason, cyber security professionals cannot
rely on the protection of an organization’s digital assets just taking into account the instal-
lation of antivirus software or configuration of firewalls. Malicious intrusion techniques
usually exceed these basic computer security measures. For this reason, it is advisable
to simulate these kinds of attacks in order to detect weaknesses in the cyber security
scheme before cybercriminals do. These simulated and controlled attacks, carried out
with the knowledge of the organization, are known as tests of penetration, pentesting or
ethical hacking.

This document conceptualizes the different cyber threats used to illegally access
a technological infrastructure, also lists certain pentesting methodologies available to
verify the digital security of an organization, finally, this paper proposes themethodology
IRETE [7–10], acronym resulting from five phases: Inspect, Track, Examine, Test and
Exfilter, which seeks to improve cybersecurity strategies and optimize the information
resources of an organization.
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1.1 Cyber Threats and Computer Vulnerability Assessment Methodologies

The cybernetic interactions are not limited to the space and time of the non-digital
world, as well as, the cybercrime operates against geographical boundaries and applies
multiple techniques to use timelessness and antispatiality in virtual environment, in
addition, it allows the anonymity that increases the impunity and indirectly motivates
new computer criminals [11]. In this digital environment, cybernauts use social media
to share experiences and graphic material and cyber-offenders share malicious code and
invite others to improve computer tools to materialise complex cyber-attacks [4].

The level of complexity of an attack increases as the malicious code is developed and
is used by the victim. For example, a basic attack may not require a telematic infrastruc-
ture to be executed; social engineering techniques are enough. According to Choi and
Toro-Alvarez [2], social engineering is the methodology that allows to obtain access to
passwords or sensitive information through techniques that stimulate qualities or defects
of human nature. That is, envy, solidarity, curiosity, among others.When the information
is obtained, cybercriminals can enter an organization’s computer infrastructure without
the need to use technological tools or combine them to ensure the success of their intru-
sion. A common case of social engineering is the entry of a courier from a florist’s
shop to a company building assuring to bring a bouquet for the chief clerk, the gender
solidarity of the receptionist allows the entry of the messenger without any problem.
Once in the administrative department, the supposed courier takes advantage to look at
the passwords of access that are located in the desks of the workers and the names of
the employees published in the billboards of the company. After the visit the attacker
tests by making fictitious calls to the technical support area of the company with the
information collected or tests the passwords obtained and accesses the email accounts
that appear in the company contact information, succeeding the intrusion target [4].

In an advanced level of attack, social engineering may require impersonation of
websites where false forms are published and seek to capture sensitive data (phishing) or
allow the download of contaminated files with malicious software (malware) which can
have multiple purposes. This malware can be replicated through other actions performed
by the victim and can be known as virus, even it can replicate itself like computer worms
or logic bombs [2]. In other scenarios, this malware can be downloaded separately into
a victim system and it can surpass cyber security settings or infect the mobile teams of
workers, then replicate itself on computers of others to reach the desired system. Most
of the time this infection takes advantage of vulnerabilities known by cyber-attackers
but unknown by computer incident response teams (CSIRT) of the victim organizations.
In this waym the tests of intrusion or computer penetration (pentesting) are appropriate
techniques to close the door to cybercriminals [4]. However, pentesting is sometimes
limited to testing entry to the technological infrastructure, in addition, it does not test
internal organizational scenarios. Ethical hacking or ethical computer intrusion tests
are considered pentesting tasks that include the authorization of entry and controlled
manipulation of information and files of the organization.

Among the most widely used methodologies at the international level for ethical
hacking or ethical hacking are the following five. The Open Security Testing Methodol-
ogy (OSSTMM), NIST SP 800-42 also known as the Guide to Testing Network Security,
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Risk AssessmentWork Guide (TRAWG), Operationally Critical Threat, Active and Vul-
nerabilityAssessment (OCTAVE),TheStandard of PerformingPenetrationTests (PTES)
[12–15].

OSSTMM is a standard created in 2001 by the Institute for Safety and OpenMethod-
ologies (ISECOM) to provide a framework for conducting computer security tests. It is
based on compliance with technical standards such as those of the International Orga-
nization for Standardization (ISO) 27001–27002 and best practices of the American
National Institute of Standards and Technology (NIST). One of the main characteristics
of this methodology is the route of the capacities to be evaluated from the internal part
of the organization [16].

On the other hand,TRAWGguides the cybersecurity professional to assess the threats
and risks of an existing technological system. This guide identifies the critical assetsmost
likely to be at risk and makes recommendations for the safety and management of those
threats. It is noteworthy that this methodology defines objectives of desired levels of
security and establishes the potential impacts in case a cyber threat is materialized [4].

The NIST SP 800-42 methodology proposes activities to provide information of the
integrity of the organization’s networks and systems through network mapping, vulner-
ability scanning, password decryption and security check. In this way, the methodol-
ogy provides guidance for security experts, technical support officers and technical and
functional managers responsible for the implementation of computer security policies
[17–19].

OCTAVE focuses on the identification and management of information security
risks, defines an evaluation method to label information assets that are important for
the mission of the organization, it also labels the threats to those assets and the vul-
nerabilities that those assets may exhibit. With this information, OCTAVE serves as
a guide for proposing strategies for the protection and mitigation of threats (Alberts,
et al., 1999). The PTES standard addresses intrusion testing, including an organization’s
information gathering phase and a threat modeling phase that seeks to gain reasonable
knowledge of the corporation under test. This methodology highlights the inclusion of
a post-exploitation phase where the level of commitment is documented, and protective
measures are suggested [20].

Finally, a local application methodology called ITETE (Inspect, Track, Examine,
Test and Exfilter) was analyzed; it was created with the purpose of providing a practical
tool for responsable staff in computer security; public and private sectors. It also serves
as a frame of reference in processes of auditing and assurance of security infrastructures
of the organizations [4]. It should be noted that the official who applies the methodology
or pentester is referred by this methodology as an “Investigator”.

By breaking down the parts of this methodology it is possible to identify that the
“Inspect” is the phasewhere the investigator plans the intrusion test, identifies the organi-
zation’s digital assets and makes preliminary maps of the infrastructure to be threatened,
i.e., obtains internet protocol (IP) address ranges of the relevant servers and equipment
of the organization that can be accessed from the internet. This phase can be of two
classes: passive and active.

Passive inspection does not generate direct interaction with the organization under
assessment. For example, in this phase is possible to consult on the Internet the name of
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the target company and obtain the address of the website as well as the IP addresses of
the servers where the site is hosted. On the other hand, in active inspection there is an
interactionbetween the investigator and the target organization. For example, using social
engineering or using commands from the console mode of the researcher’s equipment
to the object infrastructure.

Followed by this phase, the “Track” goes deep the level of knowledge of the object
organization, identifying vulnerable services and likely access points. The researcher
outlines the infrastructure map and determines the operating systems used by the organi-
zation’s machines. This information is relevant to move on to the next phase; “Examine”
explores known vulnerabilities and uses the information collected so far, it means, it uses
the data collected through social engineering, the organization’s public information on
the Internet, common failures reported from identified operating systems and depend-
ing on the degree of testing may attempt an infection with malicious software under
controlled environments. In this way, it uses intrusive techniques, validation of active
user accounts, listing shared files, identification of vulnerable applications and poorly
protected resources.

The fourth phase; “Testing” is aimed to achieve access to information systems,
obtain a level of privileges higher than those acquired, finally, implement the control
or instruction tasks planned at the beginning of the test “The last stage Exfiltrate”; this
phase evaluates the possibility of digital asset extraction by cyber criminals, it allows
the installation of malicious remote control software and tests the digital security of
the organization internally. Among the most used techniques to carry out this phase is
the deletion of logs, hiding, creation of access accounts, programs tasks, file infection,
introduction of remote-control services and recording evidence of intrusion for the final
test report.

1.2 Comparison and Methodological Approximation Variables

Taking into account the computer security testing environments implemented by the
Police Academy of Information and Communications Technologies, in Colombia, it
was possible to identify, 12 common factors of the methodologies described above were
identified. The definitions of these factors are presented below as comparator variables:

• Variable 1 (v1). Guide for the recognition of technological infrastructure: Themethod-
ology has a guide to explain the procedure for the recognition of the infrastructure of
information systems.

• Variable 2 (v2). Guide for the identification of open network ports: The methodology
has a guide to explain the procedure to identify open network ports in the information
systems infrastructure.

• Variable 3 (v3). Protocol for the scanning of vulnerabilities: The methodology has
a guide to explain the procedure to recognize the infrastructure of the information
systems.

• Variable 4 (v4). Guide for the exploitation of vulnerabilities found: The methodology
has a guide to know how to exploit vulnerabilities in information systems.
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• Variable 5 (v5). Guide to identify procedures for extracting logical assets the method-
ology has a guide to explaining the procedure to extract assets from information
systems.

• Variable 6 (v6). Validity of the methodology: the methodology must have less than
10 years of issuance, creation or updating.

• Variable 7 (v7). Support from the creator of the methodology: The creator of
the methodology provides support in Latin America on the implementation of the
methodology.

• Variable 8 (v8). Methodology documentation available from closed source: The
methodology documentation is on pages that require registration or user authenti-
cation.

• Variable 9 (v9). Open source methodology documentation: The methodology docu-
mentation is available to the user without authentication by the user.

• Variable 10 (v10). Language of the open source documentation: The language in the
methodology documentation is available in open sources

• Variable 11 (v11). Closed source documentation language: the language in the
methodology documentation is available in closed sources.

• Variable 12 (v12). The use of themethodology requires the authorization of the creator.

The declaration of the above variables allowed to investigate in literature related to
cybersecurity tests and institutions that create or promote standards, related to the afore-
mentioned methodologies. It means, the documentation issued by the ISECOM, creator
of the OSSTMMmethodology, the American National Institute of Standards and Tech-
nology (NIST) owner of the NIST SP 800-42 standard, etc. [17, 18]. Three values were
parameterized for all variables except v11 and v12 where the answers are presented with
the names of the languages of availability of the compared methodology. In this way, the
value for positive response variables is “1”, “0” for the negative response to the variable’s
approach and “no data” for investigations with little documentary support or ambigu-
ous evidence in the literature consulted. For example, v7 inquiries about the availability
of the methodology to provide support in Latin America about the implementation of
the methodology. The PTES methodology obtained 1 considering that there is reported
support, NIST SP 800-42 does not support, therefore, this variable obtained “0”, and the
OSSTMM methodology does not report information that supports any answer to this
question, in this way, this variable recorded “no data” (see Table 1).

It should be noted that the results reported in the matrix of Table 1, are partial due
to the documentation consulted in Russian was not readable because of the proficient
limitations of the researchers who are all native Spanish speakers.

Thefindings found showdifferences betweenEnglish speakers andSpanish speakers,
because cybercriminals have a structure to communicate, to relate and to execute attacks
against their victims, in this sense they differ and take on fundamental value when
evaluating the methodology with integrity. raised for Spanish speakers.

Another equivalent reason for this methodology is important to highlight that there
are different cybercriminal phenomena in other countries and the differentmethodologies
or standards are not adequate to study Spanish-speaking computer systems. In this sense,
it is vital to understand a context, a situation, a fact or a primary reason to be able to deploy
IRETE based on actions that integrate results of equivalence, trust and sensitivity of the
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Table 1. Matrix for comparison of methodologies

OSSTMM NIST SP 800-42 TRAWG OCTAVE PTES IRETE

v1 1 1 0 1 1 1

v2 1 1 0 1 1 1

v3 1 1 1 1 1 1

v4 1 1 1 1 1 1

v5 0 0 0 0 1 1

v6 1 0 0 1 1 1

v7 No data No data No data 1 1 1

v8 No data 1 1 1 0

v9 1 1 1 1 1 1

v10 English-Spanish English-Russian English English English Spanish

v11 No data English 0 English English 0

v12 1 1 1 X 1 0

Source: Developed by the authors

information you want to obtain. Based on this, we have several applicable standards,
but not in greater depth as IRETE offers, which allows us to determine simpler, more
complete actions applied to the Spanish-speaking cybercriminal context; as suggested
by its preliminary scientific bases.

2 Methodology

In order to build an article that validates the concept that through innovation, the use and
appropriation of ICTs, it is possible to produce knowledge for organizational manage-
ment, a process of identifying, locating, selecting and analyzing information was carried
out. This process began with the formulation of the question that guided the search for
documents in the collection of this study, afterwards sources were identified and a strat-
egy to selected documents was defined. Next, analysis and assessment of information
was carried out and finally the publication.

The importance of fostering situations and training to guide a continuous process
of use and appropriation of ICTs for innovation is reported. Importantly, the literature
review and observation of the management of small and medium enterprises were essen-
tial in aligning the answers. In order to build an article that validates the concept that
through innovation, the use and appropriation of ICTs, it is possible to produce knowl-
edge for organizational management, a process of identifying, locating, selecting and
analyzing information was carried out. This process began with the formulation of the
question that guided the search for documents in the collection of this study, afterwards
sources were identified and a strategy to selected documents was defined. Next, analysis
and assessment of information was carried out and finally the publication.
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The importance of fostering situations and training to guide a continuous process
of use and appropriation of ICTs for innovation is reported. Importantly, the litera-
ture review and observation of the management of small and medium enterprises were
essential in aligning the answers.

3 Preliminary Analysis of Results

According to the different approaches of the analyzedmethodologies, it is difficult to find
evaluation constants to determine which of them has better usability or implementation
capacity, however, the preliminary results show that OSSTMM is a methodology widely
known by the English speakers and it is also recognized by different security firms and
cybersecurity corporations.

On the other hand, although NIST SP 800-42 is a widely disseminated methodology,
is no longer in force, version 800-115 replaced it since 2008. However, many profes-
sionals continue to apply the obsolete version without knowing its validity as assessed
in variable v6. According to TRAWG, this methodology has a corporate approach that
serves as a frame of reference for designing security and risk management policies, how-
ever, its support and documentation is restricted to certain users and this is the reason
why its validity cannot be assured [17, 18].

According to OCTAVE and PTES, the comparison made places them very close
to each other in terms of dissemination, support, availability to the English language
and English community, definition of guidelines for infrastructure recognition proce-
dures and vulnerabilities. However, the OCTAVE lacks sequential instructions used for
extracting digital assets from the object organization [21–25].

It is possible to stablish preliminarily, that the PTES methodology obtained the best
evaluation for corporate dissemination and it can be used as a good reference for the
English speakers and community, similarly it can be assured that there is a good evalua-
tion for the IRETE methodology and its implementation among Spanish digital security
professionals. However, from a corporate perspective, IRETE [8–10] does not have sup-
port information from closed sources or private sector. This disadvantage, compared to
the methodologies most used and described in this study, opens the door to the coloring
work of free software communities and organizations with little available resources to
carry out computer intrusion tests.

The results presented through the comparison in the use of the IRETE methodology
are closely related to KnowledgeManagement, since each of its aspects is focused on the
way in which Pentesters PTES use it to take advantage of vulnerabilities in the affected
information systems. It is important to highlight that, it is plated through the comparison
from the generation of additional knowledge that allows to strengthen the results of the
identification, detection and exploitation of the vulnerabilities of the exploited systems.

Considering that security is an expectation for computer systems, IRETE proposes
a reliable methodological organization for the different communities at the international
level, for this reason, it ensures the results by measuring the failures that Cybersecurity
can present at a global level. These Cybercrime scenarios require comprehensive pro-
fessionals in the field of computer security, therefore, IRETE reflects the pressing needs
for this purpose and consequences.
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The methodologies are focused on the strengthening of the information systems are
consistent with a training on tools, which only reach a midpoint of depth in the required
results; for this reason, the consequence of looking for alternatives that structure the
analyst’s thinking and allow better consolidation of results.

For Security professionals, it is vital to understand how a computer system works
holistically, therefore, the infrastructures and shortcomings found from an analysis
through phases, allow the elaboration of a more effective matrix. Because it affects
the management of knowledge in what is related to its study and the objective to be
achieved. In this sense, “the knowledge” of the cybersecurity professional must have
generalized but comprehensive thinking in order to act; which in turn allows you to
make the obtaining of as much information as possible effective in order to guarantee
the delivery of reliable, comprehensive and scientifically-oriented results.

4 Conclusions

The proliferation of multiple cyber threats and their unpredictable behavior, given the
innovation in cybercriminal techniques and the increase in the technological capabilities
of computers and mobile devices; they don’t allow to devise a cyber security strategy; to
respond to the risks they pose. In this way, computer intrusion testing is an indispensable
tool to anticipate cyber-attacks.

Multiple standards and methodologies propose courses of action to conduct vulner-
ability testing in the field of digital security, but most of them provide targeted support to
English speakers and community and focus on corporate perspectives that limit access
to organizations with limited security budgets. The evaluation of methodologies allows
cyber security professionals to approach different selection criteria, among them, the
availability and applicability of the methodology, according to the nature and resources
of the organization being tested for computer security.

Computer penetration tests, “pentests” or intrusion tests, and evaluations with ethical
hacking, are common terms in cybersecurity, but their practice differs. While the pentest
only evaluate the organization’s external security, ethical hacking involves a complex
procedure that is not limited to prove the possibility to breach digital security, as pentest
does. On the other hand, ethical hacking tests not only external security but also internal
authentication policies and protection against the leakage of digital assets or intellectual
property from the organization evaluated.

Computer risk management should be a preliminary phase to the application of any
of the methodologies described above. In other words, the assessment of threats, the
identification of potential risks and the implementation of computer vulnerability tests
must be complemented and adapted to the nature and characteristics of each organization
under assessment.

IRETE is an ethical hacking methodology that is gradually spread among cyber
security professionals. Its method can be applied openly and as an independent guide
for small and medium-sized organizations. Its implementation is supported by a partici-
patory framework that links academics and public sector professionals but with a higher
impact in the private sector.

The five phases aim to obtain: identification. Elaboration of a valuation scheme of
the critical assets of the computer system, organization or objective in order to guarantee
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the corresponding actions before the possible tools to be used; taking into account that
an initial context is elaborated, a certain investigation model which will allow to carry
out the criticality work of these critical assets or vulnerable infrastructure. Recognition.
Applies to be able to trace and examine, which allows and facilitates the creation of flags
or identifiers of presence in security, or false expectation of security in the organization or
possible objective; based on this, define the operational tactics of the team or pentester to
be able to act on this already identified scenario. Execution. The testing or that related to
generating actions on the objective or computer system, allows the elaboration of a line
of errors or possible elements that redirect towards lateral or unreliable objectives; for
this reason, the activity in elaboration of a definitive mechanism to be able to understand
the infrastructure, know its weak points, and be able to obtain the desired information.
Results. The exfiltration stage suggests a tangible and efficient obtaining of the previous
stages and clearly allows us to extract as much information as possible against specific
objectives, without limiting ourselves to a relationship line or a methodology that limits
its effectiveness.

IRETE allows, in addition to efficiency in the actions carried out, it also adds ele-
ments of reliability when preparing a report with the results obtained; and from the
phases following the identification of the objective, it allows evaluating the degree of
effectiveness. Objective that in several of the proposed or compared methodologies, it
is not allowed to achieve.

In the same way, it allows having a comprehensive knowledge of the objective
(computer system), without thinking that it is not vulnerable, on the contrary, arguing
that it is increasingly has better elements to obtain confidential or sensitive information
to be able to remedy and correct.

From this writing of this article, it is important to determine the context in which
IRETE unfolds; therefore, it is important to define its scope, which will allow security
professionals not to limit themselves to the evidence found; if not they can have the
flexibility when using tools.

• Limitations of the study

The results presented are preliminary since the present work is a technical
progress report within the research project “Cybercriminology applied to improve cyber
surveillance and counter cyber security threats”.

The literature consulted is available in different languages to the Spanish language,
native language of the researchers; reasonwhy a later evaluation by researchers proficient
in languages such asRussian can ratify the results of this study or providemore evaluation
criteria.
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Abstract. Collaborative filtering is the type of algorithm that has themost variants
and is currently the most widely used in recommender systems. The advantage is
that it does not require much domain knowledge, and can help to get better rec-
ommendation by machine learning. In this paper, a time-aware user&item-based
collaborative filtering algorithm and a time-aware latent factor model recommen-
dation algorithm are proposed. Because the two types of algorithms reflect the time
dynamics in different ways, the effects are also different. We then put forward an
integrated time-aware collaborative filtering algorithm ITCF by integrating them
together to compensate for each other’s shortcomings. The experimental results
show that the proposed two single time-aware algorithms can both obtain good
recommendation effect, and the integrated algorithm ITCF gets higher accuracy
than the single models with time factors.

Keywords: Recommender systems · Time-aware recommendation · Latent
factor Model · Collaborative filtering

1 Introduction

Since recommender systems can effectively solve the information overloads problem,
they have received extensive attention from academia and industry [1]. Among all the
recommendation methods, collaborative filtering is currently the most widely used one.
The main idea of neighbor-based collaborative filtering is to find similar users, or sim-
ilar items, and recommendation is based on similarity results. It includes user-based
collaborative filtering and item-based collaborative filtering. As collaborative filtering
has no special requirements for the type of recommended items, it can handle objects
such as music and movies that are difficult to describe texts. Therefore, it is widely used
in recommender systems and has achieved remarkable achievements, especially for
the e-commerce field and commercial interests. According to VentureBeat, Amazon’s
recommender systems provide 35% of merchandise sales [2].

Although the collaborative filtering algorithms have been widely used, there are still
some issues that remain to be resolved, such as poor time-sensitive data and information
explanatory [3]. For the timeliness and explanatory of information, researchers proposed
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a series of time-aware recommendation algorithms, including adding a time decay func-
tion or a periodic function in the similarity calculation based on neighbor collaborative
filtering [4], and adding a time factor in themodel-based collaborative filtering loss func-
tion [5]. These methods can improve time-aware ability and can improve the problem
of poor time sensitivity of recommendation.

In this paper, by comparing and analyzing the existing time-aware user-based and
item-based collaborative filtering algorithms,we designed a new time decay function and
a new algorithm. A new loss function is designed for the latent factor model, which can
reflect the time dynamics of the model. Correspondingly, a new time-aware latent factor
model based collaborative filtering algorithm is proposed. Then an integrated time-aware
collaborative filtering algorithm is also proposed, which integrates two different types of
collaborative filtering together to compensate for each other’s shortcomings. The exper-
imental results show that when recommending items for users, the time-aware algorithm
proposed in this paper can better integrate the long-term and short-term interests of users,
and has an objective improvement in recommendation accuracy.

2 Related Work

2.1 Collaborative Filtering

The papers most closely related to our work are collaborative filtering algorithms and
recommended algorithm papers involving time-aware capabilities.

Collaborative filtering algorithms compare a user’ behaviors (rating, clicks, etc.) to
the target users to infer the current user’s preference for a particular item, and then make
recommendations based on this preference [6]. Currently, there are two main types of
collaborative filtering recommendation algorithms.

Neighbor-based collaborative filtering is a common recommendation method for
product sales, and it is divided into two cases: user-based [7] and item-based [8]. The
idea of collaborative filtering is to find the similarity of users (or items) from the historical
commodity data purchased by users based on existing sales records, and make recom-
mendations to users based on the similarity of users (or items). User-based Collaborative
filtering is to calculate the similarity between users. For a target user, the algorithm will
recommend the products purchased by the user who has the highest similarity to him.
Collaborative filtering based on items is to find the similarity between products and then
recommend the most similar items to the target user.

Currently, model-based algorithms mainly include clustering algorithm [9], prob-
ability correlation algorithm [10], latent factor model algorithm [11], and Bayesian
hierarchical algorithm [12].

Recently, due to the need to deal with big data, Salakhutdinov et al. proposed the
use of low-dimensional approximation matrix the decomposition model performs the
recommended probabilitymatrix decomposition algorithm. They generally assumed that
a user’s interest is only affected by a few factors, and then mapped the user (item) to
the low-dimensional feature space and learns by the user (item) rating information. The
feature vector of the user (item), thereby reconstructing the rating matrix, using the
reconstructed low-dimensional matrix to predict the user’s rating of the product, and
making corresponding recommendations. Since the feature vector dimension of the user
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and the product is relatively low, the gradient can be lowered. The method is solved
efficiently [13].

2.2 Time-Aware Collaborative Filtering

The recommender systems have made great progress in both academia and business,
especially in the fields of e-commerce and network marketing, mobile applications,
Internet advertising and information retrieval. Among the recommendation algorithms
applied in these fields, collaborative filtering algorithms are widely used. However, most
collaborative filtering algorithms only use the user’s historical behaviors of the item to
generate recommendation list [14]. In this case, the user’s interest preference is consid-
ered to be static, regardless of the time at which the user’s historical rate is generated,
its role in the recommendation is equal. In real life, the user’s interest or information
often change drastically over time. Different historical rate has great differences in the
ability to describe the user’s current interests and then generate user interest concept
drifting problem [15]. Unlike other contextual information (such as location, weather,
mood, etc.), time information does not require additional user or device resources, and
the standard recommender systems already include the user’s rating time for the item.
Therefore, more and more scholars are now paying attention to the drift of user inter-
est concepts, and considering the time factor in the recommender systems. Xia et al.
introduced the concept of time decay, and proposed an algorithm for calculating the
similarity of items by integrating the time decay function, which improved the accuracy
of project-based collaborative filtering recommendation to some extent [16]. Bakir et al.
proposed to add time weight function to predict the score to improve the accuracy of
collaborative recommendation based on the neighborhood-based collaborative filtering
algorithm and the change of group user preferences with time [17]. Zhang et al. divided
the user’s historical rate into several periods, analyzed the user’s interest distribution in
each period, and set the time window to find the user’s recent interest [3]. These algo-
rithms improve the recommendation accuracy to a certain extent after considering the
time factor.

2.3 Time-Aware Latent Model

The model-based time-aware recommendation algorithm adds time series information
to the existing recommendation algorithm, so that the algorithm can learn the dynamic
changes of the data and optimize the recommendation effect. Koren et al. proposed
TimeSVD++ algorithm,which adds time information in SVDmodel so that in the feature
vector of the user or product the problem of interest drift is effectively solved and good
results are obtained [18]. Zhang et al. took the time information as the third dimension,
and used the tensor decomposition method to model the time dynamics [5]. According
to the evolutionary co-clustering method, Koshneshin et al. proposed to dynamically
assigned user or item the unused clusters for further recommendation [19]. Ren et al.
believed that in the existing recommender systems, the user preference pattern and the
preference dynamic effect are ignored [4]. Taking this as a starting point, they regularized
the user’s preference pattern into a sparse matrix, and then used subspace to gradually
model the personalized and global preference patterns. Zhao et al. composed different
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information according to the time segmentation. The main matrix is combined into a
joint matrix for decomposition and prediction, but the joint matrix decomposition is
computationally complex and computationally inefficient [20]. Sun et al. weighted the
rating matrix by time weight based on the forgetting function, and then used the singular
value method to decompose and predict the unknown scoring items [21]. The algorithm
simplifies the computational complexity.

Different from the above related work, this paper applies the time decay function to
both movie heat attenuation and user interest attenuation. Themovie heat decay function
increases the sensitivity of the algorithm to time. The user’s interest attenuation function
selects the piecewise attenuation function, which can better simulate the user’s long-
term interest and short-term interest changes, and the accuracy of the recommendation
is improved.

3 Time-Aware Collaborative Filtering Model

3.1 A Time-Aware User&Item-Based Filtering Collaborative Algorithm

Neighbor-based collaborative filtering has good scalability and stability. User-based
collaborativefiltering and item-based collaborativefilteringhavevery similar algorithms.
In this paperwe add a time-aware function to both algorithms. The following content uses
item-based time-aware collaborative filtering algorithm as an example. The algorithm is
mainly divided into three steps: the first step is information preprocessing, the second
step is to construct a set of similar items that are time-aware, and the last step is prediction
and recommendation.

(1) Information preprocessing. We suppose a user set U = {U1,U2, . . . ,Um}, the
number of users is m, an item set I = {I1, I2, . . . , In}, and the number of item is n,
shown as Table 1. Rui indicates whether Uu has viewed Ii. Value 1 indicates that
user Uu has viewed item Ii, and value 0 indicates that user Uu has not viewed item
Ii.

Table 1. Dataset summary

I1 I2 Ii . . . In

U1 R11 . . . R1i . . . R1n

U2 . . . . . . . . . . . . . . .

Uu Ru1 . . . Rui . . . Run

. . . . . . . . . . . . . . .

Um Rm1 . . . Rmi . . . Rmn
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(2) Constructing time-aware nearest neighbor sets. There are many similarity mea-
surements between vectors. The Cosine similarity method is widely used in recom-
mender systems fields. If the rate value in the rating matrix R is empty, it is recorded
as 0.
When time-aware functions are added to the user-based and item-based collabo-
rative filtering algorithms, most of them are embedded in the similarity function.
The following shows how a time-aware function is added to the cosine similarity
function.

sim(i, j) = f (t)
−→
i ∗−→j

∥
∥
∥
−→
i

∥
∥
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2
∗

∥
∥
∥
−→
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∥
∥
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2

= f (t)

∑

u∈Uij
Ru,iRu,j

√
∑
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√
∑
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R2
u,j
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Four types of functions that are now widely used, f1(t) = e
t
λ , f2(t) = 2

1+tk
, f3(t) =

{
1, t < k

( t
k

)−a
, t > k

, and f4(t) = 1

1+e
t
k −b

. These four functions are linear functions

or piecewise decay functions based on the time difference between two rating
behaviors.
Through research and experiments, we found that f1(t) has the best performance.
However, we also found a problem that it might cause. When the time difference
increases, the function will decay quickly, and it can well reflect the short-term
interests of users, and it does not performwell in reflecting the long-term interests of
users. In this paper, we have made further adjustments to f1(t). The segmented time
decay function can be used to better simulate the short-term interest and long-term
interest of the user, and achieve better recommendation results. The new function
is shown below.

f ′
1(t) =

{

e
t
λ , t < k

e
t
λ ∗ 0.5 + b, t > k

(2)

In the new function, when the time difference increases, the function performances
in line with expectations, which will be shown in the experimental section.

(3) Predicting & recommending. After the nearest neighbor set NNi of item Ii is
obtained, the behavior probability Pu,i of Uu to item Ii is predicted by the target
user for the behavior data of items in the nearest neighbor set NNi.

Pu,i =
∑

u∈Uij
sim(i, j)

∑

j∈NNi
|sim(i, j)| (3)

where sim(i, j) represents the similarity between items Ii and Ij.
According to the above steps, all the non-behavior items of the target user Uu

are predicted, and the first top-k items with higher prediction scores are selected and
recommended to the target user Uu.

3.2 A Time-Aware Latent Factor Model

In latent factor models, each user corresponds to a vector, and each item also corresponds
to a vector. It is assumed that d is the dimension of the vector and also the number of
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potential factors. Then the behavioral probability prediction of user u for item i can be
expressed as follows:

r̂ui = qTi pu =
(

∑d

j=1
qi

[

j
]

*pu
[

j
]
)

(4)

where p is the feature matrix of user, q is the feature matrix of item. To learn the
parameters in this equation, we can minimize the loss on the validation set of the score.

loss =
∑

(u,i)∈D
(

rui − qTi Pu

)2 + λ
(

‖qi‖2 + ‖pu‖2
)

(5)

where D is the dataset, λ is the penalty factor. The purpose of the penalty parameter
is to prevent the algorithm from being overfit.

In practical applications, we find that user preferences and item popularities change
over time. In order to reflect the impact of time dynamics, e.g., users’ passion for a
movie will decrease over time. For this problem, we propose a new loss function where
a time-aware factor fui(t) is added according to of the movie’s release time to the user’s
viewing time to simulate the attenuation of the movie heat. It is modified as follows.

loss =
∑

(u,i)∈K fui(t)(rui − qTi Pu)
2 + λ

(

‖qi‖2*‖pu‖2
)

(6)

The time-aware function is defined as:

fui(t) = 1/
(

1 + e−γ (t−tui)
)

(7)

where parameter γ is used to control the decay rate, and (t − tui) is the difference
between the release time of movie i and the current time t. Their difference determines
the degree of influence on the recommendation result. Since the current recommend
time is definitely after the movie is released, the value of (t − tui)must be greater than 0,
which makes the function value range from 0 to 1, and is monotonically decreasing. This
feature is suitable for the function as an important reason for the attenuation function.

There are two ways to minimize the formula which are gradient descent and alternat-
ing least squares. In general, the gradient descent method can achieve good prediction
accuracy in a short time while the alternating least squares can achieve better prediction
accuracy in some cases, but it takes longer to calculate. In this paper, we use gradient
descent method to train the parameters. The implementation of gradient descent is as
follows:

First, for each given training instance, the algorithm prepends the value of r and
calculates the difference between the predicted value and the actual value as a formula.

eui = rui − qTi pu (8)

Then, the algorithm adjusts the parameters of qi and Pu according to the deviation
between the predicted value and the actual value. The parameter adjustment formula is
as follows:

qi ← qi + γ (euipu − λqi), pu ← pu + γ (euiqi − λpu) (9)

where γ is the learning rate and λ is the penalty. Smaller learning rate leads to better
prediction accuracy, but at the same time require more learning time. The purpose of
adding a penalty factor is to prevent the algorithm from being overfit.
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3.3 Integration of Time-Aware Algorithms

According to the representation information of Algorithm 1 and Algorithm 2, it can
be seen that the user and item-based collaborative filtering algorithm added with time
awareness can effectively simulate the long-term and short-term interests of users. After
adding the time perception function to the latent factor model, it can effectively simulate
the change in heat after the movie is released. In order to be able to synthesize the
mutual advantages of the three algorithms, we use the weighted fusion method to fuse
the algorithms, and the algorithm is improved.Weighted fusion weights will be obtained
by training using multiple linear regression. This method can have algorithms that can
get good accuracy when facing different data sets.

This paper uses the method of multiple linear regression to fuse the three algorithms.
Define the prediction value of the user-based collaborative filtering recommendation
algorithm with the time-aware factor added as x1, the prediction value of the item-based
collaborative filtering recommendation algorithm with the time-aware factor added as
x2, the prediction value of Latent Factor Model with the time-aware factor added as x3.

hθ (x) = θ0x0 + θ1x1 + θ2x2 + θ3x3

In the function, θ0 is a constant term of multiple linear regression, and x0 has a fixed
value of 1, θ1, θ2, θ3 is the weight of x1, x2, and x3.

Define the number of users as m and the number of items as n. The loss function of
multivariate linear regression is as follows, and using the gradient descent method is the
objective function to obtain the optimal result.

J (θ0, θ1, θ2, θ3) := 1

2m*n

m
∑

i=1

n
∑

j=1

(

hθ

(

x(i,j)
)

− y(i,j)
)2

θk := θk − α
1

2m*n

m
∑

i=1

n
∑

j=1

(

hθ

(
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)

− y(i,j)
)

x(i,j)
k

The value of k in the function is 0 to 3. After obtaining the weights of the three
algorithms, the final recommendation algorithm is as follows. The result of time-aware
user-based, item-based collaborative filtering algorithms Latent factor model are rep-
resented as result_T_UBCF, result_T_IBCF and result_T_LFM, respectively. θ is the
corresponding weight parameter obtained by multiple linear regression. ResLists is the
final recommendation.
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ALGORITHM 1: Integrated time-aware collaborative filtering algorithm
Input: result_T_UBCF, result_T_IBCF, result_T_LFM,
Output: recLists
1. for each result in [result_T_UBCF, result_T_IBCF, result_T_LFM] do
2. for each (user, item) in result do
3. merge_result[user, item] merge_result[user, item] + * result[user, item]
4. end for
5. for each user in merge_result do
6. sort(merge_result[user])
7. recLists (user, top-k(merge_result[user]))
8. end for
9. end for

4 Experiments and Evaluation

4.1 Experimental Environment

In the experiment, we used dataset Movielens (ml–100K) and dataset Netflix as test
datasets to validate the prediction accuracy of algorithm ITCF. There are several different
subsets of Movielens. In dataset ml-100K, there are 1,682 movies for 943 users. It also
contains some additional information such as release time for eachmovie.DatasetNetflix
is from the movie website Netflix, which contains the scores of approximately 17,770
movies for 48,189 anonymous users. It also includes the additional information of release
time for each movie.

The evaluation criteria used in the experiment include recommendation precision
and recall. Generally, the higher the precision and recall, the better the performance
of the algorithms, and the higher the precision of the recommendation. These two
measurements are defined as

precision =
∑

u∈U |R(u) ∩ T (u)|
∑

u∈U |T (u)| , recall =
∑

u∈U |R(u) ∩ T (u)|
∑

u∈U |T (u)| (11)

where R(u) is the recommendation list after training and T(u) is the test set, which
contains the real viewing behavior of test users.

The hardware platform running all the experiments is Intel Core i5–4460 cpu @
3.20 GHz, 15.6 GB memory, 967 GB hard disk, 64-bit Ubuntu 16.04 operating system,
the compiled software is Jupyter Lab, and the algorithmprogramming language is python
3.7.

4.2 Integration of Time-Aware Algorithms

In order to show the effects of different time decay functions, we added them to the
neighbor-based collaborative filtering algorithm respectively. The dataset we used is
dataset ml–100K. The results were evaluated using precision and recall, which were
shown in Table 2.
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Table 2. The impact of different decay functions.

Decay function f1’(t) = e
t
λ + b f2(t) = 2

1+tk f3(t) =
{

1, t < k
( t
k

)−a
, t < k

f4(t) = 1

1+e
t
k − b

Precision 0.221 0.220 0.213 0.207

Recall 0.168 0.167 0.162 0.158

In Latent factor model (LFM), the ratio of negative samples to positive samples has a
great influence on the performance of LFM. As can be seen from Table 2, f ′

1(t) proposed
by us has the highest accuracy. Compared with other functions, this function is more
similar to the memory forgetting curve. The recommendation effect is a better than the
other functions as well. Therefore, in the following experiments, f ′

1(t) is selected as the
time-aware function to be added to the algorithms. UBCF and IBCF represent user-based
collaborative filtering algorithm and item-based collaborative filtering algorithm.

We used dataset ml–100K, set the number of hidden features, learning rate and
regularization parameters, and alter the ratio of negative samples and positive.

Table 3. The impact of increasing the proportion of negative samples.

Negative samples/positive samples 1 2 5 10 20 50

Precision 0.129 0.175 0.210 0.227 0.244 0.236

Recall 0.096 0.130 0.156 0.169 0.181 0.176

It can be seen from Table 3 that when the ratio of negative samples to the positive
samples is 20, the precision and recall values are the highest. The data sparsity of dataset
ml–100K is 0.063, and the number of userswhodid not give a rating is far greater than that
of userswhogive a rating. Therefore, an appropriate increase in the proportion of negative
samples is helpful to improve the accuracy of prediction. In the latter experiments, we
used the ratio 20 as the standard for algorithm input.

The third experiment was designed to compare precision of different algorithms.
The time-aware user-based, item-based collaborative filtering algorithms Latent factor
model are represented as T-UBCF, T-IBCF and T-LFM, respectively. We validate our
algorithm using two different data sets ml–100K and Netflix. The weights used in the
final fusion algorithm are given (Table 4).

As can be seen in the left part of Fig. 1, after adding the time-aware function, user-
based collaborative filtering algorithm is improved by 9.4%, item-based collaborative
filtering algorithm is increased by 11.1%, latent factor model algorithm is improved
by 5.3%, and the integrated algorithm improved by 9.2%. It can be concluded that the
addition of the time factor has a significant improvement on the recommendation effect
of collaborative filtering.
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Table 4. Weights of integration of time-aware algorithms.

Weight θ0 θ1 θ2 θ3

Ml–100K 0.11 0.31 0.34 0.38

Netflix 0.19 0.39 0.46 0.06

Fig. 1. Comparison of results produced by different algorithms in datasets ml–100K and Netflix

As can be seen in the right part of Fig. 1, after adding the time-aware function,
user-based collaborative filtering algorithm, item-based collaborative filtering algorithm,
latent factor model algorithm, and integrated algorithm is improved by 3.2%, 2.9%,
10.8%, and 4.9%, respectively. Since the sparseness of dataset Netflix is more serious
than dataset ml-100K, the performance of latent factor model is not as good as the
neighbor-based collaborative filtering.

5 Conclusion

In this paper, we studied how to add time factors in collaborative filtering algorithms
to improve the recommendation effect, and proposed two time-aware algorithms for
user&item-based collaborative filtering and latent factor model. These two algorithms
reflect the time dynamics from different points. In order to take advantage of the char-
acteristics of both algorithms, an integrated time-aware collaborative filtering algorithm
ITCF is proposed. In this algorithm, the weight of the two types of methods can be
flexibly adjusted. The experiment proved the effectiveness of the integrated algorithm.
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Abstract. Contextual multi-armed bandit (CMAB) problems have gained
increasing attention and popularity recently due to their capability of using con-
text information to deliver recommendation services. In this paper, we formalize
e-commerce recommendations as CMAB problems and propose a novel CMAB
approach based on implicit feedback data such as click and purchase records. We
use product categories as arms to reduce arm size and leverage user behavior con-
texts to update the estimation of expected reward for each arm, and no negative
samples are needed here to train model. As a core part of the approach, we design
a contextual bandit recommendation algorithm based on Thompson sampling,
named IF-TS, which can provide real-time response by learning user preferences
online and alleviate the cold start problem by adding non-personalized actions.
The experiments on three real-world datasets show that our approach can dynam-
ically update user preferences using implicit context information and achieves a
good recommendation effect. The experimental results also demonstrate that the
proposed algorithm is robust in cold start environments.

Keywords: Contextual multi-armed bandit · Implicit feedback · Thompson
sampling · Recommender systems

1 Introduction

There are two classic problems in recommender systems, namely explo-
ration/exploitation trade-off (EE) problem and cold start problem. Multi-armed bandit
(MAB) problem, which is a special case of reinforcement learning with only a single
state, is used to study EE problem. Contextual multi-armed bandit (CMAB) problem
introduces state based onMAB problem. It models a situation where, in a series of trails,
an online algorithm selects an action from a set of actions based on a given context (side
information) to maximize the rewards of the selected action [1]. CMAB-based algo-
rithms are usually used in recommender systems to solve EE dilemma and cold start
problem using context information [2].
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Different contextual bandit algorithms have been proposed, including LinUCB [6],
LogUCB [7], Contextual Thompson sampling [8], Con-CNAME [9], etc. They have
been applied to the recommendations of news [10], music [11], movies [2], e-commerce
[12], etc. In the field of e-commerce, Hsieh et al. [13] modelled the query recommen-
dation as a MAB problem and proposed an M-Independent arm Thompson sampling
algorithm, inwhich the queries aremodeled as arms, and query-suggestion pairs are used
as contexts to construct recommendation candidate sets. Brodén et al. [12] proposed a
bandit ensemble algorithm based on Thompson sampling (BEER [TS]), which is used
to orchestrate basic contextual recommendation algorithms for e-commerce, in which a
simple basic recommendation algorithm is modeled as an arm. Recently, Brodén et al.
[14] added a personalized recommendation component k–Nearest Neighbors (kNN) on
the basis of BEER [TS] to further improve the recommendation accuracy. There is a large
amount of implicit user feedback data on e-commerce platforms, such as user interac-
tion behavior records (click, purchase, favorite, add-to-cart). Compared with explicit
user feedback, the collection cost of implicit user feedback is low and does not affect
user experience [15], but the lack of negative samples in implicit user feedback makes
traditional recommendation model training difficult [16, 17]. We find that the contextual
bandit recommendation algorithm can directly use the interaction behaviors of implicit
feedback to update user preferenceswithout negative samples, and avoid the noise caused
by artificially introducing negative samples. Therefore, it is feasible to apply CMAB to
implicit feedback recommendation, but the following challenges still exist:

1) Modeling of arms. Previous works usually model products as arms [11, 13], but
the number of products on e-commerce platforms is huge, thus such method will lead
to excessive arms. Using a product set as an arm can alleviate this problem to some
extent, but it also brings up the problem of how to classify the products. 2) Setting of
rewards. Most existing works give Bernoulli reward (1 or 0) based on whether recom-
mended product is clicked or purchased,which is unreasonable for user behavior records,
because Bernoulli reward not only ignores different behaviors of users that can reflect
different preferences, but also ignores the association between adjacent behaviors. 3)Use
of contexts. Existing works only use simplified context information to construct recom-
mendation candidate set, without considering its impact on the estimation of expected
reward and the selection of actions.

Based on the above background, this paper studies how to apply the contextual
bandit approach to implicit feedback in e-commerce. This work is dedicated to making
full use of the limited context information of implicit feedback to provide users with
personalized online recommendations. The main contributions include:

– Based on implicit feedback, a CMAB approach for online recommendation is pro-
posed, which models context-based product categories as actions, updates the estima-
tion of expected reward for each action based on behavior contexts, and then choose
the actionwith largest expected reward to provide users with online recommendations.

– An algorithm for defining actions based on contexts and an online recommen-
dation algorithm based on Thompson sampling are proposed to generate top-N
recommendations for each time step of user interactions.

– Three experiments were performed on three public datasets. The effectiveness of the
proposed approach for recommendation based on implicit feedback is verified. And
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the effects of the number of contexts and actions on improving the recommendation
performance and the effect of solving cold start problem are also discussed.

The rest of this paper is organized as follows. In Sect. 2, the problem formulation and
the framework of CMAB approach based on implicit feedback for online recommenda-
tion are introduced. A TS-based top-N online recommendation algorithm is designed in
Sect. 3. Extensive empirical evaluation results are reported in Sect. 4. Finally, Sect. 5
concludes the paper.

2 Problem Formulation and Methodology

We formalize the problem of online recommendation based on implicit feedback in
e-commerce as a CMAB problem. The specific description is as follows.

E-commerce environment includes product catalog I = {
i1, i2, . . . , i|I |

}
and user

set U = {
u1, u2, . . . , u|U |

}
, where each u represents a user’s behavior records within a

certain time, represented as uj = (b1, b2, b3, . . . , bn), where bi is a behavior record at
time ti of useruj, includinguser ID, item ID, timestampand contexts. The contexts at time
t are expressed as xt , including user contexts xuser (age, gender, etc.), item contexts xitem
(category, brand, seller, price, number of sales, etc.) and interaction behavior contexts
xbehavior (click, favorite, add-to-cart, purchase, etc.). The action (a.k.a. arm) is defined as
a subset of I divided according to contexts, and represented as A = {

a1, a2, . . . , a|A|
}
,

where each ak ∈ A represents an action. Its role is to produce a recommended item. The
rewards correspond to user’s feedback, such as a click or purchase on a recommended
item. See Sect. 3.2 for specific definitions. The reward feedback is used to update the
expected reward estimation function f ( xt, a, ra) of the selected action. The recommen-
dation agent is a contextual bandit recommendation algorithm with A. It selects the best
action a∗ based on the estimation of expected reward and generates a recommended
item i, and then receives the user’s feedback on i as rewards ra∗ to update the estimation
of expected reward of a∗, and then makes the next round of best action selection. The
goal of the recommendation agent is to maximize the cumulative reward rT = ∑

t≤T rt ,
where rt is the total rewards obtained at time t.

The proposed CMAB approach simulates the real-time interaction between user
and recommendation agent in offline mode by processing the user records of implicit
feedback at each time step. The difference between offline training and online training is
that offline training is performed on data blocks, so it cannot use the recent user feedback
information timely, and it is also one of the root causes of cold start problem [17].
However, online training is gradually trained after each observed user-item interaction.
Implicit feedback data enter the system continually in the form of data streams. For each
user feedback, agent can receive and update user preferences online in time to provide
real-time recommendation service. This approach avoids retraining, thus it significantly
improves training efficiency and achieves a fast-response online recommendation. The
framework of CMAB approach based on implicit feedback for online recommendation
is shown in Fig. 1. It focuses on showing the first recommended item generation process
at timen t1.
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Fig. 1. Framework of CMAB approach based on implicit feedback for online recommendation.
The action set based on contexts xt1 is input into contextual bandit algorithm, and the algorithm
selects the best action a1 with the highest expected reward to generate a recommendation item
i1, and then observes the user’s feedback on i1 from t2 to tn. The obtained reward ra1 is fed back
to f ( xt, a, ra) of a1 for updating. Repeat this step until the top-N list is filled.

3 Online Recommendation Algorithm

Action set and contextual bandit algorithm are the two core parts of the proposed
approach. In this section, we describe the implementation details of algorithms.

3.1 Action Initialization

In contextual bandit recommendation algorithms, the action reflects user’s preferences
and greatly affects recommendation effect. In order to prevent large-scale problems
caused by modeling products as actions, this paper proposes an algorithm that defines
actions based on contexts (Algorithm 1). The details are as follows.

Single-attribute Actions. If there is lite context information in implicit feedback data,
single-attribute is used to classify products. For example, assuming that the contexts
only have click and purchase interaction behaviors and product category attribute, we
can define the purchase set of other users who have purchased current product as an
action, or all products that belong to the same category as current product as an action.

Interactive-attribute Actions. If the implicit feedback data has a lot of context infor-
mation, such as rich user behavior information, user personal information, and rich
product attributes, we use a combination of attributes to divide the products, which
increases the similarity of the products within the product set and makes the action more
refined. Choosing two attributes to interact can prevent too many attributes interaction
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from generating excessive empty sets or product sets with few products. The method of
attribute interaction is to find the intersection of two single-attribute product sets and
define the intersection as an action.

Anaction is a recommendation candidate set that randomlygenerates a recommended
item each time. Context-based actions change dynamically with user interaction behav-
iors, which not only captures user preferences timely tomake recommendations accurate
and diverse, but also ensures the interpretability of recommendations.

Assuming that the number of contexts in implicit feedback is n, the time complexity
of Algorithm 1 is O(C(n, 2)) = O(n!/2(n − 2)!) = O

(
n2

)
. Since the number of contexts

in implicit feedback is generally small, the time complexity of the algorithm is relatively
low.

3.2 Reward Feedback and Expected Reward Estimation

Thompson sampling (TS) is one of oldest heuristics for solving MAB problem. The
basic idea is to choose an arm to play according to its probability of being the best arm.
Whether it is the stochastic MAB problem [3], CMAB problem [11], Bernoulli TS [4]
or TS with complex action rewards [5] it has been proven to have low regret. That is
why we chose TS as the basic algorithm.

In standard Bernoulli TS, each action represents the selection of an arm. The prob-
ability that action a produces an average reward θ is unknown, but it is fixed over time.
The prior distribution of expected rewards for each action is usually modeled as a Beta
distribution P(θ) ∼ Beta(α0, β0), where α0 = β0 = 1. In each round, TS samples θa
from the posterior distributionBeta(α0 + S, β0 + F) of expected reward for each action,
where S is the number of successes and F is the number of failures. Then the best action
a∗ with the largest θa∗ can be selected to recommend item. Finally, Sa∗ and Fa∗ can
be observed for updating the posterior distribution. Under Bernoulli reward settings, if
ra∗ = 1, then Sa∗ = 1, and if ra∗ = 0, then Fa∗ = 1.

In this paper, we change the Bernoulli rewards to the sum of rewards for whether
users interact with the recommended item. Specifically, different weights ωbehavior are
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set according to the behavior contexts of the user to recommended item. User behavior
contexts xbehavior in implicit feedback from large e-commerce platforms (such as Taobao
and Tmall) usually include: click, favorite, add-to-cart, and purchase. We set the weights
respectively:ωclick = 1, ωfav = 2, ωcart = 3, ωbuy = 4, ωno_behavior = 2. Assuming
that the recommended item generated by action a at time ti interacts with user, then
Sa = ∑tn

ti+1
rSωno_behavior , where rS = 1 means successful reward, ωbehavior is the

weight corresponding to the interaction behavior contexts. If the user does not interact
with the recommended item,Fa = rFωno_behavior , where rF = 1 means failure reward.
After selecting an action for recommendation each time, the Sa or Fa obtained by a is

observed and fed back to the estimated reward distribution Beta
(
α

(a)
0 + Sa, β

(a)
0 + Fa

)

to update the posterior distribution.
Our method considers not only the impact of different types of user interactions

on rewards, but also the correlation between user behaviors. In addition, the behavior
contexts in implicit feedback are used to directly update the expected reward distributions
of the actions, avoiding the use of negative samples. According to the characteristics of
Beta(α, β) distribution, if β ≥ 1 is a constant (that is, ωno_behavior can be set to any
positive constant), the average value α/(α + β) increases with α, and the distribution
becomes more concentrated and closer to the true average reward. Actions with more
rewards have a higher probability of being selected, and actions with fewer rewards also
have the opportunity to be selected during random sampling, thereby solving the EE
problem in recommendation process.

3.3 IF-TS Algorithm

Based on the above improvements, an implicit feedback based TS online recommenda-
tion algorithm (IF-TS) is proposed. This algorithm generates a recommendation list Lt
of size N for users in real time. Figure 2 shows the steps of the algorithm.

Cold Start Problem. For new users without history of shopping behaviors, only a small
modification to our algorithm can solve cold start problem. Specifically, adding non-
personalized actions (such as best-selling list) makes the first recommendation for new
users. In particular, for a new user with personal information, the user’s personal infor-
mation can be added to the non-personalized actions during the first recommendation to
make recommendation more accurate. With the increase of user behavior records, the
proposed algorithm can make online recommendations based on user’s current records.
In order to further improve the recommendation effect, follow-up recommendations are
made to the user by training the historical records of other users to obtain a set of well-
performing actions, where the action rewards are set according to whether the new user
currently interacts with the recommended item.
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Initialize
Actions

Estimate the Ex-
pected Reward of 

Actions

Select the Best 
Action to Generate 
Recommendation

Receive the
Reward of 

Selected Action

Contexts Update

Fig. 2. Flowchart of IF-TS algorithm. The algorithm takes context information into the entire
process to better extract user preferences and provide accurate recommendation services. The
estimation of the expected reward of actions is the core step of the algorithm.

Algorithm 2 gives the TS-based online recommendation algorithm IF-TS.
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Let the length of the recommendation list at time t be n, the numbers of actions be
m, and the total record length of user u be l. Since l > m > n and n is a small constant,
the time complexity of IF-TS is O(l).

4 Experimental Settings and Results

4.1 Dataset and Evaluation Metrics

In order to verify the effectiveness of the proposed approach and the performance of
the algorithms, we selected three public datasets from different e-commerce platform,
namely Yoochoose1, UserBehavior2, and IJCAI-153. These three datasets have differ-
ent context information, which can be used to verify the impact of contexts on the
performance of the algorithms. The data size of the e-commerce dataset is huge. For
example, UserBehavior dataset contains hundreds of millions of user records. Due to
limited operating hardware conditions, in this paper we resample the datasets by remov-
ing invalid users, invalid products, and non-representative data. A detailed description
of each dataset after processing is shown in Table 1.

Table 1. Dataset summary

Dataset User context Behavior context Item context Experimental data
size

1. Yoochoose None click, buy category, price,
brand

Sessions:1,000
Interactions: 8,556

2. UserBehavior None click, add-to-cart,
favourite, buy

category Users:1,000
Interactions:
14,000

3. IJCAI-15 age, gender click, add-to-cart,
favourite, buy

category, saler,
brand,

Users:1,000
Interactions:
10,887

In all our experiments, the top-N recommendation list is set to N = 5 and the results
are the average of 5 runs. In order to ensure that there is sufficient feedback informa-
tion for each recommendation, the length of the recommendation time for each user
is set to the first half of the length of the user behavior records. The evaluation met-
rics of the experimental results include cumulative rewards rT ,U , precision and recall,
which respectively measure the quality of the algorithm, the accuracy and diversity of
recommendations. The definition is as follows:

rT ,U =
∑U

u=1

∑T

t=1
ru,t (1)

1 http://2015.recsyschallenge.com/challenge.html.
2 https://tianchi.aliyun.com/dataset/dataDetail?dataId=649.
3 https://tianchi.aliyun.com/dataset/dataDetail?dataId=47.

http://2015.recsyschallenge.com/challenge.html
https://tianchi.aliyun.com/dataset/dataDetail%3FdataId%3D649
https://tianchi.aliyun.com/dataset/dataDetail%3FdataId%3D47
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where U represents all experimental users, T is the entire recommendation time length
of user u, and ru,t is the sum of rewards obtained by user u at time t.

precision =
∑

u qu∑
u nu

(2)

where qu represents the number of interactions between user u and the recommended
item, and nu is the number of recommendations to user u.

recall =
∑

u pu∑
u mu

(3)

where pu represents the number of distinct recommended items that interact with user
u, and mu represents the number of all items that interact with user u.

4.2 Experimental Results

Experiment 1: IF-TS vs. BEER [TS]. The bandit ensemble algorithm based on TS
(BEER [TS]) proposed by Brodén et al. is the closest to the idea in this paper. It models
simple recommendation algorithms such as best sellers and those-who-bought-also-
bought as actions [12]. To verify the advantages of the proposed algorithm, we select
1,000 sessions on the same dataset, Yoochoose, to compare the three evaluation metrics
of IF-TS and BEER [TS]. The results are shown in Fig. 3(a) and (b).

(a)                                         (b) (c)
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Fig. 3. (a) Comparison of cumulative rewards results of the two algorithms; (b) Comparison of
precision and recall results of the two algorithms; (c) Analysis of the effect of contexts.
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Figure 3(a) and (b) show that our IF-TS algorithm is significantly higher than BEER
[TS] in terms of cumulative rewards, precision, and recall. The results show that the
proposed IF-TS algorithm can make full use of the context information of implicit
feedback to update user preferences in real time and provide users with accurate and
diverse personalized recommendations.

In addition, we compare the performance of the IF-TS algorithm on three datasets
with different context information. We select 1,000 users or sessions on three datasets,
and define 6, 6, and 15 actions based on contexts. It can be seen from Fig. 3(c) that the
richer the contexts of the dataset, the higher the precision of the recommendation, and
the richer the item contexts of the dataset, the higher the recall. The results are reasonable
and prove the generalization of our algorithm.

During the experiment, it takes about 1.2s to make a recommendation. According
to the webpage response time test standard, when the operation gets a response within
2s, the user will feel that the system responds quickly. Therefore, the proposed online
recommendation algorithm also has the advantage of fast response.

Experiment 2: Further Improve Recommendation Performance. The algorithm
may choose a poorly performing action multiple times during the exploration phase,
resulting in low recommendation accuracy. This experiment verifies whether the rec-
ommendation effect can be improved by reducing invalid exploration. first, we define
a hit rate to evaluate the quality of actions. A hit indicates that the recommended item
interacts with user.

hit =
∑

u ha, u∑
u na,u

(4)

where ha,u represents the number of times that action a hits user u, and na,u represents
the number of times that action a is selected as the best action.

In this experiment, the action with the lowest hit rate is sequentially removed from
the three datasets, and the changes of the three evaluation metrics are observed. The
results are shown in the following figures.
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Fig. 4. Results after removing poorly performing actions in Yoochoose dataset
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Fig. 5. Results after removing poorly performing actions in UserBehavior dataset
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Fig. 6. Results after removing poorly performing actions in IJCAI-15 dataset

It can be seen from the figures that by removing actions with a low hit rate, the
recommendation can be effectively improved, but when the actions are reduced to a
certain amount, the recommendation performance will deteriorate or change slightly.
Thus, the number of actions is also a factor affecting the recommendation effect.

Experiment 3: Cold Start Problem. For new users in Yoochoose and UserBehavior
datasets, we use best-selling list for the first recommendation, and for new users in
IJCAI-15 dataset, we use personal information plus the best-selling list for the first
recommendation. According to Experiment 2, we can use user history records to pre-
train to get the best action set that is most suitable for each dataset, and use this action
set to provide follow-up recommendations for new users to improve the accuracy of
recommendations. We select another 1,000 users or sessions from each dataset as new
users for cold start testing, and compare the results of cold start with or without pre-
training. In this experiment, real interactive behavior is used as user feedback.

The results show that the algorithm is robust in cold start environment. In addi-
tion, using the pre-training best action set has significantly improved the cold start
recommendation effect.
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Table 2. Cold-start with pre-training and without pre-training

Dataset Implement Number of actions Precision Recall Cumulative
rewards

Yoochoose with
pre-training

3 0.1415 0.5089 3,611

without
pre-training

6 0.0641 0.4019 1,759

UserBehavior with
pre-training

4 0.1634 0.1826 14,366

without
pre-training

6 0.1375 0.1631 14,352

IJCAI-15 with
pre-training

7 0.3596 0.4693 33,903

without
pre-training

15 0.2589 0.5163 27,737

5 Conclusion

In this paper, we introduce a CMAB approach based on implicit feedback for online
recommendation, which uses the contexts and real-time interaction behaviors of users
to dynamically extract user preferences, and solves the challenge of implicit feedback
lacking of negative signals and inability to express users’ explicit preferences. In this
framework, a context-based action definition algorithm and TS-based online recommen-
dation algorithm IF-TS are proposed.Modeling the product set as an arm greatly reduces
the size of the arms. IF-TS algorithm can learn user preferences online, provide accu-
rate, diverse and highly responsive real-time recommendations, and alleviate the cold
start problem. Experiments on three public datasets show that the proposed approach
can well solve the implicit feedback recommendation problem, and the proposed algo-
rithms are generalized and interpretable. Further optimization of actions and processing
of large-scale data is the direction we will study in the future.
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Abstract. Sentiment classification is an interesting and crucial research topic of
opinion mining and sentiment analysis, which is used to obtain sentiment types
from the text documents of numerous sources. Sentiment classification has the
problems of insufficient semantic feature extraction and ignoring context infor-
mation. This paper proposes a MSCNN-BiGRUmodel for text sentiment classifi-
cation by utilizingmulti-scale convolution kernels to extract rich semantic features
and BiGRU to extract features containing text context information. The experi-
mental results on the Chinese Weibo text dataset and the English e-commerce
reviews dataset show that the classification accuracy of this model is 3.41% bet-
ter than CNN and 3.59% better than RNN. The model proposed in this paper is
not only suitable for text sentiment classification, but also helpful for expression
classification research with time series information.

Keywords: Deep learning · Natural language processing · Sentiment
classification · Convolutional Neural Network · Recurrent Neural Network

1 Introduction

With the rapid development of the Internet, the number of Internet users is growing
rapidly. According to statistics, as of March 2020, the number of Internet users in China
is 904 million, and the Internet penetration rate is 64.5% [1]. Social networking and e-
commerce networks play an important role in Internet life, and huge amounts of text data
are generated in these platforms everyday.Effective sentiment analysis or opinionmining
of network public opinion data can help decision-makers quickly respond to various
events and make adjustments to adapt to the rapid changes of social environment [2].
Therefore, sentiment classification as the basic task of sentiment analysis has important
practical value.

Through the ages, the methods of sentiment classification have undergone many
changes, from the initial sentiment dictionary-based methods to machine learning meth-
ods, such as Support Vector Machine (SVM), Naive Bayes (NB),logistic regression,
random forest, etc. [3, 4].Using these machine learning methods requires complex pre-
processing and feature engineering [5], such as emotional word features, part-of-speech
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features, N-gram and location features [6]. Moreover, it is difficult to achieve acceptable
classification results [7, 8]. Deep learning method does not rely on feature construction,
and is widely applied to sentiment classification tasks [9]–[11]. The practical effect is
usually better than the other two methods.

The features extracted by Convolutional Neural Network (CNN) have the defect
of missing contextual information, and cannot well summarize the overall features of
the text. At the same time, the traditional Recurrent Neural Network (RNN) also has
the problem of gradient disappearance. As variants of traditional RNN, long short term
memory (LSTM) and gated recurrent unit (GRU) can solve the problem of long-term
dependence, but they can only get one-way information in the text.

In response to the above problems, this paper proposes a Multi-Scale Convolu-
tional Neural Network -Bidirectional Gated Recurrent Unit model (MSCNN-BiGRU)
for sentiment classification. The main contribution of this paper as follows:

1) In order to solve the limitation of single CNN in text feature extraction and enrich the
semantic information of output features, multi-scale convolution kernels are used
to extract word vector features of different granularities. The optimal convolution
scale is determined through experiments.

2) Aiming at the context dependence of natural language structure, BiGRU network is
used to extract contextual information from the output features of multi-scale con-
volutional neural network, so as to obtain the overall semantic features of sentences.
The effectiveness of the method is verified on Chinese and English data sets.

The rest of the paper is organized as follows. Section 2 provides a brief literature
review of sentiment classification. Section 3 proposes the MSCNN-BiGRU model for
sentiment classification. Section 4 dealswith experimental implementation and examines
the results, Sect. 5 elaborates the conclusion and future work.

2 Related Literature Review

Sentiment analysis is an important subject in the field of natural language processing.
It is widely used on public platforms such as social media, e-commerce reviews, hotel
reviews, etc. to help government officials, companies or businesses tap users’ emotional
tendencies and make correct decisions. Sentiment classification is a basic task in sen-
timent analysis, which mainly includes sentiment dictionary-based methods, machine
learning methods and deep learning methods.

The method based on the sentiment dictionary mainly relies on the construction of
a dictionary with artificially labeled emotional words and phrases, such as the English
dictionary WordNet [12] Chinese dictionary HowNet [13]. The sentiment tendency of
the text is obtained by counting sentiment words through the dictionary. However, the
dictionary needs to be constantly improved, and the emotion of a word is completely
fixed. Machine learning methods need to manually extract features as the input of the
machine learning model. Suchita et al. [14] used the text features constructed by the
bag-of-words model to experimented on Naive Bayes and SVM for movie reviews with
achieved good results.
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As deep learning has achieved remarkable results in the fields of computer vision
and speech recognition [15, 16], researchers have begun to apply it to natural language
processing. Kim [17] applied CNN to sentence classification, using pre-trained word
vectors as the input of the network, and verified the effectiveness of CNN on various
classical English datasets. Jelodar [18] conducted sentiment analysis on social media
related discussions during the period of COVID-19, using a two-layer LSTM network
for sentiment classification, and the accuracy is better than machine learning methods.

Recently, researchers prefer to combine CNN and RNN for sentiment classification
tasks. Zhou et al. [19] combined the strengths of CNN and RNN, proposed C-LSTM
model, which achieved excellent performance in sentiment classification and question
classification tasks. Jin et al. [20] proposed a multi-task learning model based on multi-
scale convolutional neural network (MSCNN) and LSTM for multi-task sentiment clas-
sification, and verified its effectiveness on several datasets. Li Yang [21] proposed a
sentiment classification model based on CNN and BiLSTM, which combined the local
features extracted by CNN and the time series information obtained by BiLSTM, and the
experimental results show that the classification effect of bidirectional RNN is better than
unidirectional RNN. Zhao Yaou et al. [22] proposed a sentiment analysis method based
on ELMo(Embedding from Language Model) and MSCNN, in which MSCNN is used
to extract sentence features of different scales and find the optimal scale in the experi-
ment. Cheng Yan et al. [23] combined the advantages of CNN and BiGRU to extract the
semantic information of long text context, and improved the feature extraction ability of
the model.

From the perspective of the shortcomings of a single convolutional neural network
and the structural dependency of natural language, this paper proposes the MSCNN-
BiGRU model, which makes the extracted text features not only have semantic features
of different granular words but also have contextual meanings. It helps increase the
generalization of the model and achieve higher classification accuracy.

3 The Proposed MSCNN-BiGRU Model

In order to learn the word feature information of different granularities in the text, and
to make full use of the context information of the entire text, we designed a MSCNN-
BIGRU model. The model structure is shown in Fig. 1.

This model is mainly composed of word embedding layer, multi-scale convolutional
layer, pooling layer, concatenate layer, bidirectional GRU layer and full connect layer.
Preprocessed text data as input layer, and converted into word vectors through the word
embedding layer, the feature representation of the text is obtained through the joint
network, and then sentiment tendency judgment is performed by the softmax function.

3.1 Word Embedding

In order to convert text intoword vectors, the embedded layer of deep learning framework
Keras is used to transform each word into vector with a fixed size (w = [w1,w2, . . .wn],
n is the dimension of the word vector), the dimension of word vector is 128. Finally, we
got a word vector matrix Rv×n(v is the size of the vocabulary).
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Fig. 1. The sentiment classification model based on MSCNN-BiGRU

3.2 Multi-scale Convolutional Neural Network

Sentences are composed of words, and convolution operations of different scales of
convolution kernels can be used to obtain semantic vectors of different scales [22].These
vectors can be more generalized to the semantic representation of the whole sentence.

CNN captures features of sentences by scanning parts of the text through a convo-
lution kernel. However, different from the traditional convolution operation, we used
multiple convolution kernels with different scales to extract features [24]. Considering
the phrases, transitions, and our experimental results and other factors int the sentence,
we chose 1, 2, and 3 sizes of convolution kernels to extract the features of the sentence
on different scales. The calculation is shown in Eq. 1:

ci = f (K · wi:i+d−1) + b (1)

Where K is the size of the convolution kernel, K ∈ Rn×d , d is the width of the
convolution kernel; wi:i+d−1 is composed of words from i to i + d − 1 vector; b is
the bias term; the feature matrix c = [

c1, c2, . . . , cm−d+1
]
is obtained through the

convolution layer.
The multi-scale CNN of our model is a stack of convolution pooling layers [25],

and finally the semantic features obtained by different scale convolution kernels are
concatenated. In the experiment, we determined the appropriate convolution scale, and
because the features observed bymax-pooling help to distinguish the categories, the pool
layer uses max-pooling to take the maximum value of the entire region as the feature.

3.3 Bidirectional Gated Recurrent Unit

In view of the structural dependence of natural language, this model uses bidirectional
gated recurrent unit (BiGRU) to extract contextual information. GRU can solve the
problems of long-term dependence and gradient disappearance of traditional RNN [26].

As a variant of LSTM, GRU combines the forget gate and the input gate into a single
update gate, mixing the cell state and the hidden state. Compared with LSTM, GRU
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has a simpler structure, fewer parameters and a better convergence model [27]. GRU
structure is shown in Fig. 2. The calculation formulas of each gate and memory cell are
shown in Eqs. 2–5.

rt = σ
(
Wr · [

ht−1, xt
])

(2)

zt = σ
(
Wz · [

ht−1, xt
])

(3)

h̃t = tanh
(
W h̃ · [

rt ∗ ht−1, xt
])

(4)

ht = (1 − zt) ∗ ht−1 + zt ∗ h̃t (5)

Where rt represents the reset gate; zt represents the update gate;Wr ,Wz ,Wh̃ represent
the weight matrix of the reset gate, the weight matrix of the update gate, and the weight
matrix of the candidate state respectively; h̃t represents the candidate state; ht represents
the current Hidden layer state; xt is the input of GRU at time t; σ is the sigmoid activation
function.

×
σ tanhσ

+×
1-×

Χt

ht-1
ht

rt zt ĥt

Fig. 2. GRU model structure

BiGRU is composed of a forward GRU and a backward GRU, and the sequential
information of text can be obtained from two perspectives. At each time, the input pro-
vides twoGRUs inopposite directions, and the output is determinedby twounidirectional
GRUs.

Suppose �ht is the output hidden state of the forward GRU at time t, and
←
ht is the

output hidden state of the reverse GRU. Then the output hidden state ht of BiGRU is
calculated as shown in Eqs. 6–8.

�ht = −−→
GRU

(�ht−1, xt
)

(6)

←
ht = ←−−

GRU

(
←
ht−1, xt

)
(7)

ht =
[
�ht,

←
ht

]
(8)
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3.4 Model Training and Output

In this model, the final text features extracted by the above neural network are used as
input, and the emotional polarity classification results of the text are obtained through the
softmax function. When the model is trained, the loss function used is the cross-entropy
function. Assuming that the number of text categories is k, the probability of dividing
Si into category j in softmax is calculated as shown in Eq. 9.

P(yi = j | xi; θ) = exp
(
θTj Si

)

∑k
t=1 exp

(
θTt Si

) (9)

4 Experimental Implementation and Evaluation

4.1 Experimental Dataset

The Chinese data in the experiment comes from the Weibo text data on the emotion
recognition of netizens during the epidemic in the 2020 Beijing Open Data Application
Competition. There are a total of 100,000 artificially labeled texts. The English data
comes from the dataset on e-commerce reviews on the Kaggle website. There are a total
of 23,000 annotated texts. Part of the data is selected in the experiment of this article by
random sampling method. The specific dataset statistics used is shown in Table 1.

Table 1. Dataset statistics

Dataset Language Positive Negative Neutral Total

WeiBo Text Chinese 5127 3295 11366 19788

E-Commerce Reviews English 8984 2016 - 11000

4.2 Data Preprocessing

Preprocess the dataset with jieba word segmentation tool and remove stop words, and
eliminate invalid data. The results of pretreatment of experimental data are shown in
Table 2.

4.3 Experimental Parameter Setting

When using multi-scale convolution neural network for feature extraction, in order to
find the most suitable convolution scale, the accuracy index is tested on Chinese and
English dataset for many times. The calculation formula of accuracy is shown in Eq. 12.
The experimental results are shown in Fig. 3.

It can be seen from Fig. 4 that as the convolution scale increases, the accuracy of the
model is also improving. At the same time, the combination with a convolution scale of
1–3 has the highest accuracy. When the convolution scale exceeds 3, the effect is not as
good as 1–3. It may be because in natural language, the semantic connection between
more than 3 words is not very strong. Therefore, a convolution kernel with a convolution
scale of 1–3 is used in the experiment. Other parameter settings are shown in Table 3.
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Table 2. The Sample sentences after preprocessing.

Language Original After preprocessing

Chinese 希望2020保佑所有战斗在一线的医护
人员和其他同胞们平平安安的

希望保佑所有战斗一线医护人员
同胞们平平安安

English I am tall (5′11 and 3/4) and mostly leg
with a shorter torso so i am always
looking for longer shirts to balance my
leg to torso ratio

tall mostly leg shorter torso always
looking longer shirts balance leg torso
ratio

0.78

0.79

0.80

0.81

0.82

0.83

0.84

0.85

0.86

0.87

0.88

Fig. 3. The classification results of different convolution scales

Table 3. Parameter setting

Parameter Value Parameter Value

Number of hidden layers 128 Learning rate 0.001

Number of convolution kernels 64,128,128 Batch_size 64

Activation function Relu Epoch 20

4.4 Evaluating Indicator

The evaluation indicators used in this experiment are Accuracy, Presicion, Recall, and
F1 value. The calculation method is shown in formula 10–13. TP (True Positive) means
true cases, FP (False Positive) means false positive cases, FN (False Negative) means
false negative cases, and TN (True Negative) means true negative cases.

Accuracy = TP+FP
TP+FP+TN+FN (10)

Precision = TP
TP+FP (11)

Recall = TP
TP+FN (12)



400 Z. Liu et al.

F1 = 2 ∗Presion ∗Recall
Precision+Recall (13)

In order to more effectively illustrate the effect of internal classification, this paper
also uses the weighted average F1 value to evaluate the classification results. The related
calculation method is shown in formula 14–16.

MacroP = ∑k
i=1

ni
n1+n2+...+nk

× Pi (14)

MacroR = ∑k
i=1

ni
n1+n2+...+nk

× Ri (15)

MacroF = 2 ∗MacroP ∗MacroR
MacroP+MacroR

(16)

ni represents the quantity of the i-th type of data, Pi is the accuracy rate of the i-th
type, and Ri is the recall rate of the i-th type.

4.5 Experimental Results and Analysis

In order to verify the effectiveness of the proposedmodel, comparative experiments with
the following models are carried out on Chinese and English datasets. The experimental
results on theWeibo text dataset are shown in Table 4, and the results on the e-commerce
reviews are shown in Table 5.

Table 4. Test results on Weibo text dataset

Model Accuracy Presicion Recall F1

SVM [14] 0.5600 0.4626 0.5600 0.4567

CNN [17] 0.7808 0.6627 0.6705 0.6466

LSTM [28] 0.7759 0.6546 0.6605 0.6521

GRU [27] 0.7845 0.6671 0.6765 0.6559

BiGRU [26] 0.7852 0.6666 0.6765 0.6635

CNN-BiLSTM [21] 0.7866 0.6771 0.6805 0.6774

Single CNN-BiGRU 0.8015 0.7036 0.702 0.6793

MSCNN-BiGRU 0.8118 0.7174 0.7170 0.7085

Combining the comparison results of each model in Table 4 and Table 5, it can be
seen that this model is better than other comparison models on data sets with different
languages. The effect of the machine learning method SVM is significantly lower than
that of the model using the deep learning method, and the accuracy rate differs by up to
25%, the fusion models are better than the single model.

The proposed model is superior to the single-scale CNN combined with the BiGRU
model in various evaluation indicators, which proves the important role of the multi-
granularity word information extracted by the multi-scale convolution kernel. At the
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Table 5. Test results on e-commerce Reviews dataset

Model Accuracy Presicion Recall F1

SVM [14] 0.7860 0.7365 0.7860 0.7527

CNN [17] 0.8424 0.8342 0.8425 0.8375

LSTM [28] 0.8439 0.8344 0.8440 0.8379

GRU [27] 0.8435 0.8263 0.8435 0.8287

BiGRU [26] 0.8510 0.8356 0.8510 0.8362

CNN-BiLSTM [21] 0.8600 0.8537 0.8600 0.8562

Single CNN-BiGRU 0.8655 0.8545 0.8655 0.8500

MSCNN-BiGRU 0.8765 0.8682 0.8765 0.8639

same time, it is 2% higher than the average accuracy of the CNN-BiLSTM model. It
illustrates the effectiveness of BiGRU in overall semantic representation.

In order to understand the overall effect of model classification, this paper uses the
weighted average F1 value to compare models, and the results are shown in Fig. 4.

0.3029

0.5635
0.5867 0.5787

0.5952
0.622

0.6027

0.6527

0.5433

0.7232 0.7223
0.6944 0.707

0.7559
0.7292

0.7562

SVM CNN LSTM GRU BiGRU
CNN+BiLSTM

Single CNN+BiGRU
MSC-RNN

M
ac

ro
_F

1

Fig. 4. Macro_ F1 value comparison results

The Macro_F1 value not only pays attention to the overall classification result, but
also pays attention to the classification effect of each category in the data set, so we can
see that the value in Fig. 4 is significantly lower than the normal F1 value. Compared
with the SVM model, the Macro_F1 value of the proposed model on the two types of
data sets is increased by 34.98% and 21.29%, respectively. It is also better than the results
of other models, which reflects that the model in this paper can not only improve the
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overall classification effect, but also has different data sets. The classification accuracy
of the categories can also achieve satisfactory results.

5 Conclusion

In this paper, we propose a deep learning model for sentiment classification of different
types of online text. We use the improved optimal scale CNN to extract a sequence of
different granularity phrase representations, and fed into BiGRU to obtain the sentence
representation. MSCNN-BiGRU is able to capture both local features of phrases as
well as global and temporal sentence semantics. Through experiments on two datasets,
it is found that the model proposed in this paper outperforms the traditional CNN,
LSTM, GRU and other single neural network models and CNN-RNN series hybrid
neural network model.

As one of the future works, the pre-trained language model [29] will be used to
further improve the sentiment classification results. Moreover, deeper convolutional
neural network will help to improve the stability and accuracy of the model.
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Abstract. At present, more and more vocational colleges set up the etiquette
course. In traditional etiquette education, due to the shortage of teachers, it is not
practicable to effectively manage students. In order to address this problem, this
paper proposes amethod based on posture recognition technology and using fuzzy
comprehensive evaluation method to evaluate the similarity of etiquette action.
This method can be used in action video teaching, used for individual teaching.
The student can carry out real-time learning or evaluation of the etiquette action,
and be given guidance, thus his resources can be accumulated in the process, so
that the teacher can scientificallymanage students’ knowledge. The research found
that the proposedmethod can automaticallymatch standard and test keyframe, and
can calculate similarity for skeletons of different body sizes. By comparing the
similarity of different postures, the consequence shows that the method is more
feasible than the European distance. Thismethod can be used not only for etiquette
action teaching, but also for the other field of action teaching.

Keywords: Etiquette · Posture recognition · Fuzzy comprehensive evaluation ·
Similarity · Evaluation

1 Introduction

Since ancient times, China has enjoyed the reputation of “an ancient civilization and a
country of etiquette”, and etiquette is the core of Chinese excellent traditional culture [1].
Vocational college, as an important training base for cultivating special talents for the
country, etiquette education cannot be ignored here, and it occupy an important position
and significance in a complete teaching system [2]. For the student in higher vocational
college, the method of this paper can help him to carry out one-on-one learning and eval-
uation. So that the teacher can complete more efficient management, thereby improving
the efficiency of etiquette teaching. The student can master the basic knowledge of eti-
quette, and cultivate etiquette behavior norms, so as to better serve the work of social
production.

Human action behavior recognition is a research hotspot in the field of computer
vision in recent years, and it is widely used in fields such as human-machine intelligent
interaction, virtual reality, and video surveillance [3]. Posture recognition is a branch
of human action recognition. With the emergence of camera monitoring equipment
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and motion capture equipment, the progress of computer technology and the rise of
artificial intelligence technology, posture recognition has become a hot topic. In recent
years, posture recognition has been widely used in the field of education. In reference
[4], posture recognition is applied to the dance analysis and teaching, and a three-
dimensional data database is established. Based on the feature planematching the human
body posture, obtained the human characteristics Google model. Apply the above data to
posture teaching and analysis in the process of dance teaching. In reference [5], posture
recognition is applied to Taijiquan teaching. The spatial coordinate data of the action
skeleton joint points obtained by Kinect sensor are processed to construct the action test
sequence and compare with the standard sequence. According to the preset scoring rules,
the function of evaluating and scoring the students’ actions is realized. In reference [6],
posture recognition is applied to yoga training. The developed interactive system uses
Kinect V2 to recognize six kinds of yoga postures with command sound to visualize the
instructions and pictures about the postures to be performed. Finally, the system is used
to assist the training of yoga activities to improve the performance of users. However,
there is no literature on the application of posture recognition technology in etiquette
teaching.

With the advancement of computer vision, automated evaluation of the similarity of
students’ actions has become feasible. This paper applies posture recognition technol-
ogy and fuzzy comprehensive evaluation method to etiquette teaching, and proposes an
action similarity evaluation method for etiquette, which achieves the effective evalua-
tion of students’ etiquette actions. Firstly, the teacher specifies standard video keyframes.
Secondly, the student uploads video and extracts test keyframe sequence according to
the time axis information of standard video keyframe and threshold. Furthermore, Use
OpenPose to extract information about keypoints. According to 12 vector angles and foot
Euclidean distance, compare standard video keyframes and test video frame sequences.
The similarity is calculated by fuzzy comprehensive evaluation, and the high similarity
is selected as the corresponding test keyframes of the standard keyframes. Finally, the
students’ etiquette postures are scored, and their actions are ultimately evaluated. It is
an advanced way of assisted learning or scoring.

2 Action Similarity Evaluation

Human action similarity research is one of the important research branches of human
behavior recognition [7]. The research content is to automatically analyze and recognize
behavior from some unknown information.

In reference [8], Euclidean distance is used as the similarity evaluation method, but
the method requires two videos to correspond to the action height at the same point
in time, and when the participants are not equal in height and weight, the results of
the calculation will be offset by coordinate displacement. In reference [9], Dynamic
Time Warping (DTW) was used to calculate the similarity between time series, which
can effectively evaluate the similarity between time series, but the height and weight of
the human body still affects the similarity results. In reference [10], according to the
different proportions of the human body, before the motion similarity calculation, the
skeleton length information to be detected is mapped to the template skeleton length,
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then coordinate translation is performed, and finally the similarity is calculated. But the
point recognition is continuous, that is, according to the direction of the path, if a point
in the path is not identified, then all points after the point can not be identified, which
has a significant hidden danger.

This paper records the time sequence of standard video keyframes to find the cor-
responding posture, and obtains the angle difference and the distance difference by
comparing the vector angle and the foot distance. Because the etiquette action simi-
larity is fuzzy, and there are 12 vector angles and foot distance multiple influencing
factors, the fuzzy comprehensive evaluation method is used to calculate the similarity.
According to the threshold, find the corresponding posture with the highest similarity,
realize the registration of the standard keyframe and the test keyframe, and return the
corresponding score according to the score calculation method. This method can realize
the correspondence between standard video keyframes and test video keyframes, and
the motion similarity calculation method is not affected by the human skeleton, which
is feasible.

In order to achieve automated evaluation, this article establishes the followingmodel.
Students can choose to upload test videos or record test videos in real time. The model
is divided into two parts. The first part is the similarity calculation, which calculates the
similarity between the test video sequence and the standard video keyframe. The second
part is the score calculation. First match the test video keyframe corresponding to the

Fig. 1. Action similarity evaluation



Etiquette Action Similarity Evaluation Based on Posture Recognition 407

standard video keyframe, then calculate the corresponding posture score, and finally
output the action score. The flowchart is shown in Fig. 1.

The specific steps are as follows:

1) The teacher specifies standard video keyframes and records the time axis information
of keyframes.

2) According to the input time axis information of the keyframe and threshold, the test
video frame sequence is extracted.

3) The standard keyframe keypoints and test frame sequence keypoints are obtained
by OpenPose.

4) Keypoints transformed into 12 vector angles and the foot distance.
5) The difference between the vector angle of standard keyframe and the vector angle

of test frame sequence, and the difference between the foot distance of standard
keyframe and the foot distance of test frame sequence is compared. The similarity
of test sequence is calculated by fuzzy comprehensive evaluation method.

6) Select the test sequence with the highest similarity corresponding to the standard
keyframe as the test video keyframe, and return its similarity.

7) Convert similarity to score.

3 Etiquette Feature Extraction

3.1 Extracting Vector Angle

In this paper, the body_25 model of OpenPose is used to extract the coordinates of
keypoints of the human body. keypoints are shown in Fig. 2, and labels and their names
of keypoints are shown in Table 1.

Fig. 2. The body_25 model of OpenPose
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Table 1. Keypoints and names

Keypoint Name Keypoint Name

0 Nose 13 LKnee

1 Neck 14 LAnkle

2 RShoulder 15 REye

3 RElbow 16 LEye

4 RWrist 17 REar

5 LShoulder 18 LEar

6 LElbow 19 LBigToe

7 LWrist 20 LSmallToe

8 MidHip 21 LHeel

9 RHip 22 RBigToe

10 RKnee 23 RSmallToe

11 RAnkle 24 RHeel

12 LHip

Table 2. 12 key vectors.

Symbol Vector

A1 0–1

A2 1–8

A3 2–3

A4 3–4

A5 5–6

A6 6–7

A7 9–10

A8 10–11

A9 12–13

A10 13–14

A11 24–22

A12 21–19

Because keypoints 15, 16, 17 and 18 have no effect on human actions, 12 key vectors
composed of other keypoints are extracted to evaluate etiquette actions. The extracted
12 key vectors are shown in Table 2.
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Calculate the vector angle:

Pi = a tan(Ai) ∗ 180

π
(i = 1, 2, ..., 12)

Among them, Ai is the extracted key vectors, and the return value of a tan(Ai) is a
radian. Multiply it by 180

π
to get the vector angles corresponding to the key vectors.

3.2 Extracting of Foot Distance

Fig. 3. Foot comparison picture

In Fig. 3, the 12 vector angles of the human body are almost identical, but the foot
posture is different, that is, the distance between the left and right heels is different. The
heels of the standard posture are close together in etiquette action, but there is a distance
between the left and right heels of the right test posture in the figure, so the foot distance
is considered in the similarity calculation.

Calculate the Euclidean distance between the left and right heels (keypoint 21 and
keypoint 24), i.e.

D =
√

(x21 − x24)2 + (y21 − y24)2

4 Similarity Calculation

Fuzzy comprehensive evaluation uses some concepts of fuzzy mathematics to provide
some evaluation methods for actual comprehensive evaluation problems. Specifically,
fuzzy comprehensive evaluation is a comprehensive evaluation method based on fuzzy
mathematics, applying the principle of fuzzy relation synthesis, quantifying some factors
with unclear boundary and difficult to quantify, and evaluating the subordinate level of
the evaluated things from multiple factors [11]. The similarity is fuzzy, and there are
many factors such as vector angles and distance, so the fuzzy comprehensive evaluation
method is used to calculate the similarity.

The fuzzy comprehensive evaluation model is as follows:

(1) Establish evaluation factor set

SU = {su1, su2, ..., su13}
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That is, the evaluation index reflecting the factors in the similarity of the evaluated
object, su1 ∼ su12 represents the value of the 12 angle vector differences converted by
the ridge membership function, su13 represents the value of difference of foot distance
converted by trapezoidal membership function.

(2) Establish evaluation set

SV = {sv1, sv2, ..., sv5}

Each grade can correspond to a fuzzy subset. sv1, sv2, sv3, sv4, sv5 represent very
similar, similar, less similar, dissimilar and very dissimilar respectively. The similarity
classification and membership degrees are shown in Table 3.

Table 3. Similarity classification and membership

Classification sv1 sv2 sv3 sv4 sv5

Meaning Very similar Similar Less similar Dissimilar Very dissimilar

Membership degree 1 0.8 0.55 0.25 0

(3) Establish weight set

SW = {sw1, sw2, ..., sw13}

The weight vector should be determined before synthesis. In this paper, the weight
is set by the teacher.

(4) Fuzzy comprehensive evaluation.

The weighted average operator is selected to combine the weight vector SW with the
SR of the evaluated object to obtain the fuzzy comprehensive evaluation result vector
SZ of the evaluated object.

SZ = (SZ1, SZ2, ..., SZ5)

= SW ◦ SR

= (sw1, sw2, ..., sw13) ◦

⎡
⎢⎢⎢⎣

sr11 sr12 ... sr15
sr21 sr22 ... sr25
...

...
. . .

...

sr13×1 sr13×2 ... sr13×5

⎤
⎥⎥⎥⎦

SY = (1, 0.8, 0.55.0.25, 0) × (SZ1, SZ2, SZ3, SZ4, SZ5)
T
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5 Score Calculation

5.1 Corresponding Frame Sequence

According to the input n standard video keyframes and threshold T , extract 2 × T + 1
frames corresponding to the test video [K − T ,K + T ] for each standard video keyframe
according to the frame number K , and calculate the similarity with the current frame
respectively. Take the frame with the highest similarity as the final corresponding frame
corresponding to the keyframe, so as to obtain the corresponding frames of the n
keyframes and their corresponding similarities. The process is shown in Fig. 4:

Fig. 4. Extract the test frame.

5.2 Score Calculation

According to the n pairs of keyframes and the similarity obtained by the similarity
calculation, the similarity and the weight of n keyframes are entered into the score
calculation module. According to the following rules, calculate the posture score, then
calculate the action score, and finally output the score.

(1) Calculate posture score

S0
i

= SYi × 100 (i = 1, 2, ..., n)

Among them, SYi is the pose similarity of the i-th keyframe, and its interval is [0,1],
so it is converted into the initial posture score of the interval [0,100].

(2) Calculate action score

S =
n∑

i=1

WeiSi

Among them, n is the number of keyframes, Wei is the weight of the i-th keyframe,
and Si is the score of the posture of the i-th keyframe.
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6 Experimental Results and Analysis

The experimental platform is a PC with core i5-5200 2.2 GHz CPU and 4 3GB memory.
Python and VS are used as the development environment. The data is collected from
two volunteers in the laboratory. Take the actions of one trained person as the standard
action, and the other person as the tester to score. The average execution time of each
posture algorithm is about 0.86 s.

Firstly, the standard video keyframes are specified. Nine keyframes are shown in
Fig. 5, which are standing posture, bow ceremony, introduction ceremony, step attention,
direction guidance, product guidance, hand up ceremony, report ceremony and squatting
ceremony.

Fig. 5. 9 standard etiquette keyframes

By comparing the following postures in Table 4, the comparison scores of each two
postures are calculated respectively. Comparison with the Euclidean distance, scores
are more reasonable. Euclidean distance score is not in line with the reality, because
Euclidean distance is affected by the position of the human body and the size of the
skeleton.

In Table 4, the 1/4 different contrast postures are compared with different skeletons.
It can be found that the Euclidean distance is affected by the skeleton, and the score
obtained is 2.39, which is very unreasonable. The method in this article has a score of
50.34, which is reasonable.

Keyframe pair scores calculated using the action similarity method in this paper are
shown in Table 5. The first column is the standard keyframe. The second column is the
corresponding test keyframe. The third column is the score obtained by the similarity
evaluation method in this article, i.e. the score for each test keyframe. The Table 5 gives
test posture scores for keyframes of 9 actions.
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Table 4. Comparative posture scores

Name Standard posture Test posture
posture similarity
evaluation score

Euclidean 
distance score

Same stance 100 100

Turn around 82.59 93.66 

Feet 88.95 95.04 

1/4 different 50.34 2.39 

1/2 different 36.70 91.57 

Upright and squat 35.35 89.55 

Bow and squat 25.07 95.60 

As shown in Table 5, in the stance posture, the A5 vector angle of the standard frame
and the test frame differs by 7 degrees, the vector angle of A12 differs by 6 degrees,
and the remaining vector angles are basically within 5 degrees, and the foot distance
difference is also less than 3. Therefore, its score is high at 99.31. In the squatting posture,
the vector angle of A4 differs by 27 degrees, the vector angle of A6 differs by 30 degrees,
the vector angle of A8 differs by 65 degrees, the vector angle of A9 differs by 31 degrees,
and the foot distance difference is greater than 20. Therefore, its score is low at 52.67.

The tester’s action score is calculated by using the action similarity evaluation
method. The keyframe weight is We = ( 1

9 ,
1
9 ,

1
9 ,

1
9 ,

1
9 ,

1
9 ,

1
9 ,

1
9 ,

1
9

)
, and it set by the

teacher. The final action score is 80.42 points.
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Table 5. Keyframe pair score.

Standard posture Test posture
Posture similarity 
evaluation score

Standard posture Test posture
Posture similarity 
evaluation score

99.31 85.23 

85.58 70.88 

78.69 87.53 

80.78 52.67 

83.14 

7 Conclusions

This paper proposes an action similarity evaluationmethod based on posture recognition.
This method can be used to assess the similarity of automated actions of human bodies
with different bones. Using this method to realize the analysis of etiquette posture, apply
it to etiquette teaching, realize action video teaching. The teaching system can effectively
store and manage students’ test data, give feedback to students in time, which realizes
computer-assist management teaching, and improves teaching quality. The experimental
data verifies that the method has good accuracy for the evaluation of the similarity of
etiquette actions. This method can not only evaluate the similarity of etiquette actions,
but also can be used in other scenarios. However, this method relies on the accuracy of
OpenPose recognition, as long as there is a mask, some points can not be recognized,
which also affects the accuracy of the result, and the human body’s distance from the
lens will also affect the result. These issues require further study.
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Abstract. The rise of artificial intelligence (AI) and related new technologies
have been widely discussed in recent years, especially on its benefits and threats
to society. This study aims to explore the impact of AI on work and human value
at different levels of AI capability. Adopting a qualitative approach, we conducted
a focus group discussion with six scholars who have AI research experience in
different social disciplines and in various global regions. Four main topics were
discussed in the focus group, which are: (1) attitude toward AI, (2) types of busi-
nesses, industries, or workers that benefit or are threatened the most by AI, (3)
willingness to work with a robot with different levels of intelligence, and (4) how
to find human’s value and get prepared for future workplace. The discussion was
recorded under the consent of participants and transcribed verbatim. ATLAS.ti
version 8 software was used for the textual data analysis. The findings reveal that
scholars: (1) are optimistic toward AI in general, (2) believe that most industries
will benefit from AI, (3) are divided in attitude toward robots with empathetic
intelligence, (4) argue that humans need to get prepared for the future workplace.
Implications and future research suggestions are provided.

Keywords: Artificial intelligence · Qualitative study · Social impact ·
Workforce · Human value

1 Introduction

Artificial Intelligence (AI) is the hottest topic in the world nowadays. Its reputation was
built by the victory of Deep Blue and AlphaGo over the human player in 1997 and
2016. In 1956, McCarthy and his colleagues [1] announced their idea about AI and
suggested that it is a science of making machines and programs intelligent. Lee and
Wang [2] defined AI as a program which imitates human’s behavior and is capable of
self-learning and reacting to the environment.

The outstanding development of AI today is facilitated by the advancement of big
data, machine learning, and deep learning [3, 4], after several evolutions in the past,
from logical computation, complexproblem-solving [5] to expert system [3]. The support
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from the government, especially the financial investment and the relevant national policy
development are also the factors contributing to the development of AI.

Nowadays, AI is represented in a virtual or physical form. The chat-bot is a human
daily dialogue simulation, which works through audio or text. It is one of the virtual AI
examples and has been widely implemented in services, especially the customer service
[6]. The examples of physical forms of AI usually found in the smart medical care
industry are care-giving or companion robots and surgical assistants [7]. The discussion
of AI can also be found in other industries, for instance counseling psychology [8],
manufacturing [9], and services [10]. Therefore, the utilization of AI is believed to be an
influencer on the current labor market and has profound impact on the humanworkforce.

Although various points of views were asserted by scholars in the literature, most
work on the social impact of AI remain conceptual. Few empirical research can be
found in this specific issue. Hence, the present study aims to collect the views from
social scholars who are experienced in AI research, in order to pave the way for more
empirical studies on the impact of AI on human workforce in the future.

2 Literature Review

The rapid development and utilization of new technologies have changed the original
organizational structure and raise new issues on human resources deployment, specif-
ically the substitution, assistance, and improvement of human workers’ work process
and efficiency [11]. In the literature, scholars have expressed three general views toward
AI, which are positive, negative, and neutral [12].

Scholars who hold a positive attitude toward AI believed that it would bring benefits
rather than negative impact to the society or labor market. New jobs or expanded job
opportunities will arise in this wave of AI [13]. According to Linkedin [14], several
AI or new technology relevant new jobs are created, for example, artificial intelligence
specialists, site reliability engineers, and cybersecurity specialists, just to name a few.
Additionally, the demand for non-technical jobs also increased due to accelerated AI
adoption in the business, for example, behavioral health technician, customer success
specialist, and sales development representative.

Another school of scholars advocated that AI technologies will take over the low-
skilled workers’ jobs and cause massive job loss, while lower the salary standard and
destruct the employment structure. As Graetz &Michaels predicted in 2018, jobs requir-
ing skills at a low level will be substituted by technologies [15], particularly those who
are middle-level white-collar and blue-collar employees [16]. The other societal issues
will also occur as well, such as a polarization of employment structure [17, 18] and
salary reduction [19, 20].

In the neutralist’s view, the time has not arrived yet to conclude the impact of AI on
the society and the labor market [21]. Although the development and implementation
of this new technology seem to be flourishing in many fields, AI is still in its infancy.
Many uncertainties and problems still exist which require AI developers to constantly
deal with and resolve [22, 23].
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3 Methodology

For the purpose of examining what were the societal impact caused by new technology
implementation, an international focus group interview was conducted to collect data.
The focus group took place in Taipei, Taiwan.

3.1 Participants

A total of six international scholars, including four professors and two lecturers, par-
ticipated in this study. They came from the field of hospitality business management,
human resource development, digital and cultural policy, and journalism. Four of the
participants were male and two were female. Three of them worked in a western country
and the other three in Asian countries. The participants were invited to speak at an AI
International Forum because of their rich experiences in the research of AI technology
and its applications in various industries.

3.2 Focus Group Interview Implementation Process

The international focus group interviewwasmoderated by a researcher with rich qualita-
tive research experience. An interview outline was developed in advance by the research
teamandpresented to the participants aheadof time.Themoderator guided the discussion
and asked additional questions to probe for more insights. The main discussion topics
in the focus group were as follows: (1) attitude toward AI, (2) the types of businesses,
industries, or workers who benefit or are threatened the most from the implementation
of AI or similar technology in the future, (3) working with a robot designed with empa-
thetic intelligence, and (4) how to find human’s value and get prepared to avoid being
replaced by robots. For data analysis, the interview was recorded and videotaped under
the consent of all interviewees.

3.3 Data Analysis

Verbatim transcription and analysis were conducted in the process of data analysis. In
the first phase, a team of master students was in charge of transcribing the verbal audio
into transcripts. Then, cross-checks were conducted for ensuring the accuracy of each
transcript in presenting interviewees’ points of view. The analysis phase was conducted
by an analysis team, which consisted of two master level graduate students and two
researchers. The analysis team used ATLAS.ti version 8 software and followed Corbin
andStrauss’s [24] open coding and axial codingmethods to code the verbatim transcripts.
The analysis team read through the full transcription and highlighted important sentences
as units of meaning repeatedly and carefully until no new code was found. Afterwards,
the analysis team explored, linked, and summarized the codes generated in the previous
step to form themes. Table 1 showed the example of the coding process.
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Table 1. Demonstration of data analysis in the present study

Semantic unit Coding label Theme

A5: AI takes over the human job slowly
and increase the technological
unemployment

Take over job;
Unemployment

Impact of AI

A2: So, basically, would those robots
eventually substitute human in the
workplace? To this case, we think it’s a
NO. But the challenges are real because
AI will change the structure, modify the
process, adjust the operation with good
number of things in the workplace which
we had already mentioned before

Won’t entirely replace human’s job;
Change of workflow;
Change of working mode

4 Findings

4.1 Positive Versus Negative Attitude Toward AI

In discussing the societal impact of AI, optimists and pessimists are always found in the
literature [12]. The optimists think that the rise of AI and other technology improves the
quality of our life and work. On the other hand, pessimists think that AI takes over jobs
and increases unemployment.

Participants in the present study in general represented the school of optimists and
believed that AI in turn will provide humans a better quality of life and enhance work
performance. Participant A4 had taken the aging society as the example and claimed
that AI is important for providing services for the elders, he said:

Someone will have to look after the old folks. AI is crucial and an important role;
it is maintaining and providing the services to all the population.

Another participant (A2) from the journalism field indicated that using AI and new
technology will gain a better performance on the job, he said:

AI can check customers by chat-bot, analyze client data, especially journalizing a
media where we are highly involved. AI can compose different news, like weather
forecasts or sport events and many breaking news, and sharing, holding and clas-
sifying information for target audience. In addition, AI can be made to mediate
platforms, such as network analyze on what news which certainly pick reader’s
current interests. As a result, top of news office can increase the news output with
the demanded volume for the least cost. It saves time for the reporter and the news
partition at the top to do the different news writing, content creating, so they can
focus on more complex issues.

Against the optimistic perspective, one of the participants (A5) indicated himself as
a pessimist toward AI. He said:
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I might be the pessimist. AI takes over the human job slowly and increase the
technological unemployment. Many Koreans have some panic about the job needs
in future, however…including my position,…

Participants A5 further explained that the labor market in the future might become
very tricky since the intelligent machine will gradually take over the job and humans are
getting panic about losing their job as a consequence. Other issues of concern toward
the use of AI are ethics, trust in AI devices, and inequality in using AI.

4.2 Most Industries Will Benefit from AI

Participants agreed thatmost industrieswill benefit byAI, especially the industrieswhich
are currently facing labor shortage or high labor cost issue, for instances services, senior
healthcare, and journalism. Participant A3 indicated that AI does bring benefits to senior
healthcare industry in taking care of the elders. She said:

I think healthcare is another industry which would be hugely impacted by AI. I’m
thinking of, in the US, they have shortage of nurses and a shortage of the people
who want to work with the seniors. We actually in our school have a senior living
concentration, but they have been trying to build it for many years, still cannot get
many young students. So generation X and Y are really not interested in working
with senior living. So AI can really help in that sense.

Another benefit of the implementation of AI discussed by participant A2 and A4 is
that AI will affect and change the workflow, operation, and job structure. Specifically,
the repetitive tasks or tasks that don’t require high skill and human interaction can be
taken over by AI, so that labor is released. Participant A2 illustrated:

For example, we have the Washington Post, we have the Mount Board, we have
the capability to work, as many as fourteen news editors at one time just to check
the comments of an article. So basically AI is quite beneficial for the repetitive
tasks. Which tasks of the business or the industry or workers are threatened by
AI or similar technology? I think also of those that are beneficial but due to the
employment, AI can replace the human resources in those tasks, so the workers
who are responsible for this aspects is the most vulnerable to this.

4.3 Willingness to Work with Empathetic Intelligence Robots

According to Huang & Rust’s (2018) view of AI development, machines or robots
equipped with the ability to carry out consistent and rule-based tasks, or to perform
contextual interactive tasks have already existed. Thenextwill bemachines or robotswith
emotional reading and reacting ability. However, a debate was found in this hypothesized
proposal.

ParticipantA3doubted that someday technologywould be advanced enough to detect
emotions. She felt distressed if a human lost their connection or interaction with society
and can only share the emotion with a robot, she said:



424 C.-C. R. Yeh et al.

I actually wonder if the technology can one day be that advanced, you can detect
the difference of all different emotions that human can experience. And also, it’s
really sad, when you like say you have to go to the, u know, a robot, to share with
the robot…your emotions.

Opposite to A3, participant A1 believed that it is possible to get an emotion-readable
and reactive robot. Participant A5 agreed with participant A1’s opinions and suggested
that AI is useful when taking it as a companion for the elders who are lonely and living
independently, he said “they have sometimes talked to the AI to be free from loneliness by
using, by communicating with AI”. However, participant A1 also highlighted the right of
a human to choose the way to receive empathy and that different types of relationships
will express such. He took the communication between him and his father as an example,
and said:

I promised my dad that I will send him a postcard by the end of the week. I
also speak to him on skype once a week and I email. But, what is it about this
form of communication that has more meaning to him than my email and my
skype-call? I think it has something to do with empathetic intelligence, and I think
whatever our version of a postcard to our father, we will choose this for certain
types of communication over communicating with a robot, regardless of its level
of hypothetical empathetic intelligence.

4.4 Human’s Value in the Future Workplace

There is a difference between humans and robots, which was emphasized during the
discussion. The development of AI is growing rapidly, nonetheless it is programmed by
codes as humans want it to be and can be terminated by humans anytime. Therefore,
participant A4 considered humans as a final decision maker since humans are able to
judge and choose the right thing, he said “You can always put stops. They are computer
programs. I think one thing we forget about AI is that they are computer programs”.
Participant A1 sided with A4, he believed that humans do have the choice of selecting
how robots should behave in our life.

As participant A4 denoted, since “We will be dealing with them, living with them”,
coexisting with AI is an undeniable trend in the future. Therefore, preparation for getting
along with AI is necessary, no matter in skills or abilities. Participant A2 suggested that
“human should prepare themselves with interdisciplinary knowledge; computational
skills and algorithmization are the most vital, others like the human understanding and
study the mechanical too”.

5 Conclusions and Discussion

This study aims to explore the impact of AI on the workforce at different levels of AI
capability. Adopting a qualitative approach, a focus group discussion was conducted
with six scholars who have AI research experience in different social disciplines and in
various global regions. The findings reveal that scholars: (1) are optimistic toward AI in
general, (2) believe that most industries will benefit from AI, (3) are divided in attitude
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toward robots with empathetic intelligence, (4) argue that humans need to get prepared
for the future workplace.

Most participants in the present study held a generally optimistic attitude toward AI
and a high willingness in working with AI, especially in the belief that AI can further
enhance the quality of life and work efficiency. Although the scholars in the focus group
came from different fields, such as tourism, media, and organization management, most
of them agreed that AI has two effects, first to release humans from repetitive tasks and
second to fill a labor shortage in service fields or to substitute for low-skilled tasks in
these fields. However, they also raised the issues related to human-machine substitution,
ethics, trust in AI devices, and inequality in using AI. The trust in AI and the ethics
in using AI were the most prominent issues when facing the hypothetical scenario of
working with empathetic intelligence robots someday. Inequality on using AI was also
mentioned in the aspect of a re-distribution of power, since it is expected that those who
ownmore AI capability (individuals, corporations, countries, etc.) will gain more access
to power.

The findings in the present study reveal two different attitudes toward empathetic AI,
the optimists and the pessimists. An interesting regional divide was observed between
the two views, in that the optimists in the focus group discussion came mostly from
the western background, while the pessimists from East Asian. Hofstede’s [25] cultural
dimensions may help explain this difference in the participants, specifically long-term
versus short-term orientation. According to Hofstede, short-term orientation is focused
on the present time, personal steadiness and stability, and providing services to others.
On the other hand, the characteristic of long-term orientation concentrates on the future,
changeable environment, and individual’s adaption. The typical representatives of the
long-term and the short-term orientations are respectively the East Asian countries and
the western countries such as the U.S. In the present study, the scholars who stood on the
optimistic side of working with an empathetic robot were from a western background,
who might have higher level of trust in new and advanced technologies because they
provided instant return in the short run by delivering a better service or improving human
quality of life. On the opposite side, the scholars from East Asian countries appeared
to be more skeptical and more reserved on the benefit of working with an empathetic
intelligent robot. They would prefer to wait and see how things evolve before taking a
stand.

6 Implications and Future Research Suggestions

The present study revealed that not everyone satisfies with the current technological
advancement and its outcomes. AI development and applications are still in their infancy,
and as such some uncertainty and anxiety were expressed in the focus group discussion.
These concerns when left unchecked may impede the development of AI and tarnish its
potential to benefit the society. To alleviate these uncertainty and anxiety, the government
and educational institutes must work together to create an environment where AI can
fulfill its promise to improve the quality of life of human beings while minimizing the
potential harm to the society.

To successfully promote and incorporate AI in the society to minimize potential
negative impacts, the government is an important catalyst. The government needs to
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take a leading role in the development of AI as a national plan, provide guidelines in
its development, and facilitate multilateral cooperation, such as those between the gov-
ernment and the industries or between education institutes and the industries. Providing
financial support and taking stocks of the country’s resources are methods for building
an innovative and open environment for the AI developers, managers, and users.

As reported by Smith in 2019 [26], and echoed by scholars in our study, the demand
will increase dramatically in the next ten years for a workforce that is technology-
savvy and can work comfortably alongside AI. The government, business organizations,
and education institutes should start making and implementing talent training plans to
produce more AI talents.

At the same time, the academic community can exert research effort on investigat-
ing the influence of present technological advancement on humans in order to provide
empirical evidence for the public policy makers for better decision making in regulating
AI development. Furthermore, the government, business organizations, and education
institutes can also adjust the talent training plans in accordance with the research results.

More research is needed for the purpose of fully understanding the impact of AI
on human workforce. One important research agenda is the future talent demand. An
exploration on the changes of a job and its workflow is important for knowing what
the must-get new competencies are in the AI era. Moreover, job analysis research on a
regional basis will help track new occupational titles being created due to technological
application and adoption rate in the region. Lastly, empirical evidence that leads to better
explanation of regional or cultural difference in AI adoption attitude and behavior will
help contribute a more holistic view in the line of technology acceptance research.

7 Limitations

The present study aims to explore the current opinion of social scholars on the new
technologies, from their experience in doing AI research. Though the focus group dis-
cussion generated substantial in-depth understanding of various issues through dialogue
and debates, these views are mostly personal experiences of a small group of scholars
and by nomeans can be generalized to all social research community. Another limitation
of the study is the fact that our participants are all social scholars who do not have a
technical background and therefore may not have a full understanding of the current
capability of AI.
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Abstract. Currently, data quality is in the spotlight of research and
organizations. It derives from new technological developments, such as
the Internet of Things (IoT), which provides unprecedented amounts of
data and enables new ways of creating knowledge. The interim value is
hidden in the flood of data and has already received many industries
such as construction, manufacturing, and healthcare. These organiza-
tions adopt data applications to extract critical information to under-
standits purpose better, leading to a competitive advantage. In parallel
to gain these positive effects based on struggling around with the data,
the quality of data and the decisions are neglected very often. Decisions
must be made quickly in response to changing requirements. Thereby,
agile methods and approaches can be successfully and profitably applied.
The decisive factor for success is the holistic view of architecture, organi-
zation, technology, and adapted process models. Due to the given ideas,
research on data quality combined with agile companies is still in its
infancy. This paper presents categories for data quality in combination
agility based on literature and expert interviews to close this gap and
establish a foundation for future research.

Keywords: Data quality · Agile methods · Data quality audit

1 Introduction

The main challenges companies face today are the pressures of globalized and
digitized markets, in combination with the need to adapt continuously [30]. Since
the beginning of the 21st century, the world has experienced several signifi-
cant changes in information technology, such as the Internet of Things, cloud
computing, or social networks [22]. While rapidly increasing processing power,
communication speed, and ubiquitous device connections, these technological
innovations are new vital factors for competitive advantage [21]. As such, they
all produce and process enormous amounts of data. This phenomenon is called
“Datafication” and describes the ability to transform aspects of daily life into
c© Springer Nature Switzerland AG 2021
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data to maximize utilization [10]. Data quality challenges include diverse data
sources producing heterogeneous data types, a massive volume of data leading
to difficulties in assessing data quality in a reasonable time, very short timeliness
of data, and a lack of standards for data quality [22]. Data quality is not just
a one-dimensional concept. It instead can be described as the superset of all
data quality dimensions [7,99,103]. Data quality consists of (i) inherent quality
attributes that relate directly to the data (accuracy, timeliness, consistency or
completeness), and (ii) surrounding quality attributes for the design that are
intended to meet the user needs (e.g., accessibility) [85]. Thus, a holistic frame-
work is required, comprising data and corresponding technological innovations,
focusing on data storage, provision, formats, processing, and analytics [21]. As
data becomes less structured, data quality techniques are becoming increasingly
complex [15] and new data storage solutions have to be developed. As such, the
data warehouse provides a complex structure, for which data must be cleaned
before storage [18,41]. However, the advantage is that the IT department has
full control over all data, and only qualified data is in the repository. A data lake
offers more flexibility and no restrictions on data storage [67,71].1 Since the data
is not prepared until it is read out, it is available more quickly [49]. However,
one difficulty is to keep track of the analyses and ensure that users handle the
data with care. In practice, therefore, a combination of both approaches is being
applied more often. These three architecture parts are critical components for
the data infrastructure and main challenges combined with long-term data qual-
ity. In addition to the ideal technology setup, companies need agile structures
that adapt to change, innovations, and customer requirements and that effec-
tively acquire and implement knowledge [80]. The concept of agile incorporates
recurring cycles, allowing for iterative development [29]. Further, cross organi-
zational teams organize themselves while including frequent customer feedback
[102]. Agile methods are characterized by flexibility [64], speed [101], compe-
tence [64,82], leanness [60,73,75], resuability [63,66], scalability [83] and respon-
siveness [20]. The necessity to introduce agile concepts in companies can also
be justified by the VUCA model [65]. VUCA stands for central aspects of the
changes, such as volatility, uncertainty, complexity, and ambiguity. In any case,
recent exogenous developments seem to provide sufficient reason to take a more
systematic reactive or proactive approach to change. The circular construction
of agile processes thereby might allow to inspect data quality regularly. Building
on previous research findings on data quality and agility, the main objective is
to investigate the relationship between the two topics of interest. Therefore, the
research question is formulated as Which influencing categories enable a combi-
nation of long-term data quality and agility? After describing the methodological
approach in Sect. 2 the results are presented and discussed (Sect. 3). Lastly, the
research question will be answered within a summary given in Sect. 4. In Sect. 5
the limitations of this work are given.

1 Brunet, P. (2018). Data Lakes: Just a swamp without data governance and catalog.
Retrieved 08 January 2021 from: https://www.infoworld.com/article/3290433/data-
lakes-just-a-swamp-without-data-governance-and-catalog.html.

https://www.infoworld.com/article/3290433/data-lakes-just-a-swamp-without-data-governance-and-catalog.html
https://www.infoworld.com/article/3290433/data-lakes-just-a-swamp-without-data-governance-and-catalog.html
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2 Methodology

This chapter presents the methodological approach used to conduct this research
study. First, the literature analysis is shown, followed by the detailed guidelines
of the interviews.

2.1 Literature Review

The search strategy for collecting relevant studies includes using standard elec-
tronic databases, which were suggested for conducting a systematic literature
review [53]. The data used in this work was collected from different electronic
databases, being Web of Science, IEEE Xplore Digital Library, ACM Digital
Library, Science Direct, and Google Scholar. The search strings are visible in
Table 1. The applied search strategy included capturing keywords by reading
the papers found in an initial search and by using the PICOC (Population-
Intervention Comparison-Outcome) criteria [53]. Second, the notion of backward
and forward search from Webster and Watson (2002) [100] was applied. The cri-
teria to include papers to the review are defined as follows: Academic papers and
business articles focusing on the research question and topic (Standards on Data
Quality and Agility), written in English and published after 2014. The instruc-
tions of Guyatt, Rennie, Meade, and Cook (2002) [46] were followed to evaluate
the quality of the selected primary studies. Carefully applying the screening and
excluding unrelated research from full-text reading, a total number of 85 sources
were taken into consideration.

Table 1. Population and Intervention for search string

Population Intervention

“Data quality” AND (“data quality requirements” OR “data quality
attributes” OR
“data quality challenges” OR “data quality assurance”
OR
“data quality dimensions” OR “good data quality”)

“Data quality” AND (“data management” OR “agility management” OR
“agile management” OR “metadata management”)

“Data quality” AND (“long-term” OR “short-term” OR “maintenance” OR
“lasting” OR “lifelong” OR “continuing” OR
“extended”)

“Data quality” AND (“agility” OR “agile” OR “agile analytics”)

“Data quality” AND (“dynamic” OR “flexible”)

“Data quality” AND (“data-driven” OR “decision making”) AND (“agile” OR
“agility”)
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2.2 Interviews

As an expansion of the literature review, additional interviews were conducted
to gain more insights into long-term data quality and agility. The guideline for
the semi-structured interviews were divided into four sections: (i) purpose of the
interviews, (ii) providing an understanding of high quality and agile business
processes, (iii) implementation of the questionnaire, and (iv) discussion of the
drivers that describe the different terms. All expert interviews were recorded,
manually transcribed, and encoded, following Mayrings (2004) approach [68].
The three experts were selected from different companies to represent a broader
group of experts. The specialists are top players either in the field of data quality
or agility, since we could not find experts in both fields. Nonetheless, the partici-
pants were carefully selected while ensuring their expertise in one of the research
fields of interest. The average age of the participants is 38 years. The selection
of the different professional roles provides a solid basis for expert interviews:
one start-up CEO, one team leader, and one agility specialist. The two latter
experts work in a medium-sized construction or industrial company. The start-
up company is from Finland, and the other companies are located in Germany.
The participants were either suggested by companies or contacted via LinkedIn.
Participation in the interview was voluntary and lasted 30 min. Two interviews
could be conducted in the office, one via Microsoft teams. The interviews took
place from May to June 2020.

3 Results

In this section, first the results of the literature review are presented. This is
followed by the findings of the interviews. In particular, the main topics of data
quality and agility are addressed, and their particular quality characteristics are
successively explained.

3.1 Literature Findings

The literature was classified according to components or services that are rel-
evant to data quality. Therefrom the categories of Management (26 papers),
Data Source (11 papers), Data Fitness (30 papers), Tools and Technologies
(13 papers), Organizational Agility (2 papers), Organizational Environment
(3 papers), Organizational Analytics (14 papers) and People Aspect (7 papers)
could be identified. Some of the papers even belong into multiple categories as
visible in Table 2.

Management. The categories of data quality management, data governance,
and metadata can all be grouped under the primary term of Management.
Under this term, the focus is on data life cycle management, analysis proce-
dures, integration of information in panels, data transformation into knowledge,
the definition of guidelines, and organizational management structures. These
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Table 2. Reviewed literature

Data quality components Papers

Data quality management [1,2,26,45,61,69,88]a

Data governance [3–5,14,52,61,72,76,79]b

Metadata [10,32,48,55,58,78,86,98]

Data source [1,10,16,22,24,25,35,36,43,86,106]

Data profiling [13,24,28,74,88]

Data pre-processing [36,42,50,86,87,90,91,96]

Data assessment [10,22,27,33,44,48,55,70,77,81,86,88,91,92]

Data assurance [11,34,38,105]

Tools and technology [19,29,38,47,54,56,59,62,67,74,94,95,105]

Organizational agility [47,97]

Organizational environment [8,12,93]

Organizational analytics [6,8,17,23,31,37,39,40,42,54,57,59,81,93]

People aspect [9,23,31,51,84,89]c

a Lebied, M. (2018). Ultimate Guide to Modern Data Quality Management
(DQM) For An Effective Data Quality Control Driven by The Right Metrics.
Retrieved 08 January 2021, from Datapine website: https://www.datapine.
com/blog/data-quality-management-and-metrics/
b Brunet, P. (2018). Data Lakes: Just a swa mp without data governance
and catalog. Retrieved 08 January 2021 from: https://www.infoworld.com/
article/3290433/data-lakes-just-a-swamp-without-data-governance-and-
catalog.html
c Valentine, C., & Merchan, W. (2016). DataOps: An Agile Methodology
for Data-Driven Organizations Data Science and Machine Learning in the
Enterprise. Retrieved 08. January 2021 from Oracle, Datasience.com website:
https://www.oracle.com/cn/a/ocom/docs/oracleds-data-ops-map-r.pdf

challenges relate to the need to define an enterprise data strategy and config-
ure the ideal model for the administration and management of enterprise data
to facilitate the value-added processes [69]. Data quality is not solely related
to data but also to how information is used, influenced, and supported by
data management. Thereto, different frameworks exist [45,88]. In this context,
Cichy, and Rass (2019) [26] provide decision support among different methods
to identify the most appropriate framework for the company. Lillie and Eybers
(2019) [61] review in their paper the importance of data management in the
context of agility. They found that incremental development requires the initi-
ation of measures at an early stage to steer projects in the desired direction.
Besides, data governance and agility can be described as symbiotic twins. Skill
relies on proactively maintaining its operational integrity to redirect resources
into proactive decision-making rather than responding to external and inter-
nal threats. That’s why governance enables agility - especially when it comes
to data. Finding the right balance between agility and governance can be dif-
ficult, but maintaining that balance equals increased revenue from your data

https://www.datapine.com/blog/data-quality-management-and-metrics/
https://www.datapine.com/blog/data-quality-management-and-metrics/
https://www.infoworld.com/article/3290433/data-lakes-just-a-swamp-without-data-governance-and-catalog.html
https://www.infoworld.com/article/3290433/data-lakes-just-a-swamp-without-data-governance-and-catalog.html
https://www.infoworld.com/article/3290433/data-lakes-just-a-swamp-without-data-governance-and-catalog.html
https://www.oracle.com/cn/a/ocom/docs/oracleds-data-ops-map-r.pdf
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insights. Further, the supply of metadata provides additional information about
data and thus supports the understandability of data structure, quality, and
origin [10,78,98]. Metadata management should be present in every project, so
increase the understandability and interoperability of data to lead to declining
costs and time [48,55,58]. Besides, the concept must be worked out early in
the project to be carried out promptly during the activities. After all, outdated
metadata harbors the great danger of drawing the wrong conclusions.

Data Source. The challenges posed by the diversity of data are mainly storage
problems, leading to outgrown standards [24,43,86,106]. In the current discus-
sion about building efficient architectures that can cope with the heterogeneity
of structures, data, agility requirements, and cost reduction for development are
increasingly relevant. The needs of the entire company must already be taken
into consideration when collecting and originating data to ensure data quality
and to be able to define appropriate measures from a holistic perspective.

Data Fitness. The categories of data profiling, data pre-processing, data assess-
ment, and data assurance can be grouped under data fitness.

Data profiling includes the processes, tools, and skilled resources required
to identify characteristics and understand the meaning and structure of critical
data, conduct root-causes, and impact analyses [28]. This leads to the benefits of
understanding whether the data is fit for purpose, reduced cycle times for criti-
cal projects, and the possibility to compare the data with user expectations [28].
Certain data pre-processing and improvement techniques are required to avoid
costly consequences from low data quality. Frequent pre-processing activities
according to Taleb, Dssouli, and Serhani (2015) [90] are: Data integration, outlier
detection, interpolation, data enhancements or enrichment, data transformation,
data reduction, data discretization, data de-duplication, and data cleaning. The
pre-processing of data is crucial for data quality. It can be seen as the activ-
ity of making data “fit for purpose”. Additionally data assessment is a set of
methods, analyses, and data quality rules applied to measure the quality of crit-
ical data. In the context of agility, this means ensuring scalable data storage
and processing performance, e.g., for real-time data quality assessment, and the
ability to store heterogeneous data structures. Data quality assurance ensures
the quality of the data in the context of quality characteristics [38]. Artač et al.
(2016) [11] combine model-based quality assurance and agility by introducing
DICER, a model-driven framework for continuous deployment based on Model-
Driven Engineering (MDE) and DevOps. Model-driven approaches can lead to
ultimate flexibility, system quality, and maintainability in the long run by making
changes to software components (i.e., extensions) more accessible and less expen-
sive. Furthermore, some authors, such as Yu and Zhang (2017) [104] already
define model-driven approaches as crucial prerequisites for quality assurance of
data applications.
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Tools and Technologies. Scalability can be described as a critical require-
ment [54,59,74]. Scalability should ensure a flexible expansion or deduction of
data storage and processing performance, e.g., for real-time data quality assess-
ment and the ability to store heterogeneous data structures [62,67]. Model-driven
approaches and cloud solutions are the technologies of choice based on their flex-
ibility and cost-efficiency [38,105].

Organizational Agility. Agility, sometimes flexibility, refers to rapid adapta-
tion to change, which seems crucial in the fast-paced environment of companies
and requirements [47,97]. Organizations need to identify and react to transac-
tions in real-time. They must also reflect deeply on what is being monitored
to identify critical weak signals and nascent patterns (agility implies the abil-
ity to deliver efficient decisions; this efficiency arises from profound reflection
supported and influenced by the analysis of massive amounts of data). As this
feedback loop becomes closer, it drastically improves detection (agility neces-
sitates a quick reaction, relying on analytical insight and a lean operational
structure).

Organizational Environment. The commitment to agility extends far beyond
merely recommending new guidelines and processes; it demands that manage-
ment reconsiders organizational structures, functionalities, and time-intensive
management practices, including planning, budgeting, reward and measurement
systems with a deep focus on the status quo [8]. By looking at agility in the con-
text of dynamic capabilities, one can conclude that agility should only be pursued
following the requirements of the business environment and corporate strategy.
The type of agility that (entrepreneurial) managers choose should depend on
their strategy and market positioning and their desire to prepare for both nega-
tive and positive developments [93]. Three leading practices, including the anal-
ysis of past data, monitoring current activity, and predicting the future, should
be given high priority [12].

Organizational Analytics. Comprehensive data analysis based business pro-
cess management systems can promote ambidextrous organizations’ agility by
enabling the monitoring of consumer behavior patterns and internal processes
while providing evidence of the flow of information to the actors involved in
process management. Therefore, they could increase the speed of the decision-
making process, which is consistent with the quest for ambidextrous organiza-
tions [8]. Agile skills, combined with leadership capabilities, provide improved
control and management of the impact of environmental and moderation facili-
ties [61].

People Aspect. Agility is a cultural characteristic of employees through-
out the organization. An agile culture improves employees’ abilities and skills
to manage decision-making resting on technology and analysis. According to
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ISO/IEC 27002:2017, roles must be defined and documented to protect informa-
tion resources from unauthorized access, modification, or destruction [89]. Both
roles and responsibilities should be considered in the application design to define
the proper access controls and audits. Further, the cooperation between teams,
team members, and customers are decisive for a successful performance. Also,
the collaboration with the client is another factor to be considered. Using agile
methods, the employees have regular touchpoints with the customer through the
scheduled reviews.

3.2 Results of the Interviews

In this section, the results are presented in chronological congruence to the the-
oretical background.

Business Value. Agility’s value contribution is seen in the generation and
maintenance of competitive advantages: to react to changes faster than the
competition and generate new changes from within the company. Thus, agility
becomes very important. Further, it is mentioned that data quality is an essen-
tial driver for correct decision-making, reinforced by agility. A change towards
agility usually involves both hard and soft factors and often requires extensive
cultural adjustments. It, therefore, represents a demanding, comprehensive, and
long-term project for the company. Therefore, utilizing successfully integrated
agility, change processes can be continuously initiated and integrated into every-
day life.

Business Needs. The respondents noted that many companies have difficul-
ties in collecting decision-specific data and data collection. Organizations need
to establish data courier processes related to the active management of data
throughout its life cycle to ensure that it meets data quality requirements for
practical use. This step is often neglected because users of data applications,
e.g., executives, misinterpret them as static. The user carries out the evaluation
of the data and information regarding their individual quality at the moment
of use and the moment to understand the problem to be solved, which allows
deciding which data will be used to tackle the problem. Thus, the origin and use
of the data plays a decisive role for him. However, all experts agreed that several
factors play together to increase quality and agility.

Process and Technology. The interviewees freely named a wide variety of
actions, with which the goal of increasing data quality and agility in their com-
pany is being addressed. Exemplary actions are: “Elimination of parallelism,
redundancy, harmonization, and centralization”, “flat hierarchies”, “lean and
lean management”, “standardization, and “silos”. In contrast to what many
expect, standardization is a crucial criterion and a critical prerequisite and com-
ponent for accelerating agility and data quality. Standardization enables fast and
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structured actions that are also flexibly scalable at any time. Simultaneously, the
interviews also show that agility in companies cannot be controlled to a sufficient
degree. When asked about the extent to which agility is already being measured
in companies, almost all participants stated that they do not use any metrics to
measure agility.

People. Accountability is required for data that is accessible and used by many
people, which requires roles and responsibilities that should be embedded in
the application. Data Accountability is essential to define access control and
authorization of data or to perform granular checks. “Data quality is not a
one-man show - data quality concerns the whole organization” as stated by
an expert. An expert has a dedicated team that regularly incorporates data
quality change measures. Currently, the technology used is only as efficient as
the people. Therefore, there are multiple data quality management roles that
need to be staffed. Data quality is not just about tools and technology; it has
an enormous need for people, knowledge workers who understand their business,
data, and aligning data with the company. Furthermore, everyone agrees that
flat hierarchies and diversity increase agility.

4 Summary

Concerning the research question, the authors could identify that many factors
influence the application of agility while maintaining long-term data quality.
The decisive factor for success is the holistic view of architecture, organization,
technology, and adapted process models. These results indicate that long-term
data quality from the point of view of agility holds an enormous value potential
for managers of industrial companies and provides opportunities for better and
faster responses to change and decisions.

5 Limitations and Potential Future Work

The most significant limitation of this work is the evaluation part. The required
information is compiled from various web articles and papers. However, we could
not find any publications in the literature within the domain of agility and data
quality in combination. Unfortunately, the various methods presented cannot
be further validated in the context of this paper and should be tested based
on a use case or a study. Also, the extent to which organizations need to adopt
agile methods cannot be addressed in this framework. Besides, other researchers’
further classifications could lead to a better understanding of the completeness
and value of this paper. An increase in the reviewed literature, including other
standards, using different search methods to identify studies, or a greater focus
on real-world applications in defining such a classification might provide future
directions for new research.
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Abstract. The rise of artificial intelligence (AI) and related new technologies
have received a lot of attention from the public. In Taiwan, the government and
enterprises are also making efforts to develop these technologies. Against this
backdrop, and with the massive unemployment that resulted from automation in
the third industrial revolution, human workers are anxious about their jobs being
replaced by smart robots. On the contrary, many scholars hold a positive view and
suggest that technologies augment and enhance human capabilities. Therefore,
in order to better understand the present situation in Taiwan, this research was
designed to explore the relationship of AI and jobs by adopting a qualitative app-
roach for data collection. Two sessions of focus group discussion were conducted
with eight practitioners from different industries, in addition to three in-depth
interviews with executive-level managers. All participants have rich knowledge
and experience in AI development or implementation. The discussions mainly
focused on: (1) examples of the impact of AI and related new technologies on the
labor market, (2) the competency of future talents, and (3) suggestions for poli-
cymakers. The discussions were recorded with the consent of the participants and
transcribed into textual data for further analysis. The research adopted ATLAS.ti
version 8 for data analysis. The findings revealed: (1) most practitioners consider
AI as a tool; (2) task replacement does happen but workers gain more benefits; (3)
new jobs are created as technologies are being developed and utilized. Most par-
ticipants hold an affirmative attitude toward AI and new technologies. Suggestions
for the government and organizations have also been discussed.

Keywords: Artificial intelligence · Labor market · Qualitative study

1 Introduction

The term artificial intelligence (AI) was coined by John McCarthy in 1956 and defined
as the technology that realizes human intelligence in an artificial way [1]. The goal is to
make computers capable of reasoning, learning, perceiving, and manipulating objects
with human-like abilities to learn and solve complex problems, process extreme amounts
of data, and more.
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With the progress of technology, the application and effects of AI and automation
are becoming more and more widespread, which will have a great impact on the whole
society and economy, enterprises, and even individuals. In the face of this unstoppable
trend, many workers feel anxious, especially under the rendering of various workforce
reports and news, worrying that their jobs will be replaced by AI one day. This issue
has also triggered extensive international discussions and initiated a wave of research
on related issues. Among the many risks and social impacts that AI will cause, one
issue that has received a great deal of attention is the impact of AI on the job market.
That is, whether the large-scale adoption of AI technology in each industry will lead
to the replacement of human labor by machines causing unemployment, thus radically
changing the structure of the future labor market.

The paper reports the results of a study which was conducted with two purposes.
First, it attempted to explore the current threats and opportunities of AI in the labor
market in Taiwan from practitioners’ perspective. The exploration meant to uncover
important trends to increase governments and corporates’ understanding and awareness
of AI development in order to facilitate better strategic planning and policy making.
Second, it aimed at uncovering the competencies required for future AI talents. Since
it is difficult to avoid technology advancement in the future of work, humans need to
observe and adapt to the changes in the workplace generated by AI. Therefore, it is
important to know the competencies required to respond to those changes.

2 Literature Review

2.1 The Development of AI in Taiwan

To respond to the advent of the era of intelligence, countries worldwide have been
investing in AI research. In 2017, the Taiwan government announced the DIGI + Plan
for promoting the development of AI on the ground [2]. According to Executive Yuan of
Taiwan, this plan is focused on talent incubation, cooperation between government and
industry, connection with the international-bound companies, regulations making, and
intelligence digitalization for facilitating the development of AI on the ground [3]. They
expected to invest 16 billion dollars in semiconductor, information and communications
technology, internet of things (IoT) systems and security, and unmanned equipment in
the next five years [4]. On the other hand, since only a few AI talents are available in
the Taiwan market, the most urgent need for Taiwan to keep up with the AI trend is
to establish a good environment for cultivating talents and integrate related resource
platforms. Hence, Taiwan AI Academy has been established and aims to quickly train
a large number of talents who can help Taiwan’s industries solve the various problems
they face in the process of going smart [5]. It gathers professionals who are already
specialized in a certain field, and through short-term training, they learn to use AI to
solve problems in their own field in order to speedily solve the AI talent shortage in
Taiwan’s industry as well as bring new momentum to the industry upgrade.

Flow, an AI data service company in Taiwan, has observed that the demand for AI
data processing is still dominated by smart traffic and security surveillance, especially
self-driving car and vehicle identification and pedestrian flowmonitoring [6]. For exam-
ple, in 2019, the number of customers with cross-border tracking data processing needs
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has increased, they were required not only to identify the target object but also to be
able to deduce the movement path of the target object. Moreover, ITRI in 2020 predicted
that the main growth of global AI applications in 2020 would come from four major
areas, including manufacturing, medical, financial, and retails industry and it proposed
that manufacturing and medical industries will be important areas for Taiwan to develop
AI applications because Taiwan has the greatest amount of data in manufacturing and
medical care industries [7]. In the case of equipment maintenance in the manufactur-
ing industry, generally, the manufacturing industry uses regular maintenance, while the
“machine failure prediagnosis” developed by ITRI uses AI technology to analyze past
machine failure records and predict when equipment needs to be repaired early, thereby
reducing the risk and cost of sudden machine failure.

2.2 Research on AI and Labor

The discussion on AI and the labor market has been widely explored in the literature
[8–11]. The works of Hislop et. al [10] and Yeh et. al [11] reviewed articles about the
influence of new technology and AI on society and labor. By reviewing 184 studies,
Hislop and his colleagues argued that AI and new technologies will influence knowl-
edge, service, and also professional labor; however, it will take the role of assisting and
complementing rather than replacing labor. They also mentioned that the skills gap will
be a pressing issue in this emerging era, as the demand for a technically skilled work-
force will increase dramatically, but lack of talents to fulfill the shortage. Therefore, it is
necessary for both governmental institutions and educational institutions to be prepared
for the early development of policies or related talent training strategies.

Yeh et. al examined 39 articles between 2016 and 2019 and found three schools of
scholars’ perspectives toward the impact of AI on the labor force, which were optimistic,
pessimistic, and neutral. Scholars on the optimistic side welcome the development and
implementation of AI techniques, and they believe that AI will create new jobs and aug-
ment labor. On the opposite, the pessimists claimed that AI would lead to unemployment
and control over human users. However, neutral scholars believed that AI technology
is still evolving and it is too early to draw conclusions. These two papers summarized
how AI and new technologies are going to affect the workforce with the existing literary
evidence from around the world.

2.3 Taiwan’s Labor Market

Taiwan, as a semiconductor foundry and a major producer of information and commu-
nication products, has been containing and breeding a pool of technology talents. In
a 2018 speech by Joe Chen, a Deputy General Manager in Taiwan’s largest job bank,
he indicated that Taiwan’s industries were transforming from information technology
to data technology [12]. He further suggested that jobs related to the digital economy
would grow by 120% in the next five years. The Yes 123 report in 2018 also revealed
that 31.3% of companies had plans for robotic automation or AI systems for their future
operations [13]. Besides, the survey also asked respondents about the perspective of AI
replacing jobs and got as many as 81.4% of workers worried that their jobs would be
replaced by robots or AI. Among them, the top five that were thought to be most likely
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replaced jobs were ticket salespersons, production line operators, mass merchandisers
or supermarket staff, customer service workers, and restaurant servers. Recently, the 104
Career Whitepaper reported that the number of full-time jobs in Taiwan’s labor market
grew steadily from 395,636 to 517,764 from 2015 to 2020, and showed that talent in
technology-related fields has become more popular [14]. According to the investigation,
six AI-related occupations were on the list of the top 10 hottest jobs. At the same time,
the report also noted that as technology creates new jobs, it will weaken the demand for
certain jobs and affect white-collar workers in addition to traditional blue-collar jobs.
Similarly, Microsoft reported that AI could take over at least 80 journalists in June of
2020 [15–17].

From the above evidence, it is apparent that the new technology not only has an
affirmative status in the labor market but also a couple of concerns. In this regard, this
study aims to understand the impact of AI on the labor market in Taiwan, through con-
versations with practitioners to empirically explore the current state of AI development
and its influence on Taiwan’s labor market.

3 Methodology

In the purpose of understanding AI’s impact on the labor market in Taiwan, the present
research took a qualitative research approach for data collection, using the methods of
focus group interview and semi-structured in-depth interview.

3.1 Participants

This research sought data from experienced participants in various positions and indus-
tries. A total of 11 interviewees participated in the present research. Two sessions of
focus groups were conducted with 8 interviewees, including 5 industrial practitioners in
AI application and 3 scholars in the fields of Computer Science, Information Manage-
ment, and Social Science. Additionally, three in-depth interviews were also held with 3
executive-level practitioners, who are respectively from the human resource department
in a Taiwan job bank, a robot team in a renowned computer brand, and an AI academy.

3.2 Data Collection Process

Two focus groups and three in-depth interviews were conducted, each lasted 120 min.
These interviews were moderated by researchers with rich qualitative research experi-
ence. A discussion outline was developed by the research team and provided to partic-
ipants before the interviews. During the interviews, the participants were asked to (1)
introduce their experience of AI or technology-relevant projects, (2) share the example
of changes in the labor market due to AI or new technology application, (3) define the
competency of future talents, and (4) provide suggestions to policy makers. To facili-
tate data analysis, the interviews were audio-recorded and videotaped with participants’
consent. The research team ended data collection after data had begun to converge and
no new perspective could be found.
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3.3 Data Analysis

Two phases of data analysis were executed, which were verbatim transcription and
analysis. Two graduate students were assigned to transcribe the audio into verbatim, then
cross-checked the accuracy to confirm that every sentence presented the interviewees’
exact opinion. In the second phase, the analysis team, formed by two researchers and two
graduate students, was in charge of the coding and further analysis. By following Corbin
and Strauss’ open coding and axial coding methods, the analysis team read through the
verbatim transcript carefully and picked out those important sentences as semantic units
[18]. This step was done repeatedly until no new semantic units were created. Then,
the analysis team developed several main themes of the present research by exploring,
linking, and gathering up the semantic units. The coding process was performed by two
graduate students separately. Afterwards, the results were compared and differences in
coding were resolved though discussions among the members of the analysis team.

4 Findings

4.1 Views on AI and the Workforce

This present research aimed at exploring the impact of AI on the workforce at the current
stage of development. Most of the interviewees had a positive attitude toward AI, as they
believed that AI is a tool to extend human capability and a solution for solving the current
labor shortage issue.

AI as a Tool to Aid HumanWorkers. During the discussion, most of the interviewees
stood on the side of the users and advocated AI as merely a tool when asked to identify
the linkage of AI and jobs (Interviewees P3, P5, and A3). Specifically, interviewee P3
said:

In my opinion, AI is a tool. What it creates is that you could have more opportunities
or concrete information to know your customers.

Interviewee P3 and P4 believed that new technologies are decreasing cost and maxi-
mizing production. P4 and A9 agreed to this view. A9 reported the case of an aerospace
company which is currently using AI for controlling the time in producing aerospace
components with hot-pressing furnaces. In this case, AI is used to alert the operator
when there is any abnormity, hence it not only helps control the production time and
cost but also avoid the risk of production failures.

AI as a Solution to Labor Shortage. Labor shortage has been a main issue in Taiwan’s
highly competitive manufacturing business since the production lines used to require
a large quantity of manual workers to maintain capacity. Therefore, robotic arms have
long been introduced to the industry to partially solve this issue. Interviewee P4 claimed
that robotic arms are actually doing the jobs that manual workers are dissatisfied with.
Furthermore, these machines do not have the physical limitation and are able to work
24 h a day without the need to take a break. Interviewee P2 take chat-bot as an example,
she said:
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Its learning ability is better than a service center staff, and then its response
quality... It’s never wrong; it can operate 24 hours a day, doesn’t need a break,
and won’t ask for a raise, doesn’t have emotions...

AI Helps Humans Achieve the Impossible. The difference between previous technol-
ogy advancement and AI is that the former mainly improves the speed or efficiency of
what humans do,while the latter helps humans achievewhat used to be impossible. Smart
algorithms such as Google which is available at everyone’s fingertip can now guide the
way, provide answers to most questions, and suggest goods to buy or articles to read, all
customized to the user. Facial recognition techniques together with surveillance cameras
help police officers track criminals and solve cases that used to be unsolvable. Intervie-
wee A7 further explained that this technique is widely implemented in the custom for
recognizing traveler’s information and also able to distinguish twins clearly. He said:

The system that we use to recognize the face at the airport has become very popular
nowadays, but face recognition is actually an impossible task for human since we
can’t really confirm the accuracy of a person and his information by just com-
paring passport and his face. But if we are using a machine, we will get better
accuracy. We find some twins for testing the machine and found that the machines
can apparently distinguish the twins, which means that it again did what we can’t
see with the naked eye.

4.2 The Changes in Current Labor Market Caused by AI

This present research empirically examined the reality of AI in practice and its impact
on current labor market by asking our study participants to share their experience of
AI and related new technologies implemented in the Taiwanese industries. Examples of
AI shared include high-resolution smart cameras which are frequently used for quality
assurance particularly on checking precision instruments (interviewees P4, A9, and
A10), diabetes test (interviewee A9), fast trade in the stock market (interviewee P4),
autonomous driving (interviewees P3 andP5), and chat-bot in the call center (interviewee
P2).

From the above examples, it can be seen that AI technology has already been adopted
in many industries and certainly has caused some degree of changes in the labor market.
Yeh and others identified three different schools of viewpoints in the literature, namely
optimistic, pessimistic and neutral, in regards to the impact of these new technologies
[11]. The following paragraphs reveal opinions of our interviewees and cases in practice.

Replacement Mostly Happened in Certain Tasks Rather than an Entire Job.
According to Yeh et al., the pessimists worry about massive unemployment caused
by machine or technological substitution [11]. However, interviewees P4 and A9 in the
present research argued that generally speaking, AI at its current capability is not able
to take over all human jobs. The AI we have today is “weak AI” which works only as
programmed by humans. Therefore, as long as a job cannot be fully “programmed”, AI
will not be able to replace the human incumbent. Interviewee A9 said:

To me, the issue is that the popularity of AI will definitely mean the replacement
of some human workers, but there is no way for it to fully replace people.
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Other interviewees P6, P7, A9, and A10 also believed that only certain “pro-
grammable” tasks, such as daily routine and repeated job tasks were at higher risk
of being replaced by AI or automation technologies, like the assembly line operators in
the third industrial revolution (Interviewees P1, P5, and P6). Additionally, interviewee
P7 added that jobs involving a high safety-concern working environment would also be
substituted and that this replacement is meant to avoid employees being in danger. She
said:

I would say that it’s labor-intensive and high-risk jobs that are likely to be replaced,
like if you’re afraid of getting blown up and robots can do...... Right! So I would
argue that high labor-intensive and high risk are likely to be replaced by robots.

Laborwill Benefit fromAITechniques. Although it is an undeniable fact that a portion
of jobs are taken over byAI, the workforce also benefits fromAI. Interviewees suggested
that we should consider the positive side of AI since it will enhance efficiency and
productivity of our work allowing humans to do what humans do best (Interviewees P2,
P3, P4, P5, P6, A7, and A9).

One of the interviewees took the tasks of a human resource specialist as an example,
he said:

If you’re an HR, for example, it can help the company get the right people, because
if you have to rely on a recruiter to look for every candidate’s LinkedIn and FB,
and so on, it’s too troublesome. If you use AI technology to do... Then it can help
you with the initial screening, and ensure the quality of the candidates. I think it’s
the tasks that can be done to enhance the value of work.

Chat-bots are also a commonly implemented technology nowadays, especially in
telemarketing in the financial industry. It is able to make around a thousand calls a day,
which can mean that chat-bots can be ten times more productive than human telemar-
keters. However, chat-bots do not completely take over the job of telemarketers, because
they still need to stand by for promoting a product once the chat-bots reach customers
with high willingness to purchase, as described by interviewee P2.

Telemarketing is a very important part of the work in many, such as financial and
insurance industries. At this time, if I ask human workers to call, they feel tired
and frustrated after they get hung up 10 times. Well, the robot doesn’t feel that
way,... And it’s very efficient.... A real person who makes one hundred calls a day
may call it great, but a robot can call a thousand times. If there is one percent in
the thousand calls, that is, 10 customers are interested, its performance today is
definitely higher than the people. So the chat-bot becomes the first host and then
[the customer is relayed to] the real people to do the second contact, which will
improve employees’ sense of achievement.

New Jobs are Created Because of AI. New jobs, tasks, and service demands are being
created at the moment. Examples of newly created jobs described in the discussion
include technical projectmanagers,AI projectmanagers,AI implementation consultants,
AI trainers, AI lecturers, etc. The head of the robotics team in a renowned computer brand
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(Interviewee P7) noted that their company is currently in high demand for AI engineers,
in particular thosewith expertise in developing algorithms. The increasingAI application
in the high-tech manufacturing sector in Taiwan also calls for more AI related talents.
This causes a pressing need to increase the supply of AI workforce. Interviewee A10
said:

Some of the jobs may work through the cooperation of humans and machines.
For example, if there are ten processes in a production line, three of the processes
may be replaced by machines to increase its productivity. At the same time, the
three production lines will need to have an AI engineer on duty to take care of the
production. This job is newly created because it had not existed before.

Expectation on AI Technology Development and Utilization. The practitioners gen-
erally stayed positive and welcomed AI. They expected that AI and new technologies
are able to lend a hand to human labor in the future, such as taking care of disadvantaged
groups, avoiding the occupational fatigue of social workers and assembly line operators,
and creating new and innovative medical and healthcare services. Interviewee P4 further
showed his confidence on AI by saying:

In my opinion, artificial intelligence and human beings should complement each
other and become a better application for the benefit of mankind.

4.3 Soft and Hard Skills of Future Talents

Our participants expressed strongly the idea of human-machine collaboration or human-
machine symbiosis being the trend of the future. To survive as the fittest, people are
advised to put their efforts into both soft skills and hard skills from now on. Soft skills are
related to interpersonal relationships, which is difficult to measure compared with hard
skills. Communication, adaptability, problem-solving, and collaborations with humans
or machines are considered as critical soft skills for the future (Interviewees P2, P3, A7,
A9, P5, and P6).

Hard skills, on the other hand, are skills that are measurable and able to be learned
from the education systems or training. The key hard skills mentioned in the discussion
are domain knowledge of a professional field and programming languages. Interviewee
P6, the deputy general manager of a job bank, observed that talents with interdisciplinary
skills are likely to be in great demand very soon. Interviewees P5 and A9 agreed and
explained that these talents have their own domain expertise and are familiar with the
“language” of their colleagues in different disciplines, allowing them toworkmore effec-
tively with others. As executives, interviewees P3 and A10 indicated that programming
languages such as python, will be key languages in the future, and can be learned through
the internet platform. “Take a look on Git-hub every day, it is beneficial”, said P3. He
further explained that this platform includes numerous models that are well-trained by
engineers all over the world and welcomes those who are interested in accessing and
sharing their knowledge.
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4.4 Suggestions from Practitioners to Policymakers

The Taiwan government has recently been promoting and supporting the development
of AI and talent incubation. In addition to financial support, country-level related AI
development strategies have also been established and announced. However, the prac-
titioners found that some efforts are still lacking, and advocated that the government
or policymakers need to pay attention to them during this period in order to effectively
facilitate the strategies.

One of the interviewees who have rich experiences on labor research, interviewee
A8, noticed that the existing standard occupational classification in Taiwan is too rough
if compared with the U.S version. For this reason, she made further suggestions that
more nuanced job and task analysis is needed, in the purpose of accurately identifying
talent demands for further developing a new or adjusting the current education strategy.
Interviewee P2 pointed out that the job contents of an engineer have changed in the AI
era, so he or she is no longer performing the same job tasks as in the past and a new job
competency may be required at this time. She said:

There are many tools of business intelligence today. Therefore, the processing of
numbers, as well as images, and the recognition of videos, images, and sounds.
These are all AI-related technologies…… Therefore, in this process, we need AI
engineers, but we already don’t have enough traditional engineers. As a result,
what are the competencies of an AI engineer? They need to be familiar with the
new algorithms and new programming languages.

Data is believed as an important input for AI development, especially for training
AI models. In Taiwan, where data is greatly protected, interviewees thus stated that the
government as well as organizations need to see data as a vital asset for the public since
it is a valuable resource today. Interviewee P4 said, “Let’s consider removing the label
of data and get agreement from everyone, so that we can do data integration.” A data
sharing and integration strategy could also be regarded in the future so that government
and enterprises are able to enlighten each other. Table 1 summarizes the perspectives
from the focus group discussions and in-depth interviews.

Table 1. Interview summary

Topic Themes Supporting quotes

AI and workforce AI as a tool - AI creates more opportunities or concrete
information to know your customers (P3)

AI as a solution to labor
shortage

-Chatbot’s learning ability is better than a
service center staff. It’s never wrong; it can
operate 24 h a day and it doesn’t have
emotions. (P2)

(continued)
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Table 1. (continued)

Topic Themes Supporting quotes

AI can achieve the
impossible

-Face recognition is actually an impossible
task for humans since we can’t really
confirm the accuracy of a person and his
information. However, the machine can get
better accuracy. (A7)

Changes in current
labor market

Replace certain tasks,
not an entire job

-AI popularity means it will replace some
human workers, but there is no way to fully
replace people. (A9)
-Labor-intensive and high-risk jobs are
likely to be replaced. (P7)

Labor will benefit from
AI techniques

-For HR, AI can help with the initial
screening, and ensure the quality of the
candidates. (P4)
-For telemarketing, the chatbot becomes the
first host, and then the real people to do the
second contact, which will improve
employees’ sense of achievement. (P2)

Create new jobs -If three processes on a production line are
replaced by machines, a new position called
AI engineer may be created to take care of
the production. (A10)

Expectation on AI
development and
utilization

-AI and human beings should complement
each other and become a better application
for the benefit of mankind. (P4)

The competency of
future talents

Soft and hard skills of
future talents

-Talents with interdisciplinary skills are
likely to be in great demand very soon. (P6)
-Python will be key languages in the future.
(P3 & A10)
-It is beneficial to take a look on Git-hub.
(P3)

Suggestions to
policymakers

Suggestions to
policymakers

-Existing standard occupational
classification is too rough, and the more
nuanced job and task analysis is needed, in
the purpose of accurately identifying talent
demands for further developing a new or
adjusting the current education strategy.
(A8)
-Since there are many tools of business
intelligence today, we need AI engineers,
and need them to be familiar with the new
algorithms and new programming
languages. (P2)
-Consider removing the label of data and get
agreement from everyone, so that we can do
data integration. (P4)
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5 Conclusions and Discussion

The current research indicated that most practitioners interviewed in Taiwan have an
affirmative attitude toward AI and new technologies implementation and consider AI as
a tool. They believe that while AI certainly has the ability to replace some human labor,
they also gain benefits from the application of the technology, such as a more developed
economy due to increased efficiency and productivity. As new technological advances
such as AI are inevitable, future talents are encouraged to cultivate soft and hard skills,
including communication, adaptability, problem-solving, programming language, and
more. Besides, while strategies like financial support or more opened policy are imple-
mented by the government at the present, practitioners raised the issues on job analysis
and data management in order to expedite the development of AI and its application in
Taiwan.

The current AI’s capability is to learn how to deal with affairs from existing expe-
rience but is not good at work that requires creativity and feeling emotions. For this
reason, human beings are still better at solving major problems by their own observa-
tion, judgment, and making the final decision. Furthermore, AI can be used to handle
tasks that humans cannot perform and to help solve professional tasks that a human is not
currently doing well enough, because AI can achieve constant quality, without the need
for rest, and is non-sensory. Executive Vice President Yu in ITRI Taiwan also pointed
out that AI can do the job that people do not want to do or to help share the workload
[19]. For example, AI can be used in the night shift, so that human labor can properly
rest, and the output can be increased without the necessity to reduce human labor.

Technology sometimes works in mysterious ways in influencing human behavior
and economic activities, and therefore its impact on the labor market is also hard to
predict. Looking at one example of technology development in the past, when Uber was
invented, people thought that taxi drivers were going to lose their jobs, but instead, the
profession of Uber driver emerged. It appears the same for the development of AI, which
may create more new types of jobs. It can be noticed that the technology may replace
some jobs, but it can also create new jobs and enhance the existing ones. Likewise, the
labor market has changed over the past decade, but some aspects have remained the
same. Technology and innovation are increasing the demand for new skills, knowledge
and work experience, so it is essential that skills are constantly being updated to keep
up with the changing workforce needs and work patterns of the world of tomorrow.

6 Limitations

The purpose of this paper is to explore the current status of the labor market in Taiwan
under the influence of AI and new technologies, from the practitioners’ perspective.
Limitations were identified in the present study. One of the limitations is that the findings
are synthesized from the personal experiences of a small group of practitioners and may
not generalize to all industries or the entire country. Moreover, although the majority of
the interviewees had practical experiences in applying or developing AI, the majority
held a managerial level of focus in this study. Therefore, their views may not represent
those of the general workforce. Finally, as this study was conducted in Taiwan with a



Will Robots Take My Job? Exploring the Effect of Artificial Intelligence 455

purpose to reveal its current labor conditions under the influence of AI, the findings may
not apply to other regions which are at a different stage of AI development.
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Abstract. AugmentedReality is an emerging technology andgains in importance.
With AR, the physical world can be extended with virtual content. Especially
AR-applications for industrial maintenance are experiencing an upswing. AR-
technologies for maintenance aim to improve human performance by providing
relevant information for a specific task. This information can be provided by sensor
data from machines, software systems, or human experts. Currently, there are not
many industry-ready AR-applications on the market. This lack raises the question
if AR-applications can effectively support service staff in the field.

An experimental investigation was carried out to explore this field. Two indus-
trial maintenance cases with different levels of difficulty were simulated, whereby
service staff had to solve these real-life problems. Support from an expert was pro-
vided via an AR-application. In addition, the Affinity for Technology Interaction
score was assessed in order to identify the target group for AR-applications.

The results clearly show that AR-applications can effectively support service
staff in the field. The research also reveals that a high Affinity for Technology
Interaction score of the service technician leads to a higher acceptance of the
AR-application. The application offers many potentials, but there are still some
limitations concerning the user interface and technological aspects.

Keywords: Augmented Reality · Expert support · Affinity for Technology
Interaction · Industrial maintenance support · Experiment · Empirical study

1 Introduction

To keep up in the highly competitive market, companies have to improve their product
quality and reduce their maintenance time. Technological developments are continually
providing companies with new and innovative solutions to meet these challenges in
a better way. Especially in the service sector, particularly in industrial maintenance,
Augmented Reality (AR) technologies offer numerous application areas [1].

Maintenance tasks in the industrial environment are becoming increasingly complex
and require more and more know-how, which service specialists have to acquire an
expensive and time-consuming training [2, 3].
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This causes enormous costs for companies. Training is therefore often provided only
to selected service specialists. In the case of maintenance tasks, it is more common for
the service technicians on-site to get stuck on a problem. They have to contact a more
experienced and better-trained expert.

Communication usually takes place via a telephone call. In the industrial environ-
ment, complex issues are difficult to present and explain via purely verbal communica-
tion, which often leads tomisunderstandings and ambiguities. As a result, in practice, the
experienced expert is usually called in to solve the problem on-site. Especially in rural
areas, the expert’s trip causes a high expenditure of time and money for the company
and, in turn, for the customers [4].

AR represents a way to provide expert support to service workers in the field. How-
ever, this technology may not be suitable for the entire service staff universally [5].
Therefore, the research question arises if an already existing metric as the Affinity for
Technology Interaction (ATI) scale can be used to identify the target group of AR in an
industrial setting quickly and accurately. To explore the eligibility of the ATI-scale as
a predictor, an experimental setting was designed, including a questionnaire to collect
data ATI scale data.

The next section provides a literature review followed by a description of themethod-
ology. Section 4 presents the results of the empirical survey. The last section provides a
summary, limitations, and ideas for further research.

2 Literature Review

In this section, the central terms and concepts relevant to the empirical study are pre-
sented. First, AR and its application in the industrial service sector are described, fol-
lowed by Affinity for Technology Interaction. This chapter ends with the aim and the
hypothesis for this contribution.

2.1 Augmented Reality

Augmented Reality (AR) is a technology that adds virtual content to the real world. AR
creates an additional layer of information through computer-aided graphics, which is
intended to simplify the user interaction in and with the physical world [6].

For this paper, AR is defined as “a set of human-computer interaction techniques
that enriches user’s real-world experience by embedding contextualized information into
user’s space in coexistence with real-world objects” [7].

Most AR-applications are available on mobile devices, like smartphones or tablet
computers. In recent years, hands-free wearable devices, like smart glasses and displays
that can be worn on the head, gained importance [8].

As depicted in Fig. 1, the Reality-Virtuality (RV) continuum can be used to integrate
AR in a broader context [9].

The Reality-Virtuality continuum can be used to explain the difference between AR
and Virtual Reality (VR). On the left side of the continuum is the real world, which
consists exclusively of real objects. On the other side is the virtual environment, which
consists solely of virtual and simulated objects. Between these two extremes, Mixed
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Fig. 1. Reality-virtuality continuum [8]

Reality (MR) is located. AR is a part of MR and is placed more on the left edge of the
continuum. The basis of AR is the real environment with overlays of virtual objects or
data.

VR, on the other hand, is entirely in the virtual environment. VR is computer-
generated, three-dimensional, and interactive reality. In VR, the user is put into an
immersive, virtual world and is cut off from the real world. When virtual reality is
combined with parts of the real world, it is referred to as Augmented Virtuality (AV).
An example would be a VR environment in which users can see their own hands [9].

AR is a very versatile technology that can be used in a wide variety of domains, e.g.
in education [10–12], tourism [13–16], or marketing [17–19]. Visualizing information,
receiving and following instructions, and interacting with products are the three central
functions of AR-applications [8].

Currently, one of the most common uses of AR-systems are applications for instruct-
ing and training people. The potential use cases of AR-applications in this area are wide
and varied. For example, there are promising experiments that deal with tennis training
through real-time instructions via AR [20]. Another example is to use AR-applications
to find the way out of buildings in an evacuation event [21].

AR has versatile use cases in the industrial sector. In the aviation industry, many
activities are already supported by AR-systems. This includes the training of skilled
workers or the support of staff in assembly and maintenance activities [22–24].

2.2 AR Support for Industrial Services

Research on AR-technologies for the industrial service sector focuses mainly on four
categories: assembly and disassembly, repair, inspection or diagnosis, and training. The
first category uses AR-applications virtual content to guide the service professional
through the assembly or disassembly process. For repairs, AR is used to assist in the
reconstruction or replacement of components. When inspecting and diagnosing equip-
ment, AR-systems can assess the current condition of a product and analyze the causality
of the defect. AR-applications for the training of service professionals provide a better
understanding of maintenance activities [25].

In their research, Mourtzis et al. describe an AR-system that efficiently combines
and integrates real-time data from various sensors implemented in machines to get an
overview of the current condition of this machine. These results are displayed in an
AR-application used by the machine operator [26].
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Among the essential benefits of AR-applications in the industrial sector are the
reduction of execution time and a resulting reduction in costs, and the increase in qual-
ity by reducing errors [27]. AR-applications contextualize information and present it
understandably, leading service professionals to perform their tasks more efficiently. A
better understanding of the job leads to fewer errors during execution and to an increased
quality [7] as well as to a reduction of cost [28].

For complex tasks, purely audio-based support (e.g. via phone calls) often leads to
ambiguities and misunderstandings. AR-applications provide a solution because they
can extend communication with virtual real-time content that facilitates understanding
and dissolves communication barriers [29].

2.3 Affinity for Technology Interaction

Increasing digitization means that interaction with new and sometimes complex tech-
nologies must be made low-threshold and straightforward. System developers try to
solve this problem by developing systems that are user-friendly and intuitive. To that
extend, user acceptance models can be applied. At the beginning of the 21st century, the
Unified Theory of Acceptance and Use of Technology (UTAUT) was developed out of
previous user acceptance models [30]. The fast changing world however demands for
new models that allow facing current challenges.

The recent Affinity for Technology Interaction (ATI) describes the individually vary-
ing tendency of people’s interaction with technical systems [31]. ATI is defined as
“the tendency to actively engage in intensive technology interaction, as a key personal
resource for coping with technology” [5]. The ATI scale was developed to measure this
concept. The scale consists of nine items and uses a six-point Likert scale. The reliability
and construct validity of the ATI scale as a measurement instrument has already been
verified [5].

Further, Lezhnina and Kismihók conducted amulti-method psychometric evaluation
of the ATI scale and described it as a valid, reliable, and recommendable instrument for
human-technology interaction research [32].

We assume that the ATI-scale is a suitable predictor and helps to identify the right
workforce, which should be provided with the AR tools in the first phase of the deploy-
ment. Thus, the central aim of this work is to explore if the ATI-scale is a suitable
predictor to identify the right workforce for the first phase of AR deployment.

This leads to the hypothesis: The higher the ATI-score the better an AR-tool supports
to solve problems in the field.

3 Methodology

An experimental setting was designed to collect data for the empirical study. The
following section describes the design and execution of the experiment.

3.1 Design of the Experiment

The following situation was simulated as a scenario for the experiment: a service
employee is on-site to maintain or repair a machine in a construction area. The service
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employee has to perform work for which the employee is not qualified. Consequently,
the service employee has to contact a more experienced and better-trained specialist
in the company. An AR-application is used for communication purposes. Within the
distinct case of this experiment, PTC Chalk was applied.1 The software allows experts
to remotely assist technicians based on VR (see Fig. 2).

Specialist Service technician

Fig. 2. AR-application functionality2

2 Image retrieved from: https://www.ptc.com/en/products/vuforia/vuforia-chalk [last checked on
12th of April 2021].

To simulate the maintenance case as good as possible, the experiment was conducted
in two separate rooms. The experienced expert was located in one room,while the service
employeewith themachine that has to be repairedwas in the other room. The expert had a
tablet, and the service employee used a regular smartphone, bothwith theAR-application
installed.

In all runs of the experiment, the expert stayed, whereas the service staff changed.
The expert’s instructions for solving the problem were always the same. This ensured
that the experiment was always carried out under consistent conditions.

One experiment consisted of two runs with different service cases. Each participant
was given twomaintenance cases (one easier and onemore difficult) that had to be solved
with the support of an expert and the AR-application.

To be transparent and provide similar initial situations for all participants, they were
informed about the study and the experiment’s design. Furthermore, they received a
short introduction to the AR-tool.

The experimental study was conducted at two different companies. The test sub-
jects came from the service sector. Thus, the experiment must be classified as a quasi-
experiment, since the assignment of participants was not randomized. Based on the
objective of the research project, the participants were deliberately chosen from the
service sector, as this allocation gives the results more relevance.

1 https://www.ptc.com/en/products/vuforia/vuforia-chalk [last checked on 12th of April 2021].

https://www.ptc.com/en/products/vuforia/vuforia-chalk
https://www.ptc.com/en/products/vuforia/vuforia-chalk
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3.2 Used AR-Application

A commercial and professional tool was used in the experiment. This tool is an app,
which runs on regular smartphones. A camera and an internet connection are required.
The application has to be installed on the smartphone of the worker in the field and on
the experts tablet.

This tool combines AR-technologies with real-time video communication function-
alities. In a first step, the tool scans the environment (e.g. a machine) for which support is
required. On the screen of the smartphone, marks (text, symbols, drawings, etc.) can be
associated with objects of the environment (e.g. one specific component of a machine).
These marks are stuck to these components. With that mechanism, the worker can move
around in the environment, andmarks are only displayedwhen the associated component
is visible on the screen. Both the worker and the expert can draw marks. The session can
be recorded (video and voice), or screenshots can be made. This helps to document all
activities.

3.3 Data Collection

After the two runs of the experiment, each participant had to fill out a questionnaire
printed on paper. The questions of the first section are related to personal data, like
gender, age, highest educational attainment, current position in the company. In section
two, the ATI-scale had to be filled out by the participants to measure the Affinity for
Technology Interaction. The section asks if the AR-application supported the service
employee without unnecessary burdens. They had to indicate if they would use the
AR-tool again regarding the two different difficulty levels.

At the end of the questionnaire, an open-ended question was available. The partic-
ipants were asked to provide further feedback and make personal remarks about the
AR-application.

4 Results

Due to the Covid-19 pandemic, it was not possible to recruit more than 25 participants
from two different companies for the experiment. From company one, seven and from
company two 18 staff members participated.

The evaluation was not company-specific. The age of the subjects ranges from 16 to
47 years. The average age of the sample is 32.88 years, with a standard deviation of 8.67.
The gender distribution is very unbalanced. There is only one female participant. The
uneven gender distribution can be explained by the industry in which the experimental
studywas conducted. The proportion ofmen andwomen in technically focused industries
is still very unevenly distributed. For mechatronics, energy, and electrical occupations,
89% of employees in Germany are male [33].

This uneven distribution is represented in the sample. The companies and participants
have their focus in technical fields. Technicians, mechatronics engineers, and machine
operators are significantly frequently represented in the sample. The vast majority of
participants had an apprenticeship diploma or a master craftsman’s diploma.
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4.1 Affinity for Technology Interaction

Comparing the results of the two service cases showed that the AR-application provided
better support in solving themore difficult problem.The support for themoremanageable
problem was rated less high.

As the following Table 1 shows, for service case two, the more complicated use case,
20participants indicated that the application facilitated problem-solving. For service case
one, only 17 held this opinion.

Table 1. Support for both use cases

The AR-application supports solving the
service case

Frequency use case one Frequency use case two

Do not agree at all 1 0

Strongly disagree 0 0

Neutral 7 5

Strongly agree 8 10

Fully agree 9 10

Total 25 25

4.2 Evaluation of the Hypothesis

The followinghypothesiswas formulated: The higher theATI-score the better anAR-tool
supports solving problems in the field.

This hypothesis tests whether there is a correlation between the measured ATI-score
and the degree of support provided by the AR-application in solving the problem. Spear-
man’s bivariate correlation with a two-sided test for significance is used for evaluation.
The results differ among the use cases. As shown in the following Table 2, there is no
significant correlation (r = −.139; p > .05) for the first use case.

Thus, there is no significant correlation between interaction-related technology
affinity and the degree of support.

Table 2. Evaluation of hypothesis

Correlation

The AR-application supports solving service case one
The AR-application supports solving service case two

−.139
409*

n = 25; *p <,05; **p <,01

The evaluation shows that there is a significant correlation (r = .409; p < .05)
with a medium effect for the second, more difficult use case. Consequently, there is a
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significant positive correlation between the user’s ATI-score and the degree of support
that the AR-application offered.

It can be concluded that the more tech-savvy the service employee is, the more
likely the AR-application is to provide support to solve challenging tasks. Conversely,
however, wemight deduce that users with a lower affinity for technology tend to perceive
the application as less helpful in solving serious problems.

4.3 Analysis of the Open-Ended Questions

The results of the open-ended question are associatedwith four categories: user-interface
design, additional functions, technical limitations, and other. The category other includes
all other suggestions that could not be assigned to any of the other categories.

Most of the suggestions for improvement are related to technical limitations of the
application. These include the reduction in image quality when the bandwidth of the
Internet connection is low or the limited availability of the application on different end
devices. The used AR-application is only available on smartphones or tablets, but not on
laptops or personal computers. In the meantime, a newer version of the AR-application
is already available, and it can be used on laptops or personal computers as well.

Most of the comments in the category technical limitations refer to the calibration of
theAR-application. Before the application can be used, the environmentmust be scanned
using the camera of the mobile device. This just takes some seconds. The smartphone
or tablet has to be moved around slowly until all required objects for the service task are
covered. Only when the scanning process is successful, symbols and graphical content
(e.g. marks or symbols) can be drawn in.

If the environment changes significantly during the session or the user changes
location, the AR-application no longer finds its way around, and the environment has to
be rescanned. This recalibration bothered many participants.

The second most named suggestions can be associated with category user-interface
design. Again, most of the recommendations relate to calibration. However, this is more
about the wish for a dedicated button for manual recalibration than about the calibration
function’s general technical problem. The AR-application currently does not offer a way
to restart the calibration manually. Only when the environment is no longer recognized,
the AR-application prompts the user to rescan the environment.

One respondent describes that a remote zoom functionwould be a nice feature for the
AR-application. Another suggestion refers to integrating a chat function, which can be
used if it was too loud for voice communication. These suggestions are summarized in
the category additional functions. Under the category other, there are further suggestions,
like the wish for voice output in several languages.

5 Summary, Limitations and Further Research

84%of the participants agreed that theAR-application supported them to solve relatively
simple service cases. In the case of the more complex services tasks, 88% of the service
employees were of this opinion. 76% of the participants stated that they would use the
application in their daily work. This can clearly be evaluated as a positive aspect of
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the AR-application, as employee acceptance is a critical success factor in implementing
AR-technologies [34]. It can be concluded that the used AR-application support service
staff in the field when further assistance by experts is required.

The future for AR-systems in the service sector is promising, and new technologies
in particular, such as the 5G networks, offer new opportunities for future developments.
However, system usability evaluations of new systems should take the user’s interaction-
related affinity for technology into account. This score has a significant influence on user
support when solving especially more complex problems.

In turn, this results in the problem that users with a lower ATI-score tend to perceive
the AR-application as less helpful in solving difficult problems. Consequently, when
implementing AR-applications, it is essential to evaluate the technical affinity first. Staff
with a lower ATI-value should receive intensive training.

The application offers many potentials but still has some limitations in terms of
technology and user interface.

5.1 Limitations and Generalization

The sample size of 25 participants is very small and cannot be representative of the
population. Further, only one female service employee participated, and only two cases
were considered. Besides, the experiment was not conducted in a real world setting, but
in an experimental one. Therefore, a generalization is rather difficult. Furthermore, the
age distribution of the sample is uneven and is rather in the lower range with an average
age of 32.88 years. Also, the average ATI-score of the participants is above average
and is 4.82. However, the uneven distribution of the subjects’ occupational orientation
was deliberately chosen because the AR-application in this study is primarily relevant
to individuals in technical occupations in the industrial sector.

Lastly, the biggest challenge in the experimental studywas the internationalCovid-19
pandemic. This significantly delayed and complicated parts of the experimental study.

5.2 Further Research

One of the first activities would be to repeat this experiment with more participants from
more companies. The gender distribution should be more balanced.

Since the technical development of AR-tools is growing rapidly, a newer version
of the used AR-tool or AR-tools from different manufacturers could be used. In this
study, a regular tablet and smartphone were used. From a technical perspective, it would
be interesting to use a combination of AR-glasses and smartphones. Another approach
could be to compare two settings, one group supported with an AR-application and a
second group supported with regular voice support from experts.
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