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For next generations free of corruption



Foreword

This book has brought together a diverse set of innovative scholars from political
science, sociology, economics, physics, and mathematics using different methods
ranging from qualitative to complexity science. A common thread among the
contributions in this book the reader holds in her/his hands is that the network
representations of social relations underlying corrupt transactions are crucial for
understanding and countering the phenomenon. Corruption is rarely an isolated
phenomenon representing an outlier against the background of generalized integ-
rity, and, typically, various forms and manifestations of corruption are enabled by
trust, mutual monitoring, and sanctioning, facilitated by a network of relationships.
Network perspectives can be traced back to early efforts to define corruption as a
transactional feature inherent in public service provision, government contracting,
tax collection, or natural resource extraction. Additionally, organized crime
research has long recognized the networked nature of corruption and how personal
connections underpin the corrupt governance of organizations and markets. Thus,
there is a growing recognition in different disciplines that corruption typically
presents collective action dilemmas, and the sustainability of corrupt societal
equilibria is maintained by norms and self-reinforcing expectations. Network
analysis of corrupt phenomena holds the key to better understanding their drivers
and designing effective anticorruption policies. Furthermore, these perspectives are
indispensable as they allow for linking individual corrupt relationships and trans-
actions to meso and macro behavior. Even though research and public policy advice
have been interested in macro-level analysis and predominantly focused on fighting
corruption on the country level, they often lacked the micro-foundations leading to
incomplete conclusions and ill-informed policy recipes. In the last decade, this
situation has changed with growing attention paid to local and sectoral corrupt
phenomena and the tailored tools effectively fighting corruption in context.
However, the disconnect between the micro and macro has neglected, calling for
novel methods and approaches capable of filling this void. Network analysis of
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corruption dares both to address the micro-phenomena in its context but also aims
to draw macro-relevant conclusions, hence it could be the method, at least partially,
which fills this void.

Vienna, Austria
May 2021

Mihály Fazekas
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Preface

According to the United Nations, corruption is a transnational phenomenon that
affects societies in several ways on their political, economic, ecological, and social
fronts, causing unstable democracies, unfair market competition, harming natural
environments, and fostering human rights violations. As such, corruption is a
complex, ubiquitous, and many-faceted threat to developing and developed coun-
tries that requires multidisciplinary approaches for its effective prevention and
combat. Traditional methodologies have made great efforts to understand the
phenomenon, but they need the analytical tools to handle the non-trivial structural
and dynamical aspects that characterize the modern social, economic, political, and
technological systems where corruption presents. In this context, complex systems
and network science present themselves as a comprehensive analytical framework
for the study of adaptive collective phenomena in complex environments.
Therefore, this book gathers several scholars on corruption studies working at the
scientific frontier of this phenomenon using the tools of complexity, network sci-
ence, and social science. The multidisciplinary and global approach of the book is a
role model to present theoretical and empirical efforts being performed to curb this
problem in which the relevance of evidence-based methods could be the best way to
convert the obtained knowledge into public policies against corruption.

Bogotá, DC, Colombia Oscar M. Granados
Mexico, DF, Mexico
May 2021

José R. Nicolás-Carlock
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Chapter 1
Corruption Networks: An Introduction

Oscar M. Granados

Just as it is impossible not to taste the honey or the poison that
finds itself at the tip of the tongue, so it is impossible for a
government servant not to eat up, at least a bit of the king’s
revenue
—Kautilya (Arthashastra), c. 350-275 BC

Abstract To understand corruption, scholars cannot only analyze the details. We
need to see the features, the agents, the interactions, the structure, and the dynamics.
One way to get the whole picture is to model the corruption processes and systems as
a network. This chapter is an introduction both for the corruption networks modeling
and the rest of the book. It covers some of the earlier developments from social
sciences and complexity that form the foundation for the more specialized topics of
the other chapters.

1.1 Corruption as a Social Problem

In a boundary dispute between Damascus and Sidon in Ancient Syria circa AD 30,
Agrippa, one of the advisers of Governor Lucius Pomponius Flaccus, accepted a
bribe to use his influence to support Damascus interests in the dispute. However,
this episode was not an isolated event. Various politicians, advisers, and thinkers in
Ancient Egypt, Ancient Greece, Ancient India, the Roman Empire, Imperial China,
or later inRenaissance Italy had noticed acts of corruption in some institutions of their
governments. Thus, corruption is part of humanity and is not an exclusive problem
of modernity or the result of the rise of capitalism. Nor is the result of ethnic origin,
educational level, or the economic situation of a population. However, modernity

O. M. Granados (B)
Department of Economics and International Trade, Universidad Jorge Tadeo Lozano,
Bogotá, Colombia
e-mail: oscarm.granadose@utadeo.edu.co
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2 O. M. Granados

has eventuated in forms of social disorganization has included escalating levels of
violence, corruption, and ecological degradation [1].

Corruption has been analyzed from various areas and approaches, mainly from
ethics, morals, and law [2, 3], since it is a behavior that goes beyond the simple appli-
cation of the law and the obedience to law is not taken for granted [4]. Likewise,
corruption has been analyzed by anthropology [5], political science [6–11], sociol-
ogy [1, 12, 13], philosophy [14, 15], and economics [16–18]. The social sciences
perspective has established that corruption affects society from different fronts, but
always with social costs [19]. The approaches of these sciences have been funda-
mental to investigate various elements, especially qualitative ones that are necessary
to understand the phenomenon of corruption. Additionally, several academics have
defined this phenomenon based on the inequality trap and the theory of injustice as
part of its advance [20–22]. From economics, the validation of corruption impact has
alsobeen analyzed from inequality andpoverty perspectives.Additionally, corruption
affects economic freedom [23, 24], economic growth [25, 26], investment processes
[27, 28], and economic development [29–31]. These arguments have defined that
corruption is deeper in countries with economic difficulties, which in several cases is
true [32–34]. However, empirical evidence had shown corruption in countries with
high levels of foreign investment, economic growth, and economic development, as
well as income equality [35]. Corruption is not a phenomenon exclusive to develop-
ing countries or those mired in poverty, corruption is more visible in those countries
because it is not possible to understand how in these countries with problems in
the provision of utilities, education, and health, a public officer enjoy privileges that
his salary would not allow. Likewise, although some authors mention that countries
with high economic freedom are less prone to corruption, it does not mean that they
are exempt from it. Furthermore, the corruption from the organizations is a relevant
element in corruption processes [36, 37].

It seems that our society has become accustomed to a corrupt framework since
corruption acts are more frequent at various levels. From billionaire public contracts
to everyday life where small corruption processes arise in exchange for paying a few
coins. Those macro and micro corruption processes have accompanied our society
with different manifestations that lead to other crimes such as discrimination, influ-
ence peddling, fraud, tax evasion, or money laundering, to list a few. The corruption
framework has gone so far that, in some countries, the only way to win a contract
or obtain a public document is by somehow paying a benefit to an official. Every
corruption act needs the procedures to achieve its final purpose: economic benefit.

Does a great concern arise on why people do not stop at any conflict of interest?
Could the path to corrupt actions make more difficult? Interest conflicts are not
corrupt’s concern, and they accelerated the intention to obtain benefits from them
without any qualms. Namely, corruption has progressed smoothly to convert on a
systemic phenomenon in which particular interests outweigh collective interests.
Corruption arises as part of the human condition and is connected with the capacities
to do something, as Arendt [38] argues when referring to the human capacity for
thought. However, with its advances, corruption is closer to being an attribute of
the human-animal, i.e., corruption is a part of human essence and daily life. This
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conclusionmay be simple speculation, but aftermore than 2,000 years of documented
corrupt acts, corruption is part of humanity to the full extent of the word.

Social sciences have identified reasons and consequences of corrupt actions with
more than 10.000 articles and technical documents. However, it is necessary to iden-
tify the dynamics of corruption since they go beyond the interaction of a couple of
persons or the dominant position that induces this type of action. Likewise, it is neces-
sary to identify the evolution of corruption since it is an action that is increasing and is
repeated generation after generation, expanding more and more at different levels of
public and private contexts. However, corruption tries to go unnoticed, unidentified,
to hide in changing scenarios and different temporalities. In other words, corruption
is a complex system with open and adaptive features, which for its analysis requires
a group of tools in permanent transformation.

1.2 Corruption, Complexity, and Networks

Several authors of complexity science have approached the analysis of social prob-
lems. Corruption emerges as part of a human social environment, and it requires the
complexity profile proposed by Bar-Yam [39] as a mathematical tool to characteriz-
ing the collective behavior of a system. Additionally, since corruption tends towards
a progressive appearance of collective behaviors of ever-larger groups of people,
it becomes a system that grows in complexity but also in adaptation, i.e., adaptive
complex systems [40–42]. Thus, unlike Agrippa’s case in Ancient Syria, where his
corrupt actions involved only him, in the 21st century, corruption integrates increas-
ingly large groups of people, possibly due to the actions that must be carried out to
obtain the benefit.

The discouraging reports of Transparency International [43, 44] and international
organizations as the United Nations, World Bank, and International Monetary Fund,
aswell as the corruption problems in different countries likeBrazil, China, Colombia,
Haiti, India, Italy, Mexico, Nigeria, Philippines, Venezuela, and a long list of coun-
tries, have increased the interest of scholars of complexity. From approaches with
applied perspective or pure theoretical perspectives [45–54], the corruption studies
have won new investigations in the last years that identify corruption as a complex
system where statistical mechanics, nonlinear dynamics, complex networks, arti-
ficial intelligence, and other methodologies consolidate new approaches to social
problems like sociophysics [55], but also a combination of methods.

Complex systems consist of diverse elements that self-organize, driven by their
random interactions, into ordered systems that exhibit feedbacks and nonlinearities.
Complex systems are exposed to perturbations but also some features that emerge
from the interaction with the context. Thus, we need to understand corruption net-
works as a complex networks [56–60]. First, corruption networks are involved with
the randomness of interactions that create an evolutionary process. Second, corrup-
tion networks evolve when they do not have limits, generating cascading processes
that affect public and private resources. Third, the diffusion process of corruption
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can accelerate the collapse of institutions and organizations. Fourth, the policies and
tools to fight corruption are urgent because if corruption networks elevated to greater
diversity (more agents and interactions), the higher is its survival probability. Fifth,
if we understand the dynamics of corruption networks, the tools, and hence the poli-
cies, should be to restrict the dynamics and openness of the corrupt system. Sixth, if
we identify the feedback process of corruption networks, the tools could limit it to
reduce the consolidation of the corruption complex system.

I have given an overview of the corruption networks. Furthermore, I have
explained the challenges in extending the corruption analysis to a multidisciplinary
framework because that phenomenon is not an issue of one discipline, the corruption
is a human problem that needs an elite group of diverse methods that create tools to
fight it. The challenges to study corruption are intellectually fascinating, but also they
have social retribution since useful tools are waiting to apply in different places of
the world. However, many challenges remain. The studies of corruption and related
crimes as tax evasion and money laundering need a dynamic perspective of methods
to identify the evolution of these phenomena. Network science, complex systems,
dynamic systems, statisticalmechanics, topology, geometry, artificial intelligence are
several methods to fight corruption evolution, a social problem that social sciences
have fought for years. Those methods are a methodological complement to social
science to reach a phenomenon that has taken us a great advantage. Future works
range to fight corruption effectively as how to use geometry to identify corruption
cycles and how to make simulations of corrupt systems to create public policies.
Hence, this book is the first result of a group of scholars that needs other scholars
that join this enterprise to solve a problem that could be as big as climate change.

1.3 The Structure of the Book

Writing an analysis of corruption represents a challenge for any scientist. How can
corruption networks, which make up the subject of this book, be separated from the
national environment when corruption advance in many places worldwide, and the
suspicious agents used different instruments to hide their actions? What is the exact
purpose of this book? This book aims at presenting an overview of the state-of-the-
art in corruption networks. Its chapters are contributed by researchers and research
teams from a variety of backgrounds, disciplines, and approaches to corruption. Our
target has been to cover the emerging field of corruption networks both in breadth
and in-depth, and because of this, some chapters are reviews on relevant topics such
as social capital and control theory in corruption networks, whereas others provide
detailed accounts of investigations building on corruption processes using network
science framework, from a local or specific topic or an international network to a
new perspective about corruption analysis.

The following chapters focus on different methods for characterizing corrup-
tion networks. In the chapter social capital, corrupt networks, and network corrup-
tion, Willeke Slingerland presents a different outlook on the link between networks
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and corruption. She develops the concept of network corruption, which is the phe-
nomenon of collective acting by networks, which results in corruption even if the
individual acting itself is not necessarily corrupt. The concept considers corruption
as a social process within networks. This is followed by a chapter that focuses on
one of the relevant features of corruption networks, especially those related to con-
trol. In the chapter Network controllability metrics for corruption research, Philip
Solimine provides us with an account of howmetrics of network control theory facil-
itate understanding the mechanisms by which corrupting actors can perturb nodes’
behavior at certain points within a social system, especially the political corruption
in a legislative social network. The chapter analyzes as corrupting actors harness
perturbations to drive the network to a desirable state where they can amplify the
effects of corruption using a social influence network or hierarchy.

Then, in the chapter Predicting corruption convictions among Brazilian repre-
sentatives through a voting-history based network, Tiago Colliri and Liang Zhao
address the voting data concerning almost 30 years of legislative work from Brazil-
ian representatives, focusing on identifying the formation of corrupt neighborhoods
in the resulting congresspeople network through a predictive model for assessing
the chances of a representative for being convicted of corruption or other financial
crimes in the future, solely based on how similar are his past votes and the voting
record of already convicted politicians. In the chapter Networked Corruption Risks in
European Defense Procurement, Agnes Czibik, Mihály Fazekas, Alfredo Hernandez
Sanchez, and Johannes Wachs study Defense procurement to develop an objective
corruption risk indicator. They identify that risk indicator is higher for military con-
tracts than for contracts in general, and the corruption risk is significantly higher in
the periphery, while in others, it is higher in the center. This chapter connects the
corruption networks and economic crimes based on corruption. In the chapter Iden-
tifying tax evasion inMexico with tools from network science and machine learning,
Martin Zumaya et al., analyze with those methods more than 80 million contribu-
tors and almost 7 billion monthly aggregations of invoices among contributors to
identify tax evaders. They build temporal networks where nodes are contributors,
and directed links are invoices produced in a given time slice and show that their
interaction patterns differ from those of the majority of contributors.

This chapter on tax evasion connects with another economic crime: money laun-
dering. From a legal perspective, Frank Diepenmaat describes in this chapter the
international legal framework for the repression and the prevention of money laun-
dering from an existing network in place to fight this crime and initiatives to cre-
ate new networks with better cooperation between government institutions and pri-
vate organizations. In a second perspective, Oscar Granados y Andres Vargas ana-
lyze the large-scale structure of global financial networks and focus on particular
aspects of their characteristics when suspicious activities of tax fraud, corruption,
and money laundering could be identified. They reveal that suspicious activities run
in small groups, and they emerge around communities of financial intermediaries,
non-financial intermediaries, and offshore entities. Finally, José Nicolás-Carlock and
Issa Luna present some problems in corruption analysis that need to analyze them as
the complexity of the corruption phenomenon itself and its context, the complexity
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of the analytical description, and the complexity of the perspectives that different
disciplines bring to the table. They argue that the interdisciplinary framework of
complex systems and network science represents a promising analytical approach to
move a new inter-disciplinary framework for corruption studies: corruptomics. This
final chapter is not an epilogue. It is the first input to create an open system where
diverse scholars, usingmethodologies from physics, mathematics, computer science,
and social science, are interested in developing tools to help to reduce the corruption
of our corporations, institutions, towns, cities, regions, countries, but principally to
reduce it on the next generations.
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Chapter 2
Social Capital, Corrupt Networks,
and Network Corruption

Willeke Slingerland

Abstract The network literature available presents valuable theories on corruption
networks. These networks are goal-directed criminal networks, established to under-
take criminal activities. This chapter presents a different outlook on the link between
networks and corruption. It presents the concept of ‘network corruption’ which is
the phenomenon of collective acting by networks which results in corruption even
if the individual acting itself is not necessarily corrupt. This chapter is partly based
on earlier cases studies which were investigated as corruption cases by the pub-
lic prosecution services. People make group-serving or ‘sociocentric’attributions to
boost the performance of groups to which they belong, and this can turn into net-
work corruption. The concept of network corruption considers corruption as a social
process within networks. Its introduction implies the need to understand corruption
as collective acting and thereby underlining the importance to incorporate network
awareness and network responsibility in corruption literature and in practical pol-
icy making. Network corruption as a complex system provides insights into norm
development in emerging networks which all of us need to keep an eye on when
we involve and participate in networks, whether we participate as politician, civil
servant, law enforcement official, journalist, entrepreneur, employee or citizen.

2.1 Introduction

Corruption undermines human development. It diverts public resources away from
the provision of essential services. It increases inequality and hinders economic
development by distorting markets for goods and services. It undermines rule of law
and democracy, foremost because it destroys public trust in governments and leaders
[2]. In many countries across the world corruption cases make the headlines. Expos-
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ing corruption and holding the corrupt to account can only happen if we understand
the way corruption works and the systems that enable it [3]. The current literature
and research on corruption in network-like structures mostly focusses on systemic
corruption in the sense that most network members are involved in bribe paying of
any sort. Ashforth and Anand [4] present a model to examine collective corruption.
Although they still build theirmodel on the idea of corrupt acts, their research is a step
in the direction of understanding corruption to be embedded in collective structures
and processes. They argue that there are three reinforcing and reciprocally inter-
dependent processes (institutionalization, rationalization and socialization), which
conspire to normalize and perpetuate corrupt practices so that the system beats the
individual.Warren [5] points to the fact that in any democracy second-order norms of
process can evolve that can quite properly bring new meanings of corruption in their
wake. Zimelis [6] and Vergara [7] both argue that the corruption studies suffer from
the bias of focusing on systemic corruption in developing countries and nation-states
while an integrated approach to studying systemic corruption in western countries is
needed. Vergara argues that the systemic corruption takes on the form of an oligarchic
democracy, a non-representative liberal government.

2.2 Corruption

2.2.1 Existing Typology of Corruption

Before continuing with the exploration between corruption and networks, it is impor-
tant to understand how scientists have explored the corruption concept. The corrup-
tion literature is characterized by the following polytomy: corrupt individuals (‘bad
apples’) versus corrupt organizations (‘bad barrels’) versus corrupt systems (‘bad
barrel makers’). Corruption cases all have in common that somebody with power
and influence knowingly uses his influence to e.g. assign a public contract, provide a
permit license, refrain from carrying out safety measures, influence policies or laws
and in return receives a favor given by a third party, who acted on behalf of themselves
or others. Notwithstanding the possibility that extortion or other means of pressure
were used to get these persons to do so, this way of acting was a conscious and
rational choice of the individual; it is the individual who is corrupt. The ‘bad apple’
perspective blames the immoral individual whose personal characteristics cause the
unethical behavior. As such, corruption is foremost a matter of rational choice or a
calculated decision of an individual who instigates or accedes to an attempted corrupt
transaction [8, 9].

Another approach is to consider corruption to be something at the level of the
organization. The ‘bad barrels’ perspective links unethical and immoral organiza-
tional culture to corrupt practices. Pinto et al. [10] distinguish two distinct corruption
phenomena at the level of the organization. The first appearance of corruption con-
cerns the cases in which a significant proportion of an organization’s staff act in
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a corrupt manner but primarily for their own personal benefit (an organization of
corrupt individuals). The second appearance concern the cases in which a group
collectively acts in a corrupt manner for the benefit of the organization (a corrupt
organization). Here, corruption can be seen as a social process, within the context of
the organization, allowing the group to be organized in such a way that it commits
corruption on behalf of the organization [9, 10].

Besides seeing corruption as a matter of individual choice or seeing corruption
as related to the organizational context, corruption is also regarded as being under-
stood from a system or ‘bad barrel maker’ perspective. Individuals and organizations
are embedded in a larger societal system which influences their behavior. Johnston
[11] is at the forefront in the academic debate when stressing the importance of
understanding the system level of corruption. He understands corruption from the
setting in which it evolves, both in terms of a country’s level of economic develop-
ment and its level of democracy. This system level of corruption is acknowledged
by scholars, policy makers and NGOs such as Transparency International. Klitgaard
[8] and Nielsen [12] have tried to capture the elements of corrupt systems and intro-
duced strategies to fix the systems that breed corruption. This system approach is
reflected in Transparency International’s model of National Integrity System (NIS)
and the model Local Integrity System (LIS) by Huberts and Six [13]). Both models
understand corruption to emerge if there are weakness within societal foundations
(economic, social, cultural) and both hard controls (e.g. strong and independent
institutions, rules an checks and balances) and soft controls (e.g. public education,
leadership) are not aligned.

2.2.2 Adding a New Classification of Corruption to the
Typology

The exploration of the body of knowledge on corruption shows that corruption is a
layered concept which leads to the conclusion that there is no definition of corrup-
tion which is universally agreed upon. Corruption literature does present a system
approach of corruption, mostly by looking at how individual corrupt acts are in
fact caused by the collective behavior of groups and organizations, here corruption
becomes the norm and many are committing corruption. The other systems approach
to corruption is understanding its emergence by pointing at the specific weaknesses
within a given societal system. Both approaches imply a focus of corruption as an
individual act in a certain context. Having assessed the most used corruption defini-
tions and typologies, I have come to define corruption as “allowing improper interests
to influence decision-making at the expense of the general interest”. This definition
not only meets the idea of corruption as an individual act, it also meets the idea of
corruption as collective acting even when individuals do not act corrupt.

The cases which were part of the work this article is based on were investigated
as corruption cases by several national public prosecution services. All three cases
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involved various other misconducts such as favoritism, abuse of power and conflicts
of interests. Although large-scale corruption was suspected, the limited scope of the
bribery provisions required evidence of each individual’s abuse of power in return for
a bribe or it had to be proven that an individual paid a bribe. In all three case studies
such form of corruption could only be proven for a few individuals or not proven at
all. This is not to say that there was no serious corruption, the corruption emerged in
a more subtle way. It went beyond the level of individual acting and immediate and
obvious influencing. Before going into detail, the following two visualizations are
presented to illustrate the form of corruption which will be introduced as network
corruption.

This network perspective is visualized in image2where a random local politician’s
personal and professional connections are all interwoven. The average corruption risk
analysis looks at possible stakeholders and vulnerable bilateral relations as can be
seen in image 1. However, when we incorporate networks into such a risk analysis
other ‘red flags’ become visible. The center network in red is the small network of the
politician and his family. The pink network is composed of the connections which
are related to these family members (school, leisure and friends). The purple net-
work is a representation of networks which developed during previous professions
and studies. The blue network is the local governmental organization. The orange
network represents the connections within the network of the political party to which
the politician is affiliated. The green network consist of connections related to the
portfolio of the politician. The politician himself and many other key figures visu-
alized in this image all have power and influence which coincide with their formal
positions and additional functions. Besides the formalized networks which coincide
with these positions, they are part of more informal networks. Many of these net-
works overlap and directly create a risk of conflict of interest. These networks allow
improper interests to influence decision-making at the expense of the general inter-
est. This mechanism is seen in many of the official court and legal documents of the
case studies. This is where current network and corruption literature fall short and
the day to day reality of corruption prosecution is frustrated because here corruption
is a collective network outcome developed over time without the easy to point at
‘quid pro quo’. To be able to understand this corruption emergence, we need to use
network theory and its explanations of mechanisms within social networks. Before
presenting these mechanisms, a short distinction between several types of networks
is presented.

2.3 Social Networks

Figure2.1a and b have visualized the difference between the perspective on ones’
bilateral or multilateral relations and what this could imply for corruption research.
These formal and informal networks are all social networks which form the structure
in which we as human beings connect with others. A social network is a set of actors
and the set of ties representing some relationship or lack of relationship between the
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a

b

Fig. 2.1 This visualization is based on an example of a local politician and the formal and informal
networks a politician is a member of. Such a network image can be made for any individual and
is not limited to the political or local context. a. Visualization of a random local politician and his
(bilateral) personal connections. b.Visualization 2 of a random local politician and how his personal
connections are all interwoven
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actors [14]. It is an arrangement of people crossed at regular intervals by other people,
all of whom are cultivatingmutually beneficial, give-and- take, win-win relationships
[15]. So each social network is composed of actors and relations. Actors can be indi-
vidual natural persons or collectives. Relations can best be described as the specific
kind of connection or tie between these actors. Besides these basic characteristics of
networks, we need to make a distinction between formal and informal networks and
between goal-directed and emergent networks and take a closer look at the general
characteristics of social networks. These will allow a further understanding of the
link between networks and when they create social capital or corruption.

2.3.1 Formal and Informal Networks

Social networks can take on different forms. Social networks are not mere contacts,
they imply mutual obligations [16]. An individual’s network entails everyone from
family members, friends and acquaintances to professional contacts. The visualiza-
tions above include a few well-known and obvious networks of a local politician.
We can distinguish formal networks such as student associations, business clubs or
political parties. These networks have a formal structure and formal hierarchy of
their own. One facet of social connectedness is the official membership of such a
formal organization, the other facet includes memberships of informal social net-
works. A social network distinguishes itself from official organizations because it is
not formally founded but instead has an informal horizontal structure in which these
beneficial relationships emerge. Putnam [16] distinguishes formal ‘card carrying’
membership from actual informal involvement in community activities, whereby
the latter has more effect in terms of value. Networking requires individuals to stay
in touch with their contacts formally or informally to knowwhat they are up to and to
stay informed about their needs. Actions of individuals and groups can be facilitated
by their memberships in social networks, foremost because of their direct and indi-
rect links to others in these networks. Social networks are not abstract concepts, they
are the informal structures which we all find ourselves in while working or meeting
friends. They do have effects which are real and noticeable. In this article we focus
on the corruption effect of networks. Besides the distinction between formal and
informal networks, we also need to consider the difference between goal-directed
and emergent networks, in order to understand network goals outcomes.

2.3.2 Goal-Directed Networks and Emergent Networks

In order to understand the link between networks and corruption we also need to
understand the coming into existence of networks. The literature on whole networks
or (inter)organizational networks provides important insights into the way networks
develop, how they are functioning and how social networks are embedded in larger
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‘whole networks’. Whole networks are defined as three or more autonomous orga-
nizations collectively working together to achieve not only their individual organi-
zational goals, but also a common network goal. These whole networks are complex
systems and can either be goal-directed or emergent. Whole networks are a group
of three or more organizations connected in ways that facilitate achievement of a
common goal [17]. Such networks are often formally established and governed,
and goal-directed, rather than occurring serendipitously. Relationships among net-
work members are primarily non-hierarchical and participants often have substan-
tial operating autonomy. Goal-directed networks are maintained in a more formal
way, such as by means of contracts and rules [17]. Their relationships are main-
tained informally through the norms of reciprocity and trust. The multilateral rela-
tions define a whole network and are essential for achieving collective outcomes.
Such networks are critical for resolving many of the problems and policy issues that
office holders are confronted with. In many countries network involvement is wel-
comed because it is seen as an effective way to realize private sector consultation and
participation [18].

Another category of networks is that of emergent networks. These networks
develop organically and over time. Factors such as friendship, trust, or the need to
acquire legitimacy or power are the basis of successful relationships [19]. Vilkas [20]
revealed that emergent networks enable collective micro-processes such as negotia-
tion, adaptation and integration thereby influencing formal structures and processes.
As such, the impact of emergent networks should not be overlooked.

2.3.3 General Characteristics of Networks

In the following section, we will introduce key characteristics from social network
science that will play a role in our analyses of networks and corruption. Although
there are variations among networks, there are some features which all social net-
works have in common. Social networks have some distinguishing features: 1. The
main characteristic of a social network is the absence of a formal structure and the
presence of an informal structure. Networks are flat and horizontal, whereas for-
mal organizations are governed by means of a certain hierarchy. Small groups add
an important element to the way in which modern life is organized. It is a change
from formal organizations in the direction of interpersonal unorganized or loosely
organized connections [16].

2.A second characteristic is that a networkdoes not have a formal leader or director
but so-called centers of influence can be distinguished. This center of influence is
the actor which has been part of a network for a long time or who has a high-
profile position [15]. Although the actor may not be able to offer someone immediate
advantages, he or she may be able to connect someone with others who can, while
this connection might be useful in the future. The foundation for networking is based
on the old expression “it’s not what you know, but who you know” [15]. Granovetter
[21] did research into the strength of interpersonal ties and as an example showed
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that although person A has a close connection with B and A also is closely connected
to C, even though B and C have no relationship, common ties to A will at some point
bring about a certain interaction. There is a likelihood that friendly feelings emerge
once they met because of their expected similarity to A. A in this example can be
seen as a center of influence in such a network.

3. A third characteristic is that social networks are dynamic, responsive and adap-
tive. Formal organizations are rather static and bureaucratic. Social networks are sys-
tems which consist of nodes (individual actors, people, or things within the network)
and the ties, links or connections (relationships) between them. These nodes can be
tangibles such as individual persons, regulations, institutions, permits or money, and
intangibles, for instance, success, pride or feelings of loyalty and fear. The intercon-
nections are the relationships which hold these elements together. Flows of infor-
mation are the most important and common form of interconnections and become
signals that trigger decision or action points in a system [22]. If a consistent behav-
ioral pattern over a long period of time can be seen, this means that the feedback
loop mechanisms are working.

4. The fourth characteristic of the social network is that it has a purpose. The
goal or purpose of any network can best be characterized by looking at the conduct
of the network members. This conduct reflects the collective goal and it can be
different from goals formalized on paper. Brass et al. [23] note that those who interact
within networks become more similar. As such, the common attitude of connected
individuals is not only proof of the existence of a network; it is also evidence of the
network’s purpose.Goal-directed networks havebeen establishedwith a goal inmind,
while the emergent networks strive for a certain goal but this process is the outcome
of an organically grown network. Social networks create an opportunity that may
facilitate access to a variety of resources (finances, information and political support)
which ensures one has adequate means to exist and be successful in a competitive
society.

5. A fifth important characteristic of a network is that of ‘actor similarity’ [16,
23]. Similar people tend to interact with each other, or ‘likes attract likes’. Similarity
is thought to ease communication, increase the predictability of behavior, and foster
trust and reciprocity. Individuals identify themselves with the network to which
they are a member. Turner et al. [24] introduced this idea of ‘self-categorization’.
When people ‘self-categorize’, they are motivated by social group goals rather than
individual goals, make the group’s characteristics their own personal characteristics,
and thus incorporate social group identities into their personal identities [25]. In
social psychology, social identity theory is based on the idea that membership in
social groups is an important determinant of individual behavior [25]. Social networks
coordinate an individual’s behavior and ethical decision-making in a certain direction.
Social identity theory explains how a person has a social group identity in terms of
‘identifying with’ the collective [25]. As soon as a person identifies with others,
their individual identity is re-framed in terms of others’ identities. This implies that
individuals contribute to the identity of the social group, which in turn influences
their own identity. Ashforth and Anand [4] refer to a similar process being that
of socialization. This process involves imparting to newcomers the values, beliefs,
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norms and conduct, that they will need to fulfil their roles and functions effectively
within the group context. As individuals seek to make sense of reality, they compare
their own perceptions with those of others [23]. Ashforth and Anand [4] use the
metaphor of a ‘social cocoon’ or ‘microcosm’ where newcomers of a group are
encouraged to affiliate and bond with older members, fostering desires to identify
with, emulate and please them. As such, they not only identify with the other group
members and the collective they form together, but also identify with their own role
in the collective [4].

The psychological and sociological mechanism of wanting to belong to a group
and being less critical towards the conduct of in-groupmembers has had implications
in other disciplines. There is a legal concept named ‘willful blindness’, which refers
to a situation in which a person intentionally fails to be informed about matters that
would make one criminally liable [26]. So there is a possibility to know something
and a responsibility to be informed, but it is avoided. Willful blindness originates
from the fact that human beings have a tendency to build relationships that reaffirm
their values, make them feel comfortable and blind them to alternatives. This form
of negligence within networks has led to environmental disasters and the financial
crisis [26]. This mechanism is likely to play a role in social networks examined by
this study.

6. The sixth characteristic of a network is that it is not simply the sum of its
members. Major societal successes and concerns are embedded in social systems. If
a phenomenon is caused by a collective, but cannot be reduced to individual acts and
members, it should be addressed as an independent actor.

2.4 Social Capital

The previous section dealt with the differences between formal and informal and
goal-directed and emergent networks. These various networks all form a type of
social capital that encompasses the connections that people have with other profes-
sionals, family, friends and acquaintances and which brings with it potential advan-
tages granted by members of the network because they have power and influence.
The relationships are based on the principle that people have a mutual concern for
each other’s welfare and well-being. This “the need to belong” is a human desire
for close relationships and a strong human motivation [27]. This desire for social
connectedness is analogous to our needs for food and water [28]. What differentiates
social capital from other forms of capital is that this capital is not located in the actors
but in the relations they have with others [29]. Social capital, as defined by Putnam,
“refers to networks and the norms of reciprocity and trust that arise from them”
[29]. Fukuyama [30] states that “social capital is an instantiated informal norm that
promotes co-operation between two or more individuals.” The OECD [31] defines
social capital as “networks together with shared norms, values and understandings
that facilitate co-operation within or among groups”. Most scholars consider the
source of social capital to be located in the structure of the network [16, 29].
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The reward of the social interactions is intrinsic. There is considerable consensus
among scholars that the social interaction itself is the reward [32]. Network members
might get economic advantages through the social networks, but this is not the initial
motive for forming a network. According to Brass et al. [23] social capital is “getting
ahead to be a matter of who you know, not what you know”. The people who do
better in society are somehow better connected [33]. Certain people or certain groups
are connected to certain others, trusting certain others, obligated to support certain
others, dependent on exchange with certain others. Holding a specific position in the
structure of these exchanges can be an asset in its own right [33].

The social network is seen as an important social organization or structure in our
society. Scholars such as Granovetter [21] and Vilkas [20] have pointed to the failure
to recognize the importance of these networks of personal relations in the economic
system,while Fukuyama states that a loosely organized civil society serves to counter
the power of the state and to protect individuals from the state’s power. If such social
capital is absent, there is a risk of centralized tyranny and poor governance which
can be the seed for corruption [30]. Warren [5] connects social capital to today’s
democracies by stressing that democracies work when their people have capacities
to associate for collective purposes. Human beings’ ability to organize themselves
in networks is essential to ensure interest representation in a well-balanced society,
economy and political environment. These networks are crucial in any democracy,
whether it is an established and resilient democracy, a challenged democracy or a
developing democracy. So far, the focus has been on the good side of social net-
works. However, the case studies this article is based on also indicate that there
are risks involved in networking. Many corruption cases are brought in connection
with networks and connections. Therefore the question remains what other effects
or outcome social networking can bring about.

2.5 Deterioration of Social Capital

2.5.1 Legal Versus Illegal Networks

The previous paragraphs dealt with the positive side of social networks: human
beings’ ability to organize themselves in networks to ensure interest representation in
awell-balanced democracy and economyor simply feel connected and protectedwith
their friends and family.While such formof networkorganizations strengthen society,
there are also networks created with criminal goals in mind which do the opposite
and undermine society. Most empirical studies on networks focus on networks with
either of such legal or illegal activities. Baker and Faulkner [34] distinguish legal
networks from illegal networks. Participants in illegal and criminal networks conduct
their activities in secret: they must conceal the conspiracy from outside ‘guardians of
trust’ such as customers and non-participants inside their own organizations. Various
practices and organizational devices are used to protect the secrecy of such a network.
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Members may conceal its existence and their involvement in it by limiting face-
to-face communication and leaders may be unknown to ordinary members. These
goal-directed networks are established with a criminal goal.

Less studies have been carried out on networks involved in legal activities which
at a certain point deteriorate. Neither the individual bad apples perspective nor the
organizational bad barrels perspective fully explains unethical behavior in organi-
zations. Unethical behavior is foremost a social phenomenon, which needs to be
understood by looking at its embeddedness in the structure of social relationships
[23]. They argue that interpersonal networks have an important effect on a variety
of individual outcomes such as gaining influence and acquiring positions, but more
work is needed on network antecedents to understand interaction patterns within and
between organizations. This line of thinking calls for a network perspective, both
internal and external networks, which are to be understood from their embeddedness
in whole networks. Before introducing the far-reaching deterioration of social net-
works in the form of network corruption, we will first need to understand the two
core elements which help to distinguish when a network is a form of social capital or
whether it is deteriorating into corruption. These elements are: inclusiveness versus
exclusiveness and specific versus generalized reciprocity.

2.5.2 Inclusive Versus Exclusive Outcome

The previous section dealt with the obvious difference between social networks and
illegal networks. Some scholars argue that all forms of social capital can be put
to unhappy purposes such as suppression or corruption [35]. The advantages that
social networks bring about are only one side of the coin. The internal cohesion
in networks is achieved at the expense of outsiders (Fukuyama, 2001: 8). In-group
solidarity reduces the ability of group members to work together or cooperate with
outsiders, thereby often imposing negative externalities on the latter. Fukuyama [30]
refers to the corruption this might cause, in particular when the person involved is a
public official. In such a case, in-group bonding can cause the cultivation of nepotism
(in the interests of family or a group), thus deprivingmembers outside the group from
equal opportunity in accessing goods and services. The OECD also points at the risk
of relationships which are too inward-looking and fail to take account of what’s going
on in the wider world [31].

A similar downside to social capital can be seen when differences in education,
class and race, result in the underprivileged and disadvantaged losing their connec-
tions while the privileged continue to keep their social capital strong [5, 21, 36].
This form of association is considered to operate on the basis of implicit norms,
whereby the cultural capital associated with higher education is valued and used to
favor some and exclude others. Wuthnow states that social capital may function in
an exclusionary way when “ it consists of limited networks that provide valuable
information to some people but not to others (old boys’ networks, for example) or
when associations set up expectations about membership that cannot be easily met



20 W. Slingerland

by everyone” [36]. These networks can be considered homogeneous in the sense that
they consist of one or a few centers of influence with a closed group of individuals
who are alike and share a certain background (study association, political party, his-
torical roots). Also, they have successfully bridged with others because they work
at or represent a wide spectrum of influential institutions or organizations in a given
society. Such social networks exist across democratic and societal institutions and
are present in the heart of the decision-making processes. This implies that social
networks have the potential to enrich, help, support their members at the cost of the
outsider. This is reason enough to consider how networks such as those of the local
political visualized in images 1 and 2 influence one another and what the impact is
in network members and outsiders. Before getting to that question, there is another
aspect to consider: the element of reciprocity within networks.

2.5.3 Generalized Versus Specific Reciprocity

The reward of being part of a network is that the network or its members return
something of value. This can best be described as the dominant norm being that of
reciprocity whereby two forms of reciprocity need to be distinguished. Specific reci-
procity is when an individual does something and a particular person does something
in return [16]. This exclusive or specific reciprocity (the demand that any favor be
reciprocated) tends towards exclusive ways of associating [5]. In this way, partic-
ularized reciprocity is seen as being bad for democracy, because it builds on and
reinforces group separations. Fukuyama also points to the ‘negative externalities’ if
groups achieve internal cohesion at the expense of outsiders: the larger society in
which they are embedded [30]. This favor and return favor can either be a character-
istic of a friendly gesture (gift) but equally can be an element of bribe paying.

Generalized reciprocity is noticeable when an individual does something without
expecting anything specific back from that other person in the confident expectation
that someone else in the network will do something for him at some point [16].
Those who generalize reciprocity will help others not because they expect a par-
ticular return, but because they believe that, should they need help in the future,
someone else will demonstrate the same spontaneous generosity [5]. In our modern
society, this form of generalized reciprocity is of particular value because not every
single exchange needs to be balanced. This external focus is complemented by invest-
ments in the internal relations, thereby strengthening the social network’s collective
identity and its effective governance [29]. This norm is derived from the network’s
purpose and is an intangible element which steers behavior of the individual in the
direction of the network’s purpose. The question is whether the generalized form of
reciprocity linked to networks is a guarantee that opportunities will be available to
all. Is it possible that our modern concepts of corruption oversee the potential risks
of generalized reciprocity simply because from a legalistic point of view the specific
form of reciprocity meets the requirement of the concrete and tangible ‘quid pro
quo’?
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2.5.4 Reinforcing Mechanisms

The general characteristics of social networks and their interplaywith the elements of
reciprocity and exclusion help in understanding how certain reinforcing mechanisms
within social networks increase network deterioration. When individuals organize
themselves in networks with people which they identify with, share ideas and beliefs
with and these networks over time become the form of social network in which
generalized reciprocity becomes the norm and the network becomes inward-looking,
this means the network is deteriorating.

The social networks adapt to changing circumstances by attracting, selecting,
socializing and retaining individuals to ensure continuity. Because they threaten the
group’s subculture, particular attention is paid to individuals who cannot be ‘turned’
[4]. Newcomers may be ‘pressured’ to encourage compliance with the group’s norm.
If unsuccessful, the punishment usually escalates and becomes exclusionary; a new-
comer is rejected and induced to quit. Exclusionary punishment not only pushes
the newcomer from the group, it reaffirms the norms and beliefs of the group by
clearly drawing the line between ‘acceptable’ (corrupt) and ‘unacceptable’ (non-
corrupt) behavior [4]. In this way, corruption is internalized by its members as per-
missible and even desirable behavior, and passed on to successive generations of
members [4].

Social comparison theory explains how norm formation takes place. Often, indi-
viduals go back a long way and the norm formation in their closed networks was
influenced by the social comparison among one another. If the networks emerge in
the form of closed communities, this implies that the influence by outside attitudes is
lacking, resulting in reciprocity being interpreted in a narrow sense; only applicable
to the network members. Although Warren [5] looked at norm development within
organized collectives such as institutions, he also explains how focusing on individual
behavior might detract attention from norm evolvement with corrupt outcomes [5].
Warren [5] and Ashforth and Anand [4] emphasize the importance of acknowledging
how norms develop within collectives. In developed democracies, more and more
influence and public purposes are attributed to nongovernmental organizations and
profit-seeking businesses. The normalization of corruption occurs and becomes an
ongoing collective undertaking due to the process of institutionalization, rationaliza-
tion and socialization. Corruption becomes a property of the collective and thereby
an integral part of the daily conduct to such an extent that individual members may
be unable to see the inappropriateness of their behavior [4]. Corrupt individuals often
acknowledge their conduct but deny the criminal intent [4]. Most individuals still
uphold values such as fairness, honesty and integrity, even as they engage in corrup-
tion, that is, until the momentum of a corrupted system provides its own seeming
legitimacy. This distances individuals and groups from the moral stance implied by
their actions and perhaps even forges a moral turn around, in which the bad becomes
good. Networks can create their own norms at odds with the outside world to the
point where they become a ‘law unto themselves’ [37]. Because of this, networks can
be quite secret and difficult to examine or regulate in their operation and endeavors.
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The reinforcing mechanisms in networks result in the misuse of professional roles
for network interests leading to preferential treatment of network members, thereby
no longer serving the interests one has to observe when carrying out his role or
profession.As such the actual informal role in the network influences the professional
role one formally accepted. The individual examples of preferential treatment in such
networks do not meet the criteria of the legal definition of corruption because there
is no abuse of power in return for a private gain. However, the network dynamics
allow improper interests to influence decision-making at the expense of the general
interest.

2.6 Network Corruption

2.6.1 Defining Network Corruption

By introducing the idea of ‘network corruption’, the structure that nurtures the devel-
opment of corrupt practices receives more attention, and this is a step in the direction
of considering corruption as a complex system, the prevention of which requires
alternative approaches.

Network corruption concerns individuals having organized themselves in net-
works that function as a social system in which the interaction of various individuals
results in corruption but in which the behavior of the individual is not necessarily
corrupt and can best be seen as a form of abuse of power, favoritism, conflict of
interest, etc. The real corruption is in the nature of these networks in which network
members favor other network members, thereby developing the norm of generalized
reciprocity which results in the exclusion of non-network members. This is referred
to as “network corruption” (corruption by the network) in addition to the corruption
networks (corruption in a network). The recent study on the links between social
networks and corruption defines network corruption as: “Informal collective cooper-
ation in which professional roles are misused for network interests to such an extent
that the dominant norm is that of generalized reciprocity, leading to the exclusion of
others, while the members’ awareness of their network is reflected in their common
attitude” [38].

Such networks often start off as normal healthy networks and can be seen as a
valuable form of social capital in our society. But those features that allow networks
to achieve positive results can also have a downside that leads to the deterioration of
the networks. The result of the decision-making that has been influenced by undue
interests is the core aspect of the corruption, and not the actual exchange of interests.
This way, corruption is not something which can only be attributed to an individual.
Here corruption is the outcome or result of a (social) process. Instead of assessing the
nature of individual actions, this definition seeks to look at the outcome of a process
before labeling something as “corruption” [38, 39].
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Table 2.1 The features of networks and the indicators when they form social capital or network
corruption

Variable Social capital Network corruption

An informal collective
cooperation

Cooperation Misuse of professional roles
for network interests

Shared interest Specific reciprocity Generalized reciprocity

Common attitude Consciousness of the
individuals

Consciousness of the collective

Closed character Strong bond Exclusion

The four features outlined in the table help us to see the mechanisms that cause
networks to deteriorate. Although the exact tipping point for network deterioration
is hard to discover, these features interplay in such a way that certain observable
mechanisms start to work. The misuse of professional roles for network interests
leads to the preferential treatment of network members, thereby preventing proper
professional interests being served. In the process, the actual role in the network
takes over from the professional role that had been formally accepted. As a result
of the social process of these networks, preferential treatment becomes the norm
(a form of generalized reciprocity). This implicit norm steers behavior to reinforce
the norm, and network members are become blinded, no longer perceiving that they
have a choice between a commitment to the network or to third parties [26]. The
norm steers their behavior to such an extent that they act, refrain from acting, decide,
and think in the interest of the network collectively, and in this way the network
becomes closed, to the detriment of the rights of outsiders. This common attitude
is strengthened by the network members increasingly identifying themselves with
the network, and its closed nature leads to the absence of internal criticism and
correction mechanisms. That, in turn, reinforces all the other features. The mutual
reinforcement of these features corrupts the network [38] (Table2.1).

When talking about network corruption, two aspects need to be distinguished.
First of all, network corruption is about individuals being so entangled in a network
that their individual conduct can influence one another in a way which is unexpected
and results in effects which are unpredictable. This is complex collective acting
(corruption by the network). Secondly, network corruption is the enabler of other
forms of criminal conduct. Phone hacking, violating public procurement rules, vote
buying, leaking of confidential information, fraud and intimidation are interwoven
with the corruptive acting (corruption in the network). These crimes are interrelated
and they all concern abuse of power, reciprocal mechanisms and acts related to the
covering up of these acts.

Network corruption is neither about individual corrupt behavior nor about an
entire state of being which is corrupt. Network corruption is the phenomenon which
captures the collective conduct in a social network which at a certain point changes
from social capital into corruption (emergence). Although decision-making is often
influenced in unlawful and improper ways, corruption is in fact a violation of the
essence of fair decision-making, whereby decision-making is no longer protected
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by values of legitimacy, transparency and integrity. The improper interests influence
decision-making in a more subtle way. Furthermore, by introducing ‘network cor-
ruption’, the structure in which corruption develops receives more attention, which
means a step in the direction of considering corruption to be a complex collective
behavior, the prevention of which requires alternative approaches.

2.6.2 Implications of Network Corruption

The main purpose of this chapter was to increase our understanding of the link
between networks and corruption. The structure of a network and norm develop-
ment can be fertile ground for committing collective corruption (corruption in the
network). Although this is a risk to consider by social network members and policy
makers, the legal provisions and policies available allow the effective prosecution
and conviction of this form of corruption. This intentionally committing of corrup-
tion together with network members is of a different order than networks in which
the norm of reciprocity slowly develops into corruption. Here they start to develop
the characteristics of autonomous processes and organizations. This complex phe-
nomenon can best be described as corruption by the network which exists alongside
the corruption in the network. Network corruption exists above and beyond the indi-
viduals involved. As such, this chapter has followed up on the call by of Ashforth and
Anand [4], Zimelis [6] and Vergara ([7], to add new integrated perspectives which
help to understand and address systemic corruption in western societies. If networks
form the context in which corrupt practices such as bribery become the norm, they
are referred to as ‘corruption networks’. Although this phenomenon also concerns
the link between network and corruption, this article dealt with a new phenomenon:
network corruption.

When considering the implications of network corruption, it is foremost essential
that we acknowledge that good people can collectively create corruption. Assessing
ourselves and each other as ‘good apple’ or ‘bad apple’ is no longer valid when
trying to prevent network corruption. This requires a different awareness: a network
awareness. A network awareness implies that we all are aware that when we partic-
ipate in networks, we automatically are influenced by these networks. Networks as
such form valuable social capital but also have a downside or risk which too often
we are not aware of. When wanting to prevent corruption we should have a network
awareness in which we also keep an eye on the possible negative consequences of our
networks and networking activities. It means we have to make concrete what roles
we take on in these dynamic social networks and how we prevent these networks
from becoming exclusive and built on generalized reciprocity. In doing so, we must
acknowledge that these networks have a strong influence on how we observe our-
selves and the network. The indicators in the table distinguish networks which form
social capital from those who deteriorate into network corruption. These features can
be operationalized in a network tool to assess the character of a person’s individual
networks and meta networks within a certain context.
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Many countries have legal anti-corruption and integrity frameworks. However,
most frameworks suffer from loopholes when it comes to assessing the informal pro-
cesses of networks; they fall short in recognizing network corruption. It is necessary
to explain how independent legal instruments, such as rules on public procurement,
revolving-door, lobbying and the various integrity policies such as code of conducts
and obligation to register gifts and additional functions, not only seek to prevent the
individual act of corruption but also corruption as an outcome of collective acting.
Often bid rigging, revolving-door constructions and unfair forms of lobbying do not
concern an individual seeking influence but are manifestations of a network.

When thinking about the collective behavior of networks resulting in damage, this
also requires (re)considering the introduction of collective responsibility. Collective
responsibility in addition to individual responsibility has been considered and used
in exceptional cases of violence and crimes against humanity. However, in addition
to network corruption, there are various other examples of serious societal or global
damage caused by informal collectives, such as damage caused to the environment
(global warming, loss of biodiversity) or harm to societal health (obesity). Although
responsibility in a moral and legal sense starts with the search for who is to blame,
this search will soon result in singling out individuals and their contribution to the
collective harm. For instance, car owners are to blame for their cars’ emissions and
the effect they have on global warming, while national governments are blamed for
not granting more subsidies for green and sustainable initiatives. These examples of
complex collective acting and responsibility have a lot in commonwith the emergence
of network corruption. It is the total sumof the partswhich creates the negative impact
while its individual parts are not necessarily a wrongful act. As a society we struggle
to address responsibility for collective acting. However, if there is a consciousness
of the collective this could be a reason to treat networks as a moral actor with similar
responsibilities to preventwrongdoing as legal entities have. If we gain amore overall
network awareness and also challenge one another to reflect upon our role within
networks and discuss the network’ outcome with network members and outsiders,
this could be step in the direction of collective responsibility for network outcomes.

The concept of network corruption we offer here intends to be a step towards con-
ceptualizing corruption as a social process helping to lift the rational actor approach
and positivist veil that currently hinders the effectiveness of anti-corruption policies
in western democracies.
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Chapter 3
Network Controllability Metrics for
Corruption Research

Philip C. Solimine

Abstract This chapterwill discuss political corruption in a legislative social network
using the tools of network control theory. We aim to cultivate an understanding of
the mechanisms by which corrupting actors can perturb nodes’ behavior at certain
points within a larger social system, and harness the natural magnification of these
perturbations to drive the network to a more desirable state. In other words, we
investigate how social capital is harnessed to amplify the effects of corruption using
a social influence network or hierarchy. We provide a brief overview of control-
theoreticmetrics thatmay prove useful to researchers in identifying high-risk areas of
legislative or other political social networks—areas which are particularly vulnerable
to the spread of misinformation, and thus particularly valuable to the corruption of
social dynamics.

3.1 Introduction

The dynamics of political opinions, particularly within a deliberative assembly, play
a crucial role in the evolution of a society’s legislation. The opinions of a politician
can change and adapt over time, and co-evolve with others through discourse; the
opinions they form corresponding directly with the types of laws and regulations that
these politicians will sponsor or vote in favor of.

An unfortunate byproduct of the inherently connected nature of social interaction
is that the actions of a small number of corrupt individuals can drastically affect the
trajectory of the entire social dynamics. This chapter will address corruption as a
control problem in a social network, in which a society of individuals discuss and
exchange opinions dynamically over a complex network structure. We hope that this
will provide a basis for researchers interested in the study of “quid-pro-quo” corrup-
tion as an intervention or control within the dynamics of a social network. We are
motivated by the sociological observations of [15], inwhichMarkGranovetter argues
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that “The ability to effectively corrupt the administration of some substantial activity
requires corruption entrepreneurs to be masters of social network manipulation.”

In this chapter, we will focus only on a very specific type of corruption, which is
“quid-pro-quo”, closely related to studies of the spread of misinformation in social
networks. In this type of corruption, an outside agent or agency (“outside” meaning
that they are not a part of the social network in question) called the corrupter or
attacker makes amonetary transfer or payment to a node in the network (a politician)
to misrepresent or perturb their opinion on some topic. Since the individuals in the
network are exchanging opinionswith each other, these perturbations can have effects
which propagate through other nodes in the network, moving all of their opinions
toward states which are more desirable to the attacker.

We begin with an introduction of the different models used to describe the dynam-
ics of opinion exchange and learning in social networks. Then we introduce corrup-
tion as a control-theoretic optimization problem. Finally, we discuss what happens
when nodes are given the freedom to change their social ties over time, and the
emergent properties of endogenous networks, in which node’s incentives to build an
effective network are afflicted by corruption.

3.2 Motivations

If nodes primarily choose their incoming influence links, then it is easy for them to
manipulate a specific measure called control capacity [31], which is the fraction of
minimum driver sets in which they are contained. A large number of nodes with high
control capacity means a network that is difficult to control. If nodes form outgoing
links, or are primarily concernedwith increasing their control centrality—the number
of other individuals that they can directly or indirectly control—then they should
attempt to become connected in the strongly connected component that is at the top
of the hierarchy, preferentially forming outgoing influence links to other individuals
with long matching paths in order to command power over a larger fraction of the
network. If this were the case, we should expect to see the network become easier
to control as corruption increases due to increasing lengths of matching paths [38].
Intuitively, an individual with high control centrality commands high power in the
network in that they can control a large fraction of others, while one with high
control capacity, while may not control many others, is more important because they
are harder to influence from elsewhere in the network.

In prior work [36], we have found that the fraction of driver nodes required to
control a political social network increases with measures of corruption perception
across a panel of European parliaments. This provides evidence in favor of control
capacity as a measure of dominant importance to identifying high-risk areas of the
network for corruption and the spread of misinformation in social networks. In other
words, individuals in the networkwhowish to accept bribes in exchange for spreading
misinformation or misrepresenting their own position on an issue appear to focus on
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ensuring they are not indirectly controlled through others, rather than focusing on
controlling many others themselves.

These results suggest that as corruption increases, the network can become harder
to control. This effect was named hierarchical congestion [36]. This is particularly
relevant in light of other work on the controllability of social networks and its relation
to corruption. In [7] the authors examine the controllability of the Brazilian federal
police network, and find that a minimum driver set may consist of only roughly 20%
of the network nodes. They highlight the importance of easy control in a properly
functioning network, and claim that easy controllability is valuable because it can
allow for beneficial norms, such as a resistance and moral objection to corruption,
to spread easily through the network. This reasoning extends to networks in a delib-
erative assembly, and in particular, one in which the nodes are representatives of
large communities. If a number of communities strongly wish to enact change in
the political system, a well-functioning democracy should enable them to enact such
change effectively. Thus, when such control is coupled with monetary incentives in
the case of “quid-pro-quo”, the nodes in the network appear to change their linking
strategies in a way that is detrimental to the effectiveness of the democratic process.

With this in mind, it is important to ensure that our discussion is properly moti-
vated. Controllability of a social network system is not inherently a bad thing—it
can allow for an effective democratic system and an ability to encourage new norms.
Thus, while control theoretic centrality metrics point to a set of opinion leaders that
are at high risk for corruption, these same features can also make them invaluable
to anticorruption efforts [7]. This adds another layer of importance to the finding
that corruption is associated with poor controllability [36], and will hopefully also
convince the reader that these control metrics are far from a guaranteed mechanism
by which to identify corrupt agents. Rather, it is only when this type of influence is
overly incentivized through corruption opportunities that it becomes problematic.

Notable recent work [11] has also discussed adversarial perturbations to a
more advanced social learning model called the Friedkin-Johnsen model [10]. The
Friedkin-Johnsenmodel addresses what is often seen as a flaw of the DeGroot model,
which is that its dynamics inevitably converge to a consensus state in the limit, in
which all opinions are equal. It builds on the basic DeGroot model to allow for per-
sistent disagreements, by considering each node as being anchored to an immutable
initial opinion as well as considering the opinions of their neighbors.

Adversarial perturbations are a concept developed in machine learning and deep,
feedforward neural networks. They are based on a finding that deep network-based
classifiers can often be easily fooled into misclassifying data by tiny, strategically
placed perturbations to their inputs [33]. In [11], the authors extend this theory to
opinion dynamics, discussing perturbations that induce discord in the converged final
state of opinions. They show that this optimal perturbation can be designed based
on the spectrum of the graph Laplacian. The primary difference between this type
of adversarial perturbation and control theory is twofold; adversarial perturbations
may be injected to the states of any node in the network, and only in the first time
period. This would be roughly analogous to the case in which each node is a driver,
capable of receiving an independent input signal, but the input signals are restricted
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to be zero for all time periods after the one leading to the initial state x0. Further,
they are primarily interested in sowing the seeds of disagreement in the limiting
distribution of states, rather than reaching a specific goal state by a specific finite
time threshold. This is consistent with other prior work on control in social network
opinion dynamics [32], but may not be ideal for the study of corruption in which
reaching a goal by a time threshold (such as before a vote) plays a more important
role to the corrupter than does the limiting distribution of beliefs or opinions.

3.3 Graph Preliminaries

A social influence network can be viewed as a graph G = (N,E), consisting of a
set of n vertices (nodes) N , connected by a set of edges or links E. Each node i
in N also possesses a state variable xi ∈ R which represents their opinion on some
topic of discussion. These are collected in a state vector x ∈ R

n . In a social network,
we take the nodes in N to be the individuals participating in the society, and the
edges (or links) in E ⊂ N2 × R to be an ordered pair of nodes which represent
friendship or interactions, coupled with a real-valued weight for the interaction wi j .
In other words, each individual forms their opinion as a weighted average of their
neighbors’. The graph structure can be summarized by a weighted, row-stochastic
adjacency matrix A, an n × n matrix, with entry Ai j = 0 if there is no link from j to
i , and Ai j = wi j∑n

j=1 wi j
otherwise. In the case that

∑n
j=1, j �=i wi j = 0, (if a node is a root

with no incoming links), then they are assigned wii = 1, a self-loop, to ensure that
their state or opinion will remain constant unless they are actuated. Such nodes may
be referred to as stubborn. Introducing this stubbornness is a convenient method to
deal with the directedness of the network; it does not affect the control capacity or
control centrality, but does affect some efficiency metrics by making the node more
expensive to control.

3.3.1 Social Learning and Opinion Dynamics

Complex networks can be a powerful tool for modelling the diffusion of information
and opinions through a social structure. Studies of opinion dynamics in networks
are often centered around the theme of political discussion [18, 19], and for obvious
reasons; the features of the democratic process mean that political discussion in
social environments plays a substantial role in the evolution of laws and regulations
which directly affect the progression of a society and its norms. Only recently has the
literature begun to examine the role of network formation and endogeneity in such
environments, and such studies are sparse [3, 25]. This is not surprising, as network
formation is computationally difficult to analyze unless subject to strict assumptions
on the process [6].
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Much of the study of learning and opinion dynamics in social networks is con-
cerned with the consensus—an equilibrium state in which all individuals agree on
the same opinion—and the accuracy of equilibrium beliefs [4, 13]. The most com-
mon model, due to its relative simplicity, is called the DeGroot model. In a DeGroot
model—named for the work of DeGroot [8]—each node simply considers the opin-
ions of those with which they are linked, and updates their own opinion as a convex
combination of their neighbors’ opinions.

xi (t + 1) =
n∑

j=1

wi j
∑n

j=1 wi j
x j (t) (3.1)

These equations can be written in matrix-vector form as:

x(t + 1) = Ax(t) (3.2)

Given the initial state of opinions x0 ∈ R
n , the opinion at discrete time period t ∈

{0, 1, . . . , T } is given by:
x(t) = At x0 (3.3)

A crucial feature of this process, is that it can represent the naïve best-response
dynamics (or simultaneous gradient descent) in a pure coordination game [4, 14].
In this context, a pure coordination game is a game in which the nodes optimize an
objective that is negative quadratic in the difference between their own state and that
of their neighbors. Individuals have the following utility:

Ui (A, x) = −
n∑

j=1

wi j (xi − x j )
2 (3.4)

We assume that player i is following the best-response dynamics in discrete time
intervals. These best-responses arise from the following first order condition:

∂Ui

∂xi
= 2

n∑

j=1

wi j (xi − x j ) ≡ 0 (3.5)

The linear DeGroot dynamics (3.1) are easily found by algebraic manipulation of
this first-order condition giving best responses. Therefore, if a player in the network
is myopically updating their opinions to satisfy this first-order condition (themselves
intrinsically assuming that all other players’ opinions will remain the same1), then
the DeGroot learning process can be viewed as best-response dynamics of this game.

1 The fact that in the best-response dynamics, players do not take into account how others in the
network will update their opinions in each round is what makes these dynamics myopic or naïve.
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3.3.2 Control Theory

Concurrently, a largely disjoint but closely related literature has been developing
across engineering disciplines called control theory. Control theory can be loosely
described as the study of how dynamical systems can be supplemented with con-
trollers, in a way that drives the system to a more desirable state.

Conveniently, the majority of DeGroot-type models of social learning fall into
the category of linear systems, for which closed-form results can be obtained to
describe optimal control. A large body of literature addresses the controllability of
linear systems, and in particular how it can be accomplished at minimum cost [26,
28, 35]. In particular, in [35] a number of widely-used metrics are described which
aim to quantify the energy or difficulty required to drive the dynamics of a linear
system.

Formally, control in a discrete-time linear (time-invariant) system with m control
inputs is described by the following system of difference equations:

x(t + 1) = Ax(t) + Bu(t) (3.6)

In this system, the m × 1 vector ut lists control input signals, and the n × m matrix
B maps these input signals to the states of specific sets of nodes. In other words,
the matrix B allows for perturbations to be injected into the states of a certain set of
nodes in any time period.

There is an interesting nuance in theway that thematrix B is described. That is, we
can restrict the columns of B to those of the canonical basis. In other words, we can
place a restriction on the columns of B so that exactly one element of each column
is 1, and the rest of elements in the column are 0. This special case corresponds to
the situation in which each input signal is sent to exactly one node of the network.
In this case, we would refer to the actuated nodes i ∈ N for which there exists a
j with 1 ≤ j ≤ m such that Bi j = 1 as leaders or control nodes. If the network is
controllable from a given set of leaders, and there is no smaller set of control nodes
that could fully control the network, then the set is called a minimum driver set [30],
and the nodes are referred to as driver nodes.

Alternatively, if the restriction that exactly one element of each column of B is
nonzero is relaxed, so that an input signal can be sent to multiple nodes simultane-
ously, then the problem can be viewed as augmenting the network with a set of new
vertices. These actuator nodes resemble the original nodes in the network. They con-
nect to a series of other nodes, but do not accept any incoming influence links from
other nodes or actuators in the system; rather, their states are determined entirely
by their corresponding input signal. Actuator placement of this type can thus be
viewed as the strategic positioning of a number of forceful agents into the network,
a problem whose effects are studied in detail by [2] with a focus on the spread of
misinformation.

We call a network controllable if, for any desired final state x f ∈ R
n , inputs

u(t) can be designed which drive the system to x f . In the case that the network
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weights are known, or estimated with a high degree of accuracy and precision, exact
controllability [41] can be used to define whether a network is controllable. Exact
controllability is based on a condition for controllability called the Popov-Belevitch-
Hautus (PBH) condition [17], which is equivalent to the Kalman condition. The PBH
condition holds that the system is controllable if and only if for all complex-valued
constants c ∈ C:

rank([cI − A, B]) = n (3.7)

The alternative approach, known as structural controllability, relies on a matrix
called the controllability matrix of the system.We can define amatrixCT (the T-steps
controllability matrix) as:

CT = [B, AB, A2B, . . . , AT−1B] (3.8)

where we have used the comma to denote horizontal concatenation. Intuitively, a
vector x f falls into the span of the T-steps controllabilitymatrix only if a set of signals
u(t), input to the system between time periods 0 and T − 1 can be used to drive the
dynamics to reach that vector. For example, if T = 1, then C1 = B, so the state must
fall in the range of the columns of B. If T = 2, however, then C2 = [B, AB]; the
controller now has two time periods to inject perturbations. Input signals injected to
the state in the first period are amplified by the natural network dynamics, ideally
leading the network to a state from which x f can be reached through a perturbation
proportional to the columns of B.

This leads to a famous result called the Kalman controllability rank condition
[23]. That is, the system (3.6) is controllable, so that any vector x f in the state
space X can be reached in exactly T steps, if and only if the T -steps controllability
matrix CT is of full (row) rank. As T grows, control can rely more and more on the
natural autonomous dynamics of the system, until T = n. For all T ≥ n, the space of
reachable states is exactly the range of C ≡ Cn . For this reason C is simply referred
to as the controllability matrix of the system.

3.3.3 Optimal Control

Along with exactly which states are theoretically reachable from a given starting
state and control input configuration, it is important to consider the costs that are
required to drive the system. These costs are typically framed in terms of the input
energy [26, 28, 39]. The energy cost is given by the sum of squared norms of the
vector u of input signals. Intuitively, this convex cost makes large input signals more
costly than small ones, with the cost of additional energy increasing more for a signal
that already has a large energy cost. Formally, the input energy cost is given by:
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ET (u) =
T−1∑

t=0

‖u(t)‖22 =
T−1∑

t=0

u(t)	u(t) (3.9)

It is reasonable to assert that the cost is convex in the corruption case, since large
instantaneous shifts in opinion may be suspect and thus come at a higher risk for
the parties involved. This energy cost is convenient, however, not only because it is
realistic in imposing a cost that is convex in the magnitude of each perturbation, but
also because it can be used to derive a closed-form solution for the optimal control
signal which drives the state to x f in T steps at the minimum cost. Given the control
input schematic B, the unique, optimal, open-loop control input for any time period
0 ≤ t ≤ T − 1, (of course, since T is the terminal period, no more control input can
be injected at this point), is given by:

u∗
t (x f ) = B	(A	)T−t−1W−1

T (x f − x(T )) (3.10)

Here, we have used WT to denote a matrix, called the Controllability Gramian of
the system, which takes the following form [35]:

WT = CTC
	
T =

T−1∑

t=0

At BB	(A	)t (3.11)

The Gramian is guaranteed to be positive definite (and thus invertible) whenever
the system is T -steps controllable under the input schematic B. Further, it allows a
closed form solution for the minimum energy required to control the network system
B from state x0 to state x f in exactly T steps. This cost is given by:

E∗
T (x f ) = (x f − AT x0)

	W−1
T (x f − AT x0) (3.12)

Due to its appearance in this expression for minimum energy, the Gramian matrix,
or variations of it, are popular for constructing descriptive metrics for the efficiency
of a driver set.

3.4 Controllability Metrics

There has been much work [29, 34, 35, 37] aimed at developing metrics that can
inform effective input placement and evaluate the importance of various driver nodes
to efficient network control. These efforts can largely be broken up into three cat-
egories. The first is at the network level. Metrics that describe, for example, the
minimum number of driver nodes or actuators that are required to control a network,
fall into this category.
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Secondly, and perhaps most relevant to the study of corruption in a social net-
works, there is a growing interest in metrics that describe the importance of an indi-
vidual node to a driver set or input schematic. The aim of these metrics is to build
input schematics that are effective and efficient. Thus, they should be of particular
importance to the study of corruption—in helping to understand exactlywhere in the
network this type of corruption and misinformation spread is most valuable to the
corrupter, and thus which areas of the network are at the highest risk for interference.

The final category is metrics that evaluate the effectiveness of a driver set or
control input matrix B as a whole and within the network environment. That is,
given a valid control input placement, features such as bounds on the control energy
required to reach an arbitrary state, or the volume of the ellipsoid describing states
that are reachable with a single unit of input energy can give an idea of the efficiency
of the schematic. Many of these metrics can be extended to the case of the individual
node to give an idea of how important an individual node is to attaining efficient
controllability.

3.4.1 Network-Level Controllability Metrics

There are two general approaches to measuring the controllability of a network
system as a whole. These are called exact [30] and structural [41] controllability.
Structural controllability is arguably more suited to the study of corruption in social
networks, because usually in the study of real-world networks we will not know the
exact edge weights associated with each link. Rather we will only have, at best, some
noisy estimates of the link weights. The controllability of a network, roughly speak-
ing, is measured by the minimum number of control inputs (linearly independent
columns of B) that are required in order for a suitably designed control schematic to
have the ability to satisfy the Kalman or PBH conditions.

The minimum rank that B can be, in order for the PBH condition to be satisfied,
can be derived as themaximum geometric multiplicity of an eigenvalue of the system
adjacencymatrix A. In other words, theminimum number of control inputs or drivers
nD required to attain exact control inputs of the system is given by:

nD = max
λ∈�(A)

μ(λ) (3.13)

where we have used�(A) to denote the spectrum (set of eigenvalues) of A, andμ(λ)

to represent the geometric multiplicity2 of the eigenvalue λ.

2 The geometric multiplicity of an eigenvalue is the rank of its associated eigenspace, or the number
of linearly independent eigenvectors it is associated with. If the network matrix A is diagonalizable
(which is the case if the network is undirected), then the geometric multiplicities of eigenvalues
are equal to their algebraic multiplicities, or the number of times they appear as a root of the
characteristic polynomial.
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Intuitively, the first part of the matrix in the PBH condition (cI − A) is guaranteed
to be rank-degenerate for all c ∈ �(A), since the eigenvalues are precisely taken as
the values which are the roots of the determinant of this matrix and thus the points
where it is low-rank. In order for the concatenated matrix to be full rank, there
must be at least enough linearly independent columns in B to account for this rank
degeneracy.

The structural controllability approach was pioneered by [27], and was applied
to network systems by [30]. This approach can be used to find minimum driver sets
in environments with a known, directed network structure, but in which there is
some uncertainty about the weight of each edge and thus about the spectrum of the
system adjacency. A review of early work in structural controllability can be found in
[9]. In structural controllability, the nonzero elements of the adjacency are taken as
free parameterswithout any specific prescribed value. Importantly, the controllability
results obtained from the structural approach can be shown to be hold for most values
of the parameters, except in some zero-measure special cases.

The advantage of the structural approach is that it can be accomplished via a sim-
ple and tractable algorithm based on maximum matchings of an associated bipartite
graph. This is introduced in [30] and explained in far more detail in [31]. The algo-
rithm begins by creating a bipartite representation of the network. In the bipartite
representation, one set of nodes is called the incoming set, and the other is the outgo-
ing set. Each set of nodes in the bipartite graph (incoming and outgoing) contains one
node representing each node of the original network. In a bipartite graph, links only
exist between node sets, but not within them. The original network is then redrawn
in its bipartite representation; if a link exists from node i to node j in the actual
network, an undirected link is drawn in the bipartite graph between node i in the
outgoing set and node j vertex in the incoming set.

After the bipartite representation is constructed, a maximummatching of the new
bipartite graph must be found. A matching in a bipartite graph simply describes a
set of edges with disjoint vertices. In other words, it is a selection of edges from the
bipartite graph, selected so that no edge in the matching shares a node with any other
edge in the matching. Further, in order for this matching to be maximum, it must be
of the largest possible cardinality; containing the largest possible number of nodes
from each set, so that there are no possible matchings that contain more nodes.3

Once a maximummatching in the bipartite representation is obtained, a minimum
driver set for structural controllability is computed as the number of unmatched nodes
in the in set. These nodes correspond with nodes in the original network who do not
have an incoming link through which they can receive the input signal indirectly.
Rather, in order for these unmatched nodes to be controlled, they must be controlled
directly by an input signal through a connection in the input schematic.

3 Algorithms for finding maximum matchings in a bipartite graph are well-established. For more
information and a comprehensive overview of algorithms for findingmaximum bipartite matchings,
see [24].
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3.4.2 Node-Level Controllability Metrics

An easy way to visualize how the maximum bipartite matching works to find a
minimum driver set is by understanding the hierarchical structure that is generated
by a control input schematic. This hierarchical structure is described in detail by
[31], where authors develop a metric called control centrality which helps to shed
light on this hierarchical structure.

Control centrality roughly captures the power of an individual node in controlling
the entire network. The control centrality of node i is given by the generic rank
of an individual controllability matrix C (i). This individual controllability matrix is
constructed according to (3.8), but with the control schematic set to include only
node i . In other words, B is taken to be B = B(i) ≡ ei , where ei is the i th column
vector from the canonical basis—with a 1 in the i th position and 0’s elsewhere.
Generic rank refers to the fact that the weights of the network links are unknown,
so a maximum rank is computed. Notably, as with the structural controllability, the
generic (maximum) rank is equal to the actual rank ofC (i) in all but some pathological
(measure zero) special cases of the network weight parameter values.

Control centrality describes the maximum matching path that can be drawn
through the network from an individual node. If node i is selected as a control
input, their control centrality is the generic dimension of the associated controllable
subspace of the system. The generic rank of this matrix gives the length of the longest
“cactus” shaped matching path that can be drawn beginning at node i . A cactus-style
matching path refers to the potential shape of the maximal structure that a node can
control. This structure consists of a single directed path (called a “stem”) along with
any loops that can be directly reached off the stem (called “leaves”). An example of
a cactus matching path is shown in Fig. 3.1.

Another individual-level metric is called control capacity [21]. The central idea
behind control capacity is that the maximum bipartite matching of a digraph is
generally not unique. Indeed, theremaybe severalmaximummatchings, each lending
themselves to a potentially different minimum driver set. Control capacity measures
the proportion of minimum driver sets which contain each individual. For example,
if there is a node which absolutely must be controlled in any minimum driver set,
then their control capacity is equal to one. On the other hand, if a node never appears
unmatched in a maximum bipartite matching, then they are never a driver node and
their control capacity is zero. If a node appears in some, but not all, minimum driver
sets, then they are considered intermittent, and their control capacity is between zero
and one. Formally, control capacity can be seen as the probability that a node is
selected as a driver node if a uniformly drawn maximum matching is used to select
a minimum driver set.

In [21], the authors also develop a method for uniformly drawing minimum driver
sets. This is crucial because the number of potential maximum matchings can easily
become extremely large and render a direct computation of control capacity infea-
sible. A method of uniformly drawing from the set of maximum matchings enables
Markov-chain Monte Carlo methods for estimating control capacity. The authors
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(a) Control centrality (b) Control capacity

Fig. 3.1 Node-level controllability metrics for a “cactus” style matching path. Nodes with a dark
color correspond with those of high centrality, as measured by control centrality (a) or control
capacity (b). In this case, the dark node on the left-hand side is the most central in both cases. In
(a), the leftmost (darkest colored) node has a control centrality of 11, since it can fully control the
entire matching path. Subsequent nodes can control fewer nodes, since they cannot control others
that are higher up in the hierarchy but can control those that they connect to either directly or
indirectly through a directed path. Finally, the bottom node (white) has the lowest control centrality
of 1, because it cannot control any other nodes than itself. In (b), nodes are highlighted by control
capacity. Since the entire network can be controlled by a single node (by design), the control capacity
of the darkest node on the left is 1 (it appears in 100% of minimum driver sets) while the other
(white) nodes all have a control capacity of 0 (they never appear in a minimum driver set)

use this to find control capacity measures for a number of real-world and model
networks, and find that control capacity depends almost entirely on the distribu-
tion of in-degrees (nodes with high control capacity correspond with nodes of low
in-degree), and appears to be virtually independent of a node’s out-degree.

Importantly, through testing in real-world and model networks, the authors find
another surprising but important result; which is that driver nodes tend to “avoid”
hubs. This is because a matching path can only take one link associated with each
node, so having a large number of links is not necessarily a benefit in terms of control
position. In particular, if the hub has even a single incoming influence link, then the
node that influences them can indirectly control the rest of their longest matching
path or any of the outgoing matching paths that they are connected to.

The simplest example of this phenomenon is in a directed star network as shown
in Fig. 3.2. In this graph structure, there is a single hub with outgoing connections to
all other nodes (and there are no other links in the network). While the hub should
always be selected as a driver node, their longest matching path contains only 1 node
and therefore their control centrality is only 1, so while they have a high control
capacity, all but 1 of the other nodes must also be selected as drivers so control is
highly distributed through the network. Further, while the hub is always a driver in
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(a) Control capacity in a directed star (b) Control capacity with an added edge

Fig. 3.2 Distribution of control capacity in a directed star network. This figure highlights how
small changes in the topology of a network can lead to large changes in the distribution of control
capacity (and thus, substantial changes in the controllability of the network). Note the relative lack
of importance of a node’s out-degree in determining control capacity. In a, the center node has
a control capacity of 1, since it has no incoming links but influences all nodes in the network, it
must be controlled in any minimum driver set. Its control centrality, however, is only 2. This is
because once a node has been matched with another, it cannot be matched again with other nodes.
A minimum driver set in a thus consists of the single node in the core, along with nine of the
remaining ten nodes. Since the center node can be matched with exactly one other node, there are
ten minimum driver sets, one for each peripheral node being matched with the core and thus not
appearing in the set. In b, the addition of a single incoming link to the center node immediately
renders it unnecessary as a driver, giving it a control capacity of 0 (although its control centrality
remains unchanged). This is because it can now be controlled externally from a peripheral node
(the rightmost node), with a matching path then extending to another peripheral node, generating
a matching path of length three, and thus requiring one fewer driver. By the same logic as before,
each of the other peripheral nodes appear in all but one driver set. Since there are now only nine of
them, each peripheral node now has their control capacity slightly reduced from 9

10 in a to 8
9 in b

the directed star, adding even a single incoming link to the central hub causes its
control capacity to fall to zero, as the incoming link will allow it to be controlled
indirectly.

Situations inwhich a large proportion of the nodes have nonzero control capacities
are referred to as networks that enable distributed control; while networks in which
control capacity is zero formost of the nodes are considerednetworkswith centralized
control. A further area of interest in the field is the bimodality of control. That is,
very small perturbations of the network topology can have enormous effects on the
distribution of control measures. This topic is discussed in detail by [22]. In other
related work, [38] shows how minimal perturbations can be made to the structure of
the network in order to optimize its controllability, which is accomplished by linking
the end points of matching paths with the starting points of others.

The cactus matching path in Fig. 3.1 is the most straightforward example of a
topology which enables centralized control, since it has a unique minimum driver set
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(a) Control centrality (b) Control capacity

Fig. 3.3 Node-level controllability metrics for the 108th Senate of the United States of America
(2003–2005). These network data were obtained from [5], with links drawn by weighted propensity
to cosponsor [16], thresholded at 0.15. Notably, this network can be controlled from 10 nodes.
Since the two nodes in the upper right are not connected to the rest of the network, but share a
bilateral connection, either of them may be selected to drive themselves and the other, leading to
two possible driver sets. This is a relatively low number of driver sets, so we may consider this
“centralized” control (as opposed to “distributed” control, in which a large number of nodes have
nonzero control capacity), using the terminology of [22, 40]. Nodes are colored by their centrality
metrics, with darker nodes being more central and lighter ones less central. For control centrality
(a), themaximum for an individual node is 38 (dark purple) and the lowest is 2 (white) because there
are no sinks, so every node has an outgoing connection to at least one other. For control capacity
(b) the dark nodes are always drivers and thus have a control capacity of 1. White nodes have a
control capacity of 0 because they never appear in driver sets, and the two intermittent nodes in the
top right have a control capacity of 1

2 because they form a cycle, so either of them can be selected
with equal probability if driver sets are drawn uniformly. Summary statistics for these measures can
be found in Table3.1

consisting of a single root node. The directed star from Fig. 3.2, on the other hand,
enables a distributed control configuration because every single node in the network
is a part of a minimum driver set. Using cosponsorship network data from [5], we
computed the control capacity of senators from the 108th Senate of the United States
of America. The results of this computation are displayed in Fig. 3.3, and summary
statistics in Table3.1. Notably, a minimum driver set in this network consists of 10
nodes, and control is centralized. Apart from two nodes which themselves form a
component cycle and thus have a control capacity of 0.5, the minimum driver set is
unique and thus all driver nodes in the largest strongly connected component have a
control capacity of 1.



3 Network Controllability Metrics for Corruption Research 43

Table 3.1 Sufficient statistics for node-level controllability and efficiency metrics for the 108th
Senate of the United States of America (2003–2005). This network consists of 100 nodes and 260
edges, with centralized control and a minimum driver set size (computed by exact controllability)
of nD = 10. It was constructed by weighted propensity to cosponsor [16] thresholded at 0.15, and
compiled by [5]. In this case, we have taken cosponsorships to indicate incoming influence from
the bill sponsor

Metric Minimum Maximum Average Median Std. Dev.

Control capacity 0.00 1.00 0.10 0.00 0.29

Control centrality 2.00 38.00 29.94 35.00 11.80

Node-to-network pi 1.03 823.14 37.73 1.95 129.57

Network-to-node qi 14.36 101.00 41.22 37.73 27.58

Non-normality
(differenced) rdiff,i

–98.88 722.14 0.00 –21.52 113.98

Non-normality (ratio)
rquot,i

0.02 8.15 34.71 0.08 1.27

3.5 Efficiency Metrics

While controllability metrics give a solid understanding of how many individuals
must be controlled in order to fully capture the state of opinions in the network, they
are agnostic with respect to which of the potentially many possible driver sets is
“best”. This is where efficiency metrics shine. Using efficiency metrics to design a
control input schematic allows the designer to choose not only a driver set that can
be guaranteed to get them where they want to go, but also to ensure that they can do
so at the lowest possible cost.

Crucially, even fully controlled network systems may exhibit practically unreach-
able states when control energy is limited [35]. Practically unreachable states are
those which technically fall into the controllable subspace of the system, but for
which the minimum energy of a control input signal that would drive the system
to this state is beyond any reasonable limit. Efficiency metrics can thus be used to
understand and design efficient and effective control input schematics.

3.5.1 Schematic-Level Efficiency Metrics

Many efficiency metrics are based on the systemGramianWT given by (3.11), which
is useful due to its appearance in the minimum energy function (3.12). These metrics
were first introduced by [34], and have since had their advantages and drawbacks
analyzed extensively in the engineering and control literature [35, 37]. For example,
a straightforward metric for describing the efficiency of control from a given driver
set is to examine its spectrum �(WT ). Since the energy cost E∗

T is a quadratic form
in W−1

T , we have an immediate upper bound on the control energy:
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E∗
T ≤ λmax(W

−1
T )‖x f − AT x0‖22 = λ−1

min(WT )‖x f − AT x0‖22 (3.14)

where we have used λmax(M) ≡ sup�(M) as the largest eigenvalue of the input
matrix and λmin(M) ≡ inf �(M) as the smallest. This inequality is derived directly
from the Rayleigh quotient. For this reason, a commonmetric that is used to discrim-
inate between driver sets based on their energy efficiency is the smallest eigenvalue
of the Gramian. The minimum eigenvalue of the inverse Gramian matrix (and thus
the inverse of the minimum eigenvalue of the Gramian itself) provides an upper
bound on the worst-case control energy that may be required to reach some state
with a given distance from the final state of the natural autonomous dynamics, with
the inequality being strict when (x f − AT x0) is the eigenvector of W

−1
T associated

with the eigenvalue λmax(W
−1
T ).

Another result of the minimum energy (3.12) taking a quadratic form is that its
level curves are nested ellipsoids. For any given control energy budget η ∈ R+, the
states that are reachable within this energy budget fall within the quadric surface
whose formula is a level curve of the energy function:

(x f − AT x0)W
−1
T (x f − AT x0) = η (3.15)

This forms an ellipsoid in the state space, centered at the final state AT x0 of the
autonomous dynamics. Following [37], we can denote the ellipsoid of “easily” reach-
able states (which can be reached with at most 1 unit of control energy) as:

Emin(T ) = {x ∈ X | (x − AT x0)W
−1
T (x − AT x0) ≤ 1} (3.16)

Using the relationship that det(W−1
T ) = 1

det(WT )
, we can derive a formula for the

volume of this ellipsoid as:

V (Emin) = πn/2

�(n/2 + 1)
(det(WT ))1/n (3.17)

Thus, the determinant of the Gramian gives a natural measure of how many states
are potentially reachable with a limited budget, and thus the relative impact of a unit
of input energy.

Another commonly used metric for the efficiency of a control schematic is the
trace of the inverse Gramian, Tr(W−1

T ), which gives a measure of how much energy
will be required to control the system to a randomly selected state within a unit sphere
surrounding the autonomous final state.Motivated by the relationship Tr(A−1)

n ≥ n
Tr(A)

,
the trace of the Gramian itself Tr(WT ), may also be used and offers a convenient
approximation to the trace of its inverse without the need for potentially expensive
matrix inversions.

The trace metrics are particularly interesting because they are not only sub-
modular, but can be optimized in closed form [37]—that is, a control schematic
can be easily designed which maximizes this measure. Unfortunately, the control
input schematic which maximizes the trace metric may not render the system fully
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controllable. Submodularity is a desirable feature of efficiency metrics, in general,
because optimizations of control input designs is a combinatorial problem. A set
function f : 2N → R on the nodes of the network is called submodular if it satis-
fies f (A) + f (B) ≥ f (A ∪ B) + f (A ∩ B) for all subsets A, B ⊆ N . Intuitively,
submodularity implies decreasing returns; adding a driver to a larger set has a lower
impact on a submodular metric than adding a new driver to a smaller set. If a con-
trollability metric of a driver set satisfies submodularity, it provides suboptimality
guarantees for a greedy algorithm that progressively adds high-value nodes to the
driver set. Notably, while det(WT ), Tr(W−1

T ), and Tr(WT ) are submodular, spectral
measures like λ−1

min(WT ) are not necessarily. This means that it is difficult to design
driver sets that guarantee reasonable efficiency in the worst-case direction and avoid
practically unreachable states [37].

3.5.2 Node-Level Efficiency Metrics

The most recent work in identifying efficient driver sets is [29]. Here, the authors
characterize node-level metrics which aggregate well to building an effective and
efficient driver set. These measures are based on the “non-normality” of the network
system—a phrase used to describe imbalances in the distribution of energy efficiency
across the network.

In a directed network system, controlling any node allows a controller to inject
energy into the system. This is relatively straightforward given what we have dis-
cussed up to this point. For example, the energy injected into the system by only
controlling a single node could be summarized by their individual controllability
matrix C (i)

T , which gives the controllable subspace of the system if only node i were
controlled. Likewise, we can use this to form the individual controllability Gramian
as:

W (i) =
T−1∑

t=1

Atei e
	
i (A	)t (3.18)

For convenience, we will drop the T subscript from this portion of the discussion,
though it should be taken as implicit. Interestingly, for any driver set V ⊆ N , the full
Gramian is simply the sum of these individual Gramians, so thatWV

T = ∑
k∈V W (k)

T .
By the linearity of the trace, it is clear that the trace of these individual Gramians
provide useful information about the capability of a node to inject energy into the
network—the trace of a node’s individual Gramian is equal to its impact on the trace
of the system Gramian. This is referred to by [29] as the node-to-network centrality,
and is given by:

pi ≡ Tr(W (i)) (3.19)

This measure alone provides a lot of information about the energy impact of an
individual node. It is most useful, however, when combined with another measure
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called the network-to-node centrality. Network-to-node centrality gives a measure
of the energy cost associated with controlling any node. For example, if a node has
no incoming connections, then it is trivial to control. If a node has many incoming
connections, on the other hand, then its state may fluctuate dramatically through the
course of the dynamics, meaning that a large actuation effort may be required to
bring this node to the desired value in each period. This measure is quantified as:

qi ≡ Tr(M (i)) (3.20)

where M (i) is the individual observabilityGramian. Although we have not discussed
observability in this paper, it is a dual problem to controllability. Observability, or
state-reconstruction, asks how many (and which) nodes states must be observed in
order to perfectly reconstruct the full state vector of the system. As with controllabil-
ity, it is often the case for network systems that the state vector can be reconstructed
reliably from observations of the states of only a limited number of nodes. The opti-
mal state reconstruction, as with the optimal control signal, is related to a Gramian
matrix called the observability Gramian. This is given by:

M =
T−1∑

t=1

(A	)t O	OAt (3.21)

where, in this case we have used O as a matrix to describe which states are directly
observed. So the observer could see the output vector yt = OAT x0. The individual
observability Gramians used for computing network-to-node centrality are simply
“fictitious” Gramians which would describe the situation in which only node i were
observed, or where O = e	

i , so that:

M (i) =
T−1∑

t=1

(A	)t ei e
	
i At (3.22)

The trace of this matrix gives, roughly, a measure of how difficult it would be to
predict the future state of the node given only information about its current state.
Thus, the network-to-node centrality is taken to be:

qi ≡ Tr(M (i)) (3.23)

Intuitively, node-to-network describes how easily a node can control those around it,
while node-to-network shows how costly that node itself will be to control directly.
Thus, effective input placement will choose driver nodes with high values of pi
and low values of qi . This can be quantified simply using the difference between
the two measures or their ratio. Formally, rdiff,i = pi − qi , and rquot,i = pi

qi
. [29] test

these driver selection methods based on these measures in sample networks, and find
that they can be used to reliably produce efficient control schematics. As with the
controllability metrics above, we computed these efficiency statistics for the 108th
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(a) Node-to-network (b) Network-to-node

(c) Differenced non-normality (d) Non-normality ratio quotdiff

Fig. 3.4 Node-level control efficiency metrics for the 108th Senate of the United States of America
(2003–2005). a Node-to-network pi . b Network-to-node qi . c Differenced non-normality rdiff,i . d
Non-normality ratio rquot,i . In a, pi is plotted on a log scale, with darker colors representing higher
values of node-to-network centrality. In (2), qi is also colored on a log scale and darker colors
represent nodes that are more costly to control due to their network-to-node centrality. While root
nodes are highly influential, they can also be expensive to control, depending on their self-weights.
Non-normalitymust be balanced—if there are nodes that influence farmore than they are influenced,
it must mean that there are also nodes who influence less than they are influenced. This means that
rdiff,i must always sum to 0; as long as there are nodes with positive values of rdiff,i , there must also
be nodes with negative values. In c and d, rdiff,i and rquot,i are shown, with more efficient control
nodes as darker colors. Summary statistics for these measures can be found in Table3.1
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US Senate. Results of these computations are visualized in Fig. 3.4, and sufficient
statistics reported in Table3.1.

For the purposes of corruption research, the crucial question is exactly which of
these (or other) control measures are important to the corrupt nodes in the network,
which measures can be manipulated by the nodes, and thus which measures could be
used to identify certain nodes that are high-risk for exhibiting manipulative behavior
in exchange for monetary payment.

3.6 Discussion

The link between corruption and the controllability of social networks is a new field,
and there is a need for more research into the specific mechanisms that link these
two concepts. In particular, controllability metrics for more advanced social learn-
ing dynamics—such as Friedkin-Johnsen [10], DeGroot-Friedkin [20], or Bayesian
models [1, 12] could prove a fruitful area of future research, especially in light of
the substantial energy impact of stubbornness and self-loops. In addition, while new
insights into the design of efficient control systems could prove useful in the identi-
fication of high-risk areas in a network system, there is also a growing need for more
theoretical and empirical research into the connections between these concepts and
the particular role of opinion dynamics in state capture. For the purposes of curtailing
corruption, it is crucial to gain a better understanding of both the incentive structure
and institutional features that support corruption in these environments, and which
specific mechanisms for control they enable. We hope that this review will provide a
useful foundation for future research into the specific mechanics underlying “quid-
pro-quo” corruption and the spread of misinformation through legislative, political,
and social networks.
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Chapter 4
Predicting Corruption Convictions
Among Brazilian Representatives
Through a Voting-History Based
Network

Tiago Colliri and Liang Zhao

Abstract While analyzing voting data concerning almost 30 years of legislative
work from Brazilian representatives, we have noticed the formation of some sort
of “corruption neighborhoods” in the resulting congresspeople network, indicating
the possible existence of an (until then) unsuspected relationship between voting
history and convictions of corruption or other financial crimes among legislators.
This finding has motivated us to develop a predictive model for assessing the chances
of a representative for being convicted of corruption or other financial crimes in the
future, solely based on how similar are his past votes and the voting record of already
convicted congresspeople. In this study, we present the main results obtained from
this investigation.

4.1 Introduction

Corruption affects the society negatively in several ways, from holding back busi-
nesses [1], to the waste of public spending and investment [2] and the weakening of
democratic systems [3, 4]. Predicting the incidence of corruption, specially at the
individual level, is a challenging task, because criminals constantly develop increas-
ingly advanced mechanisms to cover their infractions. More recently, governments
around the world have been taking measures to increase their transparency by mak-
ing public administration data accessible to the population. This phenomenon had
encouraged researchers and members of the society to develop new mechanisms to
monitor and analyze such data, throughmultidisciplinary approaches, thus contribut-
ing to increase the levels of accountability in the public sector [5].

Network-based techniques have already proven successful in the analysis of
politics-related data, such as in the legislators’ relations through bill co-sponsorship
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data [6, 7] and through roll-call voting data [8–12].Additionally, this type of approach
has also been applied on the analysis of crimes-related data, such as in the correla-
tion between social capital and the risk of corruption in local governments contracts
[13] and in the identification of missing links among the members of an Italian mafia
group [14]. Another interestingwork, still related to this type of application, used link
prediction techniques to uncover hidden relations among Brazilian politicians cited
on corruption scandals [15]. In a more recent work, a network-based approach has
been applied for modeling the dynamics of a major corruption scandal occurred in
Mexico involving embezzlement activities, contributing to provide systematic evi-
dence on which corporate characteristics are likely to signal corruption in public
procurement [16].

The term complex network refers to a large scale graphwith non-trivial connection
patterns [17]. Some examples of complex networks in the real world include the
internet [18], biological neural networks [19], food chains [20], blood distribution
networks [21] and power grid distribution networks [22]. Additionally, there are also
various network-based models designed to perform machine learning related tasks,
such as clustering [23–25], classification [26–29] and regression [30, 31]. More
recently, there was the introduction of temporal networks, which allows the inclusion
of the time dimension in the study of graphs. Examples of temporal networks that
can be found in the real world include social networks, one-to-many information
dissemination (e.g., emails or blogs), cell-biology networks, brain networks, traffic
networks, and mobile communication networks [32].

In this work, we start by using a network-based approach to build a temporal
network from voting data regarding almost 30 years of legislative work in the Brazil-
ian House of Representatives. Each node in this network corresponds to a different
legislator, who has voted at least once in the House during that period, and the edges
between each pair of nodes are created according to the voting history similarity
between them. Afterwards, we investigate whether this built network can be used
to predict cases of conviction for corruption or other financial crimes among the
congresspeople, based on the emerging topological structure formed by convicted
congresspersons and their neighbors in the network. The dataset used in the appli-
cation has been created especially for this work, comprising the votes of a total of
2,455 congresspeople and 3,407 legislative voting sessions, from 1991 until 2019.
The results obtained from this study were originally published as part of the analyses
made in [33] and, for this revised version, we have updated the figures, as well as
inserted a new one, as Fig. 4.4 in Sect. 4.3, to display the legislators network used in
the corruption prediction task. Additionally, we have also added Tables4.1 and 4.2,
in Sect. 4.2, to help demonstrate how the legislators temporal network is built, by
using a simple voting dataset as example.
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Table 4.1 Illustration showing voting sessions outcome and respective resulting legislators’ tem-
poral network slices, based on the voting history similarity

Table 4.2 Final values of weight matrix W (t) in the example voting dataset (t = 3). The values in
the main diagonal are changed to 0 for avoiding self-loops in the built network

0 1 2 3 4 5

0 0 3 1 –1 –3 0

1 3 0 1 –1 –3 0

2 1 1 0 –1 –3 0

3 –1 –1 –1 0 1 0

4 –3 –3 –3 1 0 0

5 0 0 0 0 0 0

4.2 Methodology

The methodology used in this study is described below. All network analyses per-
formed in this study were implemented by using the igraph [34] and Teneto [35]
Python packages.

4.2.1 Database

The data for our analysis are collected from the official website of the Brazilian
House of Representatives [36]. The obtained datasets comprise the outcome of all
voting sessions of legislative bills deliberated in the House, fromMay 22, 1991 until
Feb 14, 2019. As preprocessing, we have performed a thorough data cleansing in the
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database to detect and fix possible errors, such as duplicated names among legislators
and also misprints. Each session comprises the following information: the bill to be
considered, the voting date, and the representatives who have attended the session
and voted. Additionally, the following information is provided for each voter:

• ID (a unique number for each congressperson),
• Full Name,
• Political Party, and
• Vote.

The voting system in the Brazilian House consists of four types of votes:

• Yes: if the representative approves the bill;
• No: if the representative disapproves the bill;
• Abstention: if the representative deliberately chooses to not take part in the voting;
• Obstruction: analogous to abstention, except that abstention counts for quorum
effects, while obstruction does not count for it.

The final database contains the voting outcome from a total of 1,656,547 votes
from 3,407 sessions, and 2,455 different congresspersons. To perform our analyses,
we map each of the voting sessions to a static network, where each node represents a
legislatorwho attended that session and the edges between themare created according
to their respective voting history similarity, pairwise. The Brazilian House currently
has 513 seats, hence this is the maximum number of nodes in the legislators network
resulting from each voting session.

Additionally, we also made an extensive research in several media vehicles to
collect data concerning which congresspersons in the database have already been
officially convicted for corruption or other financial crimes, such as: embezzlement,
improbity,misappropriation of public funds,money laundering, peculation, or crimes
against the Public Administration. This task resulted in the identification of 21 leg-
islators who have been convicted for corruption and 12 legislators who have been
convicted for other financial crimes, out of the total 2,455 congresspeople in the
database. This additional information was confirmed from legitimate Brazilian judi-
ciary sources as well, such as the Federal SupremeCourt (Supremo Tribunal Federal)
[37].

4.2.2 Legislators Temporal Network Generation

A network can be characterized as graph G = (V,E), whereV is a set of nodes and
E is a set of tuples representing the edges between each pair of nodes (i, j) : i, j ∈ V.
The edges in E are usually provided in the form of a square matrix M , with size equal
to the number of nodes in the network and binary values, in case of unweighted
graphs. In order to convert a list of static networks into a temporal network G =
{G(t=0),G(t=1),G(t=2), . . . ,G(t=n)}, where t is the time step, one then needs to
insert a new dimensionD in the formal network definition, such that it becomesG =
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(a) Adjacency matrix evolution (b) Edges evolution

Fig. 4.1 a Example of the adjacency matrix evolution in a temporal network whose dimensionD is
measured in terms of years. b Edges evolution. Illustration showing the graphlets evolution in time
(in this work measured in terms of voting sessions). When t = 1, node 0 is connected to nodes 2, 3,
5, 6 and 9. Following, when t = 2, it disconnects from nodes 2, 3, 5 and 9 and becomes connected
to nodes 1, 4, 7 and 8

(V,E,D),whereD represents the temporal network slices. This process is illustrated
in Fig. 4.1. One way of achieving this is by generating a matrix for representing the
edges in E as a triplet (i, j, t) : i, j ∈ V, t ∈ D, also known as dynamic graphlets
[38] (Fig. 4.1b). The final result from this conversion process is amultilayer network,
with each layer representing a static temporal slice of a single main graph (Fig. 4.1a)
and, for cases when the dimensionD is a set of indices ordered by time, one can also
refer to this graph as a temporal network [35].

In this work, we start by converting each voting session in the database into a
static network, based on their “date” attribute, in ascending order. For each session, a
square votes matrix M (t), of size d × d, is created, where t is the session’s sequential
number, or time step, and d is the total number of legislators who attended that
session. Hence, as mentioned earlier, the maximum possible value for d is 513,
because this is the total number of seats in the Brazilian House. Each element M (t)

i j
has a binary value, assuming:

M (t)
i j =

{
1, if congresspersons i and j voted alike in session t,

−1, otherwise.
(4.1)

The values of each voting matrix M (t) are accumulated in a distinct weight matrix
W (t), whose size is equal to the total number of legislators who have registered
at least one vote in the House, until session t . Therefore, each element W (t)

i j from
this matrix returns the accumulated weight between congresspersons i and j , or the
voting history similarity between them, until session t . Formally, the current value
of each element W (t)

i j is yielded by:
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W (t)
i j =

∑
t

M (t)
i j . (4.2)

Note that, fromEq.4.2, the value ofW (t)
i j will range from−t , in case congressperson i

have always voted different from the representative j , until+t , when congressperson
i have always voted similarly to the representative j , until session t . In this study,
we are assuming that, in the former case, legislators i and j have complete opposite
political views, while, in the latter case, legislators i and j are very politically aligned,
up to the instant t .

The static slices G(t), for each voting session t , which will form the legislators
temporal networkG, are obtained from the values in weight matrixW (t). For this end,
we opt to connect each legislator to the one(s) with the highest weight(s) associated
to him inW (t), i.e., each legislator will be connected to the representative(s) who are
most politically aligned to him, in terms of their voting history similarity, up to the
instant t . Thus, the edges between each pair of nodes representing congresspersons
i and j , in each temporal network slice G(t), are yielded by:

G(t)
i j =

⎧⎨
⎩
1, if W (t)

i j = max
∀x∈W (t)

i

x

0, otherwise .
(4.3)

Note that, from Eq.4.3, most of the nodes in G(t) will have only one outbound edge,
connecting it to the node most politically aligned to it. The only exceptions for this
rule are the situations when max∀x∈W (t)

i
x returns more than one element, which in

this case will result in two or more outbound edges originated from node i .
One can also consider, in this step of the technique, the possibility of binning the

legislators voting similarities by predetermined time slices, such as per year or per
presidential term, for instance. In our case, we have performed some preliminary
tests considering this possibility, and the results from these tests indicated that, for
this specific database, it is necessary to process a large number of voting sessions
before a clear topological pattern emerges in the temporal network. A possible reason
for this may be in the fact that most representatives serve for only 4 years, which
is the term length in Brazil, and only few of them get reelected. Additionally, we
noted many cases of officially elected congresspeople leaving their seats for interim
successors, to run for higher political positions, such as governors or senators. This
specific feature in our database also contributes to prevent the formation of a clear
voting similarity pattern in the legislators temporal network’s topology, in the short-
term andmedium-term. Therefore, we have opted for taking the legislators’ complete
voting history into consideration for generating the edges in the network.

In order to illustrate how the temporal networkG is generated, let us now consider
a simple dataset, comprising only 3 voting sessions, each one attended by 5 legislators
(Table4.1). In voting session 1, legislators 0, 1 and 2 voted “No”, while legislators 3
and 4 voted “Yes”. This outcome results in a network with two components, with all
nodes being connected with equal weights (+1, in this case). In session 2, legislator
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2 votes different from legislators 0 and 1, and legislator 3 is replaced by legislator
5, which votes similar to legislator 4. Now, the temporal network is updated, with
legislator 2 isolating from the others (because his current voting similarity score is 0),
and a new node is inserted to represent legislator 5, connected to legislator 4. Note
that the node from legislator 3 still remains in the temporal network, in the same
position it was before, since its voting similarity score remains unchanged. In the
third voting session, legislators 0, 1 and 2 again vote alike, so legislator 2 reconnects
to legislators 0 and 1 in the network, with a similarity score of +1 with both of them.
Legislators 0 and 1 reach a maximum similarity score of +3 with each other, since
they voted alike in all three sessions, so they are reciprocally connected. Legislator 5
is the only one who votes “No” in this session, which results in his isolation from the
others since his voting similarity score now is 0. The final values of weight matrix
W (t), i.e., when n = 3 in the example, are shown in Table4.2.

It is important to stress that, as it is shown in the example from Tables4.1 and
4.2, when a new congressperson is inserted in the network – as in the case of new
legislative elections or because of a resignation, for instance – he or she does not
inherit any voting data from the congressperson who previously occupied its node
in the network (or “seat” in the House, so to speak). For such cases, a new row and a
new column is inserted in weight matrixW (t) to record the voting similarity between
the new node, representing the new congressperson, and all the other elements in
W (t). Another important aspect to be emphasized in the legislators’ temporal net-
work building process is that we opt to not take into account the attribute “political
party” from the legislators when generating the edges. We have decided to proceed
this way because our goal, in this study, is to capture the political affinities among
congresspeople beyond their party affiliations, solely by considering their voting
records. This decision can be justified inasmuch as there are currently 33 political
parties officially in Brazil, and this exaggerated number of parties eventually results
in a consistent attenuation of the ideological differences between them.

4.2.3 Corruption Prediction Model

Let us now proceed to describe how we assess whether a representative is more or
less likely to be convicted of corruption or other financial crimes in the future by
analyzing the built voting-history-based legislators network. To accomplish this task,
we make use of link prediction techniques applied on a subgraph of the congresspeo-
ple network, formed from a subset of the nodes comprising only already convicted
representatives and their respective neighbors, i.e., the congresspersons identified as
the most politically aligned to them, according to our model. The prediction tests are
performed in a supervised learningmanner, in whichwe take the top n links predicted
by each considered technique whose source node is a convicted congressperson, and
label their target nodes as being convicted ones as well. Following, we provide more
details regarding the prediction model.
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The final weight matrix W (t) from the built legislators network has a total of
2,455 nodes, representing all congresspeople in our database who have voted at
least once in the House, from 1991 until 2019. While browsing this final resulting
network, we noticed that, oftentimes, the neighbor of a convicted congresspersonwas
a convicted one as well, seemingly forming some sort of “corruption neighborhoods”
in the built network, so to speak. This unexpected emerging pattern motivated us to
investigate this aspect further, by applying algorithms which consider the network
topological structure for predicting missing links. Below, we list the required steps
for the corruption prediction model evaluated in this study.

1. Create a subgraph from the built legislators network resulting from matrixW (t),
comprising only convicted congresspeople and their respective neighbors, from
both incoming and outgoing edges.

2. Convert the network resulting from the subgraph to an undirected one, and delete
all existing links between convicted labeled nodes.

3. Apply the link prediction technique on the network.
4. Take the top n link predictions whose source node is convicted and label their

target nodes as convicted ones as well.

The accuracy achieved by each link prediction technique is evaluated in a super-
vised learning manner, by inspecting howmany of its target nodes are indeed labeled
as convicted ones in the database. Please note that, by making use of link prediction
techniques in this task, we are thus considering the legislators network topological
structure for conviction prediction purposes.

The link prediction problem is often studied in social networks, and can be for-
mulated as “to what extent can one predict which links will occur in a network based
on older or partial network data” [39]. This task can be categorized into two different
types: missing link prediction, which involves predicting links based on an incom-
plete or damaged version of a network, and future link prediction, which involves
predicting links in a future snapshot of the network based on its current state [40].
The predictors, by their turn, can be categorized into two different groups, as listed
below.

• Local predictors: based on the neighborhoods of the source and target nodes
(e.g., Cosine [41, 42], Maximum andMinimum Overlap [43], NMeasure [44] and
Pearson [45]).

• Global predictors: based onmeasures that evaluate how the source and target nodes
may be related in the network, even if they do not share any common neighbors
(e.g., Katz [46] and Rooted PageRank [47]).

In this study, we test the following 6 link prediction techniques in the corruption
prediction task: Cosine, MinOverlap, NMeasure, Pearson, Rooted PageRank and
Random (for comparison purposes). All prediction techniques are implemented by
using the tool introduced in [40], with default parameter values.
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4.3 Results

We start this section by presenting an example of one of the networks resulting from
our analysis, in Fig. 4.2. This network is built from data of the voting session for
bill PEC 77/2003, occurred on September 19, 2017, which was attended by all 513
Brazilian congresspeople. The outbound edges connect each congressperson to the
onemost politically aligned to him, based on their voting history similarity. Therefore
we can say that the hubs in the network, within this context, are congresspersons who
represent a “local majority” in terms of voting, or the majority within a local neigh-
borhood. We have also applied a community detection technique in this figure, by
using the fast greedy algorithm [48], through the tool introduced in [34], for the sake
of highlighting the emerging “voting aggregation patterns” among congresspeople
in the Brazilian House of Representatives. These voting patterns likely occur due to
aggregation factors among the legislators, such as political parties, civic associations
or interest groups.

In Fig. 4.3, we show the final resulting network from our analysis, originated from
the final matrix W (t), with t = 3, 407, i.e., the total number of voting sessions in the
database. This graph comprises all 2,455 representatives in the database, who have
voted at least once in the Brazilian House, from May 22, 1991 until February 14,
2019. The red nodes indicate the 33 congresspeople currently identified as convicted
ones, in our research. While browsing the nodes of this network, we have noted that
the neighbors of a convicted congressperson were oftentimes convicted ones as well.
This unexpected emerging feature has motivated us to further investigate whether the
nodes of convicted legislators indeed tend to stay close to each other in the network,
thus forming some sort of “corruption neighborhoods”, so to speak. For this end, we
build a separated network, from a subgraph of this final network, containing only the
nodes from convicted representatives, along with their respective neighbors, from
both incoming and outgoing edges. It is worth noting that these neighbors may be
convicted ones as well or not. As preprocessing, before applying the link prediction
techniques, we convert this network to an undirected one and remove all existing
links between two nodes labeled as convicted from the network (5 edges in total).
The subgraph resulting from this preprocessing is shown in Fig. 4.4. It comprises
211 legislators, with 33 of them being convicted, and 1,374 edges.

In order to predict new conviction cases among representatives, we apply link
prediction techniques in the network shown in Fig. 4.4. A total of 5 different link
prediction techniques plus a Random method (for comparison purposes) were con-
sidered for this task. We take the top 10 links predicted by each technique, having
convicted nodes as a source, and labeled their target nodes as being convicted ones
as well. The accuracy of the model is assessed by inspecting how many of these
predictions are correct, according to the convictions information in the database.

In Fig. 4.5, we display the accuracy achieved by each considered technique in the
conviction prediction task. These results indicate that it is possible to achieve a high
performance, in terms of corruption prediction, when considering the topological
structure of the built legislators network. The Cosine, NMeasure and Pearson tech-
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Fig. 4.2 Representation of one of the temporal network slices generated in our analysis, from data
regarding voting session of bill PEC 77/2003, occurred on 2017-09-19. Each node represents one
of the 513 congresspersons who have voted in this session, and the edges are created based on their
voting history similarity. The communities were detected through the fast greedy algorithm. This
graph was converted to an undirected one only for visibility purposes

niques were able to achieve an accuracy of 0.9 in this task, i.e., 9 out of the 10 links
predicted by these techniques turned out to be correct, with their target nodes being
convicted congresspersons. Rooted PageRank andMinOverlap techniques have pre-
sented slightly lower performances in this task, with an accuracy of 0.7 and 0.5,
respectively. Note that the Random technique was not able to predict not even one
link correctly in this task, which indicates both a higher level of difficulty involved
in it and also that prediction techniques based on the graph topological structure are
considerably more appropriate for this end.

To better understand the reason why some link prediction techniques have per-
formed better than others in the corruption prediction task, we show, in Fig. 4.6, a
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Fig. 4.3 Representation of the final network resulting from our analysis, with all 2,455 represen-
tatives in the database, who voted at least once in the Brazilian House of Representatives, from
May 22, 1991 until Feb 14, 2019. The edges are created according to their voting record similarity.
Convicted representatives are denoted by the red color (33 in total)

comparison between the top 10 links predicted by Cosine and Rooted PageRank
techniques. Note that the target nodes from the links predicted by Cosine technique
are all nearer their respective source nodes while, on the other hand, the target nodes
from the links predicted by Rooted PageRank technique are often more far from their
respective source nodes. The explanation for this difference is in the fact that tech-
niques such as Pearson, Cosine and NMeasure are all local predictors, i.e., they take
into account the neighborhood from each pair of nodes for assessing the possibility
of existing a hidden link between them in the network. Thus, the fact that such type
of predictors have performed better in the corruption prediction task is a strong sign
that our initial hypothesis regarding the seemingly existence of “corruption neigh-
borhoods” in the legislators network is correct, pointing in the direction that there is
indeed a correlation between voting history and convictions of corruption or other
financial crimes among Brazilian congresspeople.
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Fig. 4.4 Subgraph of the consolidated network, shown in Fig. 4.3, with only the 33 convicted
representatives (in red) and their respective neighbors. The network is converted to an undirected one
and links between two convicted congresspeople are suppressed (5 links in total), before applying
the link prediction techniques. We opted for displaying only the names of legislators who were
identified as officially convicted in this figure

4.4 Final Remarks

In thiswork,we introduce a technique to generate a temporal network from legislative
voting data, and apply it on a dataset specially built for this study, comprising almost
30 years of votes from Brazilian congresspeople. We also investigate the possibility
of using the resulting network for predicting corruption-conviction cases among leg-
islators, by using link prediction techniques that consider the topological structure
emerging from convicted congresspersons and their neighbors in the network. The
obtained results in this task are encouraging, especially the ones achieved by tech-
niques based on local predictors, i.e., based on the neighborhoods of the source and
target nodes, which is an indication that there is indeed a correlation between voting
history similarity and corruption convictions among Brazilian representatives.

Although in this study we have focused our analyses on aspects regarding corrup-
tion and other financial crimes among legislators, it is important to highlight that the
congresspeople network resulting from the voting history similarity between them
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Fig. 4.5 Accuracy achieved by each link prediction technique in the conviction prediction task

(a) (b)

Fig. 4.6 Comparison between the link prediction outputs from a Cosine and b Rooted PageRank
techniques. In a Links predicted by Cosine (9 correct, 1 wrong). In b Links predicted by Rooted
PageRank (7 correct, 3 wrong). The black color denotes convicted legislators. A link prediction is
considered correct when its target node is also labeled as convicted in the database. All other links
are removed from the network for visibility purposes
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may also be employed in other types of analyses, focused on the political aspect of the
connections. Within this context, one can further explore, for instance, the emerging
aggregations verified in the temporal network slices to perform analyses comparing
the level of cohesive voting behavior between political parties, and how the changes
in these aggregations may impact the legislative decision-making in the House. Or,
as another possibility, one can also analyze the aggregation patterns in these network
slices for evaluating and mapping the similarities and differences between political
parties, in terms of legislative voting behavior.
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Chapter 5
Networked Corruption Risks
in European Defense Procurement

Ágnes Czibik, Mihály Fazekas, Alfredo Hernandez Sanchez,
and Johannes Wachs

Abstract In this chapter we study corruption risks in EU defense procurement.
Defense procurement has long been thought to present significant potential for cor-
ruption and state capture. Using a large dataset of contracts covering nearly ten years
and applying an objective corruption risk indicator, we find strong empirical support
for this hypothesis. In nearly all countries our corruption risk indicator is higher
for military contracts than for contracts in general. By mapping national markets as
complex networks, we find that risks are significantly clustered, suggesting potential
islands of state capture. The centralization of corruption risk varies from country
to country: in some corruption risk is significantly higher in the periphery, while in
others it is significantly higher in the center of the market. We argue that network
maps of procurement markets are an effective tool to highlight hotspots of corruption
risk, especially in the overall high risk context of defense contracting.

5.1 Introduction

Public procurement is one of the government activities most vulnerable to corruption
[23, 35]. Risks are even higher in the field of defence due to the large amounts of
money involved, the complex and high-value contracts, high market concentration,
and the fact that governments themselves are the enforcers of secrecy [26]. The
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defence procurement market has certain aspects which distinguish it from general
public procurement, both in terms ofmarket structure and regulation,whichmay limit
efficiency and fair competition. While efficiency and quality of defence spending are
of great importance for the public good via their impact on national security, citizens
have limited options for monitoring and holding the government accountable in this
field due to confidentiality, and a relative scarcity of publicly available information.

This chapter aims to gauge the extent and types of state capture in defence pro-
curement across the EU. We go beyond measuring corruption risks by assessing the
phenomenon of state capture drawing on recent complex network based approaches
[8, 12, 34]. According to this conceptual and analytical framework, state capture is
not just widespread corruption, but a tight clustering of corrupt actors and ties among
them, typically centred around certain public organisations, government functions,
or supply markets. Going beyond blanket averages of risks in countries or markets,
measuring the distribution of corruption risk in procurement markets mapped as
complex networks reveals a variety of ways in which corruption is organized.

This perspective on corruption risk has high relevance for anti-corruption policy,
as captured clusters are expected to behave differently, thus demanding different
solutions. Addressing state capture is especially relevant in defence procurement
as the low number of contracting authorities and suppliers, the complex technol-
ogy, typically large contract values and high degrees of secrecy in national security
decisions create an environment of interdependence among insiders, and limit the
capacity of outsiders to effectively monitor wrongdoing. Whether a high corruption
risk cluster is central or peripheral in a country’s military procurement market clearly
has implications for underlying mechanisms and potential solutions.

To explore state capture in defence procurement we first apply a robust measure
of corruption risk in public procurement transactions to a curated dataset of EU
defence contracts. We report country-level corruption risk averages and compare
them with non-military procurement outcomes, finding that military contracts tend
to have higher corruption risk. To analyze the distribution of risks and assess potential
clusters of corrupt capture, we construct a contracting network of organisations. We
demonstrate that corruption risks are far from uniformly distributed in a majority of
the markets we study. Researchers studying British and French military procurement
have used our identification of key organizations that are central in their markets
and have high corruption risk as a starting point for in-depth investigations into state
capture [27, 28].

The rest of the chapter is organised as follows. We first provide an overview of the
legal and economic factors which differentiate defence procurement from general
procurement, including national security concerns, market structure, and the nuances
of relevant EU legislation. We also review the findings of the literature addressing
defence procurement in terms of market structure, corruption risks, and state capture.

We then describe the data sources we used to carry out the quantitative analysis,
including the Corruption Risk Index we adapted from previous work [9], compar-
ing military procurement risk with general procurement risk across the countries in
our sample. We then proceed with a network analysis of these markets—highlight
the highly non-random distribution of risk in most countries. We also consider the
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extent to which corruption risk appears in the center or periphery of various country
markets. The last section summarises findings and formulates recommendations for
policymakers and future research.

5.2 Defence Procurement in the EU

Although there is no single clear definition of defence procurement which is widely
accepted by experts of the field, there is certainly a distinction between the prod-
ucts belonging to the very core of national security functions of the State—such as
ammunition, submarines and vehicles for transporting troops—and the whole range
of products acquired by authorities operating in the field of defence, which also
includes goods and services necessary to fulfill administrative functions, such as
office furniture and basic IT services. These two categories can be referred to as the
narrow and the wide definitions of defence procurement [25]. The former covers
goods and services which were manufactured or intended to be used for purely mil-
itary purposes, especially armaments. Dual-use products and technologies can also
be included if they were acquired for military use. The latter encompasses the totality
of goods and services procured by entities related to national security.

The narrow andwide definitions of defence procurement draw attention to the fact
that some goods and services in the field of defence are more affected by national
security considerations than others. In this sense, the procurement of more sensitive
goods requires a regulatory regimewhich acknowledges the defence-specific charac-
teristics of this sector and finds the balance between openness and transparency of the
procurement process on the one hand, and protection of the core security concerns
on the other hand [25]. In contrast, the acquisition of non-sensitive defence-related
supplies is quite similar to ‘general’ public procurement, so lack of transparency and
restrictive procedures cannot be justified necessarily. This report focuses on sensitive
goods and services in the field of defence, that is, the narrow definition of defence
procurement. This means in practice that it is not the buyer but the product that
determines whether we consider a tender as defense-related or not. For instance, we
do not consider all purchases of ministries of defense as defense—related.

5.2.1 Defence Procurement Market Size

The 27 member states of the EU plus the UK spent 205 billion euros on defence in
2017 according to Eurostat, which is 1.7% of the GDP of these countries on average.
However, this value covers several different types of expenses, such as salaries,
foreign military aid, etc. so it cannot be used directly as an estimation of the total
value of defence-related public procurement in Europe. The European Commission
provides amethod for the estimation of defence procurement in itsworking document
Evaluation of Directive 2009/81/EC on public procurement in the fields of defence
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Table 5.1 EU+UK and EU+UK+EEA annual defence procurement spending, rounded to the near-
est billion Euro, sourced from Eurostat

2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

EU28 79 81 79 79 78 80 80 81 90 91 94

EU28/EEA 83 86 84 84 83 85 85 86 95 97 100

and security which is based on 2010–2014 Eurostat data, where the total general
government expenditure on military defence is further disaggregated into specific
national accounts components. The maximum total value of military procurement
can be estimated as the sum of ‘Intermediate consumption’ and ‘Gross fixed capital
formation’. The time series can be extended for the period 2007–2017 using the
newest Eurostat data, see Table5.1.

5.2.2 Defence Market: Buyers and Suppliers

Although in most countries the primary buyers of defence goods and services are
ministries of defence, other types of entities also appear in this market, such as law
enforcement and detention systems. While defence ministries are responsible for
handling territorial threats and military crises, other institutions can be responsible
for a wide range of tasks (e.g. combating terrorism or providing airport security).
The number of potential buyers varies greatly among the subcategories of defence
goods: only ministries of defence buy warships, but there are more potential buyers
for firearms.

The suppliers of defence procurement are not clearly distinguishable from com-
panies manufacturing “civilian” goods. Many companies, which produce goods for
military use, have also other fields of activities without military character, and dual-
use technologies are especially hard to be classified. In any case, two distinctions
should definitely be considered when analysing defence procurement. First, there is
an important difference between prime contractors—or system integrators—on the
one hand,which are large companies capable of delivering complex security solutions
(usually they are the ones signing contracts with buyers), and smaller companies on
the other hand, which are usually subcontractors of the prime contractors. Naturally,
these roles are not fixed, a middle-size firm may be the contracting partner of a buy-
ing entity in one transaction, and subcontractor in another; however, this flexibility
strongly depends on the type of goods and the contract size. Second, the sensitivity
of goods is an important factor. The market of core defence goods—or armaments—
has certain characteristics which differentiates it from “civilian” markets, while this
is less relevant in case of non-sensitive goods. To sum up, differentiating factors
apply mostly for prime contractors operating in core defence markets, and these
impacts fade gradually as we go deeper into the supply chain, entering the market of
non-sensitive defence-related goods and services.
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The total turnover of the defence industry sector was 97.3 billion euros in 2014,
and 500 000 people were directly employed in this sector. However, defence capabil-
ities are not evenly distributed among member states. EU countries can be classified
into four broad groups based on their prime contractors and the size of their defence
industry sector in general [33]. France and the UK are in the first group on account of
their extensive defence industries, their status as nuclear powers, and their permanent
seats in the UN Security Council. The second group contains countries with signif-
icant capacities: Germany, Italy, Sweden, and Spain, while the third group covers
countries with limited capacities: Belgium, Finland, the Netherlands, Poland, Czech
Republic, Romania, and Denmark. All other countries are in the fourth group with
very limited or no defence capacities at all. It worth mentioning that even in countries
with the largest defence industry, capacities are not enough to provide full range of
equipment which results in a pressure for cooperation and mergers both at national
and European level. This phenomenon has also consequences for competition: in
case of expensive high-end technology such as aerospace technologies, competition
is bound to be very limited, while competition can emerge in other sectors such as
ships and vehicles.

Extensive supply chains are also an important characteristic of the defence indus-
try, especially for complex contracts. The distribution of subcontractors is more even
among EU countries than the distribution of prime contractors. Subcontracting is an
opportunity for small and medium enterprises (SMEs) to participate in the defence
industry.

National markets of certain goods and services are often characterised by monop-
sony, i.e. only one buyer on the market, and monopoly or oligopoly, i.e. only one
or very few suppliers on the market, at the same time. The low number of actors,
accompanied by protectionism, makes the relationship between governments and
national champions often interdependent. This applies even more so to countries
where the state has ownership in the biggest and strategically most important defence
companies, e.g. in France, Portugal, Poland and Germany. Consequently, decisions
regarding defence procurement depend not only on value for money and budget con-
siderations, but industrial policy, employment, control over know-hows, and national
security reasons, or any combination of these. This often leads to a setting in which
the national champion has certain benefits that potentially distort competition, e.g.
it is subject to tax exemptions, or contracts are awarded to it even if there would be
other options.

At the European level, the defence market is characterised by fragmentation and
duplication, which results in inefficiencies thanks to the lack of economies of scale.
Inefficiency could mean not only higher prices but lower quality and longer com-
pletion time too, which could raise concerns regarding national security in the long
term. In this sense, opening up the EU internal market for defence products is of
high importance, which is addressed by a range of interventions, including Directive
2009/81/EC on defence and sensitive security procurement, however, there is still
room for improvement.
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5.3 Related Work

Competition, transparency and corruption risks are studied by academia as well as
international think tanks and NGOs such as Transparency International Defence and
Security Programme, the Stockholm International Peace Research Institute (SIPRI),
and the Geneva Centre for the Democratic Control of Armed Forces (DCAF). These
studies often use surveys and case studies from all around the world to illustrate
problematic areas in military procurement and to recommend tools to tackle them.
Survey data typically means that cross-country research makes use of corruption
perceptions indices. Case studies are based on in-depth systematic data collection
(both qualitative and quantitative) of selected events, organisations or countries.
While the lack of broad scope mean that it is difficult to extrapolate to other settings,
these research projects are still helpful in identifying key problems and vulnerabilities
in defence procurement. Beyond exploring problems, advocacy organizations and
think tanks usually draw up recommendations, that is, steps towards a solution:
lowering corruption risks, more transparency, and better value for money.

In this section we survey related work on corruption risks in defence procurement.
First we review work on how defence procurement has unique corruption risks, dis-
tinguishing it from other public sector activities. Next we describe the overall market
structure of the defence sector, again suggestingways inwhich its organization differs
from that of other sectors. Finally, we review relevant literature on the measurement
of corruption risk in procurement.

5.3.1 Distinguished Corruption Risks in Defence
Procurement

Gupta et al. use aggregated budget data and corruption perception indicators to test the
relationship between corruption and high levels of military spending in 120 countries
in the period of 1985–1998 [16]. Their results indicate that corruption—measured by
Transparency International’s Corruption Perception Index and International Country
Risk Guide Index—is indeed associated with higher military spending, measured
by its share in both GDP and total government spending. This result supports the
statement that military spending is associated with higher level of corruption risks
compared to procurement in general, but it leaves open the question how corruption
is done and what can be done to mitigate the risk.

According to Feinstein, Holden and Pace, the following built-in features of the
arms trademake this field prone to corruption: (a) the secrecy related to national secu-
rity and commercial confidentiality, (b) the close personal relationships between
buyers, suppliers and their brokers, (c) the complexity, fragmentation, and often
opacity of global production, transportation and financial networks, (d) the tech-
nical specificity of products, (e) procurement pressures, and (f) the high financial
rewards coupled with a lack of consequences of wrongdoings [11]. Most of these
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factors appear also on the list of inherent risks and factors facilitating state capture in
general [24], namely, technical complexity, opacity of decision making, stable pol-
icy networks with repeated interactions over time. This implies that besides one-off
instances of corruption, state capture risks also have to be considered in the field of
defence procurement.

Feinstein, Holden and Pace also describe the most frequently used methods to
acquire undue influence in the arms trade, which are the following: (a) bribery (often
through a third party which provides a legal remove between the supplier and the
corrupting act), (b) failure to declare a conflict of interest, (c) the promise of post-
employment, or revolving door, which blurs the line between the state and the defence
industry and (d) the offer of preferential business access, which is often related to
offsets, e.g. public officials are offered cheap or free shares in companies that have
been founded in furtherance of an offset programme [11]. Most of these means
(except for bribery) assume a stable, long-lasting relationship in the background,
rather than a one-off transaction, which point at likely state capture in this field.

A comprehensive report of Transparency International’s defence and Security
Programme [17] explores the extent and the reasons behind non-competitive defence
contracts in order to formulate recommendations for various actors in this field. They
attempted to collect qualitative and quantitative defence procurement data from 45
defence ministries with special attention to non-competitive procedures, which they
identified as a corruption risk in itself, but they only succeeded in seven countries,
which in itself is a telling example of data challenges in this area. The countries par-
ticipating in the research had single sourcing percentages between 9% (Bulgaria) and
55% (United Kingdom) in defence procurement, with even higher rates if we narrow
down the analysis to armaments only. The following barriers to open competition
were identified: (1) the protection of the national defence industry by over-usingArti-
cle 346 of TFEU, (2) restrictive requirements in the request for tenders, (3) excessive
use of classification, even in case of non-sensitive defence related information, (4)
limited license rights, which often lead to a situation where repair and maintenance
of an equipment can be done only by one contractor, i.e. the original supplier, (5)
lack of unification of standards and interoperability of equipment.

Another report of TI UK analyses the corruption risks associated with defence
offsets through three case studies [20]. Defence offsets are arrangements between
the purchasing government and a supplier from another country, where the latter
is obliged to invest a certain share of the contract in the importing country either
through defence-related projects (e.g. by subcontracting), or through activities not
related to defence such as purchases of other goods and services. The percentage of
the offsets contract is often very high, even above 100%, and they are highly suscep-
tible to corruption due to their complexity and a reduced level of scrutiny compared
to the main arms deal. The study identifies three main categories of corruption risks
from offsets: (1) influencing the need for a particular defence acquisition, (2) influ-
encing the decision for the main contract, (3) allowing favours to be repaid to corrupt
government officials via the offset contracts.
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5.3.2 Defence Procurement Market Structure

The analysis of market structure complements the assessment of potential state cap-
ture in the field of defence procurement. The markets in which buyers and suppliers
are embedded can both influence behavior and reflect existing arrangements. Factors
such as market concentration and buyer centralization are often studied theoreti-
cally, for instance via principal-agent models [21] or by models of competition [14]
or by contrasting auction formats [5]. Recognizing that defense markets often mix
and match sub-market types (monopsony, oligopoly, etc.), we focus on the empiri-
cal structure of these markets, observing them as they are and relating them to risk
indicator outcomes. Nevertheless, it is important to give an overview of the general
patterns of structure in these markets.

The relationships of companies in the defence industry is often described as a hier-
archy of ‘tiers’. Prime contractors (or ‘primes’) are on the top of this pyramid. They
are specialised in defence production and sell complex products, such as weapon
systems to the end users, i.e. mainly government agencies and ministries of defence.
Below that is the first tier containing system providers, who are the producers of
complete subsystems or major components. They are the final step before the prod-
uct reaches the prime contractor, who may complete the product or simply organise
the shipment, marketing, etc. Below the first tier, there are second tier and third
tier companies, often producing dual-use components for military purposes after
being integrated into larger systems. They are not always listed as defence produc-
ers because they usually produce non-defence goods too. Most academic studies
exploring European defence market structures focus on prime contractors, and the
consolidation process at European-level. Very little evidence is available on first-tier,
second tier (and lower tier) companies and the market processes at the national level.

Carril andDuggan analyse the impact of increasing concentration of the 1990’sUS
defence market on procurement outcome variables [2]. Using micro-level data (US’s
Department of defence contract awards), theyfind thatmarket concentrationmade the
procurement process less competitive, which was evidenced by the increasing share
of contracts awarded without competition, or via single-bid solicitations. Contracts
tended to shift from fixed-price towards cost-plus contracts. However, they found
no evidence that consolidation led to a significant increase in acquisition costs of
large weapon systems, neither to increased spending at the product market level. The
government’s buyer power constrained firms from exercising any additional market
power gained from consolidation.

The structure of the defence market is analysed from a political-business perspec-
tive by Neil and Taylor who describe different paths of restructuring after the Cold
War in the United States and Europe, focusing on prime contractors [22]. They show
that while the major approach of consolidation in the USwasmerger and acquisition,
in Europe, more cautious approach was applied, which consisted of a wide range of
tools for consolidation such as strategic alliances, minority shareholdings, and joint
ventures. The study states that whilst the core drivers of consolidation were similar
in the US and Europe, the more complex relationship-system of European defence
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companies, which emerged due to the many national champions involved, may be an
advantage in the global market, where flexibility and the ability to deal with cultural
and political differences have great significance.

To sumup, there is evidence in the literature that defence procurement is especially
prone to low level of competition, lack of transparency and corruption risks compared
to ‘general’ procurement. Recent case studies of the British and French defence pro-
curement markets confirm that these risks manifest in complex ways [27, 28]. The
reasons include, on the one hand, the extensive use the notion of national security
which limits the usability of usual monitoring mechanisms; on the other hand, the
size, complexity and technical specificity of major arms programmes making hiding
corruption relatively easy. An empirical study of the Spanish defense industry high-
lights great heterogeneity in performance and efficiency within a national market
[6]. The level of competition and the power relations among buyers and suppliers
strongly depend on the specific product and market: corruption risk likely varies
across subsectors as well.

5.3.3 Measuring Corruption Risk

Having established that the defence industry, in particular its procurement arm,merits
examination, we turn to the topic of measuring corruption risks. An emerging field
of research quantifies corruption risks in public procurement using contract-level
indicators that track the extent to which a contract’s award deviated from a norm of
free and impartial competition [9].

For example, a contract awarded directly to a firm without competition clearly
present a corruption risk. Competitors are often excluded in subtle ways, for instance
by onerous and specific requirements for past experience or by the imposition of an
impossibly short deadline to submit tenders. In these cases, the requirements might
be tailored to the favored firm and the firm can be tipped off ahead of time about
the call for tenders. Pooled together into a composite measure, these indicators pro-
vide a fine-grained, data-driven proxy for corruption risk in procurement contracts.
Aggregated to regional and national levels, these indicators have a strong correla-
tion with generally accepted measures of corruption prevalence [7]. They have been
used to evaluate, among other things, the effectiveness of meritocratic promotion in
improving quality of government [3].

Another great advantage of these micro-level measures of corruption risk is that
they offer the opportunity to study the distribution of corruption risks within a coun-
try, market, or region. By mapping procurement markets as bipartite networks of
contracting among buyers and suppliers, one can go beyond averages and study the
complex organization of corruption. In general, it is known that corruption risks
predict missing contracting edges, suggesting that corruption is about exclusion of
non-favored competitors [10]. Corruption risks are also reflected in market structure
across politically meaningful elections: network neighborhoods of high corruption
risk actors rewire significantly across change in government [10]. While corruption
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risk indicators alone cannot prove corruption has taken place, they offer an alternative
perspective on this important issue by searching for traces of organized bad behavior
in broad data.

The network perspective has also given new insight into the phenomenon of
capture of specific parts of a state by corrupt actors [12]. This manifests as clusters
of highly corrupt actors in procurement market networks [34]. When such clusters
exist in the center of a country’s procurement network, this suggests that the situation
is especially dire [8]. Altogether, this line of research reflects a growing recognition
that corruption and economic crime in general is organized among many individuals
and actors in a complex way [1, 18, 19, 30, 31].

5.4 Data

In this section we outline the data sources we used for our analysis and the major
steps we took to prepare the data for analysis.

5.4.1 Tenders Electronic Daily—TED

We collected contracts from a centralized database known as Tenders Electronic
Daily (TED), the official EU portal for contract notices and awards. On the site,
contracting authorities publish their calls for tenders and contract award notices
above certain value thresholds, which differs for goods, services and works. Notices
on TED contain the most important pieces of information on the tendering process
such as: the title and description of the tender, publication date and bidding deadline,
estimated and final value, information on the tendering procedure and the identity
of the buyer and the winner. Before we could use this dataset for analysis, entity
deduplication was necessary. Available public contracting data does not typically
assign unique identifiers to entities involved in the contracting process. In other
words, buyers and suppliers of goods and services are identified by plain text names
and not tax numbers. For example, a contract awarded by the British Ministry of
defence to BAE Systems may list “MoD” as the buyer, and “BAE Systems, Ltd.”
as the supplier. Another contract between the same two entities may list “Ministry
of defence” and “BAE Systems”. In order to properly analyse these markets, it is
important to identify and merge the aliases of both buyers and suppliers as accurately
as possible.

Following deduplication, we considered all awarded contracts from 2006 to 2016,
and filtered the data for contracts pertaining to defence-related activities. There are
twoways in which we label a contract as military-related: a) one of the Common Pro-
curement Vocabulary (CPV) product codes listed in the tender documentation comes
from a list of curated codes deemedmilitary related (see Appendix B on CPV codes),
or b) the contract falls under the purview of the EUDirective 2009/81/EC on defence
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Fig. 5.1 Number of military-related procurement contracts per country

and sensitive security procurement. The resulting dataset contains 18,608 contracts.
We plot the count of military contracts in our database in Fig. 5.1. Unsurprisingly, we
generally havemore contracts from larger countries. In a parallel effort to collect data
on procurement from media reports, we found a significant amount of procurement
contracts that were missing from the data, suggesting a major transparency failure,
see: [4].

5.5 Measuring Corruption Risks

To quantify the corruption risks at the contract level, we adapt two objective corrup-
tion risk indicators from the academic literature [9]. Such indicators count “red flags”
in how a contract was awarded, capturing competition or transparency-limiting tricks
that have been used to steer contracts to preferred winners. The first contract level
indicator is single bidding: did the contract attract only a single offer from the private
sector? This indicator considers only the outcome: whether there was competition
for the contract.

The second indicator we consider is a composite index of red flags. In addition to
the single bidding rate, we consider:

• Procedure type: was the contract not awarded by an open competition (i.e. by
direct negotiation or by an invitation-only procedure)?

• Length of advertisement period: was the time to submit bids notably short?
• Evaluation criteria: to what extent were the bid evaluation criteria subjective (i.e.
referring to unmeasurable notions of quality rather than objective criteria such as
price, length of warranty, etc.)
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Fig. 5.2 Average Corruption Risk Index (CRI) scores on military contracts by country, from 2008–
2016. The CRI tracks the presence of six red flags in the contract award process. Error bars represent
95% bootstrapped confidence intervals

• Call for tender publication: was the call for bids published in the official national
or European procurement journal?

• Length of decision period: was the duration of the decision period either very
short (indicating a premediated decision) or very long (indicating possible legal
challenges)?

We count the number of red flags for each contract (and divide by 6) to arrive at
its Corruption Risk Index (CRI). For instance, a contract awarded to a single bidder
with a very short time to submit bids would have a score of 2/6. The CRI has been
amply used in the literature on corruption in public tenders. Fazekas and Kocsis
find that contract CRI scores tend to be higher for contracts awarded to winners
registered in tax havens (2009–2014) [7]. Similarly, they find that single-bidder and
high CRI contracts are associated with higher prices. This indicator directly captures
corruption as unwarranted barriers to entry to privilege well-connected contractors in
detriment of potential competitors.We plot the average CRI scores with bootstrapped
95% confidence intervals for defence procurements in Fig. 5.2.

For both indicators,we observe significant heterogeneity in corruption risks across
countries. In Denmark, less than 1 in 10 military-related procurement contracts are
awarded to a single bidder while in Italy, every secondmilitary contract is awarded in
thisway.While the overall picture confirms typical rankings of corruption and quality
of government in EU countries [34], there are important exceptions. Finland usually
ranks in good governance rankings—here we observe that Finnish military procure-
ment contracts are often awarded with many red flags. Finland’s unique geopolitical
history as independent state between NATO and the USSR suggests that many mili-
tary suppliers are Finnish. The Finnish state, like the Latvian one, may prioritize the
onshore presence of critical suppliers over competitive market outcomes. Greece on
the other hand has a relatively good scoring defense procurement market.
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Fig. 5.3 Comparing average CRI scores for all contracts versus only military contracts, by country

To better understand how military procurement differs from procurement in gen-
eral in, we plot the average CRI score of each country’s entire procurement market
(including traditional products such as road repair, medicine, school lunches) against
their average military procurement CRI in Fig. 5.3. This provides us with a baseline
for comparisons, highlighting again the Finnish, Greek, and Latvian cases as inter-
esting outliers against the trend.

We draw two conclusions from this plot. The first is that in most countries mili-
tary procurement contracts have higher corruption-risk scores than other contracts,
most countries are above the 45-degree line. Second, there are significant outliers,
indicating that military procurement carries significantly more (or less) corruption
risk in certain countries. In Italy, Bulgaria, Finland and the Netherlands, military
procurement has significantly higher corruption risks than procurement in general.
The opposite is true in Denmark: there military procurement contracts have less
corruption risk than other kinds of procurement, on average.
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5.5.1 Key Suppliers

Within each country there is significant heterogeneity in the corruption-risk scores
of military contracts. Some buyer and supplier relationships seem significantly more
corrupt than others. In Table5.2 we present the top suppliers, by number of contracts
won, for a selection of countries.We also report their average corruption risk indicator
scores. We note that in some countries, the largest private sector winners seem to
have high corruption risks, while in others they have rather low corruption risks. This
will motivate our network analysis of these markets in the following section.

5.5.2 Network Analysis

The heterogeneity of corruption risk scores within specific national procurement
markets for defence contracts raises several questions:

• How are corruption risks distributed within these markets?
• Are corruption risks clustered (i.e. are there groups of densely connected buyers
and suppliers which are more corrupt than average)?

• Do corruption risks arise in the centre of the market, or rather in the periphery?

As noted above, the tools of network science can be fruitfully applied to these
questions. We first map procurement markets as bipartite (sometimes called two-
mode) networks, noting that visual representations of the markets are themselves
useful. We then develop measures to answer our questions.

We map defence procurement markets as networks in the following way: nodes
are buyers and suppliers of public contracts. They are connected by an edge if they
have a contracting relationship, i.e. if buyer A contracts with supplier Z, they are
connected in the network.Mathematically,wedescribe themarkets as bipartite graphs
G, consisting of two kinds of nodes B, the buyers, and S, the suppliers of military
contracts. An buyer b ∈ B is connected by an edge eb,s with a supplier s ∈ S if they
have a contracting relationship.

In the visualizations below, gold nodes are buyers and black nodes are supplier.
We colour the edges red if the average CRI of the contracts between the two nodes is
at least one standard deviation above the market average. The nodes are placed using
a physics-inspired algorithm: nodes are treated as charged particles which repel each
other, while edges act as springs, pulling connected nodes closer to each other [13].
We visualize three national markets: Italy, the UK, and Germany in Fig. 5.4. These
are among the larger markets in our dataset and cover a range of corruption risk
outcomes. The regularities we observe in their network structure suggests how we
might compare all of the countries in our dataset using network-measures.

We can draw a few qualitative conclusions from the networks of Italy, UK, and
Germany. The first is that corruption risks seem to be clustered: red edges seemmore
prevalent in certain parts of the network than others. The second is that corruption
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Table 5.2 Top winners of defence contracts in Italy, the UK, France, and Germany by number of
contracts. Note: When data for CRI or Single Bidder is unavailable (NAs), we impute the country
average.The assumptionbeing that lackof informationof on agiven tender implies that its corruption
risk is at least at the level of the country’s average

Winner name No. of contracts Avg. CRI* Single bidding rate*

Italy

Agustawestland Spa. 30 0.56 0.68

Selex Es Spa. 20 0.53 0.52

Oto Melara Spa. 17 0.49 0.49

Piaggio Aero
Industries Spa.

13 0.56 0.77

Alfredo Grassi Spa. 12 0.39 0.17

UK

Mott McDonald
Limited

23 0.05 0

Ch2M Hill United
Kingdom

20 0.05 0

Lion Apparel System
Limited

20 0.03 0.009

Hunter Apparel
Solutions Ltd.

18 0.02 0

Parsons Brinckerhoff
Ltd.

17 0.05 0

France

Lognavcm 78 0.08 0.01

Balsan 54 0.16 0.25

Mainco 50 0.09 0.003

Gk Professional 49 0.14 0.16

P Poinsot 40 0.11 0.08

Germany

Kraussmaffei
Wegmann Gmbh. Co.
Kg.

83 0.30 0.67

Rheinmetall
Landsysteme Gmbh.

76 0.2 0.3

Ffg Flensburger
Fahrzeugbau
Gesellschaft Mbh.

63 0.19 0.1

Ruag Ammotec
Gmbh.

59 0.32 0.51

Scharrer Konfektions
Gmbh. Co. Kg.

44 0.17 0.07
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Fig. 5.4 The military procurement networks of Italy, the UK, and Germany. Gold nodes are buyers
and black nodes are suppliers. Edges indicate contracting relationships, with red edges highlighting
relationships in which the average Corruption Risk Index (CRI) score is at least one standard
deviation above the average in that country. We observe that high corruption risk edges appear to
cluster together

risks appear more common near the centre of the network. Finally, in all three coun-
tries there are different types of buyers: some are hubs issuing contracts to many
suppliers, while others issue contracts to only a few suppliers. To make these notions
more precise, we can use methods to quantify the clustering and centralization of
corruption risks in procurement markets mapped as networks.

To calculate the clustering of corruption risk we calculate the average correlation
of an edge’s CRI with that of its neighbours. In other words, we quantify the extent to
which knowing one edge’s CRI allows us to predict the CRI of neighbouring edges.
If the correlation is high, it means that neighbours of high CRI edges are more likely
to have high CRI, and vice versa. Mathematically, given an edge eb,s representing a
contracting relationship between buyer b and supplier s, we first calculate the average
CRI of the contracts between b and s. We then consider the adjacent edges, i.e. those
edges who have either b as buyer or s as supplier and average the CRI across those
edges. We calculate the Pearson ρ correlation between these two CRI scores.

We normalize the correlation using a permutation test, to enable comparisons
between countries. In particular, we recalculated the edge-CRI correlation after shuf-
fling the CRI outcomes across contracts. Repeating this one hundred times, we cal-
culated a Z-score for each market, subtracting the observed correlation from the
average correlation under randomization, then dividing by the standard deviation of
the correlation under randomization.

In Fig. 5.5 we see that in most defence procurement markets, corruption risks are
significantly clustered. This is especially true in the larger markets. This confirms
our intuition from the network diagrams: if you find one red edge (a high corruption
risk relationship), it is likely that edges around that buyer node will also be red. This
is in line with our expectations that corruption risks are not randomly distributed
across buyer-supplier relationships, but rather clustered around key institutions—
see Fazekas and Toth [8].

To quantify the idea that corruption risks seem more prevalent at the centre of
the market, we calculate the so-called closeness centrality of each buyer and relate
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Fig. 5.5 The edge-clustering of corruption risk in different countries. We calculate correlation of
corruption risk on neighboring edges in each country’s procurement market, and compare it against
a shuffled null model

this with the average CRI of the contracts it issues. Closeness centrality is inversely
proportional to a node’s distance to all other nodes in the network. If one node is
close to many other nodes, it is in some sense central in the network, while if it is
very far from other nodes, it is in the periphery. Mathematically, we calculate the
closeness centrality C of a node x as:

C(x) = N
∑

y∈G d(y, x)

where d denotes the network distance between two nodes. We focus our attention on
the buyers, the public institutions issuing defense contracts.We calculate the Pearson
ρ correlation of their averageCRI scoreswith their closeness centrality score, seeking
to quantify whether buyers in the center of the network are issuing more or less risky
contracts.

In Fig. 5.6 we plot these correlations. We find that in some countries such as the
Netherlands, Finland, Slovenia and Germany, corruption risk is more prevalent in
the centre of the market (indicated by a high correlation between buyer closeness
and CRI). There are also countries where corruption risk is more prevalent in the
periphery of the market such as Greece, Portugal and Estonia. This again highlights
the non-uniform distribution of corruption risks in these markets.

In summary, network science methods enable us to map public procurement mar-
kets in an interesting way. They can also help us quantify intuitions about the dis-
tribution of corruption risk in a market. We find that in general, corruption risk is
clustered, indicating systematic state capture rather than a random phenomenon. On
the other hand, corruption risk is not always more common in either the center or
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Fig. 5.6 The correlation between closeness centrality of buyers and their corruption risk scores by
country. A high correlation suggests that corruption risk is higher in the center of the network

periphery of a market. In some countries corruption risk is more common among
core institutions, while in others it thrives on the periphery.

Taken together, our framework generates a natural typology of corruption risks
in defense markets. For instance: corruption risks in Finnish defense procurement
contracting are relatively high, unclustered, and tend to appear more in the center of
the network than its periphery. The Greek market has relatively low corruption risks,
a moderate amount of clustering, and has higher risks in its periphery than among
its central institutions. While a detailed comparison of different markets is beyond
the scope of the chapter, these findings suggest how our framework can be applied
to understand the distribution of risks.

5.6 Discussion

In this chapter we carried out a quantitative analysis of corruption and state capture
risks in the field of defence procurement in Europe. First, we collected data using
official and alternative sources to tackle the challenges typical for this sector, namely
the relatively low level of transparency compared tomost other procurementmarkets.
We found that the use of alternative sources such as news articles is ambiguous: while
the lack of exact details limits the usability of such additional data for research pur-
poses; media often reports on the large value strategic purchases which are typically
not published on official tendering websites. As a consequence, alternative sources
cover a larger share of total defence procurement expenditure than notices published
on the official platform in many countries. In this sense, they increase transparency
significantly, and they raise public interest towards defence procurement, which cre-
ates a pressure to publish better, more comprehensive official datasets in the long
run.
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We analysed the large database of contracts collected from Tenders Electronic
Daily from several perspectives. We began by identifying the typical corruption risk
in defence contracting, finding great heterogeneity across EU countries. For instance,
while roughly every other military contract awarded in Italy from 2006 to 2016 was
awarded to a single bidder, only one in twenty contracts in Denmark were awarded in
such away. This reflects the situation in public procurementmore generally, though it
is in some sense surprising given thatmilitary procurement is high profile and perhaps
more internationally relevant than procurement of local roads or health services.

Within-countries, we observed a significant positive correlation between corrup-
tion risk in the military procurement sector and corruption risks in procurement
more generally. In other words, corruption risks in military procurement closely
reflect corruption risk patterns at the national level. Overall, military procurement
risks are higher than other procurement sectors in nearly all European countries. The
largest corruption risk premiums in military procurement over risk in other kinds of
procurement exist in Italy, the Netherlands, Finland, and Bulgaria.

A significant advantage of measuring corruption risk using contracting data is that
it enables micro-level analyses of key actors. By listing the corruption risk scores of
top winning firms in different countries, we observed that distribution of corruption
risks within countries can be quite heterogeneous. For instance, while the overall
corruption risk rate of contracts awarded in Germany was moderate, some frequent
winners had single bidding rates of over 50%, while others had single bidding rates
below 10%. In Italy on the other hand, nearly all of the topwinners had single bidding
rates above 50%. This suggests that corruption risks are not randomly distributed in
different markets. The findings are used to identify certain high-risk networks of
buyers and suppliers where detailed field research was carried out in order to explore
them in more detail. The results of two such case studies using our findings indicate
how network analysis can complement qualitative investigations [27, 28].

We took another look at the distribution of corruption risks across the contracting
relationships between buyers and suppliers using network analysis. By visualising the
markets as networks, we could demonstrate more clearly what we claimed before:
that corruption risks are not random, but rather clustered in the relationships of
distinguished buyers and suppliers. Such networks offer analysts and the authorities
a bird’s eye view of the distribution of corruption risks in the market and state capture
by implication. It also offers a framework to quantify the nature of corruption in a
given market, for instance if it is more often present in the centre of a market or
in its periphery. We found examples of both kinds of markets, underscoring that
corruption risks manifest themselves in different ways in different countries. We
argue that a network map of markets provides a useful tool to understand these
complex differences both at a glance and with a view to investigate them further.
Even more broadly, networks are able to highlight important emergent properties of
economic interactions embedded in social and political life [29, 32].

We highlight several avenues for future work, building on our findings and meth-
ods. The most obvious way to generalize our work is to expand the number of
countries considered. Certainly our work was facilitated by the existence of a cross-
country comparable data portal for procurement awards in the EU. While similar
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data sources exist for countries outside the EU, making them comparable (owing
to varying regulations and reporting thresholds, for example) is a considerable task.
That said, our framework could be applied to these interesting cases. As a share of
GDP, military spending is significantly higher in Russia, China, and the US com-
pared to the EU and UK. Emerging market countries are also major customers of
defense firms. Tracking the behavior of multinational defense contractors in these
markets is one possible direction. Here again networks can provide substantial value:
analysis of financial transactions, ownership structures and board members can yield
surprising insights [15].

To sum up, network methods are an effective monitoring tool, as well as a quanti-
tative framework to understand the organization of corruption in procurement mar-
kets. As corruption and more generally state capture are phenomena which cannot be
neatly characterized as either entirely micro or macro, network analysis is a useful
lens through which they can be observed.
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aggregations of invoices among contributors between January 2015 and December
2018. This data includes a list of almost ten thousand contributors already identified
as tax evaders, due to their activities fabricating invoices for non-existing products
or services so that recipients can evade taxes. Harnessing this extensive dataset,
we build monthly and yearly temporal networks where nodes are contributors and
directed links are invoices produced in a given time slice. Exploring the properties
of the network neighborhoods around tax evaders, we show that their interaction
patterns differ from those of the majority of contributors. In particular, invoicing
loops between tax evaders and their clients are over-represented. With this insight,
we use two machine-learning methods to classify other contributors as suspects of
tax evasion: deep neural networks and random forests. We train each method with
a portion of the tax evader list and test it with the rest, obtaining more than 0.9
accuracy with both methods. By using the complete dataset of contributors, each
method classifies more than 100 thousand suspects of tax evasion, with more than
40 thousand suspects classified by both methods. We further reduce the number of
suspects by focusing on those with a short network distance from known tax evaders.
We thus obtain a list of highly suspicious contributors sorted by the amount of evaded
tax, valuable information for the authorities to further investigate illegal tax activity
in Mexico. With our methods, we estimate previously undetected tax evasion in the
order of $10 billion USD per year by about 10 thousand contributors.

6.1 Introduction

Tax has a crucial role in the economic growth and welfare of the general population.
Paid taxes allow for government spending and public expenditures (in the short,
medium, and long term) such as education, healthcare, housing, pensions, security,
and infrastructure [1]. Tax collection inMexico is determined by a series of laws (Ley
de Ingresos de la Federación, in Spanish) specifying the eligibility of taxpayers, tax
rates and types, as well as the periodicity of fees and means of payment.

Despite the fact that taxes allow the Mexican state to fund beneficial activities for
society, some individuals, corporations, or trusts may decide to illegally evade taxes
by misrepresenting their state of affairs to the Tax Administration Service in Mexico
(Servicio de Administración Tributaria, or SAT). In this sense, tax evasion is the
reduction of constitutional tax liability by dishonest reporting, such as understating
financial gains or overstating deductions [2].

Since 2014, Mexico has kept electronic records of all taxable transactions by
means of a digital receipt or invoice known as Comprobante Fiscal Digital por
Internet (CFDI). Each of these mandatory receipts includes data on the product or
service transferred between taxpayers, date of transaction, cost, and corresponding
tax amount. CFDIs are XML documents with technical specifications updated annu-
ally by SAT, including a certification seal that can only be produced by authorized
parties [3]. The CFDIs are an integral part of formal investigations by SAT in tax
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evasion, money laundering, and other tax-related illegal activities, because they can
potentially uncover the networks of individuals and legal entities involved in them.

Among all forms of tax evasion, here we focus in situations where taxpayers issue
CFDIs in the absence of actual economic activity to increase tax deductions. Such
legal entities, known as ‘enterprises billing simulated operations’ (‘empresas que
facturan operaciones simuladas’, or EFOS), are typically characterized by a lack of
employees or infrastructure, as well as a fake or constantly changing address used
to avoid detection. As a result of investigations already led by SAT, EFOS can be
classified as definitive or alleged tax evaders [4]. In order to operate, EFOS require the
participation of ‘enterprises deducting simulated operations’ (‘empresas que deducen
operaciones simuladas’, orEDOS).Even if EDOSengage in illegal activity alongside
EFOS, they tend to have demonstrable stability in their workforce, assets, and tax
contributions. By receiving CFDIs associated with simulated operations, EDOS aim
to reduce their tax rate to avoid payments to SAT and eventually obtain further fiscal
benefits.

In order to decrease the risk of systematic tax evasion, the Mexican federal gov-
ernment has established fiscal law (known as ‘Código Fiscal de la Federación’)
describing the official procedure to identify taxpayers as EFOS: (a) First, SAT deter-
mines the lack of actual economic activity behind a set of CFDIs. (b) Then, the
government notifies the relevant legal entities via its official publication (‘Diario
Oficial de la Federación’). (c) Alleged EFOS have 15 days to contest the claim. (d)
Associated EDOS (that have received the suspicious CFDIs) can correct their stand-
ing with SAT by resubmitting appropriate tax forms. (e) Finally, if any tax revenue
has been lost to illegal activity, SAT classifies relevant taxpayers as definitive EFOS
and specifies the type of crime following fiscal law. Definitive EFOS are unable to
emit further CFDIs.

Despite its effectiveness, the official procedure of detecting tax evasion is time
and resource consuming, particularly in initial stages of the process where suspicious
CFDIs and alleged EFOS need to be manually selected frommillions of contributors
and billions of transactions each year. In order to complement these efforts, auto-
mated computational and statistical techniques (with tools from network science and
machine learning) can be used to characterize the network of issued/received CFDIs
between definitive EFOS and other taxpayers. By analyzing the temporal properties
of the network of all taxable transactions in Mexico from 2015 to 2018, here we
show evidence of a group of highly suspicious contributors with behavior statisti-
cally similar to that of definitive EFOS, as well as estimates of previously undetected
tax evasion. When combined with current practices at SAT, this information has the
potential to increase the efficacy of the governmental response to illegal tax activity
in Mexico.
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6.2 Data

Taxpayers in Mexico are identified by their tax number (‘Registro Federal de Con-
tribuyentes’, or RFC), a unique string of alphanumerical characters used to emit and
receive invoices, submit tax statements and engage in other procedures. Since 2014,
a large number of income and outcome transactions between taxpayers in Mexico
have been recorded in CFDIs and stored by SAT.

The data used in this work includes:

• A set of 81,511,015 taxpayer identifiers, anonymized to protect individual identi-
ties, which we denote RFCAs, and categorical information for each one of them
including: taxpayer type (individual or legal entity), location, date of registration,
and economic sector and activity.

• A total of 6,823,415,757 monthly CFDI aggregated emissions between taxpayers
distributed between January 2015 and December 2018, which include the RFCA
of both the emitter and receiver of the transaction, the month and year, type (either
income or outcome), the number of transactions for that month, and the total
amounts associated with them.

• A list of 8,570 RFCAs previously identified by Mexican government authorities
as definitive or alleged EFOS. We use this data to train machine learning models
and as focal points in the network science approach.

In the 48months ofCFDI emissionswe analyze, 7,571,093RFCAs emitted at least
one CFDI, so that the already identified evaders (EFOS) account only for 0.0072% of
active taxpayers (those who at least emitted one receipt during the period of study).
This means that the data is highly unbalanced: the ratio between the identified class
(EFOS) and the total number of entities (RFCAs) is quite small, which has an impact
in the design of the models and approaches we use.

In what follows, when we refer to a RFCA as an EFOS, we mean those tax-
payers already identified by the authorities as either definitive or alleged evaders.
Unclassified RFCAs correspond to those that have not been classified as EFOS by
the authorities. We denote suspects those RFCAs which are classified as possible
evaders by our methods, and nonsuspects those who don’t.

6.3 Results

6.3.1 Deep Neural Networks

As a first classification method of unclassified RFCAs on whether they behave simi-
larly (or not) to definitive EFOS, we implement an artificial neural network (ANN).
ANNs are models of automatic learning inspired by the human brain. They consist
of a collection of interconnected mathematical functions with characteristics analo-
gous to those of biological neurons and are thus called neurons. Just like biological
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neurons, an artificial neuron collects and classifies information based on its input con-
nections with other neurons, and thereby alternates between an active and inactive
state. The connections between neurons have a weight associated with them repre-
sentative of the intensity of the interaction, such that highly weighted connections
are more relevant than those associated with a low weight to modify their activation
state. It is via modification of the connection weight between neurons that a neural
network learns to identify patterns, a process referred to as training.

Neurons of an artificial neural network are often divided into different layers: an
input layer that receives data to perform a given task (such as classification); hidden
layers that undertake the task through modification of the weights among neurons
and adjustment of the input data weights until the task undertaken by the network is
optimal; and an output layer, from which the final result of the networks’ task over
the input data is derived. The output of the network is compared with the desired
outcome via a loss function that yields an error quantifier. During training, these
errors are propagated through the network to update theweights andminimize the loss
function. ANNs have been used in a variety of tasks, including computer vision [5],
voice recognition [6], automatic translation [7], board and video games [8–10] and
medical diagnostics [11]. They have also been used in a variety of applications in
financial services, from forecasting to market studies [12–14], to fraud detection [15]
and risk assessment [16, 17]. A neural network can evaluate price data and discover
opportunities to make commercial decisions based on data analysis. Networks can
distinguish subtle, non-linear inter-dependencies and patterns that other methods
of technical analysis cannot. In our case, we use ANNs to perform a classification
task and determine whether RFCAs (previously unclassified by the authorities) are
actually suspect of illegal tax activity.

6.3.1.1 Data Preparation

In our implementation, we design an ANN that receives input data from all CFDIs
associated with an issuing RFCA. The methods used in this section solve a classifi-
cation task that typically assume a balanced target variable. Since our data contains
only 0.0072% already identified EFOS, there is an issue of unbalance that, if not
corrected, could skew the results of the algorithm [18]. By means of a technique
referred to as re-sampling [19], we form a balanced sample of unclassified RFCAs
and definitive EFOS. The re-sampling method considered in this implementation
is comprised of random re-sampling of the small class (CFDIs issued by definitive
EFOS) until it contains as many examples as the other class, in order to finally obtain
a large dataset with the same quantity of CFDIs issued by unclassified RFCAs and
definitive EFOS.

The model associates each RFCA with a value between 0 and 1 related to the
probability that it will be an EFOS. In what follows, we describe the procedure used
to design, train and evaluate the ANN. We will follow by presenting some results
and conclusions.
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6.3.1.2 Modeling

ANN design
A dynamic recurrent neuronal network (DRNN) is a special type of neural network
that allows introduction of an arbitrary number of rows of data (input variables) at
the same time, which is useful in this context since RFCAs have varying amounts of
issued CFDIs. Recurrent neural networks are structures in which the output of each
execution step provide the input to the following step; this enables them to retain
learned information over time. Long short term memory (LSTM)1 describes the
design of artificial neurons, i.e., those that give memory to the ANN. These neurons
have the best known performance to date and are particularly effective for datasets
derived from time series [22–24]. In particular, out of several structures tested, the
best performance was obtained with an DRNN with three LSTM cell layers, each
with 256 neurons, using a hyperbolic tangential function to calculate their internal
state.2

An LSTM cell is controlled by three gates: the Forget gate, the Input gate and
the Output gate. Each gate within the cell is a different neural network that decides
what information is allowed in the cell’s state, and which functions as the network’s
memory. The gates can learn what information is relevant to save or forget during the
exercise. The Forget gate controls the amount of information that will be stored in
the memory and discards irrelevant information. The Input gate controls the amount
of new input that will be stored in the memory, i.e., determines the importance of
new information. Finally, the Output gateway determines the characteristics of the
analyzed information to obtain an output that will allow correct classification.

The architecture of the neuronal network used to classify RFCA as possible EFOS
is made up of three hidden LSTM cell layers, each with 256 neurons connecting a
neuron in a layer to a neuron in the following layer. The network unrolls over time
to analyze all the invoices issued by an RFCA and, from what has been analyzed,
classifies it into EFOS or non-EFOS.

ANN training

To build the ANN, we need a balanced dataset. We start by dividing the dataset of
previously identified (definitive) EFOS into two parts: one with 2,981 RFCAs, the
training set, and one with 745 EFOS, the test set. The training set is further extended
by duplicating EFOS several times until obtaining a dataset of 1,000,000 RFCAs.
Then we add 1,000,000 randomly selected RFCAs from the unclassified dataset, to

1 LSTM cells are a network topology developed for the first time by Hochreiter and Schmidhu-
ber [20] to eliminate the problem of vanishing gradient [21] through the introduction of a memory
mechanism. A gradient measures how much the output of a function changes if the input changes
a little. The problem is that, for very deep networks, the gradient of errors dissipates rapidly over
time, ending up being very small and this prevents a change in the weighted values. Networks with
this problem are capable of learning short-term dependencies, but often have difficulty learning
long-term dependencies.
2 These three layers correspond to the hidden layers that classify the input data. In addition to the
hidden layers, the network has an input and an output layer.
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reach a total of 2,000,000 RFCAs in the training set. The test set is completed by
adding 745 random unclassified RFCAs. Notice that both sets will be approximately
balanced due to the expected low density of EFOS within the complete dataset. The
training set is used to train and adjust the internal parameters of the ANN. Following
the training process, the ANN is compared with the test set in order to evaluate its
performance.

Additional variables considered

In addition to incorporating the quantitative variables mentioned in Sect. 6.2, we
attempted to incorporate categorical data such as the type and situation of the con-
tributor, the situation-description, the status of the contributor, the start date of oper-
ations, the sector and federal entity. We also considered incorporating data related
to interaction networks (see Sect. 6.3.3), such as the out and indegree, betweenness,
closeness, stress, radiality and page rank. However, all the ANN trained with these
variables performed equally or worse than the ANN that only used CFDI data.

6.3.1.3 Performance Evaluation

We used the F1-score [25] as a measure to evaluate the competence of the trained
model. The F1-score is obtained by calculating the precision harmonic mean and the
recall. Precision is the proportion of relevant instances correctly classified out of all
the instances that the model believes are relevant. If TP are the true positives and
FP the false positives, precision would be given by TP/(TP + FP) (see Table6.1).
Precision answers the question:How many of the selected RFCAs are actually EFOS?
Recall is the proportion of the incorrectly classified relevant instances out of all the
actually relevant instances, TP/(TP + FN), where FN are the false negatives, that
answers the question of all RFCAs that are actually EFOS: How many were correctly
classified? The harmonic mean is defined as the value obtained when the number
of values in the dataset is divided by the sum of its reciprocals. It is a type of mean
generally used for numbers that represent a ratio or proportion (like the precision
and recall) as it equalizes the weight of each datapoint. An F1-score attains its best

Table 6.1 Confusion matrix for binary classification. The true positives (TP) are the examples that
the model correctly classified as EFOS. The false negatives (FN) are the examples that the model
classified as non-EFOS, but that are actually EFOS. The true negatives (TN) are examples that the
model classified as non-EFOS and have not been previously classified as EFOS. The false positives
(FP) are examples that the model classified as EFOS, but that were not previously detected as such

Predicted class

P N

Real class P True positives (TP) False negatives (FN)

N False positives (FP) True negatives (TN)
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Fig. 6.1 Histograms of the probabilities assigned by the neural network to different sets of RFCAs.
(left) We observe that the network correctly assigns most of them a high probability of being EFOS.
(right) We observe a bimodal distribution in which there is a considerable percentage of RFCAs
that are assigned a high probability of being EFOS

value at 1 (perfect precision and recall) and the worst at 0. Table6.1 shows a way of
separating the classifications made by the neuronal network to allow their evaluation.

For example, if we take 500 definitive EFOS and 500 unclassified ones, and we
feed them to our network, we find that TP = 448, FN = 52, TN = 416 and FP = 84.
Therefore the precision was 0.845, the recall was 0.896, and we obtained an F1-score
of 0.87. If we make the calculation with 1000 alleged EFOS, we obtain T P = 881,
F N = 119 (T N = F P = 0 by definition), so the precision is 1, while the recall is
0.881. We thus obtain an F1-score of 0.94.

TheRFCAs in the set of “alleged” show the samebehavior that themodel identified
by training with the set of “definitive”, and it ends up identifying 88% as EFOS.

In Fig. 6.1 we observe that the model is sure of its decision most of the time
(i.e. ends with a very high or very low probability, with a bimodal distribution).
Additionally, in the probability distribution of the non-identified RFCAs, there is a
percentage that the model is classifying with high probability (i.e., the model is sure
that they are EFOS) but has not previously classified them as EFOS.

One of the greatest challenges in neural networks is to interpret what the network
is learning from the data. It is not only important to develop a solid solutionwith great
predictive power; it is also of interest to understand the functioning of the developed
model, i.e., which variables are the most relevant, the presence of correlations, possi-
ble causal relationships, etc. To deepen our understanding of the results, we applied
two techniques to determine the more relevant variables that we detail below.

The first technique is based on hypothetical analysis or simulation, and is used
to measure the relative influence of the input variables on the model results. In
particular, to measure the importance of the variables, we took a sample of our data
X and calculated the model predictions, Y , once the model is trained. Then, for each
variable xi we cause a perturbation of this variable (and only this variable) via a
normal random distribution centered on 0 with a scale 20% of the variable mean,
and calculate the prediction Yi . We measure the effect exerted by this perturbation
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Table 6.2 (Left) Effect of the perturbation on the probability assigned by the neural network;
(right) importance of the variables based on the absolute value of the magnitude of the first principal
component used to characterize the dataset

Variable Perturbation effect
Active subtotal 0.2099
Active total 0.1813
Total taxes 0.1419

VAT 0.1083
Cancelled amount 0.0748

Variable Magnitude
Active total 0.74925125

Active subtotal 0.64598303
Total taxes 0.10326791

VAT 0.1032678
Cancelled amount 0.0000125

by calculating the difference of the quadratic root mean between the original output
Y and the perturbed Yi . A larger mean square root difference means that the variable
is “more important”. Table6.2 (left) shows the five variables of greatest importance
for the neuronal network.

The second technique consists of the analysis of principal components, a statisti-
cal technique to convert high-dimensional to low dimensional data by selecting the
most important characteristics that capture most of the information about the dataset.
Characteristics are selected as a function of the variation they cause on the output.
The characteristic that causes the highest variance is the first component, the charac-
teristic responsible for the second highest variance is considered the second principal
component, and so on. It is important to mention that the principal components are
not correlated with each other. The importance of each variable is reflected in the
magnitude of the corresponding values in vectors that characterize a linear transfor-
mation (greater magnitude indicates greater importance). Table6.2 (right) lists the
five variables that best characterize the dataset based on the first principal component,
which contributes 99% of the variance. The variable magnitudes are normalized so
that the sum of squares is equal to 1.

6.3.1.4 Model Results

The ANN efficiently classifies the identified EFOS that it has been presented with,
and by using the trained model, we classify as “suspicious” the unclassified RFCAs
to which the ANN assigns a higher probability of behaving similarly to identified
EFOS. The ANN classified 149,921 unclassified RFCAs, corresponding to 1.98%
of the total, as suspicious, using a threshold probability (> 0.8). The probability
threshold to define unclassified RFCAs as suspect can be chosen arbitrarily (0.5
or any other value). We chose the value 0.8 as our threshold to only select those
contributors with the highest probability to be similar to the definitive EFOS in our
data set, and in this way decrease the number of potential false positives in our
classification.
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6.3.2 Random Forest

As a secondmethod of classification, we use the automatic technique namedRandom
Forest (RF). Techniques of automatic classification, including RF, detect groups
of elements with similar statistical patterns in an available dataset, and from the
knowledge acquired, make decisions about the membership of new elements in these
groups. In our case, we consider the characteristics of EFOS published by SAT and
we compare them to unclassified RFCAs.

A RF is constructed by randomly combining different decision trees in order
to obtain results robust to noise sources inherent to the algorithm. A decision tree
is a mathematical algorithm made up of a set of questions ordered and connected
to each other through their responses (i.e., the formulation of a question depends
on the answer to a preceding question). These questions involve the variables or
characteristics of the data utilized. In constructing adecision tree eachnode represents
one of the questions and each fork depends on its answer. Thus, in finishing the
construction of a decision tree we can follow a path determined by questions and
answers, finally answering the main question: how likely is this RFCA to be an
EFOS?

In statisticalmodels likeRF it is necessary tomaintain a balance betweenmeasures
such as the variance (variability in the prediction of models for different elements)
and bias (the difference between actual and predicted value). To achieve this balance,
an effective technique is the combination of various models, e.g., the combination
of decision trees to form a RF. In this way, each decision tree issues a classification
(i.e., a probability of suspecting it is an EFOS associated to a RFCA) and the final
result of the RF is the most probable classification among all the trees constructed.
One of the tasks to resolve in constructing a RF is to find the optimum number of
decision trees used to determine the combination that generates the final solution.

In our case, the RF technique is considered adequate since it offers the following
advantages:

• Data preparation is minimal. It is only necessary to rely on a dataset where each
element to classify, in this case each RFCA, is unique and has a fixed number
of characteristics associated with each one of the classes involved, in this case
definitive or unclassified.

• It can handle a large number of variables without discriminating any one of them.
• It has been demonstrated that it is one of themethods with highest precision among
the classification algorithms [26].

• It performs well with large-volume databases (which applies to the present case
study) The result of the RF is a number between 0 and 1 for each evaluated
RFCA, which will be interpreted as the probability that each unclassified RFCA
is a potential EFOS.
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6.3.2.1 Data Preparation

For the implementation of the RF algorithm, the information by issuer is initially
grouped, since this analysis is focused on classification of issuing RFCAs. As a
result, a unique record for each issuing RFCA is obtained for each of the 48 months
considered.

Subsequently, by means of a technique called undersampling [27] a balanced
sample of unclassified RFCA and definitive EFOS is generated. This technique seeks
to determine the optimal number of RFCAs that will allow obtaining a balanced
sample of the data (i.e., has the same quantity of unclassified and definitives) as
well as a representative one (i.e., that will capture the characteristics of the whole
population with the number of RFCAs selected. This process yields a sample with
1561 definitive EFOS and 1561 unclassified RFCAs. The sample obtained so far is
the baseline dataset used for implementation of the RF algorithm.

As part of the data preparation phase, two independent treatments are applied to
the previously generated sample:

1. The data were analyzed to determine what type of data transformation is viable
for each of the sample variables. The family of box cox transformations was
used to improve the normality of the data and equalize the variance in order to
improve the algorithm’s performance [28].

2. Principal components analysis (PCA) was used. This consists in reduction of the
dimensionality of the dataset by unifying existing variables to create new ones.
This method is recommended to improve the performance of the algorithms in
question [29].

6.3.2.2 Model Construction

Using the RF algorithm three models were constructed that correspond to the fol-
lowing scenarios and use the sample generated in the previous section:

• First scenario: implementation of the RF algorithm without transformation
• Second scenario: implementation of the RF algorithm using the data sample to
which PCA was applied.

• Third scenario: implementation of theRF algorithmusing the data sample towhich
the box cox transformation was applied.

For each of the above scenarios, training of theRF algorithm aims to find the optimum
number of constituent decision trees. This is achieved by performing iterations of
the algorithm, modifying the number of trees used, and determining when the error
generated stabilizes at a minimum value. It was concluded that the optimal number
of decision tress was 100.
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Table 6.3 Comparison of performance measures for the different ways in with the input data were
transformed

Scenario ROC Error

Random forest 0.912 0.164

Random forest plus principal
components

0.886 0.161

Random forest plus variable
transformation

0.893 0.157

6.3.2.3 Performance Evaluation

The following measures were used to evaluate the above scenarios:

• Receiver operating characteristic (ROC) curve: is a performance measure with
values between 0 and 1; the higher the value, the better the performance is consid-
ered. An ROC curve is constructed using the information from two characteristics:
the sensitivity (possibility of appropriately classifying a positive individual, in this
case a definitive EFOS) and the specificity (possibility of appropriately classify-
ing a negative individual, in this case an unclassified RFCA that is not actually a
definitive RFCA) [30].

• Error: is a penaltymeasure. The closer it is to 0, the better it is considered. The error
quantifies the part of the model that is making a mistake in classifying the RFCAs,
and in the case of a RF is obtained through a combination of the error generated
by each one of the individual trees, as well the correlation between them [26].

As shown in Table6.3, even though there is an improvement in the performance
for the first scenario, error reduction is favored; therefore the model selected was the
one that included the Box Cox transformation of data. This was the model used in
the following steps.

An additional validation was conducted considering the selected model, which
consisted of classifying the definitive EFOS using themodel (whichwe know a priori
should have have a high probability), and observing the outcome. A cut-off point of
0.8 was established, i.e., if the risk index is greater or equal than 0.8, the classified
RFCA is considered an EFOS, otherwise it is not. Additionally, the years of activity
of each definitive EFOS were considered for the final diagnosis, e.g., if it was active
for two years, the two qualifications are considered, and so on. Results shown in
Table6.4 were obtained by developing the above, where it can be observed that close
to 92% of the definitive EFOS are being correctly classified by the algorithm, and
the error is only 8%.

Combining the above results, those RFCAs that in all years of activity were
detected by the model were classified as possible EFOS, and as non-EFOS if not.
Table6.5 shows that out of all definitiveEFOS, only 505were classified as non-EFOS,
which means that they are the only ones about which the algorithm is completely
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Table 6.4 We study the performance of the RF algorithm over the years. We considered the defini-
tive EFOS, separated by the number of years with activity (columns). In the different rows, we
consider the number of years in which the algorithm classifies RFCAs as EFOS; thus, a definitive
EFOS should be detected by the algorithm in at least one of the years of activity. For example, RF
erroneously classified 3% out of the total definitive EFOS with activity reported over 3 years, which
corresponds to 11 definitive EFOS

Years with activity

Years classified
as EFOS

1year 2 years 3 years 4 years

0 17% (133) 5% (56) 3% (11) 6% (8)

1 83% (631) 13% (143) 6% (24) 4% (6)

2 82% (893) 17% (71) 11% (16)

3 74% (307) 26% (37)

4 53% (77)

Table 6.5 Classifying the different types of contributors

Classification Frequency Percentage

EFOS 1,908 79%

No EFOS 505 21%

wrong. This behavior is considered normal due to the possibility that the EFOS may
have engaged in illegal activities only in some years.

6.3.2.4 Results

Using the model developed and validated in the previous sections (third scenario),
we take four groups of unclassified RFCAs (one per year of study) and determine
the risk index. Note that if the RFCA has been active for more than one year, it will
have a different index each year.

Based on the previous results the following groupswere defined for all unclassified
RFCAs:

• Suspicious: all those unclassified RFCAs that in each year of activity have a risk
index greater or equal than 0.8.

• Not suspicious: all unclassified RFCAs that in at least one of the years of activity
have a risk index < 0.8.

Based on these definitions the algorithm classified 7,438,448 RFCAs (98.3%) as not
suspicious and 128,227 RFCAs (1.7%) as suspicious of being EFOS.
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Fig. 6.2 Directed links in the network correspond to a CFDI emitted between RFCA. This digital
receipts (CFDI) can represent incomes and outcomes

6.3.3 Complex Network Approach

In this section we describe the way in which we define interaction networks between
EFOS and unclassified RFCA based on the emission and reception of CFDIs. We
also describe the analysis we perform on the topology of the network and the roles
EFOS and the rest of the RFCA play in them. This analysis allowed us to build the
metrics used to define suspect evaders in the interaction networks.

6.3.3.1 Interaction Network Definition

The taxpayers activity records allows us to define interaction networks between them
in which nodes correspond to taxpayers (identified by their RFCA) and are classi-
fied in one of three categories: definitive EFOS (those evaders already identified
by the authorities), alleged EFOS (suspect evaders identified by the authorities), and
unclassifiedRFCA. Links in the network correspond to directed transactions between
taxpayers, which as CFDI themselves, can represent either income or outcome trans-
actions (see Fig. 6.2).

The topology of these networks represent the relationships between groups of
taxpayers, which we assume reflect some of the association patterns andmechanisms
EFOS and other RFCA have used for their practices and which we use to identify
suspect evaders.

With the available data we construct yearly and monthly interaction networks. On
one hand, the year timescale allow us to identify a set of RFCA with whom EFOS
interactmore regularly. On the other hand, we have identified on themonth timescale,
that the amounts associated with transactions between EFOS occur more frequently
inside an interval we have termed EFOS activity regime, which correspond to higher
amounts than those observed in transactions between unclassified RFCA. We build
the interactions networks between RFCA, only taking into account the transactions
with amounts inside this interval and characterize their topology and structure.

6.3.3.2 Yearly Interaction Networks

We first consider the interaction network built only from the income CFDI emissions
and receptions of the nodes associated to EFOSwith at least 10 transactions in a year.
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Fig. 6.3 Examples of the strongly connected components observed in interaction networks at year
timescale, the left panel corresponds to 2015 and the right panel to 2016. Red nodes correspond to
definitive EFOS, yellow to alleged EFOS and blue nodes to unclassified RFCA

This restriction selects the nodes that interact more frequently during a year (at least
once a month), which, according to the homophily principle in social networks [31–
34], correspond to nodes which are more similar between them.

We identify the strongly connected components (SCC) in these networks with
organized sets of taxpayers which can be related to anomalous financial activity. We
show the largest SCC observed in 2015 and 2016 in Fig. 6.3. Remembering that links
in the network correspond to transactions, the presence of these structures imply a
circular flow of goods and services, which being related to nodes associated to EFOS,
is possible that these sets of nodes carry out tax evasion practices such as the exchange
of receipts of simulated transactions, which suggests that the unclassified RFCA in
the SCC might be suspect of carrying out the same practices.

6.3.3.3 Monthly Interaction Networks

In this section we consider the interaction networks between taxpayers at the month
timescale. Unlike the yearly interaction networks where we only took into account
the emissions and receptions of the nodes associated with EFOS, in this case we
consider the transactions between all three kinds of nodes (EFOS, alleged EFOS and
unclassified RFCA). Nonetheless, as the whole set of transactions is huge, we need
to define criteria to filter transactions to reduce the network into a manageable size.

To this end, we obtain the distribution of the subtotal amounts before taxes of the
transactions emitted by EFOS (for both definitive and alleged) to the remaining types
of nodes. As can be seen in Fig. 6.4, the median of the distribution changes over time,
showing an increase towards the end of the year. It is to be noted that the amounts
of the transactions between EFOS are higher than those of the transactions between
EFOS and unclassified RFCA, which suggests that EFOS make selective emissions
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Fig. 6.4 Time behaviour of the logarithm of the subtotal of the transactions associated to emissions
from EFOS (left panel) and alleged EFOS (right panel), the vertical dashed lines indicate the month
of December of each year. Solid lines show the median and the dashed lines the interquartile range
of the distribution. It can be seen that the transactions between EFOS, either definitive or alleged,
correspond to amounts around tens of thousands and millions of pesos. We define this range of
amounts as the EFOS activity regime, which we use to filter the links in the interaction networks

whether the receiver of the transaction is an EFOS or an arbitrary RFCA. We define
the EFOS activity regime, as the amounts interval defined by the interquartile ranges
of the amounts distribution obtained from the EFOS transactions. We only take into
account links in themonthly interaction networkswhose amount lies inside the EFOS
activity regime. Once we have selected the relevant links in the monthly interaction
networks between taxpayers, we obtain the largest SCC of the network, which e.g.
for 2015 consists of 635,588 nodes.

We define the reach of the i-th node in the network at distance d, ri (d), as the
fraction of nodes in the SCC up to a distance d from the node, i.e.

ωi = { j | di j ≤ d}, (6.1a)

ri (d) = |ωi |
N

, (6.1b)

where, di j is the length of the shortest path length between nodes i and j , |ωi | is the
number of elements in ωi , and N is the number of nodes in the SCC.

If we now consider a set of nodes �, we can calculate the mean reach of the set
of nodes at distance d, 〈R(d)〉�, by

〈R(d)〉� = 1

|�|
∑

i∈�

ri (d), (6.2)

where � represents either the set of nodes that correspond to EFOS or unclassified
RFCA.

The topology of the network is such that, as can be seen in Fig. 6.5, the reach of
EFOS is higher for distances 3 < d < 7 than for the rest of the nodes. This suggests
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Fig. 6.5 Mean reach, R(d), as a function of distance d, for nodes that correspond to EFOS and
to unclassified RFCA. R(d) is higher for EFOS than for unclassified RFCA, which suggests that
EFOS are more efficient to distribute their transactions in the network. Data correspond to January
2017 (left panel) and May 2017 (right panel)

Fig. 6.6 Nearest EFOS to unclassified RFCAdistribution for themonthly interaction networks (left
panel) and one year’s aggregate (right panel). The number of close EFOS is a collusion indicator
of unclassified RFCA in the EFOS operation networks. As can be seen in both panels, there are
unclassified RFCA close to a large number of EFOS in both timescales

that EFOS are more efficient to distribute their transactions in the network, which
can be related to mechanisms aimed to limit the traceability of their transactions.
Following the reach behavior, we define the set of nearest neighbors of a node as
the set of nodes at di j < 3. We plot the distribution of close EFOS, for both a month
and one year’s aggregates. From unclassified RFCA in Fig. 6.6, we can see that that
there are cases in which unclassified RFCA are close to more than 100 EFOS in one
month.

We use the number of close EFOS to unclassifiedRFCA in the interaction network
as an indicator of their collusion in the EFOS operation networks, so that we can
assume that an arbitrary RFCA close to a large number of EFOS, is more susceptible
to take part in the same corrupt practices as EFOS, when compared to RFCA which
are not as close to EFOS in the network.

We define for each one of the identified suspect RFCA, the EFOS proximity index,
σi (y), for the i-th node in the network for the year y, as que quotient of the total
number of EFOS at di j < 3 during the year, and the number of months these EFOS
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(a) (b)

Fig. 6.7 Normalized proximity index to EFOS distribution for suspect RFCA identified by the
ANN and Random Forest models. This index is used as an extra validation criteria of the suspect
list obtained from the Machine Learning models using characteristics observed in the interaction
networks. We show the results for a 2015 and b 2016. Dashed lines represent the 25, 50 and 75%
quartiles of the proximity index distribution

were close to the RFCA, i.e.

σi (y) = Close EFOS in y

Number of months they were close
. (6.3)

Note that the denominator can be less than 12, as there can be months in which the
RFCA wasn’t close to any of the EFOS in the network. As the number of active
EFOS in the network changes over time, we normalize the EFOS proximity index,
which we express by σ̂i , with respect to the maximum observed during the year, i.e.

σ̂i (y) = σi (y)

max(σi (y))
, (6.4)

where σ̂i (y) ∈ [0, 1]. This allows us to define a threshold to be used in all periods,
θσ (y), which through the condition σ̂i (y) ≥ θσ (y)with θσ (y) ≈ 1, allows us to select
the more colluded suspect RFCAs for each year (Fig. 6.7).

The description we have made of both yearly and monthly interaction networks
between taxpayers, allowed us to identify features of the EFOS organization mecha-
nisms and the local structure of the network around them, such as: their organization
in small operation networks related to closed flows of CFDIs between them, and
selective CFDI emissions between EFOS of much larger amounts than the transac-
tions they make with unclassified RFCAs, which suggests that EFOS operate inside
an activity regime defined by the amounts of their transactions (see Fig. 6.4). We
have been able as well to quantify, by means of the reach of nodes in the network and
the proximity index, the collusion of unclassified RFCAs inside the EFOS opera-
tion networks. These results suggest that complex networks analysis provides useful
techniques with ample potential to describe and characterize corruption networks
and operational mechanisms, which are yet to be fully explored.
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Table 6.6 Number of suspect RFCA identified by each classification method

Method Classified as suspect Unclassified

Artificial neural network 149,921 7,416,754

Random forest 128,227 7,438,448

6.3.4 Merging the Classification Methods

Weobtain a list of suspect RFCAs from eachMachine Learning classificationmethod
(ANN and Random Forest). It is to be noted that the training set for both of these
methods, consisted of examples from the evaders already identified by the author-
ities, therefore, there is an inherent and implicit bias in our methods towards the
mechanisms and assumptions used by the authorities to identify evaders. This bias
in unavoidable due to the data we had available and it is important to take into
account further methods to make a wider characterization of these and other evasion
mechanisms.

We report the number of suspect RFCAs identified by each method in Table6.6.
The list obtained from the ANN corresponds to those RFCAs with an probability
of belonging to the same class as EFOS > 0.8. We use the same threshold for the
probability assigned by the Random Forest model. The intersection of both suspect
lists is contains 43,650RFCA,whichweconsider to have ahigher probability of being
suspect evaders, as they were identified independently by two different methods.

6.3.4.1 Suspect RFCA Comparison with EFOS

Tocompare the features of the suspectRFCAs identifiedbyour classificationmethods
with those of EFOS,we compute the distributions of the active and cancelled amounts
associated to their CFDI emissions. Active amounts correspond to the emitted and
processed invoices, and cancelled amounts correspond to those invoices that were
cancelled and not processed. The cancellation of CFDIs can be done freely and
independently by taxpayers without an explicit authorization. As can be seen in
Fig. 6.8, the distributions of these two variables are very similar for EFOS and the
suspect RFCAs identified by our methods, while for nonsuspect RFCA, i.e. those not
classified as suspect by our classificationmethods, the distributions of these variables
are different. Furthermore, in Fig. 6.9, we show the time behavior of the active and
canceled amounts of the CFDIs emitted by the different RFCA groups (definitive
EFOS, alleged EFOS and nonsuspect RFCAs). It can be seen that the difference
between suspect and nonsuspect RFCAs is consistent for the whole analysis period,
which sets these twogroups (EFOSand suspectRFCA) apart fromnonsuspectRFCA.
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(a) (b)

Fig. 6.8 Boxplots for the distributions of the a logarithm of the total cancelled amount and b the
active subtotal amount of the CFDI emitted by EFOS, suspect and nonsuspect RFCA. It can be seen
that the distributions for EFOS and suspect RFCA are more similar between each other than when
being compared with the distributions of nonsuspect RFCA

(a) (b)

Fig. 6.9 Temporal behavior of the a Active subtotal amount and b Cancelled total amount for
each one of the groups of RFCAs: definitive EFOS (blue), alleged EFOS (red), nonsuspect RFCAs
(green) and suspect RFCAs (cyan). The vertical dashed lines correspond to December for each of
the years studied. It can be seen that the EFOS and suspect RFCAs behavior differentiates from
nonsuspect RFCAs

6.3.4.2 Number of Close EFOS to Suspect RFCA

As it was discussed in Sect. 6.3.3, the EFOS reach in the interaction networks allows
us to identify the number of close EFOS to arbitrary RFCA in the network (where
close means at a distance d ≤ 3) and use it to select those RFCAs more immersed
in the EFOS operation networks. Now, if we look at the suspect RFCAs identified
by the classification methods, and compute the number of close EFOS in a whole
year, we observe that they are close to a large number of EFOS (see Fig. 6.10),
which suggests that the suspect RFCAs in the intersection of the lists obtained from
both classification method are colluded with the EFOS identified by the authorities
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(a) (b)

Fig. 6.10 Total of close EFOS the suspect RFCAs identified by our classification methods for a
2015 and b 2016. It can be seen that a suspect RFCA are close to a large number of EFOS, which
indicates that these RFCAs are immersed into the EFOS operation networks

Table 6.7 Type of taxpayer and status of the suspect RFCA identified by the classificationmethods.
Most of them were active legal taxpayers at the moment, which made them susceptible of being
investigated by the authorities

Taxpayer type Percentage of suspect RFCAs
Legal 81.52%
Natural 10.22%

Without info 8.3%

Status Percentage of suspect RFCAs
Active 91.15%

Cancelled 0.13%
Suspended 0.46%
Without info 8.3%

and gives us confidence about our methods. It is to be noted that the closeness to
EFOS wasn’t part of the set of features used by the classification methods (ANN and
Random Forest) to identify suspect RFCAs, as they were based only on CFDI data.

As we show in Table6.7, 81.52% of the suspect RFCA are legal persons, which
suggests that most part of the emitted CFDI linked with allegedly simulated opera-
tions is made between companies or businesses. This can be due to the fact that, in
this case the legal responsibility of possible illicit operations, falls to a legal entity
and not a natural person. In Table 6.7, we also show that 91.15% of the suspect RFCA
were active at the moment of the elaboration of the study, and less than 1% of them
had a cancelled or suspended status, which shows that most of the suspect RFCA are
economically active, and thus susceptible of being investigated.

Using the data contained in the CFDI, we define the potential tax collection
associated to an arbitraryRFCA, recVATφi , as the difference between the total nominal
tax obtained by the income CFDI emitted during the year, VATNom i , and the payed
tax reported in their tax statements, VATPayed i , i.e.

recVATφi =
∑

VATNom i − VATPayed i , (6.5)
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so that, we define the total nominal tax collection that correspond to the set of suspect
RFCA, RECIVAφ as:

RECVATφ =
∑

i

recVATφi . (6.6)

We use the income CFDI emitted by the identified suspect RFCA between the
years 2015 and 2018, and their yearly tax statements, which include the total VAT
payed by them. We believe that the information of the emitted CFDI allows us to
have a better description of the economical activity and evasionmechanisms, because
the income amounts declared in the tax statements is vulnerable of manipulation,
and may not reflect reality, mostly because we are dealing with taxpayers suspects
of simulating operations. A significative difference between income amounts from
CFDI emissions and tax statements could be a indicator of possible illicit practices.

6.3.5 Yearly Evasion Estimates

Aswediscussed in Sect. 6.3.3, the number of closeEFOS to aRFCA in the interaction
networks, is an indicator of their collusion level in the sub-networks associated with
EFOS, so that we can assume that a suspect RFCA close to a larger number of
definitive and alleged EFOS, is much more susceptible to conduct the same practices
as EFOS. With this in mind, we calculate evasion estimates for each year between
2015and2018, basedon the suspectRFCAclosest toEFOS in themonthly interaction
networks for each year, which correspond between 28 and 38% of all suspect RFCA.

The EFOS proximity index threshold, θσ , allows us to define minimum and max-
imum values for VAT evasion estimates. The maximum estimated value corresponds
to all identified suspect RFCA, and minimum values to estimates based on suspect
RFCA of the last quartile (top 25%) of the EFOS proximity index distribution, which
correspond to 7,677 unique suspect RFCA with CFDI emissions between 2015 and
2018, which corresponds to an average estimate of 60,604.96 millions of pesos per
year. The VAT evasion estimates in Fig. 6.11 should not be considered as final values,
as there might exist VAT evasion mechanisms different from the simulation of oper-
ations, which we don’t take into account in this work. Furthermore, it is important to
mention that there is an additional uncertainty because, it is not possible to determine
precisely the fraction of simulated and real transactions made by the suspect EFOS
with the available information. Because of this situation, we assume the 100% of the
emitted CFDI by suspect RFCA as simulated operations. A follow up study focused
in the traceability of the emitted CFDI could help determine the fraction of simulated
operations, which would allow us to make a more precise VAT evasion estimate.
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VAT evation estimates (MP)

Year Minimum Average Maximum
2015 40,097.27 111,048.36 185,087.23
2016 60,626.86 140,041.13 220,922.03
2017 64,377.11 173,717.06 286,273.35
2018 77,318.59 215,518.71 346,106.32

Year average 60,604.96 135,081.31 259,597.23

Unique suspect RFCA

Year Minimum estimate Maximum estimate
2015 2,686 10,767
2016 3,132 12,510
2017 3,461 13,743
2018 3,541 14,080

Total 7,677 17,769

Fig. 6.11 Maximum and minimum VAT evasion estimates in millions of pesos (MP) associated to
the emission of CFDI of potentially simulated operations from suspect RFCA in the period 2015
–2018. We present as well the number of unique RFCA used for the calculations for each year. We
estimate the number of unique suspect RFCA to be between 7,677 and 17,769

6.4 Discussion

We have shown that it is possible to use tools from network science and machine
learning to automatically identify patterns of tax evaders similar to those that humans
already identified. This is promising, but should also be taken with caution. It is
promising, because similar techniques could be applied in a broad variety of areas:
money laundering, bribery practices, and other illegal activities. In principle, this
would benefit society. However, one should also be aware of the limits of these
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methods. First, the patterns identified are based on those already known to humans.
This means that different patterns of tax evasion will not be identified. Second, using
these techniques to curb illegal activities would promote criminals to use alternative
patterns that are not identified, so an arms race would ensue. The tools have a relevant
potential, but by themselves, are not a final solution. Finally, there is always the
probability of misidentifying honest citizens or companies for wrongdoers, simply
because they have similar statistical patterns. Thus, these methods can be used to
identify and prioritize potential suspects from a huge pool, but the final decision has
to be made by humans.

In general, our work illustrates the potential of recent technology to solve different
problems exploiting large data sets, computing power, and sophisticated statistical
techniques. Still, the limits of this technology are yet to be defined properly, which
has led to much hype and overconfidence. Also, ethical issues must be considered
for the use of this technology. As more applications are developed, we can learn
from them to better situate the benefits and risks of using network science, machine
learning, and related techniques to address social problems.
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Chapter 7
(The Fight Against) Money Laundering:
It’s All About Networks

Frank Diepenmaat

Abstract In this chapter money laundering will be approached from two perspec-
tives. First, the money laundering concept will be explored. Attention will be paid
to the historical background and the functional description of money laundering.
Also, the effects of money laundering and the need to tackle this phenomenon will
be briefly discussed. From there the focus will shift to the second perspective, the
combat of money laundering. The international legal framework for the repression
and the prevention of money laundering will be described in general. With that, the
existing network in place to fight money laundering will be revealed. Furthermore,
attention will be paid to Dutch initiatives to improve the existing network and to
create new networks. These are among other aimed at a better cooperation between
government bodies and private parties. In time these initiatives might be a valuable
contribution to the international fight against money laundering.

7.1 Introduction

In the news money laundering is a recurring topic. Journalists report on mobsters
cleaning their proceeds [1], but they also write about banks being involved in money
laundering scandals [2]. In this regard, the Danske Bank (Danmark), Pilatus Bank
(Malta), the Versobank AS (Estonia), ABLV (Latvia) and ING (the Netherlands) can
be named. These money laundering scandals have a large impact on the respective
societies and important questions remain. What are the characteristics of the money
laundering phenomenon and how can it be tackled? According to several authors the
term ‘money laundering’ was used for the first time in the United States of America
during the 1920s [3, 4]. In that period organized crime used laundromat businesses
to blur the true origin of its cash. The mafia generated vast amounts of cash with
illicit trade, prostitution, gambling but also with the production and sale of alcoholic
beverages (the latter prohibited by the National Prohibition Act (Volstead Act) of
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1919). To avoid the confiscation of their proceeds, they operated legitimate businesses
such as bars, vendingmachines, hotels, and restaurants. Through these businesses, the
illegal money was mixed with the legal proceeds and the total amount was reported
as the earnings of the legitimate business. After this process, the money could then be
used freely without attracting the attention of law enforcement authorities. Namely,
the concept of money laundering depicts a transformation process. In short, the aim
of a money launderer is to cover the offences from which proceeds originate—the
so-called predicate offences—to use these proceeds for undisturbed consumption or
investment.

Unfortunately, there is no ready answer to the question of how money laundering
processes are carried out. In fact, money laundering processes take place in secret
and they are purely bounded by human creativity [5]. Nevertheless, there are several
elements that are essential for any money laundering operation. To explain these
elements, it is helpful to describe the money laundering phenomenon from a crim-
inological perspective. In this description, money laundering is depicted as a route
consisting out of three stages. It successively concerns the stages of placement, layer-
ing and integration. During the placement stage, the proceeds of crime are transferred
into the financial system. In most cases, this means that cash money is deposited into
a bank account. This stage is aimed at obscuring the direct link between the money
and the predicate offence. With that, the money is put into a less suspicious form
[6]. The placement stage can be preceded by the transformation of the original pro-
ceeds into expensive goods [7]. These goods are sold eventually, and the revenues are
then transferred into the financial system. All the actions during—or preceding—the
placement stage is aimed at avoiding detection. The perpetrator of the crime tries to
distance himself from the predicate offence.

Layering is the second stage of the laundering process. During this stage, the
proceeds are sent all over the world, preferably by complex financial transactions.
The money in the bank account is wired to several bank accounts in foreign coun-
tries, using offshore jurisdictions and shell companies, all to further obscure the
link between the proceeds and the underlying offence. In this way, the paper trail,
that gives evidence of the true origin of the proceeds, will be veiled until it eventu-
ally breaks [3]. Integration is the final stage of the money laundering process. The
ill-gotten gains are introduced into the formal economy, for instance using it for con-
sumption or investment [6]. It may be argued that an essential element is lacking in
this presentation of facts. The stage of layering and integration coincide without the
appearance of legitimacy being attached to the criminal capital. Regardless of which
money laundering variant is figured out, each time it is all about breaking the link
between the criminal capital and the predicate offence, after which the true origin
is replaced by an apparently legitimate origin. In other words, it is the elements of
concealment and justification that constitute the nature of money laundering.

If we focus on the element of justification, money launderers simply follow the
laws of economics. Money launderers tend to justify their capital in three ways: by
presuming the increase of the value of capital, the creation of income or the transfer
of capital. In the following, we will investigate these grounds for justification in more
depth. Assets that are difficult to valuate in an objective manner, are used to justify
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crime money. Art, antiques, and real estate can be used for this purpose. By feigning
a lucrative sale, a criminal can presume the legal origin of his money. For laundering
money in the real estate industry, a market that is not transparent and where it is
difficult to estimate values, crime money can be used for the purchase of property
first. By selling the property with a vast profit, criminals can create the appearance of
a legitimate source and the money can enter the formal economy without suspicion
[6].

In economic sectors where large amounts of cash circulate and the turnover is
difficult to estimate, income can easily be feigned. Crime money can be justified by
presenting it as turnover in bars, hotels, brothels, and casinos. Also, the international
trade system can be exploited by money launderers, simply by manipulating trade
documents. Trade-based money laundering techniques allow criminals to move large
amounts of money undetected under the cover of international trade transactions. By
falsely describing goods and services, value movement can be justified. This only
requires the misrepresentation of the quality or type of goods or services, such as
the shipment of relatively inexpensive goods, which is described as more expensive
items [8].

Crime money can also be justified by falsely presenting it as a loan or a donation.
In the situation of a loan back-construction, criminal proceeds are placed in the bank
account of a foreign legal person. At first glance, there is no relation between this
legal person and the criminal, but he is the beneficial owner of this legal entity. From
there a loan is given and no suspicionwill arise, but in fact, the criminal is just making
use of his criminal proceeds [9].

Now we have defined the phenomenon of money laundering, the question is why
this phenomenon is at the center of attention in the last decades. The concept—in
which the link between criminal capital and the underlying offence is broken, after
which the true origin is replaced by an apparently legitimate origin—is from all times.
Stolen cattle were branded to conceal the true origin and to justify the presence of
the stolen animals in the herd [9]. It was with the rise of organized (drugs) crime that
the absolute need for money laundering emerged for the first time. Large amounts
of cash money were generated. These amounts turned out to be difficult to hide and
these transcended the investments in the informal economy by far. The amount of
cash money itself gave indications for its criminal origin [3]. In other words, the
rise of organized (drugs) crime led to a relentless generation of profit, which in turn
necessitates money laundering.

In parallel with the increased need for money laundering, the opportunities for
money laundering increased the last decades. For this, three reasons can be given.
First, money launderers benefit from the globalization of the economy and the glob-
alization of the financial system [10]. Enormous amounts of money flow around the
globe and between different countries, in which criminal money can escape detec-
tion. Secondly, money launderers benefit from technological development. With the
introduction of an instantaneous payment system and the internet, the layering stage
got an entirely new dimension. As soon as the criminal proceeds are deposited in a
bank account, it can be wired endlessly by criminals themselves to obscure the paper
trail [11]. Finally, the financial opportunities of criminals must be considered. The
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generation of vast amounts of profit gives criminals the opportunity to launder their
money through professionals. Lawyers, accountants, notaries, and other legal pro-
fessionals can be hired to act as supervisors or intermediaries to set up and carry out
complexmoney laundering schemes [6]. By involving these facilitators, money laun-
dering is brought to a higher level. Money laundering is carried out under legitimate
activities sheltered under client confidentiality.With that, there is evidence that crim-
inals not only benefit from the services of professional money launderers, but also
from the services of professional money laundering organizations and professional
money laundering networks [12, 13].

7.2 The Necessity to Fight Money Laundering

The incentive for an anti-money laundering strategy was the fight against organized
(drugs) crime.AsNadelmann stated, “It was perceived as essential both to identifying
and prosecuting the higher-level drug traffickers who rarely if ever came into contact
with their illicit goods, and to tracing, seizing and forfeiting their assets” [14]. An
effective fight against money laundering could contribute to the preservation of the
paper trail, which in turn would make it possible to relate the heads of a criminal
enterprise to the predicate offences. So, in this presentation of factsmoney laundering
is a mere side effect of organized crime that needs to be tackled. Over time the insight
arose that money laundering is a problem in itself. This was clearly expressed by
Vito Tanzi in a 1996 IMFworking paper: “The international laundering of money has
the potential to impose significant costs on the world economy by (a) harming the
effective operations of the national economies and by promoting poorer economic
policies, especially in some countries; (b) slowly corrupting the financial market and
reducing the public’s confidence in the international financial system, thus increasing
risks and the instability of that system; and (c) as a consequence (...) reducing the rate
of growth of the world economy” [15]. If we focus on the national level, the influx of
criminal money in the formal economy might result in the disturbance of economic
relations. With that, the risk of reputational damage will threaten entire sectors of
the economy if these are related to money laundering operations. And if money
laundering is not countered successfully, it might attract more money launderers and
it might provoke other types of criminal behavior [16].

The fight against money laundering should be organized internationally because
a national approach merely leads to displacement effects. In that case, criminals will
operate their money-laundering operations in those jurisdictions where a compre-
hensive framework is lacking. Furthermore, the fight against money laundering calls
for a two-pronged approach. On the one hand, this approach should include repres-
sive measures such as the confiscation of ill-gotten gains and the criminalization
of money laundering. On the other hand, this approach should include preventive
measures to protect the formal economy from the influx of the proceeds of crime.

If we focus on the penalization of money laundering, the functional description
presented above, in which it is depicted as a transformation process that consists of
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at least three successive stages, is of little value. In practice, the different stages can
overlap, or they even can occur simultaneously. We just must remind the perpetrator
of the predicate offence who is mixing his loot with the revenues of a legitimate
business like a hotel. It is with just a single act that the true origin of the money is
hidden and replaced by an apparently legitimate origin. So, an effective penalization
of money laundering should also apply to acts which in themselves have nothing to
do with the disguise and justification of money from crime. Even the accomplice
who is performing a minor role throughout—or just before the beginning of the
process—must fall within the scope of the criminalization.Wemust keep in mind the
characteristics of the crime. In its nature, themoney laundering process is executed in
secret. With that, it is a consensual crime since all the people involved are benefiting
from it. Lastly, it is considered a victimless crime. Notwithstanding the negative
effects described above, money laundering will cause no direct visible harm. An
effective criminalization must be tailored to these characteristics. Money laundering
should therefore be described in a formal manner in such a way that committing a
single act results in a completed offence, so intervention is possible at any time.

If we focus on the prevention of money laundering, the functional description
presented above gives valuable insights. This description reveals where and how
criminals tend to launder their proceeds and which support is needed in that respect.
In the prevention of money laundering, the focus lies on the strengthening of bona
fide parties like banks, jewelers, or wholesalers. The aim is to prevent that these
representatives of the formal economy turn into facilitators by—consciously or—
unconsciously—contributing to money laundering operations. In the following, we
will look at the international framework for the prevention of money laundering, and
the stakeholders involved, in more detail. At this stage, it is important to note that
the repressive—and preventive measures to combat money laundering operate as
communicating vessels. The preventive measures must be supported by repressive
measures, for those who nevertheless try to integrate their criminal proceeds into
the formal economy. On the contrary, the repressive measures must be supported by
preventive measures. For the investigation and the prosecution of money laundering
cases, in which the paper trail needs to be followed, often information is needed that
is obtained because of the execution of preventive measures.

7.3 The Emergence of a Preventive Network

The central idea behind the development of the preventive network against money
laundering is that an ounce of prevention is worth a pound of cure. If the link between
criminal proceeds and the underlying offence remains intact, criminals can be asso-
ciated with the crimes committed by them. In this situation, they can be prosecuted
and convicted for the predicate offence and their ill-gotten gains can be confiscated.
Another important objective in the fight against money laundering is the protection of
financial and economic integrity. If money laundering is prevented, the formal econ-
omy can be protected against the influx of crime money. As we have seen above,
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both during- and after a money laundering process, negative effects may arise. It are
these effects that pose another argument for the prevention of money laundering.
In describing the preventive network, the 2012 Recommendations of the Financial
Action Task Force (FATF) [17]—updated in October 2020—will be followed. The
FATF is an independent inter-governmental body that develops and promotes poli-
cies to protect the global financial system against money laundering, terrorist financ-
ing and the financing of proliferation of weapons of mass destruction. The FATF
Recommendations are recognized as the global anti-money laundering (AML) and
counter-terrorist financing (CFT) standard.

7.3.1 Restrictions on the Transfer of Cash

A first step in the prevention of money laundering is the restriction of the transfer
of cash resources. The strength of a preventive network depends on the weakest
link. If criminals can transfer their criminal proceeds to foreign countries where no
questions are asked, the construction of a preventive network is in vain. The FATF
Recommendations [17] require countries to have measures in place to detect the
physical cross-border transportation of currency and bearer-negotiable instruments,
including through a declaration system and/or disclosure system (FATF Recommen-
dation 32). As an illustration, we turn to the situation within the European Union.
There a regulation is applicable that controls cash entering or leaving the EU. In short,
carriers who carry cash of a value of 10.000 euros or more are obliged to declare that
cash to the competent authorities of the Member State through which they are enter-
ing or leaving the Union and make it available to them for control (Article 3(1)).
The definition of cash in this instrument is broad. It includes for instance bearer-
negotiable instruments and prepaid cards (Article 2(1)(a)). The violation of the rules
in this regulation will result in penalties that must be effective, proportionate, and
dissuasive (Article 14). With this regulation, a first obstacle is in place. Criminals
are discouraged to transfer their proceeds and they are forced to launder their money
in an environment where a preventive network is in place.

7.3.2 The Appointment of Gatekeepers

Itmust be noted that criminals aremost vulnerable at the start of themoney laundering
process. In most situations, the help of third parties is needed to insert crime money
into the financial system. A bank employee must deposit large sums of cash on a
bank account for instance. During the placement stage, there is still a direct link
between the proceeds and the predicate offence. With that, large amounts of cash
might give an indication of the criminal origin. The reason for that is that in the
formal economy the use of cash has given way to alternative payment methods like
online banking and the use of virtual currency. So, it is of the utmost importance to
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involve private parties in the fight against money laundering. By introducing a set of
preventive measures and the appointment of gatekeepers, two goals can be achieved.
First, crime money can be kept out of the financial system because criminals are not
willing to expose themselves as a perpetrator of predicate offences. Secondly, if they
choose to insert their crime money into the financial system nevertheless, a paper
trail will arise. This paper trail can support financial investigations at any time in the
future. In this way, it remains possible to link criminals to predicate offences and the
crime of money laundering.

7.3.3 Obligations for Financial Institutions

Financial institutions must know their customers. It should be prohibited to keep
anonymous accounts or accounts in obviously fictitious names. In outline, financial
institutions have to undertake customer due diligence (CDD)measureswhenever they
establish business relations, they carry out occasional transactions above a designated
threshold ofe 15,000, there is a suspicion of money laundering or terrorist financing
or where there is doubt about the veracity or adequacy of previously obtained cus-
tomer identification data (FATF Recommendation 10 (i-iv). In conducting customer
due diligence (CDD) measures, financial institutions must meet four requirements.
First, they identify the customer and verify the customer’s identity. Secondly, they
identify the beneficial owner. For legal persons, this means that the institution under-
stands the ownership and the control structure of the customer. Thirdly, the financial
institution understands and obtains information on the purpose and intended nature
of the business relationship. Finally, the institution conducts ongoing due diligence
on the business relationship and scrutiny of transactions undertaken. Briefly, the
institution ensures throughout the course of the relationship that transactions being
conducted are consistent with the institution’s knowledge of the customer, their busi-
ness and risk profile and, where necessary, the source of funds [17].

Financial institutions must meet the four requirements set out above. In this, the
extent of themeasures can be determined using a risk-based approach (FATFRecom-
mendation 1). This means that financial institutions can conduct simplified measures
under certain conditions, for instance where they can rely on the information of third
parties (FATF Recommendation 17). On the other hand, financial institutions have to
apply enhanced measures if a higher risk of money laundering exists. As an example,
enhanced measures are required if an institution enters a business relationship with
a natural or a legal person from higher-risk countries (FATF Recommendation 19).
Where the financial institution is unable to comply with the four requirements, it
should be required not to open an account, commence business relations or to per-
form the requested transaction. Furthermore, it might be required to terminate the
business relationship and it should be considered to make a suspicious transactions
report in relation to the customer. These requirements apply to both all new customers
and existing customers, the latter based on materiality and risk at appropriate times
(FATF Recommendation 10).



122 F. Diepenmaat

If a financial institution suspects or has reasonable grounds to suspect that funds
are the proceeds of crime, or are related to terrorist financing, it is required to report its
suspicions promptly to the financial intelligence unit (hereinafter: FIU) (FATF Rec-
ommendation 20). The FIU’s main functions are to receive, analyze, and disseminate
financial information (FATF Recommendation 29) [17]. Regarding the first function,
a distinction can be made between reports that are based on an objective criterion and
reports that are based on a subjective criterion. The former is received automatically
from a reporting institution whenever a transaction is above a certain threshold. For
instance, if a financial institution receives a cash deposit that amounts to e 15,000
or more, it is obliged to report this to the FIU. As for the latter, a report is based
on the judgement of the reporting institution that the transaction might be related to
money laundering or terrorist financing. This can be the case when the transaction
does not fit within the nature of the business relationship, or when an economic
rationale for the transaction seems to lack. Furthermore, the FIU can receive infor-
mation from domestic agencies responsible for supervision as well as from foreign
FIU’s. As to the latter, reference must be made to the Egmont Group, a platform for
the secure exchange of expertise and financial intelligence between 166 FIU’s. The
second function of FIU is to analyze the reports received from the reporting entities.
The purpose of this analysis is to establish whether the data contained in the reports
provide sufficient evidence related to money laundering or terrorist financing and
whether the data could be used for further investigation and prosecution. The third
function concerns the dissemination of financial intelligence to competent authori-
ties. Here the FIU can transmit information to the law enforcement agencies if the
analysis revealed money laundering or other types of crime. With that, information
can be shared with anti-money laundering supervisors and foreign FIU’s.

If we focus on the position of the FIU, this position is in the middle between the
financial sector and law enforcement agencies, which are responsible for the inves-
tigation and prosecution of crime. The FIU first processes suspicious transactions as
reported by the financial institutions, before disseminating information to the police
and public prosecution. Because of this, financial institutions do not have to be reluc-
tant to report findings regarding suspicious transactions. The reported information
is thoroughly analyzed and only the transactions revealing criminal elements will
be forwarded to the law enforcement agencies. From there money launderers can be
prosecuted and the proceeds of crime can be seized and eventually confiscated.

7.3.4 Obligations for Designated Non-financial Businesses
and Professions

The preventive network against money laundering and the financing of terrorism
increased over the last decades. More gatekeepers have been appointed since crim-
inals found new ways to launder their money. The introduction of obligations for
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financial institutions in the fight against money laundering simply caused displace-
ment effects. A few examples to illustrate this. If no measures are taken, criminals
can resort to casinos to place their ill-gotten gains. In a casino, cash will be con-
verted into chips. From there many chips are brought together and these are offered
to the cashier, feigning that these represent winnings. The chips are converted, and
the cashier is kindly asked to wire the money into a designated bank account. Crim-
inals might also circumvent preventive measures by converting cash into valuable
goods like jewelry. These can be sold or transferred to foreign countries easily, so
the link with the predicate offence slowly disappears. Furthermore, the insight arose
that criminals use the services of lawyers, notaries, and accountants for money laun-
dering purposes. During the layering stage of the process, criminals try to obscure
the true origin of the proceeds. They also try to obscure ownership and control. In its
development as a complicated and sophisticated crime, money laundering might be
conducted through or under the cover of corporate entities. By using legal entities,
criminals can stay out of the picture. They can invest in real estate for example, with-
out raising any suspicion. For the outside world, someone is a tenant. This person
is the owner since he pulls the strings within the legal entity that bought the real
estate. The common denominator in these examples is that representatives of the
formal economy—consciously or unconsciously—are involved in money launder-
ing processes. The preventive network against money laundering has therefore been
expanded. The obligations regarding customer due diligence and the reporting of a
suspicious transaction as discussed above, are in the meanwhile to the utmost extent
applicable to a wide range of non-financial businesses and professionals (FATF Rec-
ommendations 22–23). In this way, the pass of money launderers can be cut, and the
financial and economic integrity can be assured.

7.3.5 Regulation and Supervision of Gatekeepers

An important presupposition exists in the appointment of private parties as gatekeep-
ers in the fight against money laundering and terrorist financing. This presupposition
is that these are bonafideparties,who arewilling to protect thefinancial and economic
integrity by preventing that crime money reaches the formal economy unnoticed. If
criminals can occupy crucial positions in the formal economy themselves, they can
easily circumvent the existing measures. This calls for regulation. For financial insti-
tutions, like banks, this means that legal or regulatory measures must be in place to
prevent criminals or their associates from holding, or being the beneficial owner of,
a significant or controlling interest, or holding a management function in, a financial
institution (FATF Recommendation 26). The same applies roughly for designated
non-financial institutions and professions (FATF Recommendation 28). A licensing
system makes it possible to keep criminals out of the financial sector. In most coun-
tries, it is only allowed to provide financial services based on a license issued by
the Central Bank. For the Dutch situation, we can point for instance at the Financial
Supervision Act (Wet op het Financieel Toezicht/WFT). With that, in some coun-
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tries, a screening system exists for sectors that are vulnerable to the influx of criminal
proceeds and the committing of crimes. In these countries for instance a screening
is required to open a bar, a hotel, or a brothel. An example is the Dutch Public
Administration (Probity Screening) Act (Wet bevordering integriteitsbeoordelingen
door het openbaar bestuur/ Wet Bibob). In this way, it can be prevented that known
criminals could integrate crime money into the cash flow of legitimate businesses.
It should be kept in mind that for the purpose of money laundering, they only must
put criminal proceeds in the cash register, later stating that it is turnover. In short,
barriers are created to prevent that criminals can launder their proceeds themselves.
They remain dependent on gatekeepers who are included in the preventive network
against money laundering and terrorist financing.

From there the supervision of the behavior of the gatekeepers is important. The
preventive measures, including customer due diligence and the reporting of suspi-
cious transactions, are not effective if gatekeepers turn a blind eye. Therefore, national
authoritiesmust supervise ormonitor the designated gatekeepers for compliancewith
these preventive measures (FATF Recommendations 26–28). The national supervi-
sors have the authority to conduct inspections and to impose sanctions for failure
to comply with the applicable requirements. These sanctions include a range of dis-
ciplinary and financial sanctions. These might even include the power to withdraw,
restrict or suspend the license of the institution. The supervisory task can also be
performed by a self-regulatory body, provided that such a body can ensure that its
members comply with their obligations to combat money laundering and terrorist
financing. As we have seen above, a wide range of gatekeepers is in place. The
supervision of these gatekeepers is arranged likewise. If we take the Dutch situa-
tion as an example, financial institutions like banks, credit institutions, investment
institutions and financial service providers are supervised by the Dutch Central Bank
(DNB) and the Dutch Authority for the Financial Markets (AFM). The Dutch Tax
Authority/Wwft SupervisionOffice is the supervisor for the non-financial institutions
such as real estate agents, traders and sellers of goods and pawnshops. The Finan-
cial Supervision Office (BFT) and the local Dean of the Bar Association are the
supervisors for professions such as accountants, tax advisers, notaries, and lawyers.
Supervisors have an important role to ensure compliance by the gatekeepers. With
that, they have the duty to report suspicious transactions to the FIU if they observe
that a gatekeeper failed to do so. Criminals that were benefiting from the fact that
a gatekeeper failed to comply with the measures on customer due diligence and the
reporting of suspicious transactions, will not go free. The relevant information will
be processed by the FIU and eventually brought to the attention of the law enforce-
ment agencies. In the end, this can result in a conviction for money laundering and
the confiscation of the ill-gotten gains. It is with the involvement of the supervising
agencies, that the preventive network is complete (Fig. 7.1).
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Fig. 7.1 The existing preventive network

7.4 The Improvement of Existing Networks and the
Development of New Networks

Notwithstanding the preventive network in place, the amount of money laundered is
still mind-blowing. The United Nations Office on Drugs and Crime estimates that the
amount of money laundered globally in one year is two to five per cent of the global
GDP or $800 billion to $2 trillion in current US dollars [18]. Unger et al. [19] come
to an estimate of 1,2% of the global GDP, a total of 677 billion euro. For the Nether-
lands, they estimate that the amount of money laundered in 2014 equals 2,5% of the
DutchGDP or a total of 16 billion euro [19]. At the same time, the effectiveness of the
preventive measures to combat money laundering is questioned from time to time.
The obligations regarding customer due diligence and the reporting of suspicious
transactions place a burden on the appointed gatekeepers, but from there—and after
the analysis of FIU-the Netherlands—the information disseminated plays a minor
role in further investigations [20, 21]. This calls for a change. A change on the side
of the law enforcement, including the increase of priority, additional funding, and
the improvement of expertise to fight money laundering more effectively, but that
will not be our perspective in the following. We will focus on the improvement of
the preventive network already in place. Furthermore, we will focus on the devel-
opment of new networks in which available information is shared between relevant
stakeholders. We can use the metaphor of a puzzle to clarify this. Private parties, the
public administration and law enforcement agencies all have access to information
that can be presented as the individual pieces of a puzzle. Separate from each other,
they have no overview. By sharing information, so by putting the pieces of the puz-
zle in place together, an image occurs. Networks in which available information is
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shared between the participating parties can both contribute to the revealing ofmoney
laundering operations and to the protection of vulnerable sectors of the economy.

The establishment of Transaction Monitoring Netherlands (hereinafter: TMNL)
will give impetus to the customer due diligence of banks [22]. Five Dutch banks—
ABN AMRO, ING, Rabobank, Triodos Bank and the Volksbank—have decided to
establish Transaction Monitoring Netherlands (TMNL) in the fight against money
laundering and the financing of terrorism. This initiative will be an addition to the
individual transaction monitoring activities of the banks mentioned. TMNL will
focus on the identification of unusual patterns in the payment traffic that individual
banks cannot identify. As we have seen above, criminals make every effort to con-
ceal the origin of their criminal funds, and frequently they abuse multiple banks for
this purpose. Effective combat of money laundering is only possible through closer
cooperation. The combination of the transaction data of several banks will provide
new inter-bank information. In this way, TMNL will allow for more effective detec-
tion of criminal money flows and networks in addition to what individual banks
can achieve with their own transaction data. The banks are working close together
with government partners such as the Ministries of Finance and Justice and Security
and the FIU. In this, they are not only fulfilling their responsibility as gatekeepers.
In addition, banks become part of a national chain that aims at the identification,
detection, prosecution, and conviction of money launderers. In this way, banks are
not only preserving the integrity of the financial system. They are also contributing
to the prevention and the repression of the undermining influence of crime. In due
course, other banks will also be able to make use of TMNL. Furthermore, the banks’
individual transaction monitoring activities might be outsourced to TMNL in the
near future, if this organization proves to function effectively.

Another initiativeworthmentioning is the FintellAlliance. This concerns a public-
private partnership between FIU-the Netherlands and several banks. This partnership
is aimed at exchanging financial intelligence and strengthening the effectiveness of
the reporting of suspicious transactions. This cooperation results in a better insight
into criminal networks, facilitators, and the laundering of criminal assets (FIU-the
Netherlands 2019: 19). This cooperation also offers a valuable feedback loop, which
may result in the improvement of the quality of the issued reports. From there,
this may contribute to the effectiveness of the reporting of suspicious transactions.
Besides the improvement of the preventive network in place, by focusing on customer
due diligence and the reporting of suspicious transactions, new networks appear. The
Anti Money Laundering Centre (hereinafter: AMLC) is a platform where the parties
involved in combatingmoney laundering can share their knowledge and expertise and
where they can work together operationally (AMLC). Affiliated parties are among
other the Fiscal Information and Investigation Service (FIOD), the police, the Pub-
lic Prosecution Service, FIU-the Netherlands, banks, exchange services for virtual
currency and universities. This public-private partnership is primarily aimed at an
increase of the level of knowledge, analyzing trends and identifying new money
laundering methods. Within the Financial Expertise Centre (hereinafter: FEC) var-
ious public partners like the Dutch Central Bank, the Tax and Customs Adminis-
tration, FIOD, FIU-the Netherlands, the police, the Public Prosecution Service, and
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the Dutch Authority for the Financial Markets (AFM) work together to strengthen
the integrity of the financial sector by promoting cooperation and the exchange of
information. Within this network, also the opportunity for cooperation with private
parties exists [23]. This public-private partnership, with the name FEC PPS, resulted
in a joint project on trade-based money laundering, in which for instance a particular
sector—the automotive sector—was examined and training material for banks was
developed.

The main goal of the Regional Intelligence and Expertise Centre (hereinafter:
RIEC) is to fight subversive crime (‘ondermijning’). On the one hand, the intelli-
gence and the expertise of public parties are connected within this network. On the
other hand, it stimulates and supports public-private partnerships in the fight against
subversive crime (RIEC). Since money laundering is considered a subversive crime,
attention is paid to this phenomenon within the ten RIEC’s that are present in the
Netherlands. A broad range of parties are affiliated, such asmunicipalities, provinces,
the police, the Public Prosecution Service, the tax authorities, FIOD, customs and
Inspection authorities. By sharing information, money laundering processes can be
revealed. If the activities in a particular neighborhood are analyzed together, anoma-
lies can be noticed which easily would evade detection. The restaurant owner can
present criminal proceeds as legitimate turnover without raising suspicion from the
tax authorities. This alters when representatives of the municipality or the police
state that this restaurant is only open during weekends (Fig. 7.2).

The infobox for criminal and unexplained assets (hereinafter: iCOV) is a collab-
oration between several government organizations, including among other FIU-the
Netherlands, the Dutch Central Bank, the tax authorities, customs, the police and
the Public Prosecution Service. This entity provides different types of data intel-
ligence reports that help the affiliated organizations to effectively intervene [24].
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The iCOV capital and income report (iRVI) gives a full overview of a person’s or
company’s financial situation, including the history. It shows for instance all details
about income, ownership of the real estate, bank accounts, debts, and inheritance.
Since iCOV has access to this data under strict conditions, financial reports can be
generated without the need to approach each organization separately. These capital
and income reports can help to tackle money laundering since they can reveal dis-
crepancies between a factual financial situation and an actual financial situation. The
iCOV relation scan (iRR) shows all formal relations of a person. This will show the
relations with family and business relations, but also the relations with criminal con-
tacts. In short, this relation scan is a customized process in which the network around
a person can be described in detail. This may bring money laundering constructions
to light and it can give directions for further investigation. Finally, the iCOV report
theme (iRT) concerns reports, on money laundering through real estate in a specific
geographic area. For instance, a report can be generated on the financing of real
estate in a particular street. If mortgages are granted by companies in Panama or
from the British Virgin Islands, that may be a starting point for further investigation
since it might indicate a loan-back construction. In sum, the combination of hard
data and human interpretation offers valuable insights to tackle money laundering
and to confiscate criminal or unexplained assets more effectively.

7.5 Future Challenges

It shall be no surprise that money launderers always will try to find new ways to
break the link between the criminal capital and the predicate offence, to replace the
true origin with an apparently legitimate origin. New methods will be invented, and
new networks will arise. This is inherent to the nature of this crime. An effective
fight against money laundering requires a response to this. Since money laundering
is a threat to the financial- and economic integrity and the soundness of the formal
economy, it is a concern to all. An effective fight against money laundering therefore
not only involves law enforcement agencies. It also involves the public adminis-
tration and private parties. Preventive networks in place must be adaptive and new
networks—with a variety of perspectives—must be formed in order to cut the pass of
money launderers. Close cooperation between all stakeholders is crucial and infor-
mation must be shared generously. The functional description of money laundering
remains helpful to determine the right perspective: which sectors of the economy
are vulnerable for the integration of criminal money; how can criminal proceeds be
justified there and who might be involved? To create a maximum impact, the focus
must be drawn to professional money launderers here [25]. The concepts and tools
of complex networks science can be used to signal money laundering and to assem-
ble evidence [26, 27]. In sum, an effective fight against money laundering requires
persistence and creativity at all levels of society. In fact, it is all about networks in
which all the pieces of the puzzle are put in place together.
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Chapter 8
Financial Networks and Structure
of Global Financial Crime

Oscar M. Granados and Andrés Vargas

Abstract Financial crimes are social problems that affect many different commu-
nities around the world, involving public and private organizations in diverse sectors
and activities.We analyze global financial networks focusing on particular aspects of
their characteristics when suspicious activities of tax fraud, corruption, and money
laundering could be identified. This research provides a perspective on the presence
of financial crime phenomena in global financial networks through the study of their
large-scale structure. Our results reveal that suspicious activities run in small groups,
and they emerge around communities of financial intermediaries, non-financial inter-
mediaries, and offshore entities.Moreover, we find preliminary indications that these
activities can play a role in deviating the degree distributions of these networks from
a power-law behavior. We also discuss the temporal evolution of the networks and
its significance in the identification of suspicious activities and financial crime.

8.1 Introduction

Different reports from the InternationalMonetary Fund (IMF) and theUnitedNations
Office on Drugs and Crime (UNODC) estimate that the amount of money laundered
around the world in one year is between 2 and 5% of the global Gross Domestic
Product (GDP) [1]. Some part of this money comes from tax fraud, corruption, and
another part is a result of funds generated by the drug, human, and arms trafficking
and organized crime. But the exact amount of money is impossible to estimate due
precisely to the undercover nature of the crime.
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Financial crimes are global phenomena that transcend economic, cultural, and
social borders of developed and developing countries, especially when tax evaders,
corrupted individuals, and criminals use the global financial system to protect their
illegal money. Since the success of tax fraud and corruption lies frequently in the
transformation of illegal into legal money through the money laundering process,
separating these crimes is a complex task that is more difficult when these activities
use the financial system to transfer funds between different jurisdictions. But by
this same characteristic, money laundering can be an indicator of corruption and
tax fraud because of the actions related to financial crimes appear the movements
to keep off money from their geographic or financial source through the trading of
financial instruments, or wired through different banking accounts anywhere around
the world as tax havens or other jurisdictions. They expect that illegal money will
return to them after several transactions.

It has been common to study these phenomena separately and from different
perspectives, using particular methodologies and criteria according to the chosen
approach. Indeed, previous studies have investigated corruption as a country scale
problem [2–10], as a result of a broad spectrum of government interactions [11–
18], as a result from links with private interests [19–24] or criminal activities [25,
26], to name just a few among many other examples. In turn, money laundering
has been analyzed through different approaches using an econometric model [27],
an economic growth model [28], global economics methods [29, 30], microeco-
nomics frameworks [31–33], a gravity model [34], social network analysis [35–37],
or network visualization with artificial intelligence methods [38], among others.

On the other hand, the complexity of regulations and financial instruments creates
differences across jurisdictions that can be exploited by firms for tax minimization
purposes and other motivations. This is the case, e.g., with tax arbitrage interests of
multinational companies, financial institutions, investment and wealth managers, or
family offices. In thisway, financialmarkets and taxhavens become the best options to
arbitrage opportunity between high tax and low tax jurisdictions [39–41]. As a conse-
quence, in the last decades, several global financial institutions have created products
and services, as well as correspondent structures and branches in these jurisdictions
for their global clients. However, several governments and international organiza-
tions criticize financial services in low tax jurisdictions because they see them as
activities that promote tax fraud, corruption, and money laundering. In fact, some
scholars have concluded that tax havens provide low regulatory standards favorable
for illegal activities [42], and the intensive use of certain financial transactions in
tax havens is held as suspicious. Examples of these activities are outbound deposits,
understood as the transference of money from a non-haven jurisdiction to a tax haven
jurisdiction, or resorting to deposit triangulation between the same agents [43].

We note that several studies consider particular types of financial crime separately.
However, tax fraud, corruption, and money laundering are complex and highly inter-
related crimes that take advantage of financial networks around the world, especially
those located in tax havens, and an important task that motivates our study is to
understand how these activities are reflected in the financial networks structure. To
analyze this situation, we explore financial network data sets, using information
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available from the Bahamas Leaks, the Panama Papers, and several related sources.
These data sets provide details of interactions among thousands of agents as finan-
cial intermediaries, non-financial intermediaries, and offshore entities in different
jurisdictions. Through them, we obtain insights into important characteristics of the
financial dealings that are part of the backdrop of global financial crimes.

Applying statistical techniques, we elucidate how close the large scale structure
of these financial networks reflects a scale-free behavior (as it has already been
observed for some economic networks [44]). Moreover, we analyze their dynamics
using network science methods to understand, when possible, their evolution, and to
identify suspicious interactions. We find visible agents and interaction facilitators as
well as many other agents that go unnoticed in these networks and whose activities
develop in different ways. For example, suspicious groups evolve around some finan-
cial institutions, non-financial intermediaries, and offshore entities that facilitate the
different kinds of financial crimes. In addition to reveal partially illegal activities,
our results indicate new perspectives to study problems related to financial crime in
large-scale networks.

This paper is organized as follows. In Sect. 8.1, we present some basic mathemat-
ical and financial terminology. Section8.2 describes the data sets and presents a brief
description of communities andfinancial network structuremethods. Section8.3 con-
tains the jurisdiction and network analyses, the results of community detection and
explains the dynamical structure of the largest suspicious activities. The paper closes
with Sect. 8.4 where we highlight important aspects of our approach and provide
directions for future work.

8.2 Basic Notions

We provide some definitions of the fundamental mathematical and financial termi-
nology required in our analysis. For more details, we refer the reader to [45, 46].

8.2.1 Network Definitions

� A graph G = (V, E) is a pair consisting of a set V whose elements are called
nodes or vertices, and a set E of pairs of nodes called edges. A sub-graph
G ′ = (V ′, E ′) of G is a graph with V ′ ⊂ V and E ′ ⊂ E , where E ′ contains all
the elements of E connecting vertices of V ′.

� A path is a finite sequence of distinct edges joining a sequence of distinct nodes.
� A shortest path is a path of minimal length between two nodes.
� The degree of a vertex v ∈ V is the number of nodes to which it is connected.
� A centrality measure is a way to quantify the importance of a vertex of G with

respect to some particular criteria. The degree can be used as an example.
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� Assortativity is a measure of the preference that the nodes of G have to attach to
others that are similar in certain way. The positive values of assortativity indicate
a preference for connections between nodes of similar degree, while negative
values indicate a preference for connections between nodes of different degree.

8.2.2 Financial Terminology

� A jurisdiction is a geographical location subordinated to some judicial, law,
financial, or other enforcement authority and where financial or business activi-
ties take place.

� A tax haven is a jurisdiction with low rates of taxation for foreign investors.
� An intermediary is an institution that connects financial and business operations

and its roles include a broad range of activities like financial, consulting, legal,
accounting, and management services.

� An offshore entity is a company incorporated in jurisdictions with low rates of
taxation (tax havens) and its activities are developed overseas, i.e., the company
does not undertake business with persons resident in that jurisdiction. Addition-
ally, its profits are not repatriated.

� An officer is a person who represents legally an intermediary or an offshore
entity.

8.3 Methods

8.3.1 Data Collection

The financial networks that constitute our object of study were constructed from the
Bahamas Leaks and Panama Papers data sets based on the records of the International
Consortium of Investigative Journalists [47]. These data sets contain information
about 0.7 million agents (intermediaries, offshore entities, and officers) and almost
1 million edges among these agents, especially, interactions of how intermediaries
and offshore firms used unobservable instruments to develop their activities. We
have used the same data structure of the source where the data set is divided in
different subsets with information of intermediaries, offshore entities, officers, and
one additional subset with the matrix of interactions. For legal concerns, we did not
use names or other information that could be sensitive.

The Bahamas Leaks came from its national registries and almost all offshore
entities and intermediaries had jurisdiction in the Bahamas, i.e., this data set is a
result of country-centric leaks. The Panama Papers are a result of a leak of confiden-
tial documents concerning Mossack Fonseca activities, where the offshore entities
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Table 8.1 Number and type of agents and interactions

Role Type Sub-type Bahamas
leaks

Panama
papers

Agents Intermediaries Financial Funds
Banks
Private banks
Trust
companies
Wealth
managers

541 14,110

Non-Financial Legal
Consulting
Accounting
Management

Offshore
entities

175,888 213,634

Officers 25,262 238,402

Edges Interactions Financial
Legal
Consulting
Accounting
Management

246,291 657,488

had jurisdiction in different places around the world, but especially in Caribbean
jurisdictions. We compiled and curated the data using the following criteria:

� The data sets contain historical aggregate information for the period 1980–2017
with unweighted values and undirected interactions.

� We did not use the data containing non-classified agents.
� We did not use data concerning the names of agents and information sources.
� We removed all data about agents without jurisdiction or non-complete infor-

mation.

Using these data, we constructed two networks whose nodes correspond to agents
of three roles (see Table8.1): intermediaries, offshore entities, and officers. Interme-
diaries are divided into two types, financial and non-financial. The financial inter-
mediaries comprise all financial institutions like banks, private banks, trust compa-
nies, funds or wealth managers with operations in the Caribbean jurisdictions, and
the non-financial intermediaries refer to companies of consulting, legal, accounting,
and management services for corporate and private entities. Offshore entities are
companies operating outside of the jurisdiction where they were originally estab-
lished. Officers are persons needed to represent company activities and, habitually,
are employees of non-financial intermediaries. In some cases, they are employees of
financial intermediaries.

Furthermore, the agents in the networks (intermediaries, offshore entities, and
officers) may be connected between themselves through five types of interactions:
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financial, business, legal, accounting, and management relations (see Table8.1). Any
of these interactions determine an edge between the corresponding nodes in the
networks and, unless it is needed to obtain specific conclusions, the precise nature
of nodes and edges is not required for their construction. We remark that although
the data sets include the date of incorporation or establishment of offshore entities
and intermediaries, they do not have specific information about any interaction dates
between agents. For this reason edges in the networks could correspond to permanent
or to occasional interactions, but it is not possible to know anything beyond the fact
that an interaction between the corresponding agents occurred during their period of
activity.

Additionally, we used the Paradise Papers data set from the same repository,
solely to complement the jurisdiction analysis. This data set has the same structure
as the Bahamas and Panama data sets. For jurisdiction analysis, we employed het-
erogeneous public data sets from the following institutions: Bank for International
Settlements (BIS), Panama Banking Authority, Panama Capital Markets Authority,
Central Bank of The Bahamas, Cayman Islands Monetary Authority, and Eastern
Caribbean Central Bank. In the case of financial intermediaries, we extracted the
location information from around 100 web sites of financial institutions with wealth
management and private banking units. After manual processing, we obtained a data
set that confirms the location in each jurisdiction.

8.3.2 Financial Network Structure

To understand how the large scale structure of the financial networks may evolve, we
evaluate the role of three basic processes that in our opinion should be considered in
a first approximation to their development. Notice that we refer here to the growth of
the network determined by aggregate data up to a given moment and not to particular
temporal states of the network activity. These processes are:

(P1) Once financial and non-financial intermediaries choose one or several jurisdic-
tions with advantageous regulations, they come to those jurisdictions to develop
their activities. No interaction with preexisting agents are necessary here.

(P2) New intermediaries appear that have direct interactionwith preexisting interme-
diaries orwith other new intermediaries that also arrive to initiate their activities.
In both cases, they appeal to their clients (offshore entities).

(P3) Suspicious activities emerge in the network through the appearance of a small
number of interactions (compared to the size of the network) that control author-
ities cannot easily detect. These interactions can occur between preexisting
agents, or with new agents that due to their suspicious nature need to establish
other additional connections to carry out their purposes.

Remark 8.1 Although in the development of a real network these processes are
not expected to appear sequentially or even independently, their consideration is
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justified in our study because they constitute the smaller number of useful abstrac-
tions that isolate the essential aspects playing a distinct role in the behavior of these
networks. Namely, the presence of a new or already established conglomerate of
financial intermediaries offering services in their respective jurisdictions (P1), the
appearance of new agents interacting in a mostly legal fashion with preexisting or
upcoming members of the network (P2), and the emergence of corrupt interactions
that occur basically in two ways: through established channels or involving new cor-
rupt agents that, due to their role, require other additional interactions (P3). Clearly,
more complicated processes in the network could be modeled using refinements and
juxtapositions of these basic elements.

We employ these processes to study the plausibility that a simplified version
of how the networks develop from a given moment can be obtained by assuming
that from a number of established nodes (P1) the legal growth of the network is
accounted solely through (P2) with the addition of new nodes with degree exactly
one. Furthermore, suspicious interactions arise occasionally only through (P3) with
the addition of either new edges alone, or of new nodes of degree larger than one.
With these simplifications, the networks legal growth due to (P1) and (P2) can be
understood as a result of the successive addition of new nodes with some preferential
attachment scheme for their connections.

In fact, part of the motivation for these simplifications is that when an initial state
is given by (P1) with no pre-existing edges between nodes, the resulting evolution
can be described by the Barabási–Albert model [48, 49]. This model exhibits a scale-
free property as a result of the interaction of two mechanisms: the continuous growth
by successive addition of new nodes, and their preferential attachment to connect
with already present nodes according to a probability proportional to the degree of
the latter. Since in this case the degree distribution of the nodes obeys a power-law,
a useful first test for these assumptions is to find how close the networks reflect a
power-law behavior. It should not be drastically affected by the suspicious activities
in (P3) if they represent a comparatively small proportion of all the interactions. The
results of these tests for the studied networks are presented in Sect. 8.4.2, but it is
important to notice here that a power-law behavior could appear only for a certain
range of degrees depending on how restrictive are the simplified assumptions like
the lack of initial edges in (P1).

8.3.3 A Community Detection Method

There exist several approaches [50–53] and methods to detect communities, e.g.,
the Louvain algorithm [54], the hierarchical clustering [55], the GN community
structure algorithm [56, 57], the label propagation algorithm [58] and the Leiden
algorithm [59, 60] to list a few.We present an elementary overview of the community
detection problem to understand the network structure and the internal organization.
If C denotes the set of all communities in a network, the modularity is defined by:
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H = 1

2m

∑

c∈C

(
ec − γ

K 2
c

2m

)
, (8.1)

where ec is the number of edges in a community c ∈ C , m is the number of edges in
the network, Kc is the sum of the degrees of the nodes appearing in that community,
γ > 0 is a resolution parameter associated with the scale of the communities, and
the term K 2

c /2m corresponds to the expected number of edges [61]. We chose the
Louvain algorithm to detect communities. This method optimizes the modularity in
two phases that are repeated iteratively [54]. First, it assigns a different community
to each node of the network, i.e., there are as many communities as there are nodes.
In this phase, individual nodes are moved to the community that yields the largest
increase in the quality function and stops when maximal modularity is attained.
During the second aggregation phase, a network is created based on the partition
obtained in the first phase whose nodes are now communities. Each community in
this partition becomes a node in the aggregate network [54]. From there, we can
identify how these communities reflect the Caribbean financial network structure
and how intermediaries (financial and non-financial) and offshore entities in these
networks interact with agents from other jurisdictions.

8.4 Results and Discussion

8.4.1 Jurisdiction Analysis

The purpose of this analysis is to identify the principal agents’ jurisdiction. First,
we used a data filter by intermediaries in the Bahamas Leaks and Panama Papers’
data sets to identify the financial intermediaries’ and non-financial intermediaries’
localization. Second, we used other data filter by entities in the same data sets to
identify the offshore entities’ jurisdiction. The results show that the global financial
intermediaries have preferred some jurisdictions in the Caribbean like Panama, The
Bahamas, and theCayman Islands to develop their activities,while a fewglobal finan-
cial intermediaries prefer Turks and Caicos, Curaçao or St. Kitts and Nevis. On the
other hand, some regional financial intermediaries prefer jurisdictions like Antigua
and Barbuda, Grenada, and Saint Lucia (Fig. 8.1a). These results were different in the
case of offshore entities because the jurisdictions with the largest agglomeration are
smaller financial centers in the Caribbean like St. Kitts and Nevis, BVI, Barbados,
and Aruba. However, the Bahamas, Panama, and the Cayman Islands still have an
important participation in their financial tradition (Fig. 8.1a).

Another approximation to confirm the jurisdiction is through the identification of
Caribbean offshore entities. We use only the data of the Caribbean jurisdiction from
Bahamas Leaks and Panama Papers’ data sets to explore the interaction characteris-
tics between these entities and we complemented this analysis with the data set of
Paradise Papers that shows interactions between different jurisdictions around the
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Table 8.2 Some networks measures

Variable Bahamas leaks Panama papers

Total nodes 219,856 559,433

Total edges 246,291 657,488

Average node degree 2.24 2.35

Avg. shortest path length 9.62 10.42

Diameter 29 39

Assortativity −0.2404 −0.0521

Connected components 390 11,043

Detected communities 536 11,569

world, but we used the Caribbean data. The total of offshore entities with Caribbean
jurisdictions is 585,200 and 127,672 interact in the Caribbean. Herewith, that more
than three-quarters of offshore entities interact with other jurisdictions in the world.
We identified the interactions between offshore entities by Caribbean jurisdictions
(Fig. 8.1b) and the results show that the principal offshore entities are concentrated
in five jurisdictions that represent Barbados, the Bahamas, BVI, Cayman Islands,
and Panama. This conclusion may be based on the fact that these jurisdictions have
the greatest interactions with entities from the same jurisdiction, i.e., the self-loops
(see Fig. 8.1c).

8.4.2 Networks Analysis

Here we describe the complete curated financial networks in terms of their numerical
characteristics. These networks have a lowaverage node degree (seeTable8.2),which
means that a big part of the agents connect to a single other agent. The average shortest
path length for the Panama network is 9.62, which confirms the above, while for the
Bahamas network this measure is 10.42, but this is not a representative value.

The number of connected components for the two data sets appear in Table8.2.
In general, it is noteworthy that both networks carry a proportionally small number
of agents that interact with a high number of others that only have that connection,
i.e., of degree one. For reference, we name those agents as central nodes. Finally,
one of the principal characteristics of real networks is confirmed, not many agents
are interconnected between themselves, to the contrary, most of the agents are not
connected to the remainingmajority. In several cases, especially in somecommunities
the structure could resemble an egocentric network.

In view of the considerations explained in Sect. 8.3.2, we carried out a statistical
analysis to study the behavior of the degree distribution of these networks. As illus-
trated on the left column of Fig. 8.2, the complementary Cumulative Distribution
Function (CDF) of the degree centrality of each network shows that for some ranges
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Fig. 8.2 Vertex degree histograms. First column: distributions of vertex degrees by number of
nodes in logarithmic degree ranges for financial networks. Second column: analogous plots with
logarithmic binning indicate that for some degree ranges the coarse behavior can be approximated
by a power-law distribution. The corresponding scaling exponents are 1.602 and 2.066 for the
Bahamas and Panama networks, respectively

between 10 and 103 nodes the degree distributions seem to obey an approximate
power-law behavior P(k) ∼ k−γ . The right column of Fig. 8.2 contain plots of the
corresponding probability distributions (PDF) using logarithmic binning, with a red
line that corresponds to the best linear fitting using least squares. To corroborate these
observations, we employed a more systematic power law fitting procedure following
the methodology described in [62]. Briefly, the empirical CDFs of the networks were
compared to the power law fitting given by the maximum likelihood estimator MLE
for discrete distributions:

γ̂ � 1 + n

[ n∑

i=1

ln
xi

xmin − 1
2

]−1

, (8.2)

where n is the size of the sample, and xmin is the starting point or lower bound for the
data which is chosen in order to provide the best possible fit. For the determination
of this lower bound, a consecutive series of Kolmogorov–Smirnov (KS) tests is
employed with xmin ranging from x1 to xn , and the final value of xmin is taken to
be the one that minimizes the KS-statistic. The values found for the corresponding
lower bound xmin, scaling exponent γ̂ , and its error (δγ̂ ) for the networks are:
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� Bahamas Leaks: xmin = 13, γ̂ = 1.60161 (δγ̂ = 0.02378).
� Panama Papers: xmin = 14, γ̂ = 2.06653 (δγ̂ = 0.01759).

A goodness-of-fit test was also performed in each case with the power laws asso-
ciated to the above values by means of the KS-statistic using a Monte-Carlo method
with 1000 random samples. The corresponding p-values obtained from these tests
where, for the Bahamas Leaks: 0.07 and for the Panama Papers: 0.113. From a
conservative point of view it is considered that p-values above 0.1 indicate that the
hypothesis of a power law behavior for the degree distribution of a network cannot be
discarded, and this is the case for the Panama Papers network. Although the p-value
for the Bahamas Leaks lies above 0.05 this statistic is not strong enough to reach
the same conclusion. A possible explanation for this different behavior could come
from the fact (see Sect. 8.4.4) that in proportion to their sizes the Bahamas Leaks
network seems to carry a higher number of possibly suspicious interactions (which
in addition are mostly confined to that same Bahamas jurisdiction) than the Panama
Papers network, and those are interactions that are not expected to be accounted for
by simple preferential attachment alone.

Indeed, accordingwith the observations of Sect. 8.3.2, the power law degree distri-
bution provides only a raw description of the large-scale behavior of these networks
when the influence of processes of type (P3) are not significant in comparison to the
total size of the network. Thus, in our case it should be expected that this method
reflects more closely the structure of the Panama Papers network. Nevertheless, this
method can still account for the negative assortativity found in both networks, which
is due to the observed pattern that very highly connected agents tend to interact much
more with very lowly connected ones, instead of interacting with other agents having
also a high number of connections.

8.4.3 Community Analysis

We use a community detection algorithm to find communities inside each network
beyond the given jurisdictions. From there, we can identify how these communities
reflect the Caribbean financial network structure, and how intermediaries (financial
and non-financial) and offshore entities in these networks interact with agents from
other jurisdictions.

Our analysis reveals the community characteristics obtained from the Bahamas
Leaks and Panama Papers data sets. The large scale distribution and complexity of
these networks (approximately 400,000 nodes and 450,000 edges) present a sophis-
ticated internal organization and compartmentalized structure into communities. We
used the Louvain algorithm to identify how each node moves into a community
and these sub-networks have been shown to have significant real-world meaning
(Fig. 8.3). The distribution of communities permits to understand the structure of
global financial networks, interactions with the Caribbean financial networks and
their principal agents. These agents concentrate the greatest attention from authori-
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Fig. 8.3 Connected components of financial networks and their communities. The figures show
the two largest connected components of the studied networks with their detected communities
in different colors. First row: Bahamas Leaks network. Second row: Panama Papers network. Left
column: largest connected components. Right column: second largest connected components. Note:
Edge color represent the node color according to degree

ties and media but there exist other agents that are more relevant to understand the
tax fraud, corruption, and money laundering activities. Nevertheless, we focused
specifically on central nodes for two reasons: (1) we could confirm the possibility
that some intermediaries show a high degree of interactions with different agents
around the world and sometimes some offshore entities; and (2) this approach allows
to broadly analyze the evolution of these agents in different periods, and particularly,
how they are replaced.

The community structure analysis threw the following results. TheBahamasLeaks
network (Fig. 8.4a) has 536 communities and the ten principal ones represent the
42.58% of total nodes (Fig. 8.4c). Two of the central nodes of these communities
were Swiss bank subsidiaries in the Bahamas (Fig. 8.3a) and the others are corpo-
rate service firms (non-financial intermediaries) from the Bahamas (Fig. 8.3b). The
Bahamas structure shows that interactions between certain agents are not only with
the central node but with other agents creating sub-networks (see Fig. 8.3a). This
behavior of separate agents is a result of the type of interactions between agents and
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Fig. 8.4 Financial networks communities and connected components. First row: complete net-
works, including detected communities and interactions among offshore entities, intermediaries
and officers. Second row: plots of number of components versus number of nodes (per component)
for each network. Left column: Bahamas Leaks Network. Right column: Panama Papers Network

the suspicious activity rules. Some agents interact with only one agent or with a small
group of agents, while the central nodes interact with these agents and with agents
of some other communities. As a result, some communities are disconnected in the
Bahamas network.

For the Panama Papers network, we obtained the following results (Fig. 8.4b).
The ten largest communities of around 11,500 communities represent the 15.43% of
total nodes (Fig. 8.4d). The main communities in the Panama Papers, as well as in the
case of the Bahamas Leaks, have a large number of interactions between the nodes
of each community because central nodes of these communities are mainly financial
intermediaries or, in their absence, fiduciary or legal intermediaries. These interme-
diaries show thousands of interactions with other agents, especially offshore entities
and officers that interact only with those central nodes (Fig. 8.3). Although due to the
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Table 8.3 Evolution of the Panama Papers Network

Period Nodes Edges Communities

1970–1994a 47,814 46,539 4,425

1995–1999 63,775 67,258 3,578

2000–2004 95,945 105,712 3,632

2005–2009 117,168 129,849 3,578

2010–2014 80,666 88,655 2,897

2015–2017b 8,450 8,277 666

• aPeriod with interactions before 1990
• bPeriod until data available

size and the structure of the networks many detected communities correspond pre-
cisely to connected components, large connected components carry a great number
of detectable individual communities inside themselves (e.g. the largest component
of Panama in Fig. 8.3c).

8.4.4 Dynamical Structure Analysis

To illustrate the structural evolution of networks, we employ ensembles of time-
dependent networks extracted from the Bahamas Leaks and the Panama Papers data
sets. We used the establishment date data of offshore entities or intermediaries to
identify the networks’ evolution. Additionally, we divided the data set into periods of
five years of thewhole temporal range considered (see Table8.3). The PanamaPapers
network results confirmed the role of some central nodes and their evolution. A useful
example isMossackFonseca and its offices around theworld (Fig. 8.5). Thefirst years
with its office in Geneva, later with its office in London and this century with its
office in Singapore and connections with its offices in London, Panama, and Lima as
central nodes of different communities. These central nodes interacted with offshore
entities, and officers in Caribbean jurisdictions. However, during the decade 2000–
2010, new central nodes have appeared of entities and intermediaries in Caribbean
jurisdictions and business in the Asia-Pacific, principally, with jurisdictions in Honk
Kong, Singapore, and Taiwan.

Although thePanamaPapers are a leakofMossackFonseca, they lost their position
as the principal-agent while other intermediaries achieved better performance. We
may analyze some examples. By the first period, Mossack Fonseca Geneva was
the central node of the biggest community with 4.82% of total network interactions
(Fig. 8.5a). However, the Geneva office ofMossack Fonseca was never again relevant
in the largest communities because other intermediaries won relevance, including
Mossak Fonseca offices in different jurisdictions.

Another example is the evolution of Mossack Fonseca Singapore that created an
ecosystem in this jurisdiction with other intermediaries in Hong Kong and Taiwan
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with a community that had 2.23% of total interactions for the 2000–2004 period
(Fig. 8.5c). Nevertheless, other central nodes (of Southeastern Asia origin) and their
communities weremore relevant in the number of interactions thanMossack Fonseca
with 3.28% and 2.61%, respectively. The community structure analysis confirms the
evolution of the Panama Papers network as a process of global interactions where the
Caribbean jurisdictions are part of a worldwide network that hid behind an evolving
financial network (Fig. 8.5).

Additionally, with the results of community structure analysis we identified the
business evolution in tax havens, and particularly, the size of largest communities
in the different periods. In other words, we could confront these results with known
aspects of the relevance of financial centers in Swiss cities and London in the UK
during the first periods, as well as changes in tax laws in Switzerland and the UK
during the last years of the 1990s. Moreover, the new law framework that helped to
consolidate the Singapore andHongKong financial systems during the 2000s opened
the possibility to create new offshore services in these jurisdictions, as well as the
economic evolution in China.

To summarize, we found that communities associated with central nodes in the
Panama Papers elicited change from financial intermediaries to non-financial inter-
mediaries, as a result of stricter control and regulation of financial intermediaries than
of professional services. As expected, we found that the number of financial interme-
diaries decreased over time, and the non-financial intermediaries (legal, accounting,
and management) increased their participation in financial networks. Furthermore,
with this temporal decomposition of the Panama Papers network we confirmed that,
in relation to the establishment and liquidation of agents, the most frequent was of
offshore entities, to a lesser extend of non-financial intermediaries, and to a much
lesser one of financial intermediaries (Table8.3).

With these results, we could identify central nodes, more visible agents to author-
ities and media, and their evolution, i.e., the data analysis confirmed some general
characteristics of the financial crime problem (see Table8.3). But some measures
indicate that it is necessary to use other tools to identify suspicious groups. One of
them is the negative assortativity of the networks because it is a representation of a
characteristic that may differ for each node in the graph [63]. The assortativity for
the Bahamas network is −0.2404, and for the Panama network it is −0.0521. In
this context, a network that is non-assortative, i.e., with negative assortativity, may
comprise agents that are themselves highly assortative but others lowly assortative
because an observed particularity of financial crime networks is that some agents do
not have the interest to connect with other high degree agents, only in some situations
or through another agent (see for example Fig. 8.5d or f).

Finally, the boomof offshore activities inTheBahamas during the 1990s presented
a specific structural evolution between 1990 to 2001. We divided the data set into
periods of two years of the first years of the temporal range considered (see Table8.4).

Similar to Panama Papers, the results confirmed the role of some central nodes. In
this case, the financial intermediaries play an important role in this network during
the boom of activities (Fig. 8.6). After 2000, the stability of intermediaries is a result
of the strict regulation process in The Bahamas that reduces the proliferation of
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3.28% 1.02%
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Fig. 8.5 Temporal decomposition and evolution of 10 largest panama papers communities. For
each period the color scales reflect the ranking of the largest detected communities ordered by the
percentage of their size in the entire network
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a b

c

1992-19931990-1991

1996-19971994-1995

2000-20011998-1999

Fig. 8.6 Comparison of temporal decompositions of the newBahamasNetwork interactions during
the boom of activities of the 1990s. The network nodes are grouped by communities, and the size
of the three graphs have the same scale. Notice that for the first two periods the amount of new
interactions is larger than the last one where colors appear inverted. The inversion is due to the fact
that for good contrast gray was used for the larger network, while green for the smaller one, but in
the fisrt two graphs the larger network appears at the final period, i.e. the networks arw growing,
while for the last graph the larger network appears at the starting period, i.e. the network is shrinking
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Table 8.4 The boom of activities in the Bahamas leaks network

Period Nodes Edges Communities

1990–1991 8,645 8,446 222

1992–1993 13,658 13,417 255

1994–1995 23,544 23,256 315

1996–1997 35,742 35,732 351

1998–1999 34,884 34,582 406

2000–2001 26,309 25,980 537

financial intermediaries and non-financial intermediaries. Additionally, we observed
the establishment of banks and financial institutions of principal global financial
centers, which develop their activities since the 1990s. The intermediaries interacted,
especially, with offshore entities and officers in the Bahamas jurisdiction. However,
during the 1990s, in the Bahamas were created approximately 120,000 offshore
entities and intermediaries that needed additional officers to attend the new customers
and interactions (see Table8.4).

8.5 Conclusions

We have studied the peculiarities of suspicious activities and financial crimes in
large-scale financial networks. Because financial networks present some structural
properties common to other complex networks that affect the identification of sus-
picious activities, our procedures start by integrating data analysis and community
structure methodologies to identify and understand some elements of this problem.

For this purpose, we analyzed the structure of financial networks for thirty years,
using information from the International Consortium of Investigative Journalists.
These data sets allowed us to obtain details about the evolution of financial net-
works and characteristics of tax havens, offshore entities and their relations with
other jurisdictions. We observed that some general aspects of suspicious activities in
large-scale networks can be detected with a characterization of their elements using
network structure methodologies. But this strategy needs complementary informa-
tion to identify the details of these phenomena because financial criminals in global
or local scenarios develop their activities in smaller groups.

Our numerical analysis for the degree distributions of these networks determined
a range of degree values for which their frequency distribution exhibit more closely
a power law behavior. Indeed, for the Panama Papers network the hypothesis that
above an obtained lower degree bound the distribution obeys exactly a power law
cannot be statistically discarded, while for the Bahamas Leaks network additional
considerations seem to be required to explain its overall structure given that the
statistics were shown to be a bit weaker.
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We indicated useful perspectives to understand the dynamics of problems as tax
fraud, corruption, andmoney laundering activities in financial networks. The analysis
carried out so far has focused on visible agents and interaction facilitators as well
as financial intermediaries. This methodology can help to shed light on many other
agents that go unnoticed in these large-scale financial networks that grow in different
ways because it describes the emergence of locality and the characteristics of their
interactions.

Several offshore entities have their jurisdiction in the Caribbean financial centers,
but only a quarter of them operate with other Caribbean entities, i.e., these entities do
not always have their interactions with intermediaries in the Caribbean jurisdictions.
Thus, financial crime is not confined to tax havens but also different agents use these
jurisdictions to arbitrage taxes and for money laundering as part of global interac-
tions. Our results can facilitate a new approach to financial crime analysis and the
relationship between different groups of agents in financial networks. Additionally, it
can improve our understanding of the structure of corruption and money laundering,
and finally, it can facilitate the exploration of unnoticed small groups which are the
basis of global financial crime.

For future work, a natural next step is to employ other mathematical tools like
geometric and topological notions that can be useful in this setting. More concretely,
from the topological side, a characterization can be made of the suspicious interac-
tions that indicate corrupt activities in terms their abstract topological properties. An
example would be the presence of certain cycles (or loops) in the financial networks.
This would require a more mathematical formalization of what those suspicious
interactions are as to allow the use of homological techniques and invariants (e.g.
Betti numbers) to measure and evaluate the connectivity structure of the networks.
From the geometrical counterpart it is expected that the role of notions like discrete
curvature can be adapted to provide a clearer picture of the studied interactions in
these networks and possibly also aid in the detection of some kinds of suspicious
activities.
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Chapter 9
Corruptomics

José R. Nicolás-Carlock and Issa Luna-Pla

Injustice anywhere is a threat to justice everywhere. We are
caught in an inescapable network of mutuality, tied in a single
garment of destiny. Whatever affects one directly, affects all
indirectly.
–Martin Luther King Jr.

Abstract Corruption studies must evolve to match the complexity of the modern
world. Here, we present three main problems in corruption analysis that need to
be address: the complexity of the corruption phenomenon itself and its context, the
complexity of the analytical description, and the complexity of the perspectives that
different disciplines bring to the table. In this regard, we argue that the interdisci-
plinary framework of complex systems and network science represents a promising
analytical approach to move forward in this endeavor. Furthermore, current research
efforts in this direction indicate the dawn of a new interdisciplinary discipline for
corruption studies.

Corruption is one of the most prominent global policy challenges of the 21st cen-
tury. During the last few decades, corruption not only has been extensively addressed
in the public policy arena but also, it has become a very active academic research field
[19, 21]. As an academic subject, corruption is mostly regarded as a fundamental
societal problem that researchers from diverse disciplinary traditions aim to address
along four main interdependent axes: conceptualizations and definitions, measuring
methods and techniques, modelling of causes and consequences, and control or tack-
ling strategies. However, although relevant advances have been made, the challenge
to design theoretical and technical frameworks that are able to handle the complex-
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ity of this phenomenon remains highly contested [14]. This is due to three main
problems in corruption analysis: (I) the complexity of the nature of the phenomenon
itself and its context, (II) the complexity of the analytical description, and (III) the
complexity of the different perspectives that each discipline brings to the table.

I. The complexity of the nature of the phenomenon itself and its context. Human
beings are complex and corruption is inherently hard to tackle due to the complex
nature of human behavior. As any other human activity, corruption occurs within
the intricate structure and dynamics of the social, economic and political systems of
society. As such, corrupt behavior manifests as a non-separable activity that tends to
be hidden and interwoven within the multiple activities that could be deem as non-
corrupt for a given setting, from the micro group dynamics that take place within
the structure of government institutions, small or big corporations, and civil life,
to the macro interactions that take place among them. In addition, the systems that
characterize our complex societies are not independent of each other but constitute a
system of systems whose structure and dynamics are always evolving in response to
changes in the corresponding social and regulation context. Notably, global dynamics
have radically changed in the last few years. The flow of people, materials, and
information have remarkably increased the levels of interactions at different spatial
and administrative scales and consequently, the interdependencies among social,
economic and political systems have become stronger. Our heterogeneous world is
more connected than ever. This not only represents great cooperation opportunities
for development but also highly systemic threats at regional and global scales, what
happens in one place or sector can have effects on other seemingly unrelated ones,
putting the analysis of corruption on a whole another level [1, 12].

II. The complexity of the analytical description. The analysis of corruption is
complex and has evolved over a long period of time. Nowadays, this analysis is done
under an international consensus that has put individual behavior and indiscretions
at the center of modern corruption thinking [14]. Values, norms and ideas, that still
play an important role in our understanding of what is acceptable or not in society,
vary from place to place, and from time to time, making an objective understanding
of moral and ethical issues a great challenge [5]. In an effort to be more objective,
the analysis of corruption has opted for a more pragmatic and empirical approach.

On the conceptual dimension, contemporary thinking is dominated by four main
approaches: legal definitions, the “abuse of entrusted power” criterion, economic or
business-oriented, and the so-called “legal” corruption. Among these, the first one
has become the most popular since its adoption from Transparency International, the
Organization for Economic Cooperation and Development, the World Bank and the
International Monetary Fund. However, the subjective elements embedded in this
definition, such as what constitutes “abuse” and its bias towards the public sector,
make it object of continuous critic and debate. On the measuring front, aggregated
indices rise as the most popular as they have provided an overall and broad picture of
global corruption. These still face criticism due to changes in their methodology or
the perception/experience-based analysis since that makes the interpretation or com-
parison of results difficult. This has lead to the creation of other promising indicators
that address more specific matters, as well as more sophisticated approaches based
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on proxies to corruption that have the capacity to describe macro features frommicro
data. On themodelling challenge, the consensus is low onwhat are the general causes
of corruption. The different models based on structural forces, rational agents, prin-
cipals or discretionary criteria provide insight for some settings but not all, therefore,
these too are not free fromdebate due to the emergence of interesting collective dilem-
mas and the clash of social realities across the globe. On the control arena, the strate-
gies to tackle corruption are not universal and, in direct relation with the causes of the
problem at hand, strategies depend on the specific context. National regulations and
international instruments aim to solve this problem but their results are not clear and
there’s no catalogue of solutions that work for all places at all times [14].

III. The complexity of different disciplinary perspectives. As multifaceted as the
phenomenon is, corruption analysis has been greatly enriched by the insights of
researchers from different disciplines and schools of thought. To this day, these
are mostly from political science, economy, sociology, anthropology, or law. In the
effort to come upwith a general interdisciplinary corruption theory, these researchers
have to deal not only with the complex nature of phenomenon itself, the inherent
heterogeneity and complexity of the systems where it takes place, or the subtleties
of the four dimensions that comprise modern analysis, but also, with the clash of
different ideas and perspectives about social reality that each discipline brings to
the table [7]. This is a complex scenario where consensus on fundamental aspects is
hard to achieve and, therefore, a general interdisciplinary theory of corruption has
remained elusive [14].

The challenge is great and in order to move forward, it’s imperative to adopt new
ideas and perspectives that enable us to handle and embrace the complexity of our
world instead of avoid it. Here, complexity or complex systems science represent a
promising approach in this endeavour:

• First, we must understand that the complexity of society is nothing but the result
of our collective doing as we become and create the systems that shape our social,
economic and political environments. In other words, we not only are but also
create the complex networks in which corruption takes place. Therefore, our con-
nections and interactions at the different scales, sectors and regions keep valuable
information that can be tapped, modelled and studied in order to understand the
principles that govern such systems and give us the opportunity to develop strate-
gies and interventions tailored to the structure and dynamics of the problem at
hand. In that regard, complexity science is an interdisciplinary approach to the
study of collective phenomena in natural, social and technical systems that has
been successful in the analysis of the structure and dynamics of such systems in
terms of the relationships among their parts and their environment [2, 3]. Themain
idea in complex systems is that a collection of interacting components behaves
in way not predicted by the components in isolation or disconnected. Interactions
and dependencies matter more than the nature of the parts. Therein, the collection
of interacting parts is best understood as a whole, rather than disconnected. As
such, when corruption behavior manifest as a non-separable activity that tends
to be hidden and intertwined among the multiple activities that occur within the



156 J. R. Nicolás-Carlock and I. Luna-Pla

structure and dynamics of social, economic, political and technical systems, then,
activities that could be deemed as corrupt are best understood systemically, this is,
from the collective behavior and features of connected individuals or organizations
acting as a whole, rather than from their particular characteristics in isolation.

• Second, given the multifaceted nature of corruption, the importance of a com-
prehensive and general analytical framework—not necessarily universal but that
unifies the different disciplinary perspectives—and that encompasses proper con-
ceptualizations and definitions of corrupt practice cannot be overstated, given that
definitions determine what gets modelled and what researchers look for in data, in
such away that unsuited definitions can causemisleadingmeasurements, mistaken
interpretations of causes and consequences, and ultimately inappropriate policy
suggestions. Achieving a unified framework seems daunting, but here again, com-
plexity science presents itself as an interesting and relevant example on this matter,
as a discipline that on its own is dealing with a similar challenge [16]. For that, let
us recall that complexity science is an interdisciplinary approach to the study of
natural, social and technical systems that has created an still-evolving analytical
framework by drawing concepts and tools from disciplines such as physics, chem-
istry, biology, ecology, sociology, mathematics and computer science [18]. In this
way, complex systems are often studied in terms of networks, self-organization,
evolution, non-linearity, scaling, and emergence. Remarkably, this framework has
been applied to different systems and settings leading to relevant insights into
crime, terrorism, war, disease spreading, financial markets, democracy and other
social subjects [4, 8, 13, 15]. In the case of corruption, the concepts and tools of
complexity and networks have been applied to tackle specific matters, such as the
conceptualization of corruption as a networked phenomenon [22], measuring and
modelling of political corruption [6, 20, 23], corruption in public procurement and
corruption scandals [9, 10, 17, 24], and ways to identify, counteract and control
phenomena such as cartel formation, money laundering and tax evasion by means
of data and artificial intelligence [11, 25, 26].

• Lastly, anti-corruption is not an endeavor of isolated and disconnected individuals.
The efforts made in the public policy arena have shown that groups of people,
private institutions, and governments must learn to cooperate and work purposely
in order for any strategy to be effective and successful. In this world, we are
not only connected at multiple scales but also we are interdependent members
of this highly complex system known as society: whatever affects one directly,
affects all indirectly. Complex corruption networks are tackled with complex anti-
corruption networks, and corruption studies and anti-corruption strategies must
evolve to match the complexity of our reality.

Modern technological advances by themselves are not sufficient to suggest that
we have the upper-hand in the fight against corruption since, in the same way those
emerging technologies allow for greater transparency, cooperation and development,
they could also allow for more sophisticated corruption mechanisms and challenges.
It comes down to us to make the best out of the modern tools and achievements
obtained so far in the long history of corruption analysis and move forward. The
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research done so far to address corruption, such as the one presented all along the
chapters of this book, constitute an effort in this direction, as well as example of the
scope, possibilities, and potential of a new approach to corruption analysis that is
open to perspectives, methods and disciplines that go beyond the traditional schools
of thought in order to give place to something different and hopefully useful.

We might not be any closer to a corruption free era, but we are positive that we
are at the dawn of a new paradigm in corruption and anti-corruption studies that
could take us closer to that goal. Let us consider this an opportunity to create a
new discipline that embraces the complexities of the phenomenon, that takes into
account the structure and dynamics of the networks that shape our societies, that takes
advantage of technology, data and empirical evidence, that pulls insight from the full
spectrum of the prism of interdisciplinary science, and finally, that dares to take
corruption studies closer to an exact science. Let us consider and know henceforth
this new discipline as corruptomics: corruption analysis for the 21st century.
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