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Preface

Learning analytics involve collecting, analyzing, measuring, and reporting data in 
learning environments in order to support learning as well as improving learning 
environments. More precisely, learning analytics use static and dynamic data from 
learning environments and their contexts for enabling: (a) real-time modeling about 
learners and learning, (b) estimation and optimization of learning processes, (c) 
assessment, revision, and analysis of data for learning environments and educa-
tional decision-making. Hence, the aim of learning analytics is to increase the effec-
tiveness and efficiency of education.

Learning analytics applications such as visualizations and dashboards are being 
developed that use learner-generated data and other relevant information to person-
alize and continuously adapt the learning environment. Visualizing is expected to 
create awareness and reflection among learners. Functions of visualizations include 
exploration, discovery, summarizing, presenting, and enjoying. The visualization is 
applied in digital learning environments via dashboards.

Current research on dashboards aims to identify which data are meaningful to 
different stakeholders in education and how the data can be presented to support 
learning processes. The objectives of dashboard studies include: (a) increasing the 
awareness about the learning process, (b) supporting cognitive processes, (c) iden-
tifying students at risk, (d) providing immediate feedback, (e) displaying achieve-
ment level, (f) providing procedural information, (g) supporting decision-making, 
(h) informing, (i) showing participant relationships, (j) comparing, and (k) reflect-
ing. Most visualization techniques stem from statistics, including bar charts, line 
graphs, tables, pie charts, and network graphs.

The purpose of this edited volume “Visualizations and Dashboards for Learning 
Analytics” is to advance the scientific and practical knowledge on visualizations 
and dashboards for learning analytics applications. It features five major parts: Part 
I – Theoretical and Technological Perspectives Linking Visualization and Dashboard 
Design, Part II – Practices and Evidence from the Learner’s Perspective, Part III – 
Practices and Evidence from the Educator’s Perspective, Part IV – Systems Design 
for Learning Analytics Applications, and Part V – Future Directions of Visualization 
and Dashboard.
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Chapter 1
Visualizations and Dashboards 
for Learning Analytics: A Systematic 
Literature Review

Muhittin Sahin and Dirk Ifenthaler

1  Introduction

Learning analytics dashboards are customizable control panels displaying personal-
ized learning analytics features which adapt to the learning process in real time (Park 
& Jo, 2015). Learning analytics features may focus on learning opportunities, self-
assessments, recommendations, comparison to peers, social interactions, or addi-
tional links (Schumacher & Ifenthaler, 2018). Many learning analytics systems focus 
on visualizations and outline descriptive information, such as time spent online, 
access of resources, progress toward the completion of a course, and comparisons 
with other students (Kim et al., 2016; Verbert et al., 2014), which already helps learn-
ers monitor some of their (learning) activities. However, planning upcoming learning 
activities or adapting current strategies also involves further recommendations based 
on dispositions of learning, previous behavior, self- assessment results, and learning 
goals. Dashboards designed to offer beneficial learning analytics features need to be 
aligned with theory on (self-regulated) learning, feedback, and instruction in order to 
avoid unfavorable educational consequences (Gašević et al., 2015).

The purpose of this chapter is to present a summary of the dashboard and visual-
ization studies carried out within the scope of learning analytics. For this purpose, 
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the systematic literature review was performed. Review methodology has four 
sequential step: (a) literature review according to the keywords, (b) selecting pri-
mary studies, (c) categorizing of the results, and (d) reporting the findings (Gikandi 
et al., 2011). In the first step, five databases were selected for the review process, 
and these databases consist of ACM Digital Library, IEEE XPLORE, ScienceDirect, 
Wiley, and Google Scholar. After the databases were determined, a literature review 
was performed with keywords. The search string was used; “Learning Analytics” 
and “Dashboard” and “Learning Analytics” and “Dashboard” or “Visualization.” 
The literature review was performed on 27 February 2021. On the second step, 76 
studies were selected as the primary studies. These studies consist of journal articles 
and conference papers. Detailed information about the conferences and journals of 
these papers is presented in Table 1.1. In the third step, categories were determined. 
These categories consist of (1) keywords, (2) stakeholders (target group) and year, 
(3) study group (participants), (4) visualization techniques, (5) method, (6) data col-
lection tools, (7) variables, and (8) theoretical background. In the last step, findings 
were presented according to these eight categories.

Table 1.1 Information about the conferences and journals of the selected papers

Journal/conference titles Number of papers

IEEE International Conference on Advanced Learning 
Technologies

3

International Conference on Learning Analytics and Knowledge 
(LAK)

6

IEEE Global Engineering Education Conference (EDUCON) 3
XI Technologies Applied to Electronics Teaching 1
IEEE Frontiers in Education Conference (FIE) 1
International Conference on Education and Technology (ICET) 1
International Conference on Computers in Education 2
International Conference on New Trends in Computing 
Sciences (ICTCS)

1

International Conference on Higher Education Advances 1
European Conference on Games Based Learning 1
International Conference on Artificial Intelligence in Education 1
ARTEL@ EC-TEL 1
CHI Conference on Human Factors in Computing Systems 1
Annual ACM Conference on Learning at Scale 1
European Conference on Technology Enhanced Learning 1
International Conference on Learning and Collaboration 
Technologies

2

L@S 2018 1
International Journal of Computer-Supported Collaborative 
Learning

2

Asia Pacific Education Review 1
Assessment & Evaluation in Higher Education 1
Behavior & Information Technology 1

(continued)
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Table 1.1 (continued)

Journal/conference titles Number of papers

British Journal of Educational Technology 2
Computers & Education 4
Computers in Human Behavior 3
Educational Technology Research & Development 1
Entertainment Computing 1
Higher Education 1
IEEE Access 1
IEEE Transactions On Learning Technologies 3
Intelligent Tutoring Systems 1
Interactive Learning Environments 1
Interactive Technology and Smart Education 1
International Journal Of Intelligent Systems 1
International Journal of Distance Education Technologies 1
Journal of Applied Research in Higher Education 2
Journal of Children and Media 1
Journal of Computer Assisted Learning 1
Journal of Computing in Higher Education 1
Journal of e-Learning and Knowledge Society 1
Journal of Learning Analytics 2
Journal of Research in Innovative Teaching & Learning 1
Journal of Science Education and Technology 1
Journal of Universal Computer Science 3
Journal of Visual Languages and Computing 1
KSII Transactions On Internet And Information Systems 1
RIED. Revista Iberoamericana de Educación a Distancia 1
International Book Chapter 2
Teaching in Higher Education 1
Technology, Knowledge and Learning 2
The Internet and Higher Education 1
Total 76

2  State of Research in Dashboards and Visualizations 
for Learning Analytics

This section presents a summary of the dashboard and visualization studies carried 
out within the scope of learning analytics. When we review the literature, some dif-
ference names are used for the dashboard such as data dashboard (Roberts et al., 
2016; Ahn et al., 2019), learning analytics dashboard (Charleer et al., 2017; Guerra 
et al., 2020; De Laet et al., 2020), learning dashboard (Leitner & Ebner, 2017; Broos 
et  al., 2020), instructional dashboard (Wise & Jung, 2019), MOOC dashboard 
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(Dipace et  al., 2019; Cha & Park, 2019), visual dashboard (Bektik, 2018), early 
warning dashboard (Sun et al., 2019), student-facing dashboard (Kia et al., 2020), 
teacher dashboard (Guenaga et al., 2015; Molenaar & Campen, 2017; van Leeuwen 
et al., 2019), analytical dashboard (Vaclavek et al., 2018), and student dashboard 
(Olalde & Larrañaga, 2011).

Findings were categorized including (1) keywords, (2) stakeholders (target 
group) and year, (3) study group (participants), (4) visualization techniques, (5) 
method, (6) data collection tools, (7) variables, and (8) theoretical background, and 
then findings were presented according to these categories.

2.1  Keywords

Keywords were chosen as the first category for reporting the findings. In this chap-
ter, both frequencies of the keywords and their relationship with each other were 
presented. The keywords and their frequencies can be seen in Table 1.2.

Table 1.2 Keywords and frequencies

Keyword Frequency

Learning analytics 66
Dashboard 52
Visualization 15
Self-regulation learning 13
Higher education 9
Assessment 6
Feedback 6
Educational games 6
Educational data mining 5
Human-computer interaction 3
Achievement 3
At-risk students 2
Decision-making 2
Competency 2
Machine learning 2
Acceptance 2
Learning science 1
Learning process 1
Privacy 1
Ethics 1
Experimental design 1
Motivation 1

M. Sahin and D. Ifenthaler
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It is seen that, respectively, learning analytics, dashboard, visualization, and self- 
regulation learning are the most common used keywords in the studies. Motivation, 
experimental design, ethics, privacy, learning process, and learning science are the 
least used keywords. After the frequencies of the keywords were presented, associa-
tion rules analysis was conducted in order to determine how often these keywords 
were used together with each other in the studies. Detailed information about the 
results of the association rules is presented in Table 1.3.

When the support and confidence values are examined in Table 1.3. Rule 1 is 
valid for 8% of the studies, and in all the studies that write feedback as a keyword, 
learning analytics was written as a keyword. Similarly, learning analytics is another 
keyword in all of the studies that have both dashboard and feedback as keywords. 
When Rule 4 is examined, this rule is valid for 14% of the studies, and learning 
analytics is used as another keyword in 91% of the studies that include dashboard 
and visualization as keywords. It’s seen that in Rule 5, this rule is valid for 62% of 
the studies and learning analytics is used as the other keyword in 89% of the studies 
that have a dashboard as a keyword. According to Rule 7, this rule is valid for 18% 
of the studies, and learning analytics is used as a keyword in 87% of the studies that 
use visualization as a keyword. When the rules are examined, in research where 
feedback, self-regulation learning, dashboard, visualization, assessment, educa-
tional games, or educational data mining are used as keywords, learning analytics 
has also been used as a keyword.

Table 1.3 Results of association rules according to the keywords

Antecedent Consequent Support Confidence

Rule 1 Feedback Learning analytics 0.081 1.000
Rule 2 Dashboard and feedback Learning analytics 0.042 1.000
Rule 3 Self-regulation learning Learning analytics 0.162 0.923
Rule 4 Dashboard and visualization Learning analytics 0.135 0.909
Rule 5 Dashboard Learning analytics 0.622 0.885
Rule 6 Dashboard and SRL Learning analytics 0.095 0.875
Rule 7 Visualization Learning analytics 0.176 0.867
Rule 8 Assessment Learning analytics 0.068 0.833
Rule 9 Educational games Learning analytics 0.068 0.833
Rule 10 EDM Learning analytics 0.054 0.800
Rule 11 Dashboard and higher education Learning analytics 0.054 0.800
Rule 12 Higher education Learning analytics 0.095 0.778
Rule 13 Dashboard and educational games Learning analytics 0.042 0.750
Rule 14 Dashboard and EDM Learning analytics 0.042 0.750
Rule 15 Dashboard, visualization, and EDM Learning analytics 0.042 0.750
Rule 16 Dashboard and assessment Learning analytics 0.028 0.667

1 Visualizations and Dashboards for Learning Analytics: A Systematic Literature…
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2.2  Stakeholder and Year

Dashboards can be designed and developed for different stakeholders such as 
instructors, learners, researchers, and administrates (Schwendimann et al., 2016). 
The data which is obtained from digital learning environments includes important 
information for learners, instructors, institutes, and decision-makers (Yoo et  al., 
2015). Learners might be compared with peers, monitoring self-achievement level, 
and self-monitoring via dashboards (Jivet et al., 2017). In addition to these, present-
ing a visual overview about the learning experiences can be useful for instructors 
and learners (Duval, 2011). First, the frequency of the studies is presented in 
Fig. 1.1.

As seen in Fig. 1.1, it seems that the frequency of studies has increased. The lit-
erature review does not include the whole of 2021; therefore studies’ frequencies 
seem low in 2021. Dashboard studies and stakeholders by year were presented in 
Fig. 1.2.

As seen in Fig. 1.2, dashboard designs have been developed specifically for both 
instructors and learners. It’s possible to say that instructors and learners are the most 
important stakeholders of the dashboard studies. Besides, learning and development 
managers and administrators are the other stakeholders.

2.3  Study Group

Study group refers to individuals who are included in the research while conducting 
dashboard research. Various data was obtained from the study group with many data 
collection tools such as questionnaire, scale, interview, observation, and log data. 
Many of the stakeholders also contributed to the research as a participant. Findings 
are presented in Fig. 1.3.
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Fig. 1.1 Studies by year
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Fig. 1.2 Dashboard studies for stakeholders by year
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Fig. 1.3 Study groups in the dashboard and visualization researches

As seen in Fig. 1.3, many studies include students as participants. While these 
students usually consist of undergraduate students (Khan & Pardo, 2016; Bodily 
et al., 2018; Schumacher & Ifenthaler, 2018; Bennett & Folley, 2019; Russell et al., 
2020), there are also studies involving graduate students (Derick et al., 2017; Kuhnel 
et  al., 2018; Jivet et  al., 2020) and secondary school students (Tan et  al., 2016; 
Jonathan et al., 2017; Macarini et al., 2020). Second, instructors stand out as the 
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group that participated in the research the most. In addition to these, it’s seen that 
experts (Ullmann et al., 2019; De Laet et al., 2020) and students’ family (Roberts 
et al., 2016) are involved in the studies as a participant in the literature.

2.4  Visualization Technique

Awareness of the learners about the learning process increases through visualization 
(Khan & Pardo, 2016). Besides this, visual displays have a critical importance role 
to sense-making if they are presented in meaningful ways (Shemwell, 2005). For 
this purpose, visualization should be familiar and interesting to the learner in order 
to help learners understand and interpret data (Kuosa et al., 2016). In the literature, 
it is seen that various visualization techniques are used to develop dashboard. 
Information about these techniques and their frequency of use is presented in 
Table 1.4.

As seen in Table 1.4; in particular, line charts and bar charts are widely used. 
Then progress bar, textual feedback, timeline, and pie chart are used, respectively. 
Bubbles, student path, heat map, interaction table, scatter plot, social network anal-
ysis, and checklist are seen as the least used visualization techniques. Gamification 
elements consist of badges, leaderboards, different color flags, scores, etc.

Table 1.4 Visualization techniques and frequencies

Visualization technique Frequency

Line chart 33
Bar chart 33
Progress bar 24
Textual feedback 23
Timeline 19
Pie chart 15
Spider chart 12
Gamification elements 8
Signal lights 5
Gaussian graph 4
Checklist 2
Social network analysis 2
Scatter plot 2
Interaction table 2
Heat map 1
Student path 1
Bubbles 1

M. Sahin and D. Ifenthaler
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Table 1.5 Research design of the studies

Research design Frequency

N/A 44
Experimental design 10
Mixed method 8
Qualitative research 7
Quantitative research 3
Usability study 1
Rapid prototyping 1
Longitudinal study 1
Design-based research 1
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Experimental Design by Year

Fig. 1.4 Experimental design by year

2.5  Research Design

It is seen that many different research designs were conducted for the dashboard and 
visualization studies. A summary of these designs is presented in Table 1.5.

The remarkable situation in Table 1.1 is that the research design was not indi-
cated in many studies. Then, respectively, experimental design, mixed method, and 
qualitative research were used. But in the literature, it’s expressed that one of the 
challenges is lack of sufficient empirical evidence studies in this area (Leitner et al., 
2019). Therefore, experimental studies have been examined by the years (Fig. 1.4).

It is seen that experimental studies tend to increase in recent years. It is possible 
to say that experimental studies are in an increasing trend; however, it is still not 
sufficient.
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Table 1.6 Data collection tools and frequency

Data collection tools Frequency

Questionnaire/scale 41
Log data 30
Interview 21
Learners performance/test 15
Observations 6
Eye tracking 1

2.6  Data Collection Tools

Due to the fact that the field of study is online learning environments, log data can 
be used as well as qualitative and quantitative data collection tools. Summary of 
data collection tools is presented in Table 1.6.

Respectively, questionnaires or scales, log data, and interview are the most used 
data collection tools. With these data collection tools, many variables were exam-
ined such as awareness (Charleer et al., 2013; Lkhagvasuren et al., 2016), reflection 
(Charleer et al., 2013; Lkhagvasuren et al., 2016), SRL (Cha & Park, 2019; Aguilar 
et al., 2021), perceived usefulness (Park & Jo, 2015; Sadallah et al., 2020), satisfac-
tion (Arnold & Pistilli, 2012; Kim et  al., 2016), achievement (Arnold & Pistilli, 
2012; Kim et al., 2016; Cha & Park, 2019; De Laet et al., 2020), perceived ease of 
use (Sadallah et al., 2020), sense-making (van Leeuwen et al., 2019), and motiva-
tion (Aguilar et al., 2021).

2.7  Variables

Examining the variables investigated in studies is important both in order to reveal 
the current situation and to guide for further researches. For this purpose, informa-
tion about the variables examined in the studies is presented in Table 1.7.

It’s seen in Table  1.7, respectively, that acceptance structures, learner perfor-
mance, awareness, SRL, usability, and reflection are the most extensive used vari-
ables. Contrary to this, metacognitive strategies (Bodily et al., 2018), study skills 
(Broos et al., 2020), learning strategy (Van Horne et al., 2018), decision-making 
(Xhakaj et al., 2017), emotional aspects (Zheng et al., 2021), privacy (Schumacher 
& Ifenthaler, 2018), competency (Tan et al., 2016), and recall (Lkhagvasuren et al., 
2016) are the least explored variables.
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Table 1.7 Variables that are examined in the dashboard 
and visualization studies

Variable Frequency

Acceptance structures 17
Achievement/learner performance 13
Awareness 8
Self-regulation learning 7
Usability 6
Reflection 5
Motivation 4
Behavior change 4
Effectiveness 3
Sense-making 3
Understanding 3
Preferences 2
Attitude 2
Satisfaction 2
Self-efficacy 2
Adoption 2
Engagement 2
Beneficial 2
Cognitive traits 2
Learning style 1
Metacognitive strategies 1
Study skills 1
Learning strategy 1
Decision-making 1
Emotional aspects 1
Privacy 1
Competency 1
Recall 1

2.8  Theoretical Background

Dashboard researches aim to define what data is meaningful to different stakehold-
ers in education and how data can be presented to support meaningful processes 
(Schwendimann et al., 2016). It is seen that in literature, most of the studies are 
limited to monitoring learners’ performance results, reflection, awareness, and self- 
evaluation (Bodily & Verbert, 2017). Dashboard studies should be structured bases 
on the educational theories. Information regarding the examined studies and their 
theoretical foundations are presented in Table 1.8.

In the literature, it’s seen that many studies were structured on the basis of 
SRL. Besides this, motivation theory and social learning theory were underlain 
some dashboard and visualization studies.

1 Visualizations and Dashboards for Learning Analytics: A Systematic Literature…
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Table 1.8 Theoretical background, visualization techniques, and variables of the studies

Learning 
theory Author(s) Visualization techniques Variables

Self- 
regulation 
learning

Mejia, Florian, Vatrapu, 
Bull, Gomez, and 
Fabregat (2016)

Bar charts, line charts, and 
pie charts

Reading profiles,
learning styles,
cognitive traits

Self- 
regulation 
learning

Pérez-Álvarez, 
Maldonado-Mahauad, 
Pérez-Sanagustín (2018)

Pie chart, textual feedback, 
bar chart, line chart, 
progress bar, timeline

Evaluation of usability 
and usefulness adoption 
of the dashboard,
engagement,
performance,
effectiveness,

Self- 
regulation 
learning

Cha and Park (2019) Signal lights, bar chart, line 
chart

SRL
Achievement

Self- 
regulation 
learning

Russell, Smith, and 
Larsen (2020)

Bar chart, line chart, textual 
feedback

Achievement

Self- 
regulation 
learning

Jivet, Scheffel, Schmitz, 
Robbers, Specht, and 
Drachsler (2020)

Line chart, textual feedback, 
progress bar

Self-regulated learning,
learner goals

Self- 
regulation 
learning

Kia, Teasley, Hatala, 
Karabenick, and Kay 
(2020)

Bar chart, progress bar, 
timeline

Achievement,
SRL

Self- 
regulation 
learning

Sedrakyan, Malmberg, 
Verbert, Järvelä, and 
Kirschner (2020)

Bar chart, textual feedback, 
different types of feedback, 
timeline, line chart, spider 
chart

Goal setting and 
planning,
awareness of 
effectiveness, and 
efficiency

Self- 
regulation 
learning

Aguilar, Karabenick, 
Teasley, and Baek 
(2021)

Line chart, bar chart, table Motivation,
academic achievements,
SRL

Self- 
regulation 
learning

Zheng, Huang, Li, 
Lajoie, Chen, and 
Hmelo-Silver (2021)

Timeline, spider chart, 
progress chart

Emotional,
SRL

Motivation 
theory

Van Horne, Curran, 
Smith, VanBuren, 
Zahrieh, Larsen, and 
Miller (2018)

Bar chart, textual feedback Learning strategies,
academic motivation,

Social 
learning 
theory

Smith (2019) Bar graphs, pie chart, line 
chart

Motivation,
benefit

3  Conclusion

The purpose of this chapter was to present a summary of the dashboard and visual-
ization studies carried out within the scope of learning analytics. For this purpose, 
76 studies conducted in the literature were included. These studies were examined 
in eight categories such as (1) keywords, (2) stakeholders (target group) and year, 
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(3) study group (participants), (4) visualization techniques, (5) method, (6) data col-
lection tools, (7) variables, and (8) theoretical background.

The first category is keywords used in the studies. According to the results, LA, 
dashboard, visualization, and SRL are the most used keywords, respectively. Then, 
it was seen that higher education, assessment, feedback, and educational games 
were used. Motivation, experimental design, ethics, privacy, learning process, and 
learning science are the least used keywords. Based on the keywords, it can be sug-
gested to conduct studies about motivation, experimental design, ethics, privacy, 
learning process, and learning science in the field of dashboard and visualization. 
Experimental studies have been discussed in the method category. In literature, it is 
stated that there is a gap between dashboard design and learning sciences in dash-
board studies (Sedrakyan et al., 2016, 2019). The learning science deals with designs 
related to how learning can be done more easily by addressing real-world situations 
(Carr-Chellman, 2004). In this context, it is recommended to conduct the studies 
based on motivation, feedback, intervention, and learning theories that affect learn-
ing in order to make more effective dashboard designs. In addition to this, associa-
tion rules analysis was conducted in order to determine how often these keywords 
were used together with each other in the studies. According to the results, LA 
keyword is often used together with the keywords feedback, dashboard, SRL, and 
visualization. It is possible to say that dashboard and visualization are used exten-
sively in LA studies. Furthermore, SRL and feedback are the topics discussed in LA 
studies.

The second category is the stakeholders of dashboard and visualization studies. 
As stated in the literature, learners, instructors, administrators, and development 
managers have been found to be important stakeholders. Considering the years, it is 
seen that the frequency of studies increases with year by year and studies are carried 
out for both learners and instructors, especially as stakeholders. In addition to the 
stakeholders, the participants with whom the studies were conducted were consid-
ered as a category. It is seen that as a participant in the studies, respectively, learners, 
instructors, experts, and families mostly participated in the studies. As can be seen 
in the keywords, the learner groups generally consist of higher education students. 
These higher education students consist of undergraduate and graduate students. In 
addition, studies in which secondary school students are participants are also strik-
ing. As an instructor, it consists of individuals working in higher education institu-
tions. In the light of the findings, it is possible to say that the most important 
participants and stakeholders of the dashboard and visualization studies are learners 
and instructors. The benefit matrix related to dashboard and visualization studies 
and their stakeholders is discussed in detail in the last chapter of the book. It is seen 
that studies work with learners intensively as a participant. Thus, it can be deter-
mined that (a) what kind of feedback will be given in dashboard designs for instruc-
tors and what kind of suggestions can be given to students, and (b) as for students, 
it is determined which elements should be for reflection and awareness or where 
students need intervention. Therefore, data was obtained from the students that were 
intensively collected, because the ultimate goal of LA is to improve learning and 
instruction productivity (Elias, 2011).
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When the visualization techniques used in dashboard studies are examined, it is 
seen that, respectively, line chart, bar chart, progress bar, textual feedback, timeline, 
and pie chart are used. It can be stated that this finding is similar to the literature, 
because Schwendimann et al. (2016) expressed that bar charts, line graphs, tables, 
pie charts, and network graphs are the most used visualization techniques. However, 
dashboards are limited to charts, graphs, or other visuals without providing support 
to learners’ learning experience (Park & Jo, 2015). In order to design an effective 
dashboard design, it is necessary to establish a theoretical connection with human 
cognition and perception, situation awareness, and visualization technologies and to 
be structured based on this theoretical framework (Yoo et al., 2015). In dashboard 
design, contextually appropriate presentations, visual language, and social framing 
should be focused on (Sarikaya et al., 2018). On the other hand, it is important to 
find out which data is valuable to display from students’ data (Yoo et al., 2015). 
Studies of the visualization techniques are better for students, and this situation 
should be examined (Sedrakyan et al., 2018). In addition to these, one of the impor-
tant points for dashboard designs is which metric or metrics to display and how to 
display them. Not only information about learners’ performances but also feedback, 
recommendation, and intervention should be presented to learners via dashboards. 
Besides, it is recommended that dashboard designs be configured to allow a high 
degree of individualization (Schumacher & Ifenthaler, 2018). Lastly, using appro-
priate gamification elements such as leader-board, badges, etc. in dashboard designs 
can also contribute to the improvement of the digital learning environments. 
Information on how to use these elements is discussed separately in a chapter.

Looking at the research design of dashboard studies, it is seen that the research 
design was not expressed in many studies. When we look at the studies involving 
the research method, it is seen that experimental design, mixed method, and qualita-
tive studies are intense. This finding seems to conflict with the literature, because in 
the literature it’s expressed that one of the challenges is lack of sufficient empirical 
evidence studies in this area (Leitner et al., 2019). Considering the years of studies, 
it can be stated that especially the studies for experimental research have increased 
in recent years, but still there is not sufficient experimental evidence in this area. In 
addition, it is thought that design-based research can be conducted due to its nature. 
Design-based research is a systematic and flexible research method that includes 
analysis, design, development, implementation, and evaluation processes in order to 
improve educational practices (Wang & Hannafin, 2005). From this perspective, it 
is considered important in terms of conducting design-based research and examined 
and developed the effective and efficiency of the systems. It is seen that, respec-
tively, questionnaire, log data, interview, learner performance, observations, and 
eye-tracking are used as data collection tools in dashboard studies. It is seen that 
especially awareness, reflection, SRL, perceived usefulness, achievement, perceived 
ease of use, sense-making, and motivation data are collected with questionnaire or 
scales. Besides this, lots of information that is valuable determining students’ 
behavior were collected by the online systems (Mazza, 2010), and this data can 
provide to improve learning experiences (Sin & Muthu, 2015). This data is defined 
as log data. Analyzing the log data can present some opportunities as supporting 
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self-regulation, more effective learning experience with personalized learning, and 
increasing awareness of the learning process (Drachsler et al., 2014). With the infor-
mation contained in the dashboards, students’ performance patterns can be discov-
ered, problems can be predicted, problematic topics can be focused on, and 
motivational elements can be found (Podgorelec & Kuhar, 2011) and provide instant 
feedback, monitor the weaknesses, and guide to appropriate learning materials 
(Dumčienė & Lapėnienė, 2010). The lack of quality log data and analyzation of, 
interpretation of, and understanding the data can be major challenges in e-learning 
environments (Kuosa et al., 2016). Therefore, it is important to determine the most 
important metrics that affect students’ achievement and to configure designs for 
them. In this context, feature selection algorithms can be used. With feature selec-
tion, the number of variables in the data set can be reduced, one or more of the 
highly correlated variables can be taken, and latent variables can be obtained by 
collecting interrelated structures under factors (Şahin & Yurdugül, 2020). Many dif-
ferent algorithms such as Information Gain, Gini Index, Random Forest, and 
Component Analysis can be used as a feature selection algorithm.

Dashboard designs are developed for various purposes such as (a) metacognitive, 
(b) cognitive, (c) behavioral, (d) emotional, and (e) self-regulation (Jivet et  al., 
2017). In order to guide the researchers, the variables investigated in the studies 
were also examined as another category. According to the results, respectively, 
acceptance structures, learner performance, awareness, SRL, usability, and reflec-
tion are the most extensive used variables. Contrary to this, metacognitive strate-
gies, study skills, learning strategy, decision-making, emotional aspects, privacy, 
competency, and recall are the least explored variables. In the light of the findings, 
it is recommended to conduct researches in the areas of metacognitive strategies, 
study skills, learning strategy, decision-making, emotional aspects, privacy, and 
competency.

Considering the theoretical foundations of dashboard studies, it is seen that most 
of the studies, whose theoretical basis is expressed, are based on SRL. In addition, 
some studies were conducted based on the motivation theory and social learning 
theory. However, many dashboard studies are conducted without reference to dash-
board designs of SRL theories and models (Gašević et al., 2019). In addition, it is 
stated that dashboard designs are made lack of theories in learning science 
(Sedrakyan et al., 2016). One of the important challenges in dashboard studies is to 
eliminate the gap between dashboard designs and the theoretical background. For 
this purpose, dashboard designs are recommended conducting SRL, motivation 
theory, social learning theory, feedback intervention theory (FIT), intervention the-
ory, and learning theories. For example, Nicol and Macfarlane-Dick (2006) identi-
fied the feedback principles in order to support self-regulation: (a) identify the good 
performance, (b) use feedback to improve instruction and present high-quality feed-
back, (c) encourage learners to communicate with peers and instructors, (d) encour-
age self-esteem and motivation, and (e) give opportunity to close the gap between 
good and current performances.
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In the light of the findings obtained from the literature review, it is possible to 
summarize the suggestions for researchers and designer for LA dashboard and visu-
alization studies as follows:

• Conduct research on motivation, privacy, ethics, competency, emotional aspects, 
study skills, and cognitive traits.

• Conduct experimental and design-based researches, although it is observed that 
experimental research is increasing.

• Study about which metrics are more important to stakeholders in digital learning 
environments.

• Conduct studies on which or which visualization techniques presented to stake-
holders are more effective and efficient.

• In the context of dashboard and visualization, research can be conducted in 
which the opinions of all stakeholders are received in cooperation.

• Studies should be conducted that fill the gap between learning theories and dash-
board design. It is especially recommended to design dashboards based on SRL, 
motivation, emotion, feedback, intervention, and learning theories and to exam-
ine their effectiveness.
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Chapter 2
The Current Landscape of Research 
and Practice on Visualizations 
and Dashboards for Learning Analytics

Min Liu, Songhee Han, Peixia Shao, Ying Cai, and Zilong Pan

1  Introduction

Research on learning analytics (LA) has increased significantly in recent years (Liu 
et al., 2019b). The field is moving forwards from just understanding the benefits and 
challenges of LA to a more mature level to gain a deeper understanding of students’ 
learning experiences through analytics (Viberg et al., 2018). Stakeholders such as 
university instructors and administrators, K-12 teachers and students, and corpora-
tions are interested in LA applications, especially how to make sense of big data and 
how to utilize the data to make evidence-based decisions. With rapid changes in 
technology, the use of visualizations and dashboards as learning analytics applica-
tions shows potentials to provide visual information based on learner-generated data 
to help stakeholders better understand the data. While progress has been made in 
this field, much is still to be understood to achieve the benefits of using LA to opti-
mize learning and to improve learning environments for teachers and students.

The purpose of this chapter is to examine the research and practice of using visu-
alizations as an analytic technique in LA research and explore the practice of dash-
board designs as a means to communicate the research findings to stakeholders 
(Alhadad, 2018). This paper has two goals:

Goal 1: To conduct a synthesis on the current literature, 2016–2020, on how visu-
alizations and dashboards are utilized in learning analytics research, both at research 
and practice levels
Goal 2: To present a case study of our R&D efforts in creating an immersive 
problem- based learning program for middle school science where we use 
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 visualizations to report research outcomes and our efforts in designing a dashboard 
of this program for teachers as a supporting teaching tool

In the following sections, we will first report our synthesis on the current litera-
ture, 2016–2020, on how visualizations and dashboards are utilized in learning ana-
lytics research, both at research and practice levels. We will then present a case 
study of our R&D efforts when we use visualizations to report research outcomes 
and create a dashboard for teachers to use as a supporting teaching tool.

2  Goal 1: Review of Related Literature

2.1  Method

For Goal 1, we conducted a synthesis of the current literature from 2016 to present 
regarding how data visualizations and dashboards were utilized in LA research. The 
selection criteria were based on two previous literature reviews on LA in education 
(Liu et al., 2017, 2019b), but with a focus on LA data visualization and dashboard 
use in this study. We adhered to the PRISMA literature review methodology and 
followed the four steps including identification, screening, eligibility, and included 
(Moher et al., 2009). In this study, we adopted three criteria in selecting articles for 
consideration: (a) empirical study articles published in peer-reviewed journals, 
excluding conference proceedings, book chapters, literature reviews, and theoretical 
papers, (b) research published between 2016 and September 2020 when we started 
the review on this study, and (c) articles that we could find with the search query: 
“learning analytics” AND dashboard OR visuali*. The selection of the included 
articles went through three-rounds of the examination process.

First, we went over the previously selected peer-reviewed journals that were used 
from the previous literature review (Liu et  al., 2019b) and found four journals 
(British Journal of Educational Technology; Computers & Education; Computers 
in Human Behavior; Technology, Knowledge and Learning) from the previous list 
were actively producing articles matching our criteria for this study. After including 
these four journals to our list of journals to review, we added four more journals on 
educational technology and learning analytics (Educational Technology Research 
and Development; International Review of Research in Open and Distributed 
Learning; IEEE Transactions on Learning Technologies; Journal of Learning 
Analytics). After searching each journal for all possible articles during the time-
frame from 2016 to September 2020, we came up with a total of 44 articles by this 
point in the identification step.

Then in the screening step, we excluded articles investigating the effectiveness of 
visual learning analytics tools, having less focus on the use of data visualization or 
dashboard in the learning analytics aspect but emphasizing the use of interactive 
visualizations in teacher professional development programs. Each article was veri-
fied by at least two research team members for deciding its inclusion. Next in the 
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eligibility step, we went through the selected articles pertaining to the purpose of 
this study and Goal 1 of this chapter. We selected those articles that met our review 
purpose: how data visualizations and dashboards are utilized in LA research and 
eliminated the articles only focused on the practice-level data visualization and the 
practitioner articles that only focused on the specific subject matter-based data visu-
alization even though they included the keyword “learning analytics” (e.g., medical 
studies used data visualization techniques to improve specific medical practices for 
practitioners). This iterative and selective process produced 37 articles in total for 
further analysis.

As a result of the above iterative selection process, we created a spreadsheet 
containing the categories of our research focus in this review which included 
research questions, data visualization techniques or dashboards for LA researchers 
as a research methodology, and dashboard use for instructors and learners as a com-
munication tool in the included step. Having read each article for inclusion at a 
broad level, it became clear to us the articles can be categorized into two big catego-
ries (Alhadad, 2018): (a) data visualization technique or dashboard as a research 
methodology and (b) dashboard use for instructors and learners as a communication 
tool. To examine the research of using data visualization or dashboard use in LA 
research more closely from the selected articles, we used three subcategories (type; 
data; benefit) for “data visualization technique or dashboard for LA researchers as a 
research methodology” (Alhadad, 2018, p. 62) and three subcategories (data; target 
user; benefit) for “dashboard use for instructors and learners as a communication 
tool” (Alhadad, 2018, p. 62). We extracted information to fill these categories in the 
spreadsheet from each of the 37 articles with its key findings. The information 
added to each category was double-checked by two team members, and changes 
were made until all team members reached a consensus on those changed items. In 
the following, we will discuss the findings of our synthesis.

2.2  Findings

Alhadad (2018) elicits the value of visualizing data largely in two domains from 
cognitive psychology and visualization science standpoints: as a research methodol-
ogy and as a means of communication tools. To define the terminologies, the 
research methodology refers to the use of data visualization or dashboard to 
enlighten researchers’ inquiry process as an analytic technique, whereas a means of 
communication tools indicates the employment of visualizations by learners or 
instructors to inform about their educational practices (Alhadad, 2018). For LA 
researchers, either data visualization technique or dashboard—sometimes both—
was used as a research methodology, but dashboard, sometimes it was just called as 
a tool, was mainly used as a means of communication tool for learners and instruc-
tors in our literature review. We found most (n = 36 out of 37) of the LA data visu-
alization or dashboard articles used either data visualization techniques or dashboard 
as a research methodology or a communication tool, including some studies that 
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Fig. 2.1 Findings of data visualization uses from the reviewed articles

used both. Figure 2.1 presents the findings from the selected articles and exhibits the 
structure of the following sections on the findings of this review of literature. In the 
following, we will discuss the specific findings under each category.

2.2.1  The Use of Data Visualization Technique or Dashboard 
as a Research Methodology

There has been much effort in research communities to represent research data in a 
more intuitive way to permeate their findings widely while avoiding the common 
belief that data themselves are neutral and objective (Alhadad, 2018; Gelman & 
Hennig, 2017; Woodward, 2011). We have found most of the LA researchers 
(n = 20, see Table 2.1 for the details) used various data visualization techniques for 
straightforward but rich representations of their research findings. Therefore, we 
examined what kind of data visualization techniques or dashboards researchers used 
(i.e., type), what kind of data sources they used (i.e., data), and the reasons for them 
to choose specific techniques or dashboards over others (i.e., benefit) in the follow-
ing sections as represented by Table 2.1.

Type A number of recent LA studies used graphs or charts (n = 9). To represent the 
quantitative data comparison in a more intuitive way, many researchers used graphs 
or charts in lieu of showing tables of variables and numbers. For example, Avila 
et al. (2020) used a bar chart to show the different levels of web accessibility by type 
of HTML elements such as links or images. A pie chart was also used to show the 
proportion of accessibility per Web Content Accessibility Guidelines in the study. In 
another study, Sedrakyan et al. (2020) used multiple pattern tracing graphs to show 
students’ required items for their choice of learning goals. These graphs contained 
learning resources, time, and performance requirements per chosen goal using bar 
and layered graphs in one visualization.

M. Liu et al.



27

Table 2.1 Details of the reviewed articles used data visualization technique or dashboard as a 
research methodology

Author (year) Type (data) Benefit

Aljohani, N. R., Daud, 
A., Abbasi, R. A., 
Alowibdi, J. S., 
Basheri, M., & Aslam, 
M. A. (2019)

Scatter plot
(Log data)

Compare the multivariate analysis of variance 
(MANOVA) in a single shot

Avila, C., Baldiris, S., 
Fabregat, R., & Graf, 
S. (2020)

Proportional bar 
chart; pie chart
(Survey data)

Show the different accessibility across different 
tools on the web like links or images; the pie chart 
shows the proportion of accessibility

Caprotti, O. (2017) Markov chain 
diagram
(Log data)

Visualize student progress in the information 
space of a course as a graph

Crick, R. D., Knight, 
S., & Barr, S. (2017)

Heatmap; line 
graph
(Survey data)

Be more explicit about what is uncertain about the 
questionnaire result data

De Laet, T., 
Millecamp, M., 
Ortiz-Rojas, M., 
Jimenez, A., Maya, R., 
& Verbert, K. (2020)

Boxplot; bar panel
(Log data)

Examine the average interaction time in minutes; 
the impact of new modules on the dashboard on 
perceived support of the advisor, relation between 
perceived support and average time of the new 
dashboard, and changes in workload between 
certain periods of time; visualize the identified 
themes in the 14 staged advising dialogues

Echeverria, V., 
Martinez-Maldonado, 
R., Shum, S. B., 
Chiluiza, K., Granda, 
R., & Conati, C. (2018)

Heatmap
(Log data)

Represent the intuitive comparison of teachers’ 
gaze behavior between exploratory versus 
explanatory visualizations

Fiel, J., Lawless, K. A., 
& Brown, S. W. (2018)

Scatter plot
(Log data)

Identify and investigate various patterns of timing 
behavior that might emerge in an actual course. 
Also enables an easy division of groupings of 
“early starters” or “late starters” relative to their 
peers and not necessarily restricted by course raw 
time

Guerra, J., Ortiz-Rojas, 
M., Zúñiga-Prieto, 
M. A., Scheihing, E., 
Jiménez, A., Broos, T., 
… & Verbert, K. 
(2020)

Proportional bar 
chart with different 
color
(Survey data)

Show the different proportion per group

Gutiérrez, F., Seipp, K., 
Ochoa, X., Chiluiza, 
K., De Laet, T., & 
Verbert, K. (2020)

Box plot; bar plot
(Survey data)

Overlay the expert and student responses with 
different colors for easier comparisons

Herodotou, C., Hlosta, 
M., Boroowa, A., 
Rienties, B., Zdrahal, 
Z., & Mangafa, C. 
(2019)

Gradient color 
panel
(log data)

Show the percentage of teachers who actually 
accessed the system in relation to those who were 
originally given access to the system

(continued)
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Table 2.1 (continued)

Author (year) Type (data) Benefit

Liu, M., Lee, J., Kang, 
J., & Liu, S. (2016)

Area chart; line 
chart
(Log data)

Represent multiple layers of information in a 
single view which enables researchers to 
understand how the patterns may vary according 
to students’ learning characteristics

Liu, M., Kang, J., Zou, 
W., Lee, H., Pan, Z., & 
Corliss, S. (2017)

Radar plot; area 
chart and scatter 
plot
(Performance 
dataa)

Compare high- and low-performance groups’ 
learning patterns in an intuitive way

Martinez-Maldonado, 
R., Shum, S. B., 
Schneider, B., Charleer, 
S., Klerkx, J., & Duval, 
E. (2017)

Fiducial marker
(Eye-tracking 
data)

Generate reliable footprints of collaboration 
quality and separate productive from less 
productive groups of students

Nagy, R. (2016) Animated bubble 
chart
(Performance 
dataa)

Select and watch the path of a single student 
while conducting a one-on-one interview about 
their efforts

Pardos, Z. A., & 
Horodyskyj, L. (2019)

Scatter plot
(Log data)

Not specified

Pardos, Z. A., Whyte, 
A., & Kao, K. (2016)

moocRP 
dashboard
(Log data)

Prepare data for developing instructor and 
researcher-oriented interfaces

Rienties, B., 
Herodotou, C., Olney, 
T., Schencks, M., & 
Boroowa, A. (2018)

Bar chart
(Log data)

Help teachers/teaching staff make informed 
design alterations and interventions based upon 
learning analytics data

Sedrakyan, G., 
Malmberg, J., Verbert, 
K., Järvelä, S., & 
Kirschner, P. A. (2020)

Pattern tracing 
graph (Log data)

Present the pattern for all groups and indicate 
which group has the pattern of expected or 
unexpected

Tan, J. P. L., Koh, E., 
Jonathan, C. R., & 
Yang, S. (2017)

Radar plot; bar 
graph, social 
learning network 
graph; line graph
(Log data)

Show each student’s 21c skills strength compared 
to her/his peers; show each student’s mindset 
soundness compared to peers; reflects students’ 
position and influence within the WiREAD 
learning network; show each student’s reading 
achievement compared to peers

Van Horne, S., Curran, 
M., Smith, A., 
VanBuren, J., Zahrieh, 
D., Larsen, R., & 
Miller, R. (2018)

Bar graph; boxplot
(Log data)

Show the distribution of the dashboard; shows 
course grade for matched triplets

aPerformance data include students’ previous test scores and instructors’ grading scores recorded 
outside of the log data-generating systems
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Other than graphs or charts, plots were the second most popular type (n = 7) in 
data visualization types in LA studies followed by mappings (n = 3). To name some 
examples of plot and mapping uses, Gutiérrez et  al. (2020) showed their survey 
results through box and bar plots. By overlaying expert and student responses with 
different colors, the researchers facilitated the comparison between the two groups. 
In addition, Echeverria et al. (2018) visualized four teachers’ gaze behaviors through 
heatmaps and explored the different learning analytics use patterns influenced by 
whether data storytelling elements were added to the data visualization or not. The 
example heatmaps of exploratory and explanatory visualizations depicted in this 
study better showed data storytelling elements had the potential to assist teachers in 
exploring visualizations easily.

One noteworthy finding was that other than these conventional data visualization 
techniques mentioned above, some studies introduced a new data visualization tech-
nique and dashboard aiming to show their unique findings even more prominently, 
which also promoted a more convenient way of data analysis sharing. For example, 
Pardos et  al. (2016) developed moocRP model/dashboard utilizing standardized 
data streaming based on Caliper and xAPI. By streaming data from multiple plat-
forms and standardizing it in advance to feed it to the analysis visualizing sharing 
tool, known as moocRP in this case, this model not only facilitated learning activity 
visualization but also eased the data analysis, distribution, and research analytics 
module reuse. One of the most significant features of this model-based dashboard is 
integrating data request, authorization, and distribution processes embedded for 
instructors and researchers in the system. This enables other researchers to apply 
and adapt the data analysis conducted by third parties to their own datasets without 
any violation of data ethics such as transparency or privacy. Using this dashboard, 
researchers simply add or delete the dataset they need from multiple data sources 
through a few mouse clicks, and they can also utilize visual analytic modules such 
as Bayesian Knowledge Tracing or course structure visualizer with their selected 
datasets.

Data In our literature review, we found log data from either learning management 
systems or educational games were the most dominantly used data source (n = 14) 
for the methodological purposes of visualization. Besides, we found most of the 
researchers utilized various data visualization techniques to make their findings 
more accessible to larger audiences because raw log data tend to be too unobtrusive 
to render any distinct collective patterns or groupings. For example, Aljohani et al. 
(2019) used a correlational matrix comparing the multivariate analysis of variance 
(MANOVA) from the log data in a single visualization and showed the distinct posi-
tive correlations between multiple variances. In another study, Fiel et  al. (2018) 
used a box plot to identify and investigate various patterns of students’ timing 
behaviors from the log data they collected. This visualization enabled the research-
ers to detect the different group emergence easily which was divided into four 
groups by the combination of the students’ timing index and their spacing counts.

The second most popularly used data source was using surveys (n = 4), and sur-
vey results were visualized mainly for the apparent comparison in proportions per 
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different group or individual. To name a few, Guerra et al. (2020) visualized the 
students’ different perceptions regarding the dashboard and their number of special 
requests by semester in the proportional bar charts with different colors to make the 
comparison more explicit. Likewise, Gutiérrez et al. (2020) displayed their survey 
data in the box and bar plots overlaying the survey responses from the pairs (expert 
versus laymen and expert versus students) for representing the evident differences 
in those pairs with different colors. Other than log data or survey data, students’ 
performance scores or instructors’ grading scores were also included for representa-
tion and comparison purposes. For example, Liu et al. (2017) showed students’ test 
scores in radar plots to compare high- and low-performance groups’ learning pat-
terns, and Nagy (2016) visualized the teachers’ grading scores based on the rubrics 
per student to assist teachers to track their grading scores of the students.

Infrequently but not rarely, eye-tracking data were collected from separate tools 
detached from learning management system (LMS) to be compared with the LMS- 
generated log data or another preexisting dataset to make a better sense of the mean-
ing of teacher or student’s behaviors recorded in the log data. For instance, teachers’ 
eye-tracking data were used to match them with the LMS-generated data to find the 
different teacher behavior patterns upon the exploratory and explanatory visualiza-
tions (Echeverria et al., 2018), or students’ eye-tracking data were collected to track 
students’ gaze data with them to produce real-time references for teachers to easily 
decide who or which group needs teacher’s support most at the moment (Martinez- 
Maldonado et al., 2017). In summary, the use of eye-tracking data in our review 
demonstrated the researchers’ intention to enhance their data analysis by adding 
more contexts to the log data themselves.

Benefit The goal of data visualization is to enable researchers to explain the data in 
more clear and understandable forms (Chen et al., 2007). Data visualization also 
delivers a comprehensible picture for researchers to grasp the gist of the outcomes, 
provides an approach to explore data, and sometimes even generates insightful 
research results (Chen et al., 2007). In this review, four significant benefits of using 
data visualization techniques emerged: (a) presenting research results indicating 
trends; (b) demonstrating multilayered information in a single view; (c) promoting 
comparisons; and (d) displaying research participants’ relationships and interac-
tions within the network identified in a study.

First, data visualizations can present research results in a sequence for research-
ers to identify trends. For example, Sedrakyan et al. (2020) used a bar chart to show 
a sequence of trials of completing a chosen learning goal. Specifically, each bar 
demonstrates an achievement level for each trial, and arrows indicate time spent 
between the trials, which gives a representative time sequence to show the trend. 
Also, in the same study, line charts are applied to reveal students’ time spent across 
different trails. In another study, Rienties et al. (2018) selected bar charts to show 
the changes in assessment submission rate over time, making it easier for research-
ers to see the trends. A dynamic chart is also used to show the progress as time 
elapses in the study. In Nagy’s (2016) study, he used a three-dimensional motion 
chart with animated bubbles to track users’ achievement paths over time. Since 
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different colors (girls in blue and boys in green) were used to visualize their dissimi-
lar paths, the trends between boys and girls looked more salient. Furthermore, this 
dynamic and interactive motion chart also allowed researchers to track each indi-
vidual’s behavioral change over time and presented the fluctuation of the academic 
efforts that students put into, which reveals the diverse individual-level trends within 
the collective trends categorized by gender. Besides, Fiel et al. (2018) used a scatter 
plot to present the various timing behavior patterns among the four different groups. 
The plot showed the unique singularities in the four different groups’ trends, espe-
cially focusing on each group’s timing index and spacing counts about when and 
how often they completed their coursework.

Second, the data visualization technique allows the representation of multiple 
layers of information in a single view. For example, Liu et  al. (2016) used area 
graphs with lines to demonstrate the average frequency and duration of tools usage 
by students across various problem-solving stages from two science knowledge 
groups. Each tool used by each group was presented in a separate graph but orga-
nized consistently in an integrated view: the x-axis is used for showing log time, 
while the y-axis is used for showing the total duration. Additionally, Liu et al. (2017) 
used radar plots to represent the multivariate data about the high- and low-achieving 
groups. By representing five variables in a two-dimensional plot per subject and 
module, the multiple series of radar plots enriched the contexts of the two groups’ 
distinctive tool-usage patterns.

Third, data visualization can promote comparisons. Using different colors is a 
common technique for researchers to show the contrast between groups. For exam-
ple, Sedrakyan et al. (2020) overlaid both expert and student responses with differ-
ent colors to compare the difference between the planned performance on a 
goal-specific task and a student’s actual outcomes. Also, radar plots and bar charts 
are popularly used to show comparisons. For instance, Tan et al. (2017) used a radar 
plot to show each student’s skills strength compared to their peers, and they also 
used a bar graph for showing each student’s mindset soundness compared to their 
peers. For a small number, heatmaps are also utilized by researchers to make com-
parisons. In the study conducted by Echeverria et al. (2018), 24 heatmaps corre-
spond to 4 teachers’ inspection episodes were created to help researchers perform a 
rapid visual comparison between 2 types of gaze behaviors (exploratory and 
explanatory).

Lastly, data visualization can display participants’ relationships and interactions 
within the network. Specifically, Tan et  al. (2017) used social network maps to 
reflect students’ positions and their influences on others within the learning net-
work. Each student was represented by a node, and the total nodes were connected 
by arrows which represented the connections among students as well as the direc-
tion of each interaction. The more replies a student received, the larger the node 
would be. By the visualization represented in this manner, researchers were able to 
observe the degree of each student’s participation and interaction pattern in the 
course easily. Similarly, Caprotti (2017) used the social network map to display the 
resources such as quizzes, peer-assessed workshops, and the discussion forum posts 
that students visited in the course. Each resource that appeared in the log file was 
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displayed as a node, and each node’s size corresponded with the students’ visit fre-
quency in the visualization. In this way, the researchers were able to explore the 
students’ activity patterns easily, and they discovered that only graded activities that 
contributed to their final grades were frequently visited by the students.

2.2.2  The Use of Dashboards for Instructors and Learners 
as a Communication Tool

Dashboard, as a platform for presenting the visualized educational information, has 
been widely used to empower instructor-learner interaction and support learning 
practices (Alhadad, 2018). The reviewed articles revealed diverse types of dash-
board applications in various educational contexts ranging from online learning 
environments (e.g., Moreno-Marcos et al., 2019) to face-to-face advising (De Laet 
et al., 2020). To take a closer look at the dashboard implementation, in the following 
sections we examined the data sources for the dashboard to convey educational 
information (i.e., data), the target users that the dashboard was designed for (i.e., 
target user), and, lastly, the benefits that a dashboard brought to instructors and 
learners (i.e., benefit) (see Table 2.2).

Data Based on the reviewed articles, log data are the most common data type uti-
lized by the dashboards (n = 19) as a communication tool. In fact, instead of simply 
presenting the raw log data, many dashboards firstly processed the log data using 
some machine learning models or algorithms and then presented the outcomes. For 
example, Herodotou et al. (2019) collected students’ usage log data such as assign-
ment submission status from a LMS and constructed a prediction model. The out-
comes of the prediction were presented on the dashboard to visualize the predictive 
information on which student was at risk or not of submitting an assignment. In 
another study, Mavrikis et al. (2019) applied artificial intelligence (AI) techniques 
to create a series of indicators using students’ log data generated in an exploratory 
learning environment. The indicators were then presented on the dashboard for 
teaching assistants to monitor students’ real-time learning progress. A noteworthy 
finding was that many dashboards, although the log data provided the bulk of the 
data source, also integrated with other types of data. For example, Russell et  al. 
(2020) collected and visualized students’ performance data such as assignment 
grades integrated with the log data to present students’ learning progress, which 
provided instructors with a more comprehensive view of the learners’ progress in 
the course.

Other than log data, students’ academic records such as course-taking behaviors 
were also applied to the dashboard design. Guerra et al. (2020) used students’ aca-
demic record data such as previous course-taking information, the progress of the 
program, and performance scores to build dashboards to support academic advising 
in higher education contexts. A similar dashboard design was also applied in the 
studies of De Laet et al. (2020) and Gutiérrez et al. (2020). After adding more infor-
mation such as the demographic background to the dashboard, the dashboards in 
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Table 2.2 Details of the reviewed articles that used dashboard as a communication tool

Author (year) Data Target users Benefit

Ahn, J., Campos, F., 
Hays, M., & 
DiGiacomo, D. (2019).

Log data Instructors Compare patterns across classes and 
sections

Aljohani, N. R., Daud, 
A., Abbasi, R. A., 
Alowibdi, J. S., Basheri, 
M., & Aslam, M. A. 
(2019)

Log data; 
performance 
dataa

Learners Show the best students’ performance 
averages for each factor to other 
students

Avila, C., Baldiris, S., 
Fabregat, R., & Graf, S. 
(2020)

Qualitative data Instructors Help teachers easily identify 
accessibility failures and quality items 
that need to be improved before its 
delivery to students

Charleer, S., Moere, 
A. V., Klerkx, J., 
Verbert, K., & De Laet, 
T. (2018)

Log data Learners Support the dialogue between adviser 
and student through an overview of 
study progress, peer comparison, and 
by triggering insights based on facts 
as a starting point for discussion and 
argumentation

Crick, R. D., Knight, S., 
& Barr, S. (2017)

Survey data; 
performance 
dataa

Instructors 
and learners

Help teachers to make decisions to 
improve outcomes

De Laet, T., Millecamp, 
M., Ortiz-Rojas, M., 
Jimenez, A., Maya, R., 
& Verbert, K. (2020)

Academic 
record data; 
performance 
dataa

Instructors Visualize the students’ pathway and 
supports for making study plan

Echeverria, V., 
Martinez-Maldonado, 
R., Shum, S. B., 
Chiluiza, K., Granda, 
R., & Conati, C. (2018)

Log data Instructors See the stories behind the data

Guerra, J., Ortiz-Rojas, 
M., Zúñiga-Prieto, 
M. A., Scheihing, E., 
Jiménez, A., Broos, T., 
… & Verbert, K. (2020)

Academic 
record data; 
performance 
dataa

Instructors Provide the first-year key moments 
and profiles

Gutiérrez, F., Seipp, K., 
Ochoa, X., Chiluiza, K., 
De Laet, T., & Verbert, 
K. (2020)

Academic 
record data; 
performance 
dataa

Instructors Provide various visualizations for 
academic progress

Han, J., Kim, K. H., 
Rhee, W., & Cho, Y. H. 
(2020)

Log data; 
qualitative data

Learners Monitor students learning status

Hernández-García, Á., 
Acquila-Natale, E., 
Chaparro-Peláez, J., & 
Conde, M. Á. (2018)

Log data Learners Detect students’ cooperation work 
achievement using LMS data

(continued)
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Table 2.2 (continued)

Author (year) Data Target users Benefit

Herodotou, C., Hlosta, 
M., Boroowa, A., 
Rienties, B., Zdrahal, Z., 
& Mangafa, C. (2019)

Log data; 
demographic 
data

Instructors Predict on a weekly basis whether (or 
not) a given student will submit their 
assignments

Martinez-Maldonado, 
R., Shum, S. B., 
Schneider, B., Charleer, 
S., Klerkx, J., & Duval, 
E. (2017)

Log data Instructors 
and learners

Gain a better understanding of 
student’s learning paths

Mavrikis, M., Geraniou, 
E., Gutierrez Santos, S., 
& Poulovassilis, A. 
(2019)

Log data Instructors Provide eight traits of this dashboard 
that mentioned in the paper

Mejia, C., Florian, B., 
Vatrapu, R., Bull, S., 
Gomez, S., & Fabregat, 
R. (2017)

Survey data; 
demographic 
data

Learners Create awareness among students 
about their reading difficulties, 
learning style, and cognitive deficits 
to facilitate reflection and encourage 
their self-regulated learning skills

Michos, K., & 
Hernández-Leo, D. 
(2018)

Log data Instructors Not specified

Molenaar, I., & 
Knoop-van Campen, 
C. A. N. (2019)

Log data Instructors Display real-time data on learner 
performance to teachers, and it 
impacted the pedagogical actions of 
teachers

Moreno-Marcos, P. M., 
Alario-Hoyos, C., 
Munoz-Merino, P. J., 
Estevez-Ayres, I., & 
Kloos, C. D. (2019)

Qualitative data Learners Support the proposed 3S methodology

Pardos, Z. A., Whyte, 
A., & Kao, K. (2016)

Log data Instructors Provide support for instructional 
actions

Park, Y., & Jo, I. H. 
(2019).

Log data Learners Detect students’ behavior pattern on 
dashboard

Roberts, L. D., Howell, 
J. A., & Seaman, K. 
(2017)

Log data Learners Support students’ learning experience

Russell, J. E., Smith, A., 
& Larsen, R. (2020)

Log data; 
performance 
dataa

Learners Show students’ weekly progress and 
grade

Sadallah, M., Encelle, 
B., Maredj, A. E., & 
Prié, Y. (2020)

Log data Instructors Detect the reading barriers that 
learners face with content and to 
identify how their courses can be 
improved accordingly

(continued)
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Table 2.2 (continued)

Author (year) Data Target users Benefit

Schumacher, C., & 
Ifenthaler, D. (2018)

Log data Learners Understand one’s learning habits, 
track the progress towards goals, 
optimize one’s learning paths, or 
adapt to recommendations

Sedrakyan, G., 
Malmberg, J., Verbert, 
K., Järvelä, S., & 
Kirschner, P. A. (2020)

Log data Not 
specified

Enhance students’ motivation

Tan, J. P. L., Koh, E., 
Jonathan, C. R., & Yang, 
S. (2017)

Log data; 
qualitative data

Learners Foster greater self-awareness, 
reflective, and self-regulatory learning 
dispositions; enhancing learning 
motivation and engagement; nurturing 
connective literacy among students

aPerformance data include students’ previous test scores recorded outside of the log data- 
generating systems

these studies presented detailed information of undergraduate students’ academic 
path in the institute, which provided advisors a holistic view about students’ overall 
progress, thus enabling them to deliver better instructions through more personal-
ized advising.

Last but not least, some dashboards also collected and processed qualitative data 
such as the posts students composed in the discussion forums. For example, Moreno- 
Marcos et al. (2019) applied sentiment analysis techniques to categorize students’ 
forum posts and replies in a MOOC. The dashboard could present the proportion of 
each sentiment category (positive, negative, neutral) of the forum each day and the 
trend across the time to inform further instruction design. In another study, Tan et al. 
(2017) collected students’ comments generated in an online learning environment—
WiREAD—and used the length of comments to create radar charts as indicators to 
identify the students’ different levels of participation. The radar charts presented the 
learning behavior patterns for an individual student as well as the whole class, 
which provided insights for the future learning analytics dashboard design.

Target User In the reviewed literature, dashboards were designed for two groups of 
target users: learners (n = 14) and instructors (n = 14). For learners, some dash-
boards were developed to promote their self-reflective learning process through 
visualization in the dashboard. For example, Charleer et al. (2018) used the dash-
board to provide key moments of students’ performance, such as exam scores. 
Roberts et al. (2017) also applied a feature to the dashboard to compare each indi-
vidual to the overall performance of the class, supplemented by the progress bars for 
showing the number of site visits, engagement level, the number of assessments 
submitted, and the grade level for each subject. In addition, some dashboards were 
designed to draw students’ attention to their possible at-risk behaviors. In this 
respect, Herodotou et  al. (2019) designed a predictive dashboard to identify stu-
dents’ at-risk behaviors such as not submitting assignments. Gutiérrez et al. (2020) 
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also designed a similar predictive system using predictive algorithms to display 
students’ academic risk on the dashboard.

Dashboards designed for instructors could help them visualize learners’ perfor-
mance to gain a better understanding of current academic development. For exam-
ple, Guerra et al. (2020) designed the dashboard for advisors to visualize students’ 
past and current performance and progress, which supported instructors to advise on 
students’ study plans and help students achieve content knowledge mastery. Also, 
De Laet et  al. (2020) used a dashboard to enhance the communication between 
advisors and students in developing study plans. Sometimes, dashboards were also 
designed for instructors to monitor learners’ learning behavior and academic prog-
ress. For example, Sedrakyan et al. (2020) processed students’ log data to provide 
the visualization of their learning trends in radar graphs. In addition, some dash-
boards were designed to enable instructors to offer academic recommendations. In 
this regard, Sadallah et  al. (2020) applied an assistant mechanism to empower 
instructors with the data of remediation suggestions once the dashboard identified 
learners’ academic issues.

Benefit The reviewed articles showed the benefits of using data visualization or 
dashboards as a communication tool in the following four aspects: (a) presenting 
current learning status; (b) identifying learning barriers and difficulties; (c) project-
ing predicted learning outcomes; and (d) enhancing collaborative learning and 
engagement.

A number of studies indicated dashboards were beneficial for presenting learn-
ers’ current learning status. For instance, Han et al. (2020) provided a student dash-
board informing students about how many comments a student had posted, which 
peers the student had interacted with, and what argumentation elements such as 
reason(s) or claim(s) were included in their comments. To better support students, 
the researchers also inserted help buttons for the students to use so that instructors 
would be notified once the students requested help. This dashboard enabled students 
to own autonomy in managing their own learning pace and provided them with a 
comprehensive image of their learning progress. In another study, Aljohani et al. 
(2019) implemented a student dashboard called “Analyse my Blackboard Activities 
(AMBA)” to reveal the hidden patterns of learner’s behaviors and attitudes. Using 
the students’ log data from their blackboard LMS, this tool provided each student 
his/her own learning statistics with other comparatives selected by the instructors, 
such as class average, average of active students, and average of best student perfor-
mance. Supported by the dashboard, the students were able to see their current 
learning progress and performance versus the whole class. Moreover, some studies 
focused on the use of dashboards to demonstrate students’ learning progress. For 
instance, Park and Jo (2019) provided a dashboard using students’ online learning 
log data to present learners’ status such as how long and how often they accessed 
certain learning materials. In this case, students were able to get a better sense of 
their own learning behavior patterns and be informed about what learning activities 
were yet to be explored.
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In addition, dashboards are beneficial for identifying learning barriers and diffi-
culties. Avila et al. (2020) used an analytic tool, Analytics Tool to trace the Creation 
and Evaluation of OERs (ATCE), to trace the creation and evaluation of open edu-
cational resources embedded in the ATutor LMS. They concluded that ATCE 
allowed the instructors to identify what they needed to improve for their courses and 
the visualizations helped instructors identify their failures in preparing quality 
learning materials in advance of the student’s use in a real scenario. While Avila 
et  al. (2020) used ATCE to help teachers identify the barriers for improvement, 
Mejia et al. (2017) used another dashboard called Panel de Analíticas de Aprendizaje 
de Dislexia en Adultos (PADA) to help students create awareness about their read-
ing difficulties and cognitive deficits. PADA was designed to facilitate students’ 
reflections on the reading process and encourage them to develop self-regulated 
learning skills in the study.

Moreover, dashboards are used for projecting predicted learning outcomes. The 
learning analytic system in the study of Herodotou et al. (2019) used a traffic light 
system to predict whether the students at risk were submitting their assignments. 
Specifically, the red color in the system indicated students at risk of not submitting 
their next assignment. In this way, students could receive early intervention if they 
were at risk; as a result, it prevented students from missing assignment dues and 
falling behind their peers. In another study, Russell et  al. (2020) examined the 
effects of the LA dashboard use with at-risk students and showed the benefits of 
using such a dashboard. They found this dashboard use was effective not only for 
students’ overall progress but also for enhancing final grades of the at-risk students.

Finally, dashboards can also promote learning engagement and enhance collab-
orative learning. Tan et al. (2017) demonstrated how a dashboard—WiREAD—was 
used to support collaborative critical reading and discussion. This dashboard pro-
vided an interface for students to peer review and critique each other’s writing, 
which fostered greater self-awareness and collaborative learning disposition and 
also nurtured connective literacy among the students. In another study, Aljohani 
et al. (2019) implemented a dashboard, allowing students to see their learning sta-
tistics from the blackboard LMS. The comparison feature of the dashboard enabled 
students to compare their personal learning behavior frequency with the average 
frequency in the most active group in the class. This comparison raised every stu-
dent’s awareness about the most active students’ work and contributed to the 
increased students’ engagement as a whole in the study.

3  Goal 2: A Case Study

In this section, we present a case where we use visualizations to report research 
outcomes and our efforts in designing a dashboard for teachers as a supporting 
teaching tool. This case study serves as an example to support the review of litera-
ture in the previous section by illustrating how researchers and designers can use 
visualizations and dashboards both at the research and practical levels.
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3.1  Context of the Case Study

This case study is situated in the context of Alien Rescue, a virtual technology- 
enriched program for 6th grade space science (AR, https://alienrescue.edb.utexas.
edu). This program is designed by the researchers and designers at the University of 
Texas at Austin. The goal of the program is to engage middle school students in 
solving a complex problem that requires them to use tools, procedures, and knowl-
edge of space science as scientists and to apply processes of scientific inquiry while 
learning about our solar system. Students who act as young scientists are charged to 
find new planet homes for six displaced aliens. It uses problem-based learning peda-
gogy and aims to enhance middle school students’ problem-solving skills. It is 
aligned with national science standards and Texas Essential Knowledge and Skills 
(https://alienrescue.education.utexas.edu/teacher/) and has been used by schools in 
at least 30 states in the USA and 4 countries. Delivered entirely online, the program 
is designed for 12–15 days with 45-min class session each day. But with appropriate 
adaption, it can be used from grades 5th to 9th according to schools’ curriculum 
needs and time available.

3.2  Using Visualization as a Research Tool to Communicate 
Research Findings

As researchers and designers, we have published numerous research studies relating 
to the Alien Rescue program. In publishing our research findings, we have used 
visualizations as a research tool to communicate the research findings (Alhadad, 
2018). For example, in Liu et al. (2015), we used visualizations to show how learn-
ers accessed different tools in Alien Rescue. Figure 2.2 presented multiple layered 
information showing tool use frequency and duration over a time period by four 
conceptual categories in one single visualization. The study by Liu et al. (2019b) 
used visualizations to illustrate the differences in using the tools based upon the log 
data between different groups over a period of time (see Fig. 2.3). More recently, 
Kang and Liu (2020) used visualizations to present the problem-solving workflow 
by students at risk vs. students not at risk in 1 day (see Fig. 2.4).

While the visualizations from the above studies drew upon the log data, in a 
study by Liu et al. (2019a), visualizations were also used to present findings from 
the qualitative data regarding students’ perceptions of their experience in using 
Alien Rescue. Figure 2.5a showed students’ interview responses to compare their 
experience with Alien Rescue to other science classes, evaluating whether they were 
able to learn science better, the same, or worse through Alien Rescue. The keywords 
describing why they learned better with Alien Rescue are displayed in Fig. 2.5b. 
Together, these examples illustrate visualizations can be effective in communicating 
research findings not only among researchers but also to a general audience.
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Fig. 2.2 Average frequency and duration of tool use over 14 days by four conceptual categories

Fig. 2.3 Comparison of tool usage by Group A and Group B over individual days
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Fig. 2.4 How non-at-risk students (a) vs. at-risk students (b) navigate through Alien Rescue on a 
specific day

use

knowledge

new

elements experience

fantasy

better
Better:...

fun

computer interesting

(a) Terms Berry Visualization (b) Mandala Visualization

Fig. 2.5 Students stated they learned science better in (a) and the reasons for learning better with 
Alien Rescue in (b)

3.3  Using Dashboard with Visualizations as a Means 
to Communicate Research Findings to Teachers 
So as to Inform Their Educational Practices

We are the designers and developers of the Alien Rescue program. In our R&D 
efforts, we aim to incorporate the research findings into the design as guided by the 
design-based research framework (Barab & Squire, 2004; Design-Based Research 
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Collective, 2003). In doing so, we have created a dashboard as a way to communi-
cate our research findings to teachers so as to inform their use of Alien Rescue more 
effectively (Alhadad, 2018). Here we describe two examples to illustrate how we 
use the dashboard together with visualizations to translate our research findings to 
practitioners. The data source of these two examples is a dataset of 7,006,045 lines 
of log data from 8537 students who used the program during a 2-year time span.

The dashboard as an accompanying tool for Alien Rescue is designed for teach-
ers, who are a key stakeholder using the program. The main purpose of this dash-
board is to help teachers use the information from the dashboard to monitor students’ 
learning progress more effectively. A key aspect of the problem-solving process in 
Alien Rescue is a simulation allowing students to design probes where students 
research various scientific equipment used in both past and present NASA probe 
missions and construct probes by selecting appropriate probe type, communication, 
power source, and instruments. While appropriately constructed, probes will pro-
vide useful information to further problem solving. Incorrectly equipped probes can 
malfunction and waste valuable money. As students write justifications of why they 
need to design a probe in a certain way and in what way the destination planet is 
suitable for the alien species they are finding a home, providing just-in-time scaf-
folding to the students can significantly increase their chances of solving the prob-
lem. Therefore, one main feature of the dashboard is to auto-classify students’ 
justifications from poorly justified arguments to well-justified arguments (Pan et al., 
2021a). An example of this auto-classification feature is presented in Fig. 2.6. Since 
one justification is required each time a student sends a probe, this example figure 
shows that in this class students sent more probes on Oct. 20th than the other 2 days. 
There are more justifications categorized as specific inquiry (dark blue) and random 
(red) on this day. Using this just-in-time visual representation, teachers can quickly 
see students’ justifications and intervene as needed to assist their students’ inquiry 
processes. For example, seeing a relatively large portion of randomly written justi-
fications displayed in Fig. 2.6, teachers can remind students about the importance of 
writing the justification and ask them to compose the scientific justification carefully.

Another example is to incorporate a machine learning model as guided by 
Csikszentmihalyi’s flow theory (1975) to provide teachers visual images to show 
their students’ real-time problem-solving status (Pan et  al., 2021b). The three 
problem- solving states classified based upon the flow theory are flow, anxiety, and 
boredom (see Fig. 2.7). If a student is identified as in the flow state, it means the 
student is engaged and is using the tools provided in the environment wisely to 
solve the problem. If a student is identified as in the anxiety state, it means the stu-
dent is encountering some difficulties and teachers might need to provide some 
suggestions or guidance. If a student is identified as in the boredom state, it means 
the student is gaming in the environment such as clicking random places without 
specific purposes. In this case, teachers can intervene and remind students to stay on 
task. Using this information, teachers can easily get a sense of how each student is 
progressing and be more efficient in checking and providing personalized scaffold-
ings when necessary.
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Fig. 2.6 A visual representation of classified students’ probe justifications using machine learning 
techniques (y-axis indicating number of justifications)

Fig. 2.7 An example showing students’ emotional states (a) using emojis (b) based on 
Csikszentmihalyi’s flow theory

4  Discussion and Summary

In this chapter, we aimed to accomplish two goals. For Goal 1, we conducted a 
review of literature from 2016 to 2020 on how visualizations and dashboards are 
utilized in learning analytics research, both at research and practical levels. The 
findings of our review showed nearly 100% of the included studies used data visu-
alization techniques or dashboards as a research methodology to display findings 
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effectively or as a communication tool to inform learning processes in time. For the 
use of research methodology, log data from either LMS or educational simulations/
games were the dominant data source. For the use of a communication tool, the 
reviewed articles also revealed diverse data sources with log data being the most 
common type. Learning analytics dashboards were used to translate a large amount 
of usage data into interpretable formats to assist users, who were mostly instructors 
and learners.

For Goal 2, we presented our own R&D efforts in creating an immersive problem- 
based learning program for middle school science as a case to illustrate how we 
used visualizations to report research outcomes. The visualizations examples pre-
sented here reflected the trends as discussed in Goal 1 in support of the findings of 
the review of literature. The data source for our research was primarily log data with 
interview responses as secondary data source. We used visualizations to demon-
strate multilayered information in a single view (Fig. 2.2) to illustrate group com-
parisons (Figs. 2.3 and 2.4) and to display research participants’ relationships as 
they navigated the program (Figs. 2.2 and 2.4). We also discussed how we have 
designed a dashboard with visualizations to communicate our research findings to 
practicing teachers so as to support their teaching. The dashboard shows current 
learning status (Fig. 2.6) and identifies each student’s learning barriers and difficul-
ties (Fig. 2.7). Together, this chapter provides a picture of the current landscape of 
research and practice of visualizations and dashboards for learning analytics.

There are several implications for designing dashboards effectively. First, it is 
important to provide instructors with information about both individual and group 
levels. In other words, teachers should receive a more holistic picture of learning 
progress when they access the information from the dashboard. The information 
from both individual students and the whole class can help teachers’ decision- 
making related to future lesson planning. Second, instructors play a multitasking 
role when facilitating problem-solving activities. Instead of delivering large amount 
of learner-generated behavioral data to instructors, it would be more useful to aggre-
gate and process the data first and then present the information in more easily under-
standable representations on the dashboard. In our case study, it is not feasible to 
expect teachers to go through every justification students have composed during 
each class session. Yet, by presenting the justifications auto-classified into interpre-
table categories, teachers will be able to take advantage of this processed informa-
tion in monitoring their students’ progress. Third, the dashboard should provide 
instructors with real-time information which cannot be easily captured via conven-
tional classroom facilitation strategies. That is, if all students are looking at their 
devices while working on their tasks, it will not be possible for teachers to know 
which students might need help by simply observing students’ physical behaviors 
or their screens. However, if teachers have access to a dashboard which provides 
them with real-time information (e.g., students’ potential mental status in our case), 
teachers will be better informed in terms of who and when to provide scaffolding. 
In conclusion, this chapter shows there are many potentials to use LA-supported 
dashboards for teaching and learning purposes. We are only at the beginning stage 
of discovering such potentials.
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Chapter 3
Designing Theory-Driven 
Analytics- Enhanced Self-Regulated 
Learning Applications

Mohamed Amine Chatti, Volkan Yücepur, Arham Muslim,  
Mouadh Guesmi, and Shoeb Joarder

1  Introduction

Self-regulated learning (SRL) is one of the most important areas of research within 
educational psychology over the last two decades. SRL refers to self-generated 
thoughts, feelings, and behaviors that are oriented to attaining learning goals 
(Zimmerman, 2000). Self-regulation researchers attributed individual differences in 
learning to students’ lack of self-regulation and provided methods to help students 
develop key SRL processes, such as goal setting, adoption of learning strategies to 
attain the goals, self-evaluation, time management, and seeking help or information 
(Zimmerman, 2002). In recent years, there has been a growing interest regarding the 
role of learning analytics (LA) to support how students regulate their own learning 
processes (Winne, 2017). LA aims at turning educational data into insights, deci-
sions, and actions to improve learning. In LA systems, data is traditionally dis-
played through dashboards with indicator visualizations developed from traces that 
learners leave when they interact with different learning spaces. Various LA dash-
boards and indicators were proposed to support crucial SRL processes, such as 
planning, awareness, self-reflection, self-monitoring, feedback, and motivation 
(Bodily & Verbert, 2017; Jivet et  al., 2018; Matcha et  al., 2019; Schwendimann 
et al., 2017). However, current design of LA dashboards and indicators to support 
SRL suffers from two main limitations. First, the design of the dashboards and 
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indicators is often without reference to SRL theories and models (Gašević et al., 
2019; Jivet et al., 2018; Matcha et al., 2019). Second, the designed dashboards and 
indicators are often not well aligned with learners’ needs and expectations. In fact, 
there is still a divide between those who design LA dashboards (i.e., researchers, 
developers) and those who are expected to use these dashboards or are most affected 
by them (i.e., learners) (Chatti et al., 2020a; Ifenthaler & Schumacher, 2016; Jivet 
et al., 2020; Rodriguez-Triana et al., 2017). In order to design LA dashboards and 
indicators that meet learner’s needs and expectations, it is crucial that LA research-
ers and developers conduct qualitative user studies (e.g., interviews, focus groups) 
where they go to the learners, observe their activities, and try to understand what 
they really need to support their SRL activities (Jivet et al., 2020; Schumacher & 
Ifenthaler, 2018). Thereby, it is important to find the right set of questions to ask in 
the study in order to generate the right set of indicators. To get at this, there is a need 
to draw on SRL theories and models as a theoretical foundation to guide the design 
of the qualitative user studies. The next step would be to design the indicators them-
selves. Here also, having the learners in the loop and empowering them to take 
control of the indicator design process is crucial in order to effectively meet their 
needs and expectations (Chatti et al., 2020a).

In the LA research community, there is a lack of theoretically sound methodolo-
gies to guide the systematic design and development of LA indicators to scaffold 
SRL. Several methodologies are established in different disciplines to support the 
systematic design of user interfaces (Norman, 2013), information visualizations 
(Munzner, 2014), visual analytics interfaces (Thomas & Cook, 2006), and informa-
tion systems (Peffers et al., 2007). However, these methodologies are not enough in 
the LA discipline because they do not take account of the learning context (Martinez- 
Maldonado et al., 2015). While LA researchers have long been interested in learn-
ing theory-driven design of LA dashboards, most of this work has been conducted 
in conceptual terms (Jivet et al., 2018). And, despite the fact that research on human- 
centered learning analytics (HCLA) has been gaining momentum in recent years, 
approaches that involve learners in the design of LA indicators remain scarce in the 
literature (Buckingham Shum et al., 2019; Chatti et al., 2020a; de Quincey et al., 
2019; Ochoa & Wise, 2020; Prieto-Alvarez et al., 2020). Thus, there is a need for a 
complete methodology that provides us guidance on how to conduct theory-driven 
LA-enhanced SRL research.

In this paper, we argue that in order to design LA dashboards and indicators that 
effectively support SRL activities, it is essential to (1) understand learners’ needs 
and expectations from LA-enhanced SRL and (2) empower learners to steer the 
indicator design process. The guiding questions for this work are as follows: Which 
LA indicators are needed to support SRL? How to systematically design these indi-
cators? To answer these questions, we propose and develop a Student-Centered 
Learning Analytics-enhanced Self-Regulated Learning (SCLA-SRL) methodol-
ogy that provides a process model to conduct theory-driven research on LA-enhanced 
SRL. The primary aim of SCLA-SRL is to guide the systematic design of LA indi-
cators that support SRL by (1) linking the design to well-established SRL models as 
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well as human-computer interaction (HCI) and information visualization (InfoVis) 
guidelines and (2) actively involving learners throughout the entire indicator design 
process. The SCLA-SRL methodology is illustrated with a case study of the system-
atic design and development of LA indicators to support novice programmers’ SRL 
in a higher education context.

The paper proceeds as follows: The next section provides an overview of the cur-
rent related work on LA-enhanced SRL, LA dashboards, and student-centered 
LA. Then, we present and discuss our methodology for Student-Centered Learning 
Analytics-enhanced Self-Regulated Learning (SCLA-SRL). Next, we demonstrate 
an example of SCLA-SRL application by utilizing it in a higher education SRL 
scenario. Finally, we conclude by summarizing the contributions of the work.

2  Related Work

This work aims at providing a methodology to guide the systematic design and 
development of LA indicators that support SRL. So far, no complete, generalizable 
process model exists for LA-enhanced SRL research; however, if we develop such 
a process model, it should build upon the strengths of prior efforts. There is a sub-
stantial body of research, both within the LA literature and in related disciplines, 
that provides us with principles, practices, and procedures to support such a process. 
Below, we present this related work and discuss how our proposed methodology for 
conducting LA-enhanced SRL research builds on this work and integrates its prin-
ciples, practices, and procedures.

2.1  SRL Meets LA

Self-regulated learning (SRL) is generally defined as “an active, constructive pro-
cess whereby learners set goals for their learning and then attempt to monitor, regu-
late, and control their cognition, motivation, and behavior, guided and constrained 
by their goals and the contextual features in the environment” (Pintrich, 2000). It 
includes the cognitive, metacognitive, behavioral, motivational, and emotional/
affective aspects of learning (Panadero, 2017). Panadero (2017) provides an excel-
lent analysis and comparison of different SRL models (e.g., Boekaerts, 1992; 
Efklides, 2011; Pintrich, 2000; Winne & Hadwin, 1998; Zimmerman, 2000). The 
author points out that although these models address different aspects and use dif-
ferent terminologies, all of them view SRL as a cyclical process, composed of three 
main phases: (a) goal setting (forethought, task analysis, planning, activation of 
goals, self-motivation); (b) executing (performance, processing); and (c) evaluating 
(self-reflection, feedback, monitoring, controlling, appraisal, regulating, adapting, 
reacting).
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Recently, there is an increased interest in the application of LA to promote 
SRL.  Several researchers stressed the need to bring LA into SRL research. For 
instance, Roll and Winne (2015) pointed out that LA offers exciting opportunities 
for analyzing and supporting SRL. According to the authors, LA can provide affor-
dances and interventions for learners to more productively regulate their learning. 
Winne and Baker (2013) also stressed that educational data mining (EDM)  – a 
research field closely related to LA – can play a significant role to advance research 
on motivation, metacognition, and SRL. Bodily et al. (2018) linked student-facing 
LA dashboards (LADs) to open learner models (OLMs), as both have similar goals. 
The authors further stated that OLMs can be used as awareness tools to help learners 
monitor, reflect on, and regulate their own learning.

Winne (2017) noted that a framework is useful to conceptualize LA for 
SRL. There are few examples of case studies that integrate LA and SRL by follow-
ing a theory-driven approach. For example, Nussbaumer et al. (2015) pointed out 
that LA can provide personalized scaffolds that assist learners in a self-regulated 
manner. Building on SRL theory, the authors designed and implemented an archi-
tecture composed of different learning methodologies for supporting students’ SRL 
in a variety of activities. Similarly, Marzouk et al. (2016) adopted self- determination 
theory (SDT) as a framework for designing LA that promote SRL as a function of 
content studied, reasons to adapt learning processes, and the presentation of analyt-
ics. Molenaar et al. (2020) presented a learning path app that combines three per-
sonalized visualizations to support young learners’ SRL in adaptive learning 
technologies, following the COPES model as a theoretical basis (Winne & 
Hadwin, 1998).

Chatti and Muslim (2019) pointed out that, while SRL theory has been used to 
inform the design of LA tools, there remain important gaps in the theory from which 
to conduct research on LA-enhanced SRL in a systematic manner. Particularly, 
there is a lack of theoretically sound frameworks to guide the systematic design and 
development of LA indicators to promote SRL.  To address this challenge, the 
authors proposed the personalization and learning analytics (PERLA) framework 
that provides a process model to guide the design of qualitative user studies attempt-
ing to collect requirements for LA indicators that can support different SRL pro-
cesses. The proposed framework, however, is at the conceptual level and is still not 
applied and validated in a real learning setting. In this paper, we build on the PERLA 
framework and augment it with another process model enabling to move from 
requirement elicitation to the concrete design and development of LA indicators 
that support SRL.

2.2  Learning Analytics Dashboards

A variety of dashboards presenting data to various LA stakeholder groups were 
proposed in the LA literature (Jivet et al., 2018; Verbert et al., 2013). LA dashboards 
(LADs) are “single displays that aggregate different indicators about learners, 
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learning processes and/or learning contexts into one or multiple visualisations” 
(Schwendimann et al., 2017). They aim at supporting students and teachers in mak-
ing informed decisions about the learning and teaching process (Jivet et al., 2020). 
Current reviews of LAD research (e.g., Bodily & Verbert, 2017; Schwendimann 
et al., 2017; Verbert et al., 2014) tried to identify design considerations about what 
data is presented to different LA stakeholders, how data can be visualized, and why 
is the data presented.

In particular, research on student facing LADs traditionally has a strong focus on 
visualizing data to support different crucial SRL processes, such as goal setting and 
planning (Jivet et al., 2020), (self-)monitoring (Molenaar et al., 2020; Schwendimann 
et al., 2017), awareness and reflection (Ahn et al., 2019; Bodily & Verbert, 2017; 
Jivet et al., 2017; Scheffel et al., 2017; Verbert et al., 2013), metacognition (Bodily 
et al., 2018; Jivet et al., 2018; Karaoglan Yilmaz & Yilmaz, 2020), and feedback 
(Jivet et al., 2021; Molenaar et al., 2020; Sedrakyan et al., 2020). However, little 
attention has been paid to the systematic design of the LA indicators to support the 
intended goals. Indicators represent a core part of any dashboard. An indicator can 
be defined as “a specific calculator with corresponding visualizations, tied to a spe-
cific question” (Muslim et al., 2017). In general, the current design of LA indicators 
suffers from two main limitations, thus hindering their acceptance and adoption. 
First, the design of the indicators is rarely grounded in learning theories (Chatti & 
Muslim, 2019; Gašević et al., 2015, 2017, 2019; Jivet et al., 2018; Kelly et al., 2015; 
Marzouk et al., 2016; Matcha et al., 2019; Molenaar et al., 2020; Sedrakyan et al., 
2020), human-computer interaction (HCI) (Verbert et al., 2013), and information 
visualization (InfoVis) (Alhadad, 2018; Chatti et  al., 2020b; Ritsos & Roberts, 
2014). Second, the indicators are designed about and not with their users and are 
thus often not well aligned with user needs. Consequently, users do not see the 
added value of these indicators (Chatti et al., 2020a; de Quincey et al., 2019). For 
example, Jivet et al. (2020) note that in many cases, what students report as relevant 
to see and use on a dashboard differs from what LADs provide. Thus, there is a 
crucial need for a framework that (1) draws from existing theories, principles, and 
practices to inform the design of useful LA indicators that support SRL and (2) put 
learners in the driver’s seat and actively involve them in the design of the indicators 
that really meet their needs.

2.3  Student-Centered Learning Analytics

LA research has recently begun to investigate how HCI principles can be adopted 
and adapted to support the development of human-centered learning analytics 
(HCLA) as a way to mitigate the misalignment between LAD designs and their 
intended uses with diverse stakeholders and as a key to user trust, acceptance, and 
adoption of LA systems (Ahn et al., 2019; Buckingham Shum et al., 2019; Chatti 
et al., 2020a; de Quincey et al., 2019; Dollinger & Lodge, 2018; Holstein et al., 
2018; Prieto-Alvarez et al., 2020). HCLA is an approach that emphasizes the human 
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factors in LA and aims at bringing HCI to LA in order to involve users throughout 
the whole LA process (Chatti et al., 2020a). In recent years, some researchers suc-
ceeded in bringing design thinking and human-centered design (HCD) into the LA 
research community. Design thinking is an HCI approach to problem forming and 
solving that is focused on who we are designing for. HCD – a powerful tool for 
design thinking – is a user-centered process that starts with the user, creates design 
artifacts that address real user needs, and then tests those artifacts with real users 
(Norman, 2013; Giacomin, 2014). However, research on HCLA is still in the early 
stages of development (Buckingham Shum et al., 2019; Chatti et al., 2020a).

While there is a growing interest in involving stakeholders in the design, devel-
opment, and implementation of LA, there are only few papers which provide mature 
examples of how HCI approaches (e.g., design thinking, HCD, participatory design, 
co-design, value-sensitive design) can be applied to LA to overcome the challenge 
of designing LA tools that lack the voice of the end users. These works mainly pres-
ent case studies that target teachers or institutions as stakeholders. For instance, 
Dollinger et  al. (2019) compare different approaches of human-centered design 
(HCD) and provide an overview of participatory frameworks in LA (co-design, co- 
creation), followed by a case study of how designers co-created LA platforms with 
teachers. Martinez-Maldonado et  al. (2015) propose the LATUX workflow to 
engage teachers in iterative prototyping and evaluation cycles before deploying an 
LA system. Holstein et al. (2019) argue that the co-design of LA systems requires 
new kinds of prototyping methods and introduce Replay Enactments (REs) as a 
prototyping method to address unique challenges of co-prototyping LA tools. The 
authors exemplify this method through a case study of the iterative co-design of 
augmented reality glasses for K-12 teachers. This work demonstrates how non- 
technical stakeholders can participate throughout the design process of an LA sys-
tem. Ahn et al. (2019) report on their design experience developing dashboards to 
support middle school teachers’ pedagogical practices and offer ways to adapt com-
mon HCD methods, such as contextual design and design tensions, when develop-
ing visual analytics systems for educators. Rehrey et  al. (2019) suggest 
implementation strategies that consider the human factor in adopting new technolo-
gies by practitioners. The authors use action research strategies to engage faculty, 
staff, and administrators across a university with LA. To support ethical consider-
ations and human values in LA systems, Chen and Zhu (2019) introduce two cases 
of applying value sensitive design methods (e.g., stakeholder analysis, value analy-
sis) to LA design. The authors note that engaging stakeholders in the early stages of 
the design and using stakeholders’ insights and feedback to guide the system devel-
opment are important to increase their acceptance and perceived impacts of 
the system.

Notably, these case studies present co-design processes with teachers or institu-
tions as stakeholders. Examples of HCLA research involving learners within the 
design process remain very rare in the LA literature. Exceptions include the work 
by Prieto-Alvarez et al. (2018) where the authors stress the critical role of giving 
voice to learners in the LA design process and provide a case study focused on co- 
designing LA tools with learners using different co-design techniques such as focus 
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groups, storyboarding, and prototyping. Based on this work, Prieto-Alvarez et al. 
(2020) propose a deck of design cards (LA-DECK) to facilitate co-design sessions 
and ensure that all stakeholders have an active voice in the design process of LA 
tools. In the same vein, de Quincey et al. (2019) present a project that has employed 
a user-centered design (UCD) approach to engage students in the design, develop-
ment, and evaluation of a student facing LAD.

In general, this research encourages the active learner involvement in the LA 
design process and provides demonstrations of successful co-design processes for 
LA tools with learners. However, existing learner-centered design workflows pro-
vide limited methodological guidance for effectively involving learners throughout 
the entire LA design process, including understanding user needs, idea generation, 
prototyping, and testing. Moreover, the reported case studies are focused on the 
participatory design of LA tools and platforms (macro design level) rather than the 
systematic design of the underlying indicators (micro design level). Furthermore, 
most of the current work on HCLA is not informed by well-established InfoVis 
design guidelines. To fill this gap, Chatti et  al. (2020a) proposed the Human- 
Centered Indicator Design (HCID) as an HCLA approach that targets learners as 
end users by involving them in the systematic design of LA indicators that fit their 
needs, based on conceptual models from the HCI and InfoVis fields. This approach, 
however, is not linked to theories from learning science.

In this paper, we focus on student-centered learning analytics (SCLA), i.e., the 
branch of HCLA that targets learners (Ochoa & Wise, 2020). We extend the HCID 
approach proposed in (Chatti et al., 2020a) by integrating SRL theories and models 
with the aim of providing a theoretically sound methodology to help LA researchers 
and developers systematically design and develop LA indicators for and with learn-
ers to effectively support their SRL activities. In the next sections, we provide the 
conceptual details of the proposed methodology and put it into practice through a 
concrete case study in a higher education context.

3  The SCLA-SRL Methodology

The Student-Centered Learning Analytics-enhanced Self-Regulated Learning 
(SCLA-SRL) methodology is a learner-first approach to indicator design that starts 
with an understanding of the learners’ real needs and goals and then designs indica-
tors that best address these needs and goals. The methodology integrates principles, 
practices, and procedures required to carry out systematic research on LA-enhanced 
SRL.  It is consistent with established theoretical frameworks in SRL, HCI, and 
InfoVis and provides a theory-driven process model for designing and developing 
LA indicators and dashboards that support SRL. The final objective of the SCLA- 
SRL methodology is to give answers to the following questions: Which LA indica-
tors are needed to support SRL? How to systematically design these indicators? 
This is achieved through two cyclical processes aiming at (1) understanding 
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Fig. 3.1 The SCLA-SRL methodology (understand and empower)

learners’ needs and expectations from LA-enhanced SRL and (2) empowering 
learners to take control over the indicator design process, as depicted in Fig. 3.1.

3.1  Understand: Feedforward and Feedback 
Indicators for SRL

Which LA indicators are needed to support SRL? It is obvious that in an SRL sce-
nario, the set of required indicators is unpredictable, because the indicators depend 
on the context, and different learners have different needs. It is therefore important 
to conduct qualitative user studies (e.g., interviews, focus groups) with learners to 
understand what they expect from LA-enhanced SRL and what are the LA indica-
tors that they really need to support their SRL activities. Getting the right set of 
indicators would require asking the right set of questions. The different phases of 
the SRL process can provide a systematic way to ask the right set of questions and 
categorize the required LA indicators (Chatti & Muslim, 2019).

SRL is a cyclical process, composed of three general phases: (a) goal setting, (b) 
executing, and (c) evaluating (see Sect. 2.1). In an HCI context, Norman (2013) 
discusses seven stages of action that provide a guideline for developing usable and 
understandable new products or services, following a human-centered design 
(HCD) approach. By associating the typical three phase SRL model and Norman’s 
seven stages of the action cycle, the SRL process can be modeled as a cyclical seven 
stages activity, as shown in the middle part of Fig. 3.1. In detail, there are three 
major phases to an SRL activity: goal setting, executing, and evaluating. The execu-
tion phase is further subdivided into three stages that follow from the goal: plan, 
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specify, and perform. The evaluation phase is further broken down into three stages: 
perceive, interpret, and compare.

The SRL activity cycle starts from the top with the learning goal (goal) and 
then goes through the three stages of execution: planning the possible learning 
activities to achieve those goals (plan), specifying a learning activity path (spec-
ify), and performing the learning activity (perform). The cycle then goes through 
the three stages of evaluation: perceiving the results of the learning activity (per-
ceive), trying to make sense of it (interpret), and comparing the learning outcome 
with the goal (compare). It is important to stress that most SRL activities require 
multiple feedback loops in which goals lead to subgoals, and the results of one 
activity are used to trigger further ones. Moreover, SRL activities do not always 
have to include all stages, nor do they have to proceed in a linear manner across 
all stages.

Each of the seven stages represents a possible question to ask towards an SRL 
activity. The seven-stage SRL activity cycle provides a useful tool for guiding the 
design of indicators for SRL. The role of LA is to help learners by conveying the 
information required to answer the learner’s question at each stage of the execu-
tion and evaluation phases through appropriate indicators. Indicators that provide 
information that helps answer questions of execution (the left side of the middle 
part of Fig. 3.1) are feedforward indicators. These include indicators for plan-
ning, awareness, and recommendation. Indicators providing information that aids 
in answering questions of evaluation (the right side of the middle part of Fig. 3.1) 
are feedback indicators. These include indicators for self-monitoring, self-
reflection, assessment, feedback, and motivation. The use of appropriate indica-
tors at each stage enhances the overall SRL process. In the following, we 
summarize the questions related to the stages of the execution and evaluation 
phases along with the description of the indicators needed to answer these 
questions:

• Goal (What do I want to accomplish?): Provide information about the defined 
goals of the learning activity.

• Plan (What are alternatives?): Provide information needed to understand the 
possible actions that can be taken in order to reach the goals.

• Specify (What can I do?): Provide information to help learners decide on the 
appropriate learning activity path.

• Perform (How do I do it?): Provide information on best strategies in order to 
perform a task in an effective and efficient way.

• Perceive (What are the results?): Provide information to communicate the results 
of the performed tasks and the current state of the learning activity.

• Interpret (What does it mean?): Provide information to help learners understand 
the results and the impact of the learning activity in context.

• Compare (Is this what I wanted?): Provide information about progress 
towards goals.

The seven stages of the SRL activity cycle provide a guideline for developing 
structured interviews with learners to understand which indicators they really need 
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to support their SRL activities. Rather than asking learners in an ad hoc manner 
about their abstract expectations of LA indicators, it is more effective to systemati-
cally ask about what they would do at each of the seven stages and then co-generate 
requirements for potential feedforward/feedback indicators that can support 
each stage.

3.2  Empower: Human-Centered Indicator Design

The question that might be raised now is: Once we have co-generated require-
ments for potential indicators, how to systematically co-design these indicators 
with learners? To get at this, we adopt the Human-Centered Indicator Design 
(HCID) approach proposed in (Chatti et  al., 2020a). HCID brings together 
Norman’s human-centered design (HCD) process (Norman, 2013) and Munzner’s 
what-why-how visualization framework (Munzner, 2014) to provide a theory-
informed approach for the systematic design of LA indicators, thus enabling to 
“get the right indicator” and to “get the indicator right.” The main aim of HCID is 
to empower users to take control of the indicator design process in order to effec-
tively meet their needs and goals. The HCID process encompasses four iterative 
stages: (1) define goal/question, (2) ideate, (3) prototype, and (4) test, as shown in 
the outer parts of Fig. 3.1.

3.2.1  Define Goal/Question

The HCID process begins with a good understanding of users and the needs that the 
design is intended to meet. To achieve this, the initial stage in HCID is to define the 
goal/question to be addressed/answered by the indicator. These goals and questions 
are the results of the qualitative user study conducted based on the seven-stage SRL 
activity cycle, as discussed in the previous section.

3.2.2  Ideate

In the ideate stage, designers and learners come together to co-generate indicator 
ideas and concretize them in a systematic manner, using Indicator Specification 
Cards (ISC). An ISC describes a systematic workflow to get from the why (i.e., 
user goal/question) to the how (i.e., visualization). An example ISC is shown in 
Fig. 3.4. It consists of two main parts, namely, Goal/Question and Indicator. The 
Goal/Question part refers to the results of the previous stage of the HCID approach. 
The Indicator part is further broken down into three sub-parts, namely Task 
Abstraction (Why?), Data Abstraction (What?), and Idiom (How?), which reflect 
the three dimensions of Munzner’s what-why-how visualization framework 
(Munzner, 2014).
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3.2.3  Prototype

The next stage in the HCID process is to co-create indicator prototypes with learn-
ers based on the generated ISCs. The goal of this stage is to understand which of the 
visualization idioms proposed in the ideation stage are more effective for the tasks 
and data at hand. Paper or software prototypes can be used in this stage.

3.2.4  Test

The final stage in the HCID process is to get feedback from learners on the indicator 
prototypes. The aim is to verify that these prototypes effectively address/answer the 
goal/question defined in the first stage of the HCID process. Ideally, the evaluators 
should not be the same learners who participated in the previous HCID stages.

4  Case Study

To demonstrate the use of the SCLA-SRL methodology, we applied it to design LA 
indicators to support SRL activities of bachelor students attending an introductory 
Python programming course, offered in the winter semester 2019/2020 at the 
University of Duisburg-Essen, Germany. This course was relevant for our study, as 
a high degree of self-regulation was required from students who were expected to 
plan and carry out their learning independently and also monitor and evaluate their 
progress throughout the course.

4.1  Understand

The first step was to follow the seven stages of the SRL activity cycle to understand 
learners’ needs and goals and co-generate requirements for potential feedforward 
and feedback indicators that can support novice programmers’ SRL.  Authentic 
learning scenarios were constructed and validated to focus the interview conversa-
tion towards specific and realistic problems in the context of the programming 
course. An initial set of 14 scenarios were brainstormed by the authors together with 
tutors of the programming course, because they are familiar with the difficulties 
faced by the students in this course, such as lack of motivation and frustration, 
insufficient learning time, avoidance of help seeking, and lack of conceptual under-
standing. These scenarios covered the three phases of the SRL process: (a) goal 
setting (before learning), (b) executing (during learning), and (c) evaluating (after 
learning). The scenarios were constructed, tested, refined, and tested again in order 
to keep only the scenarios that are clear, desirable, feasible, measurable, and realis-
tic from a student perspective. In order to observe the target group in their natural 
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environment, we visited the exercise classes on different dates at the beginning of 
the semester and asked students (n = 5) to give feedback on the scenarios in terms 
of the dimensions above by rating the scenarios on a 5-point Likert scale from 
“strongly disagree” to “strongly agree.” Each interview took between 1 and 3 h, 
including introduction to the topic, presenting and discussing each of the 14 sce-
narios, and rating them. The resulting six most important scenarios along with their 
refined final descriptions are summarized in Table 3.1.

After the construction and validation of the learning scenarios, we conducted 
new interviews with other students from the same course (n = 11) in order to 
co- generate requirements for potential feedforward and feedback indicators that 
can support these learning scenarios. All interviews were about 90 min long. 
The seven stages of the SRL activity cycle were used as a template to guide the 
interviews. For the analysis of the interview results, we followed the phases of 
thematic analysis process proposed in (Braun and Clarke, 2006). We started by 
familiarizing ourselves with the depth and breadth of the qualitative data. Next, 
we coded each answer and clustered the codes with the aim of identifying pat-
terns within the data set. The analysis was rather deductive (i.e., theoretically 
driven) as we aimed to use theoretical concepts from SRL and metacognition 
research (e.g., planning, strategy selection, help/information seeking, aware-
ness, monitoring, self-reflection, motivation) as pre-existing coding frames and 
themes to categorize the indicators. The findings of this round of interviews has 
led to a first set of nine feedforward (FF) and eight feedback (FB) indicators as 
summarized in Table 3.1. Each indicator is described as a triplet of the form 
indicator type and id, indicator category, and indicator description, for exam-
ple, FF1, Help Seeking: As a feedforward indicator of whether help is needed to 
solve a task.

4.2  Empower

The next step was to use the requirements for the potential feedforward and feed-
back indicators as input to the HCID loop to systematically co-design these indica-
tors. We organized two co-design workshops with the same group of students that 
were interviewed before. However, only six students (n = 6) were able to attend the 
workshops. The workshops were held online via an online video conferencing tool 
and were 4 h long each.

The aim of the first workshop was to brainstorm together with students ideas 
for possible visualizations to illustrate the potential feedforward and feedback 
indicators and to co-develop paper prototypes for the indicators, based on Indicator 
Specification Cards (ISCs) (see Sect. 3.2.2). Figure 3.4 shows an example ISC to 
describe the feedforward indicator FF5. In practice, this step turned out to be too 
complex and at times confusing to the participants, since in general, bachelor 
students do not have a strong background in InfoVis theory. During this step we 
noticed how important the role of the moderator was. The moderator can provide 
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Table 3.1 SRL scenarios and potential feedforward/feedback indicators

SRL phases SRL scenarios
Feedforward (FF) and feedback 
(FB) indicators

Before 
learning (G = 
goal setting)

G1: Get familiar with the Python 
programming concepts discussed in the 
course
G2: Successfully solve the tasks in all 
assignment sheets to prepare for the exam

During 
learning
(Ex = 
executing)

Ex1: You read the task on the assignment 
sheet. You believe that you have understood 
the task correctly. But you do not know how 
to solve it. You give yourself 15 minutes to 
try to understand it better

FF1, Help Seeking: As a 
feedforward indicator of 
whether help is needed to solve 
a task
FF2, Strategy Selection: As a 
feedforward indicator for using 
promising strategies and 
avoiding others to solve a task
FF3, Information Seeking: As a 
feedforward indicator of which 
resources are suitable as 
references to solve a task
FF4, Information Seeking: As a 
feedforward indicator to reuse 
certain code
FF5, Planning: As a 
feedforward indicator of 
whether one should learn more 
about a topic or concept

Ex2: While you try to solve a programming 
task, error messages appear. You want to fix 
the error messages to be able to solve the 
task. You give yourself 15 minutes to deal 
with the error

FF6, Information Seeking: As a 
feedforward indicator of which 
websites can be used to search 
for a solution
FF7, Help Seeking: As a 
feedforward indicator of how 
helpful was a specific website in 
solving a problem
FF8, Help Seeking: As a 
feedback indicator of how 
helpful was an exercise class in 
solving a problem
FF9, Information Seeking: As a 
feedforward indicator of which 
questions are suitable for 
finding answers to a problem

(continued)
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SRL phases SRL scenarios
Feedforward (FF) and feedback 
(FB) indicators

After learning
(Ev = 
evaluating)

Ev1: You have solved several programming 
tasks so far. Now you take 30 minutes to 
figure out which programming concepts 
(looping, recursion, sorting, etc.) you still 
have problems with

FB1, Monitoring (Learning 
Success): As a feedback 
indicator of how adequately one 
has dealt with a problem
FB2, Monitoring (Learning 
Difficulties): As a feedback 
indicator of how difficult a task 
was perceived
FB3, Monitoring (Learning 
Difficulties): As a feedback 
indicator of which mistakes you 
make more often in which 
context
FB4, Monitoring (Learning 
Success): As feedback indicator 
for the distance to the learning 
goal G1
FB5, Motivation: As a feedback 
indicator of how strong is your 
motivation to learn a new 
concept
FB6, Monitoring (Learning 
Success): As a feedback 
indicator of how well one has 
understood a particular concept
FB7, Monitoring (Learning 
Difficulties): As a feedback 
indicator for which concepts 
one still has difficulties with

Ev2: You have solved all assignment sheets 
so far and want to prepare for the exam. Now 
you take 30 minutes to figure out whether you 
have learned enough for the exam or whether 
you should continue learning

FB8, Monitoring (Learning 
Success): As feedback indicator 
for the distance to the learning 
goal G2

M. A. Chatti et al.

explanation when participants are not aware of why specific visualizations are 
more effective than others or when someone needs more background information 
about the used what-why-how visualization framework (Munzner, 2014). For 
instance, the moderator explained that the information visualization literature 
suggests that the idioms (how?) depend heavily on the underlying tasks (why?) 
and data (what?) of the visualization and provides guidelines related to “what 
kind of idioms is more effective for what kind of tasks (mapping why? → how?)” 
and “what kind of idioms is more effective for what kind of data (mapping what? 
→ how?).” For example, scatterplots and parallel coordinates are effective idioms 
to visualize correlation tasks. And, stacked bar charts and heatmaps are effective 
idioms to visualize data with two categorical and one quantitative attributes. We 
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provided the participants with a summary of these InfoVis design guidelines to 
advance their understanding of the topic and help them choose the right visualiza-
tion for the task and data at hand, as depicted in Figs. 3.2 and 3.3. The participants 
found these illustrations helpful to learn more about InfoVis theory and decide on 
the appropriate visualization. Despite the complexity of this step, the ISCs enabled 
to get the indicators right by following state-of-the-art InfoVis design practices. 

Fig. 3.2 InfoVis design guidelines: Mapping why? → how? (tasks → idioms)

Fig. 3.3 InfoVis design guidelines: Mapping what? → how? (data → idioms)
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Indicator

Task Abstraction (Why?)

Data Abstraction (What?)

Idiom (How?)

Raw data

How to encode?

(a)

How to interact?

Derived data

Goal: Plan the next learning activity

Identify the concept structure (topology) of the course
Identify relationships (features) between the course concepts

Manipulate: select (concept), zoom, pan

Identify possible learning paths

Goal/Question

Question: What are the programming concepts that I need to learn for this course? How
do they relate to each other? What is the next concept that I need to learn about?

Course data: Course tree:
Concepts (categorical attribute) Nodes: Concepts

Links: Sub-concept.ofConcept mastering level (categorical
attribute)

Radial Node-Link Tree
Color

Fig. 3.4 (a) Indicator Specification Card (ISC), (b) paper prototype, and (c) software prototype 
for feedforward indicator FF5

Based on the ISCs, paper prototypes were co-produced with students (see Fig. 3.4 
for an example).

The goal of the second workshop was to test these prototypes regarding the 
effectiveness of the visualizations to illustrate the related indicators. To prepare 
for this workshop, the paper prototypes were converted to Figma software pro-
totypes by the authors (see Fig. 3.4). To evaluate the initial prototypes, the stu-
dents were asked for their feedback first on the importance of the different 
indicators to meet the learning goals G1 and G2 and second on the usefulness of 
the associated prototypes and how to improve them. Feedback addressed, for 
example, the need to make simple visualizations (e.g., bar charts, tables) and to 
remove some of the prototypes and combine others. This resulted in nine proto-
types (FF1, FF5, FB1, FB2, FB3, FB4, FB6, FB7, FB8) that were perceived to 
be effective for G1 and G2 and were thus adopted for the next round. Feedback 
has been used to improve the design of the indicators and merge some of them, 
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Overview

Concepts

ID Name Tasks Solved Current Lvl  of Understanding Status Priority

100%

75%

50%

25%

0%
Variables Control Flows Functions Recursion

Recursion

Recursion

Functions

While-Loops

For-Loops

If-Else-Statements

Arrays

Basics

Control Flows

Strings

Numbers Boolean

Variables

Variables

While-Loop

For-Loop

If-Else

Data Structures

Data Structures

Conceptual Progress

Searching

Searching

Sorting

Sorting

Studied

In Progress

Open

Studied

In Progress

Open

Studied

Studied

In Process

In Progress

In Progress

In Progress

Open

Complexity

Complexity

1

2

3

4

5

6

7

15

20

14

6

7

2

1

1

3

1

3

4

4

5

Algorithms GPT

Advanced

JAVA

Fig. 3.5 Final prototypes (part 1)

as well as to adapt the arrangement of the indicators in a dashboard by following 
an overview-detail approach. Figures 3.5 and 3.6 show the final dashboard with 
the various indicators that have been developed. The first two indicators use bar 
chart and concept map to provide an overview of the learning progress at an 
abstract level, allowing students to monitor their progress (FB4), see the rela-
tionships between the concepts, and plan their next learning activities (FF5). 
The next three indicators use table and heatmap to provide more details at the 
concept, task, and solution levels to help students monitor their progress towards 
learning goals at a more granular level and assess their learning success (FB1, 
FB6) and difficulties (FB2, FB3, FB7) and eventually seek help (FF1). The last 
two indicators use bar chart and table to help students monitor their learning 
performance to prepare for the exam (FB8, FF5).
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Solutions

Tasks

Exam Preparation

ID

ID Task Status Concepts Used Step1 Step2 Step3 Step4 Step5 Step6

Name Main Concept Solutions Duration/Min Difficulty Priority

Recursion

Recursion

180 min

135 min

90 min

Suboptimal KW Topic Done?

37 Sorting

Complexity

Recursion

JAVA

EXAM

38

39

40

41

42

Improvable

Optimal

45 min

0 min
01.01. 02.01. 03.01. 05.01. 05.01. 06.01. 06.01.

Exam Time Trend

07.01. 08.01. 08.01.

New Solution

New Task

Minutes need:

Clear

75

New Entry

Recursion

Palindrom Functions

Control Flows

Control Flows

Control Flows

While-Loops

For-Each

Is-Else

If-Else

While-Loop

For-Each

Functions

Arrays

Variables

Variables Done Booleans, Strings, Integers

Booleans, Strings, Integers

Booleans, Strings, While-Loop

If Statement

For-Loop, Integers

Return, Integers

Functions, Return

In Progress

In Progress

In Progress

In Progress

Open

Done

Variables

Arrays

Variables1

2

3

4

5

6

7

1

2

3

4

5

6

7

2

3

1

1

2

2

1

20

130

80

67

140

180

120

1

3

1

3

4

4

5

Fig. 3.6 Final prototypes (part 2)

5  Conclusion

Learning analytics (LA) is opening up new opportunities for promoting self- regulated 
learning (SRL). In this paper, we stressed the need for a methodology to serve as a 
commonly accepted framework for LA-enhanced SRL research and a template for the 
systematic design of LA indicators to support SRL. We argued that for LA dashboards 
and indicators to be accepted and adopted by learners, their design and development 
need to be much more linked to sound theories and models in learning science, 
human-computer interaction (HCI), and information visualization (InfoVis). 
Moreover, learners have to be involved throughout the whole design process. To this 
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end, we proposed the Student-Centered Learning Analytics- enhanced Self-Regulated 
Learning (SCLA-SRL) methodology to guide the systematic design of LA indicators 
that support SRL. We then presented a case of applying this methodology to design 
and develop LA indicators to support novice programmers’ SRL in a higher education 
context. In our study, we experienced that following an SCLA approach for LA indi-
cator design is a complex, time consuming, and resource-intensive task. We believe, 
however, that designing LA indicators for and with their users is essential to increase 
value, build trust, and push forward the acceptance and adoption of LA.

We expect that this case study will provide a useful template for LA researchers 
and developers who want to apply SCLA-SRL to their efforts. The novelty of the 
SCLA-SRL methodology resides in the fact that it instantiates design guidelines 
from the HCI and InfoVis areas and combines them with SRL models. This effort 
contributes to LA research by providing a theoretically sound framework for suc-
cessfully carrying out LA-enhanced SRL research and a template to systematically 
design LA indicators and dashboards that support SRL.
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Chapter 4
Data Visualizations to Foster Self-regulated 
Learning with Intelligent Programming 
Tutors

Towards an Instructional Design Framework

Lingyun Huang, Eric Poitras, Angela Siegel, Raghav V. Sampangi, 
and Fernando Paulovich

1  Introduction

Over the past three decades, research has shown that students face significant chal-
lenges in understanding code while learning a programming language (Qian & 
Lehman, 2017; Sorva, 2012). Program comprehension requires knowledge of the 
features of a programming language and how to write proper syntax. Although stu-
dents often make errors while writing a program such as mismatched parentheses, 
brackets, and quotation marks, these compilation errors are relatively easy to find 
and fix (Altadmri & Brown, 2015; Sirkiä & Sorva, 2012). To write meaningful code 
that satisfies a stated purpose is much more difficult. Students are expected to 
engage in a range of different strategies, including efforts to trace the program exe-
cution to infer the flow of data across operations, infer the function of program 
statements, and add new statements in their efforts to solve a problem. The pro-
cesses or mechanisms by which a student arrives at a mental representation of a 
program as he or she proceeds from statement to statement determine the outcome 
of successful comprehension. However, students may fail in their attempts to con-
struct a mental representation of the program. At the core of these difficulties is the 
process of combining elements of the program with elements from the students’ 
own prior knowledge through their semantic relations, or at least to do so in an effi-
cient manner (Malmi et al., 2020; Schulte et al., 2010). In doing so, students may 
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incorrectly trace the execution of the program and understand the data and control 
flow (Vainio & Sajaniemi, 2007) or fail to recognize or confuse features of a pro-
gramming language (Altadmri & Brown, 2015). The resulting discrepancies 
between evolving mental representation of the program and its actual behavior are 
manifested in the form of either major or minor fixes to the code, including the addi-
tion, movement, or deletion of statements to perform a given task or changes to 
specific expressions in statements (de Souza et al., 2017).

The main assumption in this chapter is that visual representations of information 
that are properly designed can help a student engage in the processes that underlie 
success and failure in program comprehension. Understanding the nature of such pro-
cesses during programming and how they interact with the way the program is repre-
sented to the student is essential for theories of program comprehension and early-stage 
programming skill acquisition (Kaczmarczyk et al., 2010; Ma, 2007; Sorva, 2012). It 
is common for decisions about how to design visual representations to reflect underly-
ing assumptions for how students process information. For example, when syntax 
highlighting displays code in different colors, this design choice assumes that text 
corresponds to categories of distinct information and should thus be presented in a 
different manner to ensure comprehensibility. Several examples reviewed in this 
chapter refer to visual representation, including words or syntax specific to a program-
ming language read by students, but also static or dynamic graphics and illustrations, 
such as words marked or highlighted by the text editor. The purpose of these represen-
tations is to make implicit information readily available in a comprehensive manner, 
and that would otherwise be inferred by the students.

This chapter explores this assumption from the theoretical perspective of self- 
regulated learning and discusses the design implications for intelligent programming 
tutors. The first section lists and classifies several examples of visual representations 
in the domain of computing education to define the term. The second section describes 
program comprehension processes from an information processing perspective, where 
we outline a model of self-regulatory processes, explain how representation modality 
interacts with such processes, and draw recommendations for instructional design. 
The third section illustrates how these principles inform the design of intelligent pro-
gramming tutors in terms of supporting students in different facets of program com-
prehension during learning and task performance. The fourth section compares the 
use of visual representations in the context of intelligent programming tutors and 
learning analytic dashboards. To conclude this last section, we summarize the broader 
implications of our claims in terms of bridging the gap between learning sciences 
researchers and computing education practitioners.

2  Definition of Visual Representation

Technological advances have led to significant affordances in representing code in 
pictorial forms, ranging from simple syntax highlighting to more abstract depictions 
of conceptual notions in programming. It is necessary here to clarify exactly what is 
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meant by the term visual representation. Although a considerable amount of litera-
ture has been published on visualizations in computing education (Hundhausen 
et  al., 2002; Kelleher & Pausch, 2005; Maletic et  al., 2002; Sorva et  al., 2013), 
researchers examining visualizations in the context of intelligent programming 
tutors have yet to synthesize different approaches into a taxonomy. In Table 4.1, we 
break down this notion into two categories, including software visualizations and 
visual environments. Software visualizations refer to representations about the run-
ning behavior of computer programs and are further partitioned into sub-categories 
that capture the different levels of granularity of a representation (see Fig. 4.1). A 
program may contain a single or multiple algorithms to solve a problem. Whereas 
an algorithm is used to refer to a set of interrelated instructions that are interrelated 
with one another in a purposeful manner to solve a problem, data refers to informa-
tion that is processed or stored given the instructions defined in an algorithm. Visual 
environments refer to the design of tools to read and write programs and are parti-
tioned further into visual programming and user interface design constraints (see 

Table 4.1 Taxonomy of visual representations

Type Definition Example

Software – representation of runtime program behavior and environment
Program A single or multiple algorithms to 

solve a problem
Static diagram of the relationship between 
classes and objects

Algorithm A set of interrelated instructions that 
are interrelated with one another in a 
purposeful manner to solve a problem

Static graph of control flow or branching 
scenarios in a series of operations

Data Information that is processed or 
stored given the instructions defined 
in an algorithm

Static image of variable value held in 
memory at a given state of program 
execution

Environment – representation of program features and elements
Software Visual notation of program 

instructions
Visual programming languages where 
program statements are represented as 
blocks manipulated by students

Interface Visual graphics of text editor Visualization features of text editors that 
allow students to recognize structure, 
selectively hide or display, or fill-in program 
statements

4 Data Visualizations to Foster Self-regulated Learning with Intelligent Programming…
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Fig. 4.2 Example visual 
representations of (a) 
software, (b) interface

Fig. 4.2). The act of designing, implementing, and debugging a computer program 
can be made more explicit through visual entities that are meant to represent pro-
gram instructions as in visual programming environments. Another substantial area 
of research concerns visual design elements of user interfaces that structure the vari-
ous tasks involved in programming, commonly referred to as instructional scaffolds 
for learning (Quintana et al., 2004; Reiser, 2004).

Many different types of visualizations for software are designed to teach novice 
programmers about the runtime behavior of programs at different levels of granular-
ity, including parameter passing (Naps & Stenglein, 1996), expression evaluation 
(Brusilovsky & Loboda, 2006), objects (Kölling, 2008), recursion (Velázquez- 
Iturbide et al., 2008), and assignment (Ma, 2007). These visual representations cap-
ture different aspects of the dynamics of program execution to support students to 
reason about programs and design their behavior during runtime (Sorva et al., 2013; 
Thuné & Eckerdal, 2010). In 1986, Du Boulay (Du Boulay, 1986) introduced the 
term notional machine to refer to an abstraction of the computer and its role in 
executing different types of programs to explain misconceptions about their inner 
workings. For instance, a notional machine for Java programs may specify abstract 
memory areas such as the call stack and the heap as well as control flow rules dic-
tated by certain types of statements. Student misconceptions or the lack of an appro-
priate mental model of a notional machine is often attributed to excessive cognitive 
load due to the large amount of interrelated program instructions (Fitzgerald et al., 
2008). Students may also fail to mentally simulate the execution of programs, a skill 
referred to as tracing program execution, relying instead on drawing analogies 
between solutions to problems with shared surface features (Thomas et al., 2004).

Examples of such visual representations include but are not limited to analogies 
to something that is familiar to students such as classes and objects represented as a 
diagram of a file drawer (Gries, 2008). Cunningham et al. (2017) instructed students 
to sketch diagrams of program execution for notional machine components. Students 
may also trace memory usage within programs using established templates for 
memory visualization that lists variable names and values (Dragon & Dickson, 
2016; Xie et al., 2018). Given the time-consuming nature of hand-drawn approaches 
to tracing program execution, many software tools have been used over the past 
30 years to visualize program execution to support program comprehension pro-
cesses. These systems may emphasize relationships between classes and objects as 
abstract diagrams (Ben-Ari et al., 2011; Bruce-Lockhart et al., 2007; Cross et al., 
2011; Huizing et al., 2012) or animations of the data and control flows (Ma et al., 
2011; Sorva, 2012; Wang et al., 2012). Of importance, a great deal of modern sys-
tems focuses on simulation, enabling students to move backwards and forwards 
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through an execution, while visualizing stack frames and variables, heap object con-
tents, and memory (Guo, 2013; Moons & De Backer, 2013; Nelson et al., 2017; 
Sirkiä & Sorva, 2015).

Visual environments by comparison provide help to students by structuring cer-
tain aspects of the programming task to facilitate comprehension. Visual notations, 
commonly referred to as block-based languages, including Scratch (Resnick et al., 
2009), Snap! (Harvey & Mönig, 2010), and Blockly (Fraser, 2015) often rely on 
visual representations to simplify syntax and convey features of textual languages. 
In doing so, visual programming editors help structure the learning task by enabling 
students to perform tasks that they could not otherwise handle, as is common with 
dealing solely in fixing syntactic errors. Weintrop and Wilensky (2017) showed that 
using either isomorphic blocks or textual representations, students with the benefit 
of visual notations are more capable of correctly tracing the execution of selection 
statements as the shapes of blocks make explicit each branch. Students are also 
exposed to representations that intersperse visual and textual notations (Bau et al., 
2015), allowing them to read the same program, but displayed interchangeably in 
either one or another notation (Homer & Noble, 2014).

Visual programming environments make use of the design of its interface to 
constrain how students interact with programs and build a mental representation of 
their execution. This is perhaps most evident in the use of environments where stu-
dents control avatars that may represent objects in the execution of object-oriented 
programs (Jimenez-Diaz et al., 2012) or are instructed to complete programming 
tasks (Park et  al., 2020). Worked examples of programs can be structured and 
sequenced by the system to help the students to attain successful comprehension. 
Gajraj and colleagues (Gajraj et al., 2011) designed such a tool that relies on graphi-
cal metaphors of instructions written in multiple steps through the guidance of the 
system to illustrate the runtime semantics of a program. Assessment quizzes may 
also be embedded through visualizer plugins to allow tools to provide instruction 
with automated feedback (Bruce-Lockhart et  al., 2009). Students may lack the 
knowledge required to interpret feedback from debuggers or to effectively rely on 
strategies to debug programs (Fitzgerald et al., 2008). Game-based learning envi-
ronments have been used to support students in acquiring debugging strategies 
(Miljanovic & Bradbury, 2017) and generating test cases (Tillmann et al., 2014), 
allowing for a variety of game mechanics to promote active interaction and engag-
ing experiences.

3  Mental Representation of Visualizations

Much of the interest in making explicit and visible different aspects of the program-
ming task as well as the program themselves is that students gain more robust 
understanding of their behavior and function. A much debated question is whether 
certain forms of visual representations are more effective in facilitating program 
comprehension during learning and task performance. It is unclear exactly how 
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program comprehension processes interact with visual representations in building a 
mental representation. Likewise, although researchers assume that the visual repre-
sentations lead to the outcome of a mental representation of a program, they rarely 
specify in what manner the visualizations do so. This section provides a framework 
for conceptualizing several program comprehension processes that take place dur-
ing learning and the way these lead to and, at the same time, depend on visual rep-
resentations of the code. This is done in three sub-sections, concerning the processes, 
modalities of representation, as well as their interactions and affordances towards 
instruction. Figure 4.3 provides a schematic description of the different mechanisms 

Fig. 4.3 Integrated model of program comprehension processes during learning and program-
ming task performance
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that underlie program comprehension given the modality in which information is 
presented to students.

Self-regulation refers to the knowledge that is required for a student to be aware 
of their own thoughts and take corrective actions when and if necessary, to attain a 
goal (Schraw, 2006). As various terms and models are used to conceptualize self- 
regulation (Dinsmore et al., 2008; Efklides, 2008; Lajoie, 2008), there is no consen-
sus among researchers regarding its components. It is generally characterized as a 
theory that accounts for how students coordinate cognitive, metacognitive, motiva-
tional, and affective processes given contextual factors that underlie learning and 
performance (Pintrich, 2000; Schunk & Zimmerman, 2008; Winne, 2001; Winne & 
Hadwin, 1998; Zimmerman, 2000). The assumption is that successful learning 
requires students to metacognitively monitor and control certain aspects of their 
own learning and adaptively modify behavior (Greene & Azevedo, 2007). Extensive 
research across several academic domains has shown that self-regulatory processes 
during learning are critical in building sophisticated mental representations of com-
plex topics (Panadero, 2017). The following sections elaborate further on the func-
tion of self-regulatory processes in program comprehension during learning from 
different representations of instructional content.

3.1  Modality of Program Representation

Visual representations include elements of words (e.g., on-screen text) and pictures 
(e.g., hue, shape, position, connection, containment, area), which can be converted 
to a verbal representation as in sounds or verbalizations of words in working mem-
ory (Mayer & Moreno, 2003). Extensive research has shown that student learning 
involves cognitive operations that include linking verbal and pictorial information 
in a coherent manner. This assumption of active processing is a fundamental tenet 
of multimedia learning theory (Mayer, 2005, 2008) and is consistent with informa-
tion processing models for how central executive functions in working memory 
regulate representations stored in the phonological loop and visuospatial sketchpad 
(Baddeley, 1998; Mayer, 2001). The assimilation process by which students build a 
mental representation of a program thus requires the coordination of a substantial 
number of operations that is subject to the limited capacity of working memory and 
that are prone to failure (Schulte et al., 2010). Due to the cognitive load caused by 
the inherent complexity of the programming task and the number and interactivity 
of abstract elements that must be processed by the student, the executive control 
system has a critical role in allocating attentional resources through a coordinated 
set of cognitive and metacognitive processes to assimilate information. These 
higher-order processes are referred to as self-regulatory processes as students can 
engage in or fail to monitor these processes that underlie understanding to take 
remedial actions when comprehension breaks down.

4 Data Visualizations to Foster Self-regulated Learning with Intelligent Programming…



76

3.2  Program Comprehension Processes

In the domain of computing education, a few studies have begun to examine self- 
regulation as a mechanism that underlies program comprehension during learning 
and task performance (see Prather et al., 2020). It is yet unclear exactly how stu-
dents’ knowledge of programming mediates their efforts to monitor and control 
certain aspects of learning (Malmi et al., 2020). Loksa and Ko (2016) however pro-
vide a comprehensive description of how students coordinate several cognitive and 
metacognitive processes during different facets of programming tasks. The sections 
below elaborate further on each of these facets as defined in Robins et al. (2003), 
including (1) students’ efforts to understand the task and plan a solution while 
designing a program; (2) assimilating information and monitoring their comprehen-
sion while generating a program; and (3) tracing and appraising solutions while 
evaluating a program. We further assume that solving such problems involves cycli-
cal and iterative phases to characterize how students monitor and control the prod-
ucts of these efforts given a cognitive architecture outlined below. It is evident from 
the findings of Loksa and Ko (2016) that students with low prior knowledge often 
fail to regulate certain aspects of their comprehension of a program during learning. 
Furthermore, students that do engage in such efforts lack the ability to do so effi-
ciently, leading to difficulties and potentially even misconceptions.

3.2.1  What Are the Cognitive and Metacognitive Processes 
in Designing Programs?

Knowledge of methods for planning, problem-solving, and designing algorithms 
are applied in the beginning of a programming task (Robins et al., 2003). When a 
student is presented with a problem, they typically begin by processing information 
relevant to understanding the task demands and solution requirements. This under-
standing of problem requirements or the cognitive representation of the problem is 
reinstated to organize the work and reevaluated as the student engages in metacog-
nitive activities. Namely, students engage in questioning the details of the problem 
prompt by engaging in process and comprehension monitoring. Process monitoring 
refers to attempts made by the student to track whether programming sub-goals are 
completed. Comprehension monitoring refers to student reflections about their own 
understanding of the program and problem prompts. Although students who engage 
in process and comprehension monitoring are expected to identify knowledge gaps 
that may hinder program comprehension, Loksa and Ko (2016) showed that novice 
programmers seldom engage in such activities during problem-solving such as 
drawing examples to evaluate understanding or noting relevant information and 
constraints. Rather, students often begin to implement solutions without fully under-
standing the problem that causes them to address these gaps later by reinterpreting 
the problem.
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3.2.2  What Are the Cognitive and Metacognitive Processes 
in Implementing Programs?

Knowledge of programming languages, libraries, and tools is required to success-
fully implement algorithms and construct the desired program during the program-
ming task (Robins et  al., 2003). To begin this process, students make efforts to 
identify similarities between the current problem and other problems or solutions. 
This search for analogous problems involves metacognitive activities such as pro-
cess monitoring and self-explanation. Although students with prior knowledge are 
more capable to draw analogies across structural rather than surface features of 
problems, novices tend to verbalize to a greater extent than more experienced stu-
dents while searching for analogous problems. Furthermore, students draw on 
knowledge of related problems encountered in the past to better define the compu-
tational aspects of the solution as well as to identify what needs to be changed about 
a prior solution to solve the current problem. Adaptation of previous solutions 
involves a variety of metacognitive activities, including comprehension monitoring 
to understand the previous solution and the current problem, planning the adapta-
tions necessary, and monitoring their progress. Students are expected to reflect 
about their own understanding of the solution and problem, express intent to adapt 
parts of the code, and track completion of each sub-goal while performing these 
tasks. Loksa and Ko (2016) has shown that novice programmers often fail to verbal-
ize efforts to adapt previous solutions, although those with more experience may 
exhibit more confidence and less need for comprehension monitoring.

3.2.3  What Are the Cognitive and Metacognitive Processes 
in Evaluating Programs?

Knowledge of debugging tools and methods for tracing and repairing algorithms are 
necessary to reduce discrepancies between the actual and desired program in the 
later stages of a programming task (Robins et al., 2003). Evaluation of a solution, 
including analysis, testing, and debugging, is key to iteratively converge towards a 
successful solution to a programming problem. Loksa and Ko (2016) found that 
students engage in a metacognitive activity referred to as reflection on cognition. In 
doing so, students make metacognitive judgments about the quality and limitation 
of not only their own recall of analogous solutions but also their own reasoning in 
how well the solution addresses the problem. These judgments of misconceptions 
and errors are also expected to lead to comprehension monitoring by identifying 
knowledge gaps in initial understanding of the task. Novice students seldom engage 
in verbalizing evaluations of solutions, including the intent to do so or the result of 
an evaluation. For those students that do engage in such activities, however, they 
often report increased confidence in their solutions or might return to reinterpreting 
the problem to clarify ambiguities or locate an error that should be fixed in their 
program.
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3.3  Cognitive Architecture

A fundamental hypothesis underlying self-regulated learning research is that to be 
successful in any programming tasks, students must employ a variety of cognitive 
and metacognitive activities such as planning, reflection, and strategy use (Azevedo, 
2009; Veenman, 2007; Zimmerman, 2008). These operations, and their products, 
have been further described by Loksa and Ko (2016) and are herein assumed to 
occur within a cognitive architecture referred to by the acronym COPES (Winne, 
2001). The COPES acronym states that learning results from the interaction of con-
ditions, operations, products, evaluations, and standards. Conditions refer to both 
the students’ prior knowledge about the topic, motivational and affective states, 
attitudes, and beliefs about programming, as well as external factors in the sur-
rounding environment that influence the learning task. External conditions include 
among others physical representations in the form of auditory or visual stimuli pre-
sented to students. Operations refer to cognitive processes to assimilate information 
in working memory, ranging from basic operations to higher-order patterns of such 
activities, such as tactics and strategies to read and write programs. Products are the 
result of operations during learning, including student-produced program elements, 
including comments, pseudocode, and code. Evaluations refer to the process of 
comparing these different products to standards. Standards for products constitute a 
plan for either forwards or backwards development of the program, which are tied 
to the goal of the programming task for solving a given problem (Rist, 1989, 1991).

We claim that self-regulated learning theory provides a nuanced account of pro-
gram comprehension processes during learning through this cognitive architecture 
that includes metacognitive monitoring and control processes. A higher-order strat-
egy such as self-explanation, as described by Loksa and Ko (2016), can therefore be 
decomposed in terms of its constituent lower-order operations. Namely, students 
pay attention to on-screen text for a given program statement, and parts of the image 
will be represented in working memory along with mentally created sounds corre-
sponding to the image. Operations on the representation in working memory are 
required to connect the syntactic elements of the program with prior knowledge of 
semantics (i.e., operation on data and control flow) and the intended function (i.e., 
sub-goal of the statement in attaining a broader objective of solving a problem). The 
resulting observable product or novel representations in working memory differ 
based on the phase for task performance and may be evaluated against standards for 
task performance. For example, students who design a solution may write a goal 
label as an in-line comment, while those who evaluate a solution might lead to 
rewriting a statement to attain the goal. This implies that evaluations resulting from 
metacognitive monitoring led to control processes that change the relevant strate-
gies to better attain the standards for a given task. We elaborate further on the notion 
of modality of representation in the following section, where we discuss the impli-
cations for the design of effective instruction to facilitate program comprehension 
during learning.
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4  Framework for Instructional Design of Visualizations

Few studies have systematically examined how different modalities may be com-
bined to support information processing, avoid irrelevant information, or highlight 
relevant information (Sorva et al., 2013). We claim that a more nuanced understand-
ing of self-regulatory processes involved in using different representations can offer 
important insights for the design of instruction. From an instructional design per-
spective, the question is how best to represent instructional content in the form of 
visual representations (i.e., on-screen text, graphic, illustrations) that stands to facil-
itate processing of essential information and reduce processing attributed to nones-
sential aspects as well as in holding representations in working memory with limited 
capacity (Mayer & Moreno, 2003). In this chapter, we limit our review to three 
different tutoring systems to illustrate our claims regarding the use of visual repre-
sentations in facilitating assimilation of information and self-regulation during pro-
gram comprehension, as summarized in Table 4.2.

Table 4.2 Instructional design principles for visual information processing

Principle Description Phase Category
Sub- 
category Tutor

Signaling Representing information 
in a visual representation 
with embedded cues that 
direct students how to 
process information in a 
manner that is consistent 
with program behavior to 
ease comprehension

Implement Software Algorithm Explaining and 
monitoring 
program 
comprehension 
with Problets 
(Kumar, 2016)

Mapping Transforming information 
from a verbal 
representation in working 
memory to an external 
visual representation or 
on-screen text to reduce 
the need to hold the 
information over an 
extended period

Evaluate Software Data Tracing code 
execution with 
PLTutor 
(Nelson et al., 
2017)

Translating Transforming information 
from a visual 
representation in working 
memory to an external 
visual representation or 
on-screen text organized 
in a different form to 
reduce nonessential 
processing

Design Environment Interface Task 
understanding 
and planning 
with ProPL 
(Lane & 
VanLehn, 
2003)
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Students’ comprehension of a program requires the retrieval of prior knowl-
edge while learning from a representation of a given program and building a 
mental representation. Reading a program involves conscious efforts to link 
elements of the program that are new or unfamiliar, which may be difficult when 
the relevant knowledge is missing or difficult to recall. The operations that 
mediate assimilation of information can be facilitated by making explicit the 
information that should be extracted by students, including relevant aspects of 
the operations, control and data flow, program state, and function of relevant 
statements. This presentation of the material lessens the need for students to 
engage in operations to interpret its function and infer the resulting execution of 
the program based on properties of the text, which may be just beyond their cur-
rent capability. Visual cues in the form of indenting, positioning, and syntax 
highlighting as well as comments that highlight function can be provided to 
students to help them select properties of the text and infer their relationships, a 
technique called signaling. The signaling effect supports the dual process of 
abstraction and inferences by providing cues for students on how to process the 
information in the manner that the visual representation is presented. 
Furthermore, the positioning of on-screen text coincides with the visual cues to 
ease comprehension of program behavior by integrating both visual and verbal 
information in a coherent manner.

Students also hold a substantial amount of visual and verbal information in 
working memory during program comprehension. Reading a program entails 
tracing state changes through the execution sequence of a program, requiring 
rapid eye movements to quickly scan on-screen text and constructing coherent 
verbal representations from the incoming text. The operations that underlie rein-
stating verbal information in working memory over a period can be reduced by 
off-loading this process to an external representation. This off-loading effect 
moves essential processing from the auditory channel to the visual channel as 
students (1) map certain aspects of their mental representation to an external 
representation or (2) translate an external representation from one form to 
another (Schulte, 2008). For instance, students may rely on a tabular representa-
tion, writing the value of variables as each line of code is executed, rather than 
verbalizing them to maintain the verbal information in working memory. This 
mapping of information from the verbal representation in working memory to 
an external visual representation or on-screen text reduces the need to hold the 
information over an extended period, allowing students to allocate attentional 
resources more efficiently and preventing decay of memory over time. Students 
may also reason about how to solve a particular problem by decomposing it into 
smaller parts, each examined in more detail, which involves alternating between 
written comments, pseudocode, and code. This translating of visual representa-
tions to different forms or levels of abstraction reduces the amount of nones-
sential processing of information, ensuring that the material is better organized 
and can be readily assimilated to ease comprehension.
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4.1  Case Examples from Intelligent Programming Tutors

Before proceeding to examine how different types of visual representations are 
implemented in the context of intelligent tutoring systems, it is important to clarify 
how the term is used in the discipline of computing education. Intelligent tutoring 
systems refer to any system that captures and analyzes student interactions to tailor 
instruction to the specific needs of different students (Shute & Zapata-Rivera, 2012). 
VanLehn (2006) draws a distinction between two functionalities to personalize 
instruction: an outer loop for the system to track student progress on task perfor-
mance and an inner loop to deliver hints and feedback about steps taken by the 
student to solve a task. A step refers to any interaction that the student takes to 
achieve a goal or sub-goal during task performance. Meta-analyses of human and 
computer tutoring provide evidence that although the support offered by human 
tutors is more flexible and subtle, it is nonetheless comparable in many instances 
(VanLehn, 2011). This research has reported effect sizes that are nearly as effective 
as human tutoring and to significant, positive effect sizes in a variety of grade levels, 
subject domains, and instructional conditions (Kulik & Fletcher, 2016; Ma 
et al., 2014).

A few systems have been designed in computer science education to adapt 
instruction. In the domain of computing education, intelligent programming tutors 
diagnose the type of error made by students more often than the most common ones 
as in other domains, including errors regarding syntax, dependency, redundancy, 
typing, semantics, and so on (van der Bent et  al., 2019). Much of the literature 
emphasizes techniques to generate automated feedback (Keuning et al., 2018) or 
hints (McBroom et al., 2019) on (partial) solutions generated by the student through 
the analysis of textual programming language, including pseudocode. Additional 
instructional features include assessments distinct from programming problems, 
pre-made plans of programs, program visualizations as teaching resources, lesson, 
and reference materials, as well as worked solutions as instructional resources 
(Crow et al., 2018). Meta-analyses focusing exclusively on intelligent programming 
tutors report comparable effects to those found in other disciplines, where these 
systems are shown to be more effective than a control condition regardless of 
whether they were the primary means of instruction or were an integrated compo-
nent of learning activities that included other means of instruction (Nesbit 
et al., 2014).

4.1.1  Signaling in Problets

Problets refer to a class of overlay model tutors that rely on static program visualiza-
tions designed to represent statement elements in a structured manner, enabling 
students to interact with their properties and receive adaptive feedback (Kumar, 
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2015b, 2016, 2019). Problets deliver feedback through dialogue boxes where stu-
dents are prompted to complete faded steps in the worked examples. Self-explanation 
prompts may focus on syntactic elements such as recognizing different types of 
elements, fixing bugs, or target semantic properties by tracing code execution and 
predicting the returned value (Kumar, 2015a). At each step, corrective feedback is 
provided on the practice opportunity along with instructional explanation of the cor-
rect answer. The program visualization illustrates the order of operations as well as 
the intermediate result at each step in order of evaluation of operators. The on- 
screen text for instructional content focused on information that was not explicitly 
alluded to in the visualization, for instance, alluding to concepts such as coercion 
that complement the order of evaluation of operators depicted in the illustration.

The term signaling is meant to refer in this context to the way the visualization 
provides cues for how to process the information, particularly in avoiding process-
ing of nonessential information. This is particularly helpful in drawing student 
attention to a specific statement and breaking down the relevant elements into con-
stituent parts that can be more readily understood. The signaled parts are now orga-
nized in a manner that is more amenable to be assimilated by students, organizing 
on-screen text in terms of the use of color, positioning, and shapes to guide them in 
how to mentally simulate the order of evaluation. It is typical of such approaches to 
place on-screen text near corresponding parts of the graphic to facilitate deduction 
of the order of operations (i.e., scanning from top to bottom of the graphic) by better 
organizing the material. One goal of the tutor is to make explicit standards for evalu-
ating one’s own understanding of program states and knowledge of features of the 
language, comparing the products of these operations to expected values to high-
light discrepancies and correct misconceptions. According to the proposed model of 
self-regulation, students are expected to progressively internalize these standards, 
leading to increased efforts to trace program execution and reliance on debugging 
strategies to assess their own understanding of the program. Otherwise, students 
may fail to metacognitively monitor certain aspects of their understanding that leads 
to difficulties in later stages of learning and problem-solving.

4.1.2  Mapping in PLTutor

PLTutor is an intelligent programming tutor that attempts to simulate and make 
explicit program execution over time (Nelson, 2019; Nelson et al., 2017; Xie et al., 
2018). PLTutor enables students to step forwards and back through program states 
to situate instruction that facilitates program tracing as well as understanding of 
syntax and program behavior. Each instruction of the program is executed one at a 
time, and the corresponding syntax element is highlighted, and instructional content 
delivered to the student along with a representation of the machine state. The later 
notion refers to mappings between features of the JavaScript language as well as the 
machine instructions that govern program execution, such as how instructions pop 
values from the stack, perform an operation with those values, and push the result 
onto the stack. These instructions are represented in the form of natural language 
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explanations of the rationale for instructions, while namespace values come from 
the stack and are made explicit in a list menu. In doing so, students have opportuni-
ties to practice how to trace program execution at different steps of program execu-
tion, including (1) conceptual instructional content, (2) demonstration of execution 
step and machine instruction, and (3) prompt to fill in values for machine states. 
Students fill in these question prompts by hovering over any answer to show a text-
box, type in the value, and receive feedback that addresses common 
misconceptions.

The primary of scaffolding program tracing through visual representations is 
what we call mapping representations. Tracing program execution is a skill that 
refers to students’ efforts to examine code and infer state changes and outputs 
through the compilation and execution of a program (Lopez et al., 2008; Venables 
et al., 2009; Xie et al., 2019). Although on-screen code may be processed in the 
visual channel because of the manner of its representation, students mentally con-
struct the corresponding program state while maintaining and reinstating verbal 
information in working memory that is reliant on the auditory channel. Because of 
the limited capacity of working memory, students may only hold a limited amount 
of information in auditory working memory, such as groupings of program state-
ments of values assigned to a subset of variables. Students make decisions about 
which statements to pay attention to and the degree to which they should infer the 
relevant program states during execution by linking these statements to their own 
prior knowledge. For this reason, metacognitive processes inherent in monitoring 
and controlling auditory processing that involves encoding of distractor visual rep-
resentations in working memory are critical to successful learning, and much atten-
tional resources is allocated to remove distractors. Both PLTutor and tracing tables 
typically rely on prompting students to map information from their own verbal 
model in working memory to a visual medium, as on-screen text, to off-load the 
demands on working memory. In a similar manner to overlay model tutors reviewed 
above, the tutor provides external standards for students to judge their own under-
standing of program states by mentally simulating execution during runtime.

4.1.3  Translating in ProPL

ProPL is a dialogue-based tutor that engages students in natural language dialogue 
to plan a solution prior to implementing the solution by writing a program (Lane & 
VanLehn, 2004). ProPL relies on a four-step pattern to engage students in dialogue, 
asking them to (1) identify a programming goal, (2) describe a technique for attain-
ing this goal, (3) suggest pseudocode steps that attain the goal, and (4) order the 
steps appropriately within the pseudocode. This pattern is repeated until each goal 
of the program has been attained, and the pseudocode is complete. Whereas the first 
two steps involve efforts by the students to decompose problems by identifying 
goals and corresponding algorithm statements, the later steps involve construction 
of the solution by implementing and integrating the correct plans as well as address-
ing errors or structural issues (Guzdial et al., 1998). Dialogue management in ProPL 
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relies on anticipated responses recognized through certain phrases or semantic ele-
ments, questions to elicit student responses, as well as statements to address wrong 
answers or bottom-out utterances giving away the answer. Because ProPL monitors 
and evaluates the dialogue, students have the benefit of pseudocode that has been 
implicitly approved as well as edited by the tutor before tackling the implementa-
tion of the solution at a later stage of problem-solving. An effective plan is con-
structed by first asking students to simulate input and output operations to assess 
their understanding of the task. Then, repeated questioning is used to elicit and 
pump students to progressively refine programming goals that, once identified, are 
posted in the design notes pane. This is followed by explanatory questions that, once 
answered correctly, lead to the addition of comments beneath the relevant goals that 
specify the relevant techniques. Finally, students are asked to describe further the 
needed plan to update the pseudocode pane, where they may reorder and indent 
each pseudocode statement.

In translating visual representations form one form to another, students are sup-
ported in terms of assimilating information by reducing processing of extraneous 
material. Dialogue is quite effective in coaching students to translate on-screen text 
from one visual representation to another. For example, students alternate between 
conversing with the tutor, reviewing design notes (e.g., get initial value, read posi-
tive integer into a variable), and examining pseudocode statements (e.g., ask for 
initial value, read some variable) with ProPL. As Loksa and Ko (2016) mentioned 
in their study, novice programmers seldom engage in effective planning by relying 
on such strategies. However, much of the processing of on-screen text necessary to 
progressively refine a plan from the dialogue is no longer necessary given that the 
relevant products are represented in the form of design notes. At a later stage of the 
dialogue, the same visual representation of on-screen text is translated in the form 
of pseudocode statements, thereby lessening the need for further processing of 
design notes. At each step of translation, information that is interesting, albeit extra-
neous given the purpose of implementation at the later stage, is progressively elimi-
nated to direct student attention to the most relevant information. The use of editing 
of on-screen text, indenting to support scanning pasts of graphic, and ordering of 
each statement by the tutor can also further structure the planning and reasoning 
processes inherent to the problem-solving task.

4.2  Role of Visualizations in Learning Analytic Dashboards

Whereas visualizations in intelligent programming tutors support students to gain 
skills through opportunities for practice and feedback, those implemented in learn-
ing dashboards serve to inform instructional decision-making by distilling action-
able insights from student interaction data (Yigitbasioglu & Velcu, 2012). In other 
words, a contrast may be found in their respective roles, whether the system is 
designed to adapt rather than augment instruction, and systems often provide 
instructional features that serve these dual purposes. Learning analytics dashboards 
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are designed to improve decision-making abilities by making explicit learning 
traces in context, listing potential instructional decisions, and what are the likely 
implications of those decisions (Klerkx et  al., 2017). Feedback in these systems 
typically rely on performance indicators in the form of graphs, charts, or other dia-
grams that are either teacher or student-oriented (Bodily & Verbert, 2017; Dyckhoff 
et al., 2012; Hu et al., 2014; Mottus et al., 2015; Park & Jo, 2015). Existing research 
on the effectiveness of dashboards not only appraises their effectiveness in terms of 
learning gains (Kim et  al., 2016) but also considers other factors such as visual 
appeal, usability, ease of understanding, perceived usefulness, and behavioral 
changes resulting from their adoption in instruction (Park & Jo, 2015; Verbert 
et al., 2013).

To mention only a few examples, Diana et al. (2017) describes their dashboard 
that facilitates introductory programming instructors to understand students’ differ-
ent patterns of help-seeking behaviors. The visualization facilitates external evalua-
tion of student products by enabling them to review performance indicators and 
time on task and gain insights into the program states as well as difficulties faced 
during the task. Team Dashboard (Tarmazdi et al., 2015) visualizes the team mood, 
role distribution, and emotional climate so that teachers could diagnose group 
dynamics and generate feedback based on their diagnosis. Instructors have the ben-
efit of visualizations that depict interactions between group members, which serve 
as a basis for recognizing different roles within a team. LAPLE provides a dash-
board that exhibits learning difficulties students encounter while learning the C lan-
guage (Fu et al., 2017). A heat map chart was used to indicate students’ activities in 
learning, and a line-point chart manifests students’ achievement. Hellings and 
Haelermans (2020) focused on learning progress by visually indicating students’ 
behaviors and performance over time. In a similar manner, these authors designed 
pie charts to show students’ grades and the average grade of a cohort.

5  Conclusion

In summary, students face significant challenges to gain understanding of program-
ming while learning difficult programming topics. Visual representations may be 
useful to support students by making explicit aspects of program execution in the 
runtime environment or features of the programming language and development 
environment. In the process of assimilating information from visual representations, 
students regulate certain aspects of their own learning while building a mental rep-
resentation of the program. This chapter has outlined an integrated model that dis-
tinguishes between modalities of representation of information as well as accounts 
for visual information processing within a cognitive architecture. The assumption is 
that this more nuanced account of domain-specific strategies that novice program-
mers rely on stands to inform the design of visual representations that lead to mean-
ingful learning. These design principles include (1) signaling visual information 
with embedded cues; (2) mapping information from verbal representation to an 

4 Data Visualizations to Foster Self-regulated Learning with Intelligent Programming…



86

external visual representation; and (3) translating information from one form of 
visual representation to another. Each design principle is exemplified in the context 
of visualizations embedded in intelligent programming tutors, namely, explaining 
and monitoring program comprehension with Problets (Kumar, 2016), tracing code 
execution with PLTutor (Nelson et  al., 2017), as well as task understanding and 
planning with ProPL (Lane & VanLehn, 2003). These tutors are shown to support 
cognitive and metacognitive processes while automating the delivery of feedback 
through the system and serve a distinct function from learning analytic dashboards 
that support feedback delivered by instructors. Visual representations that are 
designed in accordance with these design principles are more likely to support pro-
gram comprehension during self-regulated learning at each phase of task 
performance.
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Chapter 5
Effectiveness of Dashboard 
and Intervention Design

Jeevan Pokhrel and Aruna Awasthi

1  Introduction

With the massive increase in user-generated content in educational institutions over 
the years, the need to incorporate relevant analytical techniques to process the 
wealth of data becomes more critical. The visualisation dashboards are a tool that 
provides meaningful and actionable insights at a glance, whereas the traditional 
reports based on statistics are not as easily interpreted by educators. The user- 
friendly visualisation techniques can be used to represent the data information in a 
clear and understandable format (Romero & Ventura, 2007). Hence, learning ana-
lytics (LA) uses data science methods to analyse data and report the analysis results 
with different visual and textual representations (Gašević et  al., 2017) with LA 
dashboards.

A LA dashboard enables academics, students, and other stakeholders to com-
municate learning and teaching data. It allows academics to access students’ learn-
ing behaviour and pattern in near real time and at scale. LA dashboards can help 
students to improve self-knowledge by monitoring learning status, history, and 
trends in their performance and reflect on their ability to achieve their learning goals 
(Verbert et al., 2013). Furthermore, LA dashboards aim to promote innovative learn-
ing environments by providing real-time personalised and automatically generated 
learning and teaching data (Papamitsiou & Economides, 2016). Due to technologi-
cal advancements, dashboards can be automatically developed; however, it is chal-
lenging to develop one that fulfils most of the student requirements and influences 
their self-regulatory behaviour and learning outcomes.
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Dashboard development is an iterative and continuous design process where rec-
ommendations and feedback from end-users are continuously evaluated, imple-
mented, and tested to improve its effectiveness and usability. The LA dashboard 
design process must address areas such as the technical requirements needed to 
collect and visualise the information in real time, selecting the relevant and essential 
information and visualising it aesthetically. To support the continuous dashboard 
design usually requires conducting formative evaluations in an iterative way (Dick 
et  al., 2005; Gustafson & Branch, 2002) and integrating the functionality as 
requested by academics and students in future updates.

An effective LA dashboard provides students with relevant insight, prompts user 
self-reflection, and potentially informs interventions that are aimed at optimising 
learning through visual reports (Grelle et al., 2012). These interventions can act as 
a catalyst to positively impact student outcomes. Well-designed interventions help 
students understand the data behind it and why they are receiving an intervention 
and provide adequate support and environment to help them achieve their learning 
outcomes (Wise, 2014). Moreover, interventions must be personalised, understand-
able, and transparent to the student’s situation (Durall et al., 2014).

The rest of this chapter is structured as follows. Section 2 presents the current 
state of LA dashboards and their applications in the education sector. Section 3 
illustrates how to build an effective dashboard design process. Further, sect. 4 
describes various types of interventions and the intervention design principles. 
Section 5 presents two different use cases of visualisation/dashboard to demonstrate 
the effectiveness of dashboards and intervention design in the current LA commu-
nity. These dashboards are operational within the Royal Melbourne Institute of 
Technology (RMIT) University and helping the learning and teaching community to 
understand student behaviour and learning outcomes. The summary of the chapter 
and future recommendations are discussed in sect. 6.

2  Related Work

The learning analytics area focuses on tracking student’s learning activities and the 
context in which these activities occur through educational data mining and visual-
ising them as LA dashboards. A considerable amount of literature has been pub-
lished on developing dashboards to address the educational institutions’ major 
concerns, such as improving the student learning experience, increasing retention 
rates, identifying at-risk students, and providing the students with supportive inter-
ventions. In addition, LA dashboards have also been studied to help students pick 
appropriate learning pathways in line with their academic goals and provide the 
relevant analytical reports to help them make strategic and informed decisions.

LA dashboards have been used in various educational institutions to optimise 
and enhance learning and teaching. Arnold (Arnold & Pistilli, 2012) presented 
Course Signals dashboard to identify students at risk of course failure. The research 
found that students who had access to the dashboard improved their grades and 
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demonstrated better retention behaviour. SAM dashboard (Govaerts et  al., 2012) 
provides visualisations of progress in the course for teachers and students. GLASS 
(Leony et al., 2012) and LOCO-Analyst (Ali et al., 2012) are similar dashboards 
that provide feedback to teachers on student activities and performance. SNAPP 
dashboard (Dawson et al., 2010) visualises the evolution of students’ social interac-
tions and online collaboration. Table 5.1 summarises some of the LA dashboard 
tools and their applications.

Most existing studies on dashboard designs assist teachers in exploring insights 
of student activities by analysing typical patterns in student’s learning and perfor-
mance; however, not as much attention had been given to study the effects of such 
tools on students (Jovanović et al., 2017).

There is now growing interest in student-focused LA dashboards as they provide 
students with personalised feedback (Bodily & Verbert, 2017). Some literature pres-
ents LA dashboards from different perspectives to support students’ self- motivation, 
self-reflection, and social awareness. Sedrakyan (Sedrakyan et al., 2016) reported 
the gap between LA dashboard design for learners and educational concepts. 
According to Jivet (Jivet et al., 2017), the dashboard goals related to the develop-
ment of learning dashboards foster awareness and reflection. They suggested that 
LA dashboards should aim to affect cognitive, behavioural, and emotional compe-
tencies alongside metacognitive competencies to support self-regulated learning. 
Sedrakyan (Sedrakyan et al., 2019) conceptualised a model by linking dashboard 

Table 5.1 LA dashboard and applications

LA dashboard Resource Application

CourseViz Mazza et al. 
(2007)

Monitor students’ activities in distant courses using 
web log data (teacher-focused)

SNAPP Dawson et al. 
(2010)

Network visualisation of learners’ relationships within 
discussion forums (teacher-focused)

Course signals Arnold and 
Pistilli (2012)

Improve retention and performance by effective 
interventions (student-focused)

Student activity 
meter (SAM)

Govaerts et al. 
(2012)

Self-monitor the students and awareness for teachers, 
providing an overview of activities and resource use in 
a virtual classroom over time (student-teacher focused)

Gradient’s learning 
analytics system 
(GLASS)

Leony et al. 
(2012)

Visualise and compare learning performance by 
tracking the number and types of events (student- 
teacher focused)

LOCO-analyst Ali et al. (2012) Provide feedback on students’ activities and 
performance (teacher-focused)

D2L BrightSpace 
insights

Jayaprakash 
et al. (2014)

Monitor students’ activities in the LMS, real-time 
interventions (teacher-focused)

EduOpen Dipace et al. 
(2019)

Monitor students’ performances and trends over the 
medium to long term; provide instant feedback 
(student-teacher focused)

Stefla dashboard with 
DojoIBL platform

Jaakonmäki 
et al. (2020)

Aggregate data in a flexible way and can benefit 
teachers in student-driven learning (teacher-focused)
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design concepts with the learning process and feedback concepts to improve the 
accuracy and effectiveness of the LA dashboard.

3  Effective Dashboard Design

Despite the widespread use of dashboards in learning analytics, many dashboards 
have failed to draw the necessary level of attention to its effectiveness and instead 
simply provide a display of readily available data to impress potential users (Janes 
et  al., 2013; Jin & Yu, 2015; Matcha et  al., 2019). In addition, careful attention 
should be given to address the adverse effects of LA dashboards on students’ moti-
vation (Krumm et al., 2014). It is challenging to find dashboard design guidelines 
grounded in foundational principles of learning analytics (Gašević et  al., 2017). 
According to Few’s dashboard design principles, an effective dashboard design 
should be based on understanding how we see and think (Few, 2006). A dashboard 
with effective design should visually display the essential information at a glance to 
achieve one or more objectives (Few, 2013). The essential characteristics of the 
dashboard are identified as follows: (a) dashboards are visual displays; (b) dash-
boards display the information needed to achieve specific goals; (c) a dashboard fits 
on a single computer screen; and (d) dashboards are used to monitor information 
instantly.

Effective dashboard design is related to several theoretical foundations such as 
situational awareness, human cognition and perception, and visualisation tech-
niques (Yoo et al., 2015).

3.1  Situational Awareness

The information in an effective dashboard should support one’s situated awareness 
and be deployed in a way that makes sense. Situational awareness is the general 
understanding of what a dashboard is and how it is used within different contexts, 
levels, and purposes, to simplify information and reach its target audience. The gap 
between user’s knowledge and experience can be huge, and it is crucial to under-
stand the user’s problems and goals and anticipate their needs and expectations 
before moving ahead with the design part. A few general questions that can be asked 
when deciding about situational awareness include the following:

 a) Who are the potential customers of the dashboard?
 b) What specific information should be captured and displayed?
 c) Which of this information is most important for achieving the goals?
 d) What are valid comparisons that will allow us to see these items of information 

in a meaningful context?
 e) What are data science methods appropriate for analysis?
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This general understanding assists in formulating the general framework that will be 
applied to improve the efficiency of using a dashboard.

3.2  Human Cognition and Perception

Visual perception is another important concept that relates to the dashboard design. 
Few (2013) introduced three remarkable considerations:

• Human brains process visual information faster and more efficiently than text. 
Thus, to design a dashboard, visual elements such as graphs that fit on a single 
computer screen are better for rapid perception and memory retention.

• For efficient perception, appropriate pre-attentive attributes such as form, colour, 
spatial position, and motion should be properly utilised.

• According to Gestalt’s six principles (Todorović, 2007) of perception, design 
elements such as proximity, similarity, enclosure, closure, continuity, and the 
connection should be considered in designing a dashboard.

• Proximity describes how the mind perceives data as belonging to the same 
group when objects are positioned closely. If some space is included between 
them, the mind will perceive them as an independent.

• Similarity is the brain’s natural response to associate the elements that appear 
like one another, e.g. in shape, orientation, size, or colour.

• Enclosure is when a border surrounds a series of objects, and they are consid-
ered a group.

• Closure describes the tendency to try to give the object a complete form. 
When an object is incomplete and without any border, it is perceived as closed 
and incomplete.

• Continuity is how we perceive several objects aligned closely as a continu-
ous body.

• Connectedness is related to simplifying objects connected by any uniform 
visual property, e.g. by a line. We will perceive them as a group instead of 
other elements being not connected.

3.3  Visualisation Techniques and Guidelines

The choice of the proper visualisation techniques is required to display the informa-
tion that users want to know. When using a dashboard to visualise data, it is vital to 
have an effective design and demonstrate good design practices. The following 
dashboard design guidelines have been identified to communicate the data 
effectively:
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• Target Audience – To keep the audience in mind and customise the dashboard 
accordingly. If the dashboard is not in line with what the users want and need, the 
dashboard will not be used optimally (Borden, 2015Few, 2013). Designers 
should base the design on user feedback and not assume that they understand 
something the same way. Designing dashboards is an iterative process; first, 
design the dashboard, put it out, get user feedback, and then improve it 
(Salesforce, 2013).

• Screen Boundaries – To fit visualisation in a single screen with all the displayed 
data visible simultaneously, with no scrolling required. Filling the visualisation 
dashboard with items outside the screen boundaries is only useless and confus-
ing to users (Few, 2013; Lechner & Fruhling, 2014). It will not be easy to com-
pare the visual data if the user needs to scroll between them.

• Choose Metrics That Matter – To select the data that is essential for analysis and 
decision-making. The concerns are reported in the predictive model when identi-
fied predictors are not relevant for teaching practice (Gašević et al., 2016), so, it 
is crucial to work together with the users to find the essential data.

• Data Needs Context – To provide context to the data, target values and compari-
son data can be shown to the users. Without proper context, the users will not 
understand if the data they are looking at is good or bad and if any action needs 
to be taken. Some ways to give context to the data is by showing the user target 
values or historical data (Kwapien, 2016; Lechner & Fruhling, 2014).

• Data Layout – To present the most important information at the top, the user usu-
ally starts to analyse the information on the dashboard. If some data needs to be 
compared, it must be grouped. The dashboard should be designed with the human 
visual perceptions in mind (Few, 2013).

• Choosing the Display Media – To include proper graphical/textual/map repre-
sentations that best convey the data to the user. The graphs in a dashboard should 
appropriately represent the scales and units. For the presented data to be effec-
tive, it needs the relevant visualisation type, i.e. trends over time, line chart; 
comparison and ranking, bar chart; correlation, scatterplot; distribution, box 
plot; Likert scale, divergent bar chart; text; map; etc. (Few, 2013Kwapien, 2016).

• Display Media Design – To reduce clutter and have a good design for effectively 
conveying the data to the user by keeping the data-ink ratio in mind, which is 
meant to show the proportion of ink used for data compared to total ink used 
(Few, 2013). Levy (2017) suggested following the 5-second rule when designing 
the dashboard so that users should need no more than 5 seconds to find what they 
are looking for. Unnecessary 3D effects, gradient effects, shadows, and gridlines 
do not add value to the data (Few, 2013; Kwapien, 2016).

• Highlight the Valuable Information – To capture users’ attention, make it easy for 
the audience to understand the important information. LA dashboard should dis-
play only information that students themselves think is useful.

• Colour Palette – To stick with few colours with their gradients and think about 
accessibility (e.g. colour blindness) when choosing colours. The bright colours 
are preferred for highlights as they draw the user’s attention. The use of the 
organisation’s brand colour should also be taken into account.
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• Make the Dashboard Attractive – To keep the dashboard clean and neat looking. 
Choose the attractive dashboard designs which provide a snapshot of what is 
going on and prioritise information based on what the users need to see.

• Add Interactivity – To add interaction and encourage exploration by using drill- 
downs, filters, and styles, i.e. font type, colour choice, content layout, etc. 
(Few, 2013).

• Time and Updates – To display time so that the user knows when the data is 
updated. The frequency of the dashboard updates should be known to the user 
(Few, 2013).

It can be seen that many of the guidelines build upon each other. Figure 5.1 sum-
marises the effective dashboard principles that will present the data in a meaningful 
way to the user, without cluttering and distractions in a dashboard.

Fig. 5.1 Effective dashboard design principles (EXCELINXL, 2020)
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Recognising these dashboard principles, two in-house dashboards – early warn-
ing signs and constellation – are presented in Sect. 5.

4  Intervention Design

Learning analytics interventions have not yet been adequately explored. According 
to Wise (2014), a learning analytics intervention is defined as ‘the surrounding 
frame of activity through which analytic tools, data, and reports are taken up and 
used’. These days most universities are inclined towards using data-heavy LA dash-
boards. The success of these dashboards mostly depends on the positive impact 
created on students through interventions. Learning analytics interventions are 
mostly either teacher or student focused. The timely interventions can help teachers 
update their curriculum, support at-risk students, and review their pedagogical 
approaches, whereas student-focused interventions help the at-risk students reflect 
and self-regulate and access adequate support and environment to achieve their 
learning outcomes.

4.1  Types of Intervention

The concept of intervention has a long history; however, in the context of learning 
analytics, it is still a topic of research and investigation. It is hard to find relevant 
literature that focuses on intervention types that are particularly designed for learn-
ing analytics. Therefore, we have considered the three types of intervention pro-
posed by Geller (2005), which are close to the educational context, namely, 
instructional, supportive, and motivational.

4.1.1  Instructional

Instructional interventions aim to get the students’ attention and instruct them in 
their journey to achieve their learning outcomes. It assumes that a person is moti-
vated and ready to accept the challenge/change. This type of intervention consists of 
activators such as education sessions, training exercises, and directive feedback, 
mainly focusing on helping the students internalise the instructions. As each stu-
dent’s circumstance is unique, instructional interventions are more effective when 
they are specific and given one-on-one basis.
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4.1.2  Supportive

The supportive intervention aims to help students to continue their positive behav-
iour and ensures continuity. It focuses on students’ positive outcomes and provides 
feedback and recognition to encourage them to continue the same path.

4.1.3  Motivational

The motivational intervention aims to change the behaviour of students by provid-
ing some external encouragement. When students know what to do but knowingly 
deviate from their path, then motivational intervention can help. In this situation, an 
incentive or reward program can encourage learners to continue certain behaviour 
by assuring them of a positive consequence if they perform better.

The success of an intervention depends on how carefully and efficiently we 
design it. The effective intervention has the potential to create a significant impact 
on both learning and teaching experiences. In the following section, different prin-
ciples of intervention design as proposed by Wise (2014).

4.2  Principles of Effective Intervention Design

Learning analytics intervention design principles must address questions such as 
why intervention is required, whom it should address, when is the right time, and 
how it should be executed. Considering the above questions, Wise (2014) has high-
lighted four principles of pedagogical learning analytics intervention design, 
namely, integration, agency, reference frame, and dialogue.

4.2.1  Integration

The intervention design should always be supported by data and analytics. 
Integrating analytics as a part of intervention helps students understand pedagogical 
intent and directs them towards their learning outcomes. The choice of metrics for 
intervention should be fit for purpose. Moreover, the instructor should identify 
beforehand what possible consequences of these metrics are expected. There are 
two additional elements, ‘grounding’ and ‘goal setting and reflection’, that form a 
part of the integration. Grounding helps students understand the logic of connec-
tions between analytics and intervention processes and make sense of analytics and 
how goals, action, and feedback are linked together. Meanwhile, goal setting and 
reflection provide the context and purpose of using the analytics into their learning 
processes, scale and set their goals, and self-reflect and self-regulate in the process.
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4.2.2  Agency

The ‘agency’ principle endorses interventions as a positive agent to empower stu-
dents to self-regulate and achieve their learning outcomes. Instructors should be 
mindful that the interventions do not cause distraction and stress on the students. In 
addition, the agency should promote goal setting and reflection to the students.

4.2.3  Reference Frame

The reference frame principle describes the comparison point to which students 
compare their current analytics. A good comparison point is essential, as the main 
motive of interventions is to guide students to self-regulate by reflecting on where 
they stand in terms of their goals or as compared to the same cohort of students. A 
reference point can be a productive activity set by an instructor. Student’s prior 
activity can also be used as a reference point for comparison, or aggregate informa-
tion of other students that belongs to the same cohort would be a good reference 
point for a student to evaluate their current position. Special care should be taken to 
ensure the student understands that the reference point is to improve their productiv-
ity rather than cause a detrimental competitive mentality.

4.2.4  Dialogue

Dialogue serves as a platform for negotiation for both instructors and students and 
discusses analytics. A dialogue backed by analytics focuses on students’ self- 
reflection of their previous activities, empowering them to set their own goals and 
reference points and support and engage them in the process. This process helps 
instructors assess the individual student’s circumstances, which they may not be 
aware of. It provides an opportunity to examine student’s goal setting and analytics 
and provides support as deemed necessary. Moreover, the dialogic space provides a 
friendly environment for students to ask for help and the instructor to provide feed-
back and strategies. As the student-to-instructor ratio rises, the dialogue process 
becomes progressively more difficult; hence, the alternative approach to one-on-one 
(student-teacher) interaction should be adopted.

In conclusion, all these four principles are not independent and can impact the 
other if not carefully designed. For example, integration encapsulates all other prin-
ciples, as analytics serves as the heart of intervention design. Simultaneously, the 
process of reflection links back to goals, utilises a reference frame for comparison, 
and is communicated with the instructor as part of a dialogue, etc. Hence, proper 
attention should be undertaken while designing an intervention to positively impact 
teaching and learning.
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5  Case Studies

As described in Sects. 3 and 4, in the context of the effective dashboard and inter-
vention design, data and analytics are the core, and they drive other principles; 
however, there are many challenges in modelling student data.

A significant effort must be applied when collating and consolidating the data 
sources. For example, student data within a university is managed by different units/
departments and, in most cases, does not share the same databases for storage. The 
presence of various technologies (Oracle, SQL Server, Postgres) can potentially 
segment data sources. Additionally, it is also expected that a substantial proportion 
of valuable data resides in flat files (CSV, Excel, text), and as a result, significant 
effort must be applied when collating and consolidating the data sources.

Sensitive student data such as socioeconomic status (SES), non-English- speaking 
background (NESB), disability status, marital status, etc. can be crucial to the 
model. However, these sensitive data are confidential and are not readily available 
as students are reluctant to disclose this information. Additional care must be taken 
to ensure the confidentiality of the data sources when dealing with sensitive data.

In the case of a commencing student, previous historical academic data will natu-
rally be absent, and therefore, only subsets of data/variables are available for analy-
sis. Considering both commencing and returning students as a single entity can 
potentially mislead the analysis and impact its diagnostic performance.

In many programs, students can choose to withdraw from their program earlier 
than the originally allotted duration giving the option to receive the diploma equiva-
lent of their respective program upon exiting. The reason for withdrawal captured in 
the database could cover many conditions, many of which are related to factors not 
captured in the institution’s databases and do not qualify as a predictable classifier, 
e.g. illness. This introduces the problem of classifying the student as either a gradu-
ate or drop out. It is also expected that students transfer between programs, schools, 
and universities. When students transfer, they carry additional information with 
respect to the continuing students in the same cohorts. Hence, the integration of 
these student’s attributes for analysis is complex.

Due to the diverse nature of courses and students in universities, quantifying 
variables is challenging. For example, course awards can be separated into two 
types – a competency module (i.e. pass or fail) and a relative scale (1 to 4) or per-
centile (1–100). Additionally, students can have varying enrolment statuses such as 
full time or part time and so on. Hence, quantifying and aggregating course and 
student variables to the program or university level can be very time-consuming in 
the initial development of creating usable datasets.

Considering all these data complexities, two use cases of a learning analytics 
dashboard are presented in the following section. ‘Early warning signs’ (EWS) is 
designed to act as catalyst or analytics for instructors and program managers for 
one-on-one intervention to support at-risk students, and ‘constellation’ helps pro-
gram coordinators and curriculum designers to access program insights quickly and 
compare expected and observed behaviour of curriculum design. Authors do not 
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claim that these use cases are the most ideal dashboard design practices; however, 
most of the recommendations proposed in the literature are incorporated in them. 
These use cases also reflect how the learning and teaching community is gradually 
progressing towards using the power of data, analytics, and visualisation to support 
students.

5.1  Early Warning Signs

Identifying students at risk of attrition as early as possible is desirable at several 
levels in a university, and doing so reduces the financial penalty for students and 
increases retention rates. Predicting student attrition is complex as it does depend 
not only on learning and teaching factors but also on social, behavioural, contextual, 
and economic factors. Student attrition prediction can be at a course level (i.e. 
course dropout), program/degree level, or university level. Predicting attrition at the 
course and program levels is more accurate and reliable as students share most of 
the teaching and learning resources. In contrast, due to the diverse nature of courses 
and programs across an institution, aggregating the data to the university level 
makes the prediction process challenging.

EWS is one of the effective dashboards at RMIT that identifies students at risk of 
attrition and triggers effective interventions to support these students and maximise 
the effectiveness of retention programs. It uses machine learning (ML) models to 
learn from historical student data and predict attrition on-demand at several points 
during the semester. Four different machine learning algorithms (logic regression 
classifier, random forest classifier, gradient boosting classifier, and AdaBoost clas-
sifier (Pedregosa et al., 2011)) are trained simultaneously, and their performance is 
measured using unseen (test) data. The best performing algorithm is then selected 
and used as a prediction algorithm for predicting future student attrition.

5.1.1  Prediction System

Figure 5.2 shows the attrition prediction system. The attrition prediction system 
building process consists of mainly three steps:

 – Collecting and aggregating data from different sources
 – Performing ETL (extract, transform, and load)
 – Applying machine learning (i.e. feature selection, hyper-parameter tuning, and 

model training and selection)

The prediction system collects and aggregates data from the Student Information 
System (SIS), Learning Management System (LMS), and other sources (that 
includes equity and diversity, demographics, well-being, admissions and scholar-
ships, etc.). The data come in different shapes and sizes, hence requires intensive 
data wrangling and pre-processing (ETL) to create a train and test dataset. Four 
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Fig. 5.2 Students’ attrition prediction system

different machine learning algorithms were trained for our purpose which are logis-
tic regression classifier, random forest classifier, gradient boosting classifier, and 
ada-boosting classifier that involved varying processes such as feature selection, 
hyper-parameter tuning, and model training and selection.

A brief description of these four machine learning algorithms (Cheng, 2019; 
Hilbe, 2015) used in EWS model is as follows:

 a. Logistic regression classifier (LR): It is a regression technique used when the 
dependent variable is binary. It provides the relationship between a dependent 
binary variable and one or more independent variables.

 b. Random forest classifier (RF): It is an ensemble learning method. It operates by 
creating multiple decision trees and merges them to produce more stable and 
accurate predictions.

 c. Gradient boosting classifier (GB): It is an ensemble learning method. It also cre-
ates multiple trees like RF; however, RF creates each tree independently, whereas 
GB builds trees one at a time, and each new tree corrects errors made by the 
previously trained tree.
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 d. Ada-boosting classifier (AB): It is an ensemble learning method. It is similar to 
GB; however, it puts more weight on misclassified samples and less weight on 
correctly classified samples when creating new learners.

The system is modular enough to add new algorithms as required. Commencing and 
returning student cohorts were trained separately. The system is automated in such 
a way that the different models can be trained concurrently, and predictions can be 
produced on demand at different snapshot of time using the selected model (the one 
with highest performance).

Despite challenges in student data as previously discussed, 63 unique features 
for returning and 49 different features for commencing cohorts were selected, and 
after performing feature selection, 35 features were used to train the ML models. 
The best performing model was selected and used to predict the probability of attri-
tion for each student, which was labelled into three groups: low, moderate, and high, 
as shown in the following Table 5.2.

If a student has a low score, there is no risk of attrition; if they have a high score, 
there is a high risk of attrition and a need for intervention and support, whereas a 
moderate score indicates they are not likely to attrite but requires monitoring and 
motivation.

F-measure is used for measuring model performance. F-measure is the weighted 
harmonic mean of precision and recall and is best suited for measuring model per-
formance with imbalance classes (Estabrooks et  al., 2001). Out of four different 
models, random forest classifier outperformed and was selected for further analysis, 
and the F-measure values of these four classifiers are listed in the Table 5.3.

Moreover, to assist the intervention process, the EWS dashboard was created that 
provides the necessary context, data, and analytics of students. The EWS dashboard 
dataset is updated daily to help instructors and program managers track their stu-
dent’s outcomes and act early as possible.

5.1.2  EWS Dashboard

EWS dashboard contains information at the program and student level. It is built 
using the Microsoft Power BI platform (Power BI Platform, 2021). Table 5.4 pro-
vides all the metrics used in the EWS dashboard along with their definitions.

 (i) Program Level

The program-level information provides information aggregated at the program 
level. It provides information such as a total number of students at high risk, 

Table 5.2 Attrition prediction probability classified into EWS score

Probability of attrition EWS score

0–0.5 Low
0.5–0.75 Moderate
0.75–1 High
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Table 5.3 Model accuracy using F-measure score

Classifiers Commencing Returning

Logistic regression 0.89 0.88
Random forest 0.93 0.94
Ada-boosting 0.90 0.90
Gradient-boosting 0.92 0.90

Table 5.4 Metrics used in the EWS dashboard along with their definitions

Metric Definition

Academic load Full time is 0.5 EFTSL or higher. N is an unknown enrolment type
Age Age of student at the time of the data extract
Birth country Country of birth as declared by the student
Disability Self-declared disability identification
Employment 
status

Employment status self-declared by the student during the enrolment period

Enrolment count Number of students with an active status enrolled in the program
EWS score Program breakdown by early warning signs score, i.e. probability of attrition 

for each student, which is labelled into three groups: low, medium, and high
Indigenous Students identifying as aboriginal or Torres Strait Islander
International/
domestic

Based on citizenship status, domestic and international students are 
classified

NESB Self-declared non-English-speaking background status
Returning/
commencing

Commencing students are first-term enrolments for the program

SNAP Students granted an offer via schools network access program
iExplorer Link to student details (contains students’ academic outcomes)
Canvas course lag The number of courses student is lagging with respect to the mode of all 

other students in a program
Enrolled courses Student number of course enrolments
Prev GPA Students GPA in the previous semester
EFTSL Effective full-time student load
Credit transfer Student total number of credit transfer
Email Link to the mail server to send email to individual student when necessary

enrolment count, indigenous student count, count of students that need support (dis-
ability), and count of students that enrolled through SNAP programs, along with 
distribution of students across EWS score, gender, age, birth country, course sub-
mission lag, academic load, returning and commencing status, and international/
domestic status at the program level. The following information helps program 
managers to get easy access to their program performance and demographics. The 
EWS dashboard program level data is shown in Fig. 5.3.

 (ii) Student Level

The student-level information provides information of each student in a pro-
gram. It provides information such as student identifier, first name, last name, EWS 
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Fig. 5.3 EWS dashboard with program-level information

Fig. 5.4 EWS dashboard with student-level information

score, iExplorer link, domestic/international status, commencing/returning status, 
course lag, enrolled courses, previous semester GPA, EFTSL, and credit transfer. At 
this level, instructions can filter students at risk and track their academic perfor-
mances to plan interventions one on one. The EWS dashboard student-level data is 
illustrated in Fig. 5.4.
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The EWS dashboard information provides enough context and analytics about 
students that help program managers plan and act as required.

5.1.3  Interventions

As the EWS was built by the central learning analytics team, the primary challenge 
was to bring all program managers together and ensure that they buy-in. The pro-
gram managers were assured that EWS was not yet another KPI-driven project 
accompanied by additional workload and scrutiny; moreover, it was designed solely 
to provide them with the most added value in assisting their existing activities to 
support students.

EWS dashboard is updated daily, and ‘row-level security’ (Power BI, 2021) was 
implemented so that a program manager can only view their corresponding cohort 
of students. In each update, student data changes so do the EWS model and the 
output. The early EWS prediction output, before the semester starts, allows program 
managers to act as early as possible to address potentially risk students, whether due 
to poor prior academic performance, return from LOA (leave of absence), or flagged 
enrolment activity. Later EWS output, after the class starts, includes student engage-
ment metrics that help program managers target students who begin to struggle in 
the semester despite good historical academic outcomes. The feedback from pro-
gram managers indicated that EWS scores alongside the student-level contextual 
information provided were very helpful and the dataset empowered them to quickly 
filter and identify at-risk students allowing them to target a smaller cohort. Some of 
the interventions include:

• One-on-one interaction between a program manager and a student
• Assisted a peer mentoring program where an academically sound senior or a 

friend will help the student at risk
• Initiated various hardship scholarship programs
• Initiated different support mechanisms to help different equity groups

Some of the limitations and recommendation for EWS include the following:

 (a) Attrition is generally considered bad since both university and student lose time 
and money; however, not all attrition is bad. Suppose a student has health issues, 
difficulties balancing study and family, or is no longer interested in the degree, 
in that case, the best choice may be to leave; hence it is not always possible to 
differentiate between good or bad attrition.

 (b) Predictive models are trained on normal human/student behaviour; however, 
when that normal behaviour is changed (e.g. due to COVID-19), some machine 
learning algorithms are no longer working as they should and requires retraining.

 (c) Current attrition model lacks student assignment and attendance data, which 
will be incorporated in the future iterations.
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5.2  Constellation

The program design is a challenging and iterative process. In an effective program 
design, the curriculum should be designed with the selection of core and elective 
courses so that it is aligned with student’s acquirement of information and maturity 
developing with the required skillsets. It is also essential to quickly access the pro-
gram insights and compare expected and observed behaviour of curriculum design. 
To address the challenge, a network graph-based visualisation tool is designed for 
visualising the live student traffic across courses associated with a program. It helps 
to understand course co-enrolment and the association between courses in a semes-
ter and among semesters and measures different student metrics to compare pro-
gram design effectively. Hence, the constellation is designed keeping teacher-focused 
(program manager) intervention in mind, where teachers can analyse their program 
insights and improve its design and performance.

5.2.1  Fruchterman-Reingold (FR) Algorithm

The Fruchterman-Reingold (FR) algorithm (Fruchterman & Reingold, 1991) is 
based on a forced-directed algorithm. FR algorithm is inspired by the mechanical 
model proposed by Eades (Eades, 1984). A steel ring represents each node in the 
graph, and the edge (connection) between them is represented by a spring. Initially, 
the nodes are placed in a specific layout and let go, whereby the spring force between 
the nodes tends to bring them together, and the repulsive electric force separates 
them farther apart. The sum of these forces determines the direction of node move-
ment. In each iteration, the system’s energy is re-calculated by moving the nodes 
and changing the force between them unless the system reaches an equilibrium 
state. In the equilibrium state, the system’s energy is minimum, and the nodes are in 
a stationary state.

The distance between the nodes is inversely proportional to the repulsive force; 
the repulsive force will gradually increase with the decrease in distance between the 
nodes that avoid the nodes’ overlapping. On the other hand, the attractive force is 
proportional to the weight of the edge and square of the distance between nodes so 
that two nodes connected by the same edge will not be too far away from each other 
due to repulsion. In addition, the nodes connected with larger weights have a smaller 
distance between them than the nodes with smaller weights.

5.2.2  Constellation Visualisation

‘Constellation’ is a network graph-based visualisation tool that helps program coor-
dinators and curriculum designers access program insights quickly and compare 
expected and observed behaviour of curriculum design. It captures the student co- 
enrolment in a program, as shown in Fig.  5.5. A Fruchterman-Reingold (FR) 
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Fig. 5.5 Sample constellation of a program

Table 5.5 Course performance parameters

Performance parameters (course 
node) Definition

Population (pop) The total coursework population
Average grade (Av. gr.) The average grade of all the coursework students
Overall satisfaction index (OSI) The average OSI score of all the coursework students
Graduate teaching score (GTS) The average GTS score of all the coursework students
Fail rate (FR) The proportion of coursework students who failed
Average semester (av. sem.) The average semester of all the coursework students
Programs in course The distinct number of programs from where the coursework 

students belong

algorithm (Fruchterman & Reingold, 1991) is selected as a graph drawing algo-
rithm. The student’s course co-enrolment is represented using an undirected graph 
where the nodes are courses, and the edges between them represent the co-enrol-
ment. Each node contains a course identifier and its performance parameters. A 
node is identified by the course name, course code, and school and college name, 
and the different performance parameters considered are population, average grade, 
mean overall satisfaction index (OSI), mean graduate teaching score (GTS), fail 
rate, and average semester. The size of the node represents the course population, 
and its colour represents the failure rate. The higher the student population, the big-
ger the node size. Similarly, the thickness of an edge represents a co-enrolment 
population. The higher the co-enrolment population, the thicker the edge.

The course performance parameters are categorised into two levels: program 
level and semester level, and this allows us to compare the course performance 
within a program and a semester as presented in Table 5.5. The program name is 
encrypted in the figure and represented by XXXXX, and the semester level informa-
tion is represented by Sem X XXXXX. In addition to course performance parame-
ters, the overall program performance parameter is also presented in Table 5.6.

Figure 5.5 presents the sample constellation of a structured program (structured 
program has a fixed set of core courses each year); hence there is a distinct pathway 
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Table 5.6 Program performance parameters

Performance parameters (overall 
program) Definition

Student count The total students in the population
Fail rate (FR) The proportion of program students who failed in at least 

one coursework
Graduation rate The proportion of final year students who graduated
Attrition rate The proportion of students that left/drop from the program
Satisfaction score The average OSI score of all the courses

of course selection each year, which is visible in the constellation as a distinct clus-
ter of courses. Students’ enrolment and co-enrolments between core courses are 
larger; hence the graph algorithm binds them together into distinct clusters (i.e. 
commencing, graduating with middle year student’s cohort). In contrast, the enrol-
ment and co-enrolment in elective courses are comparatively smaller; hence these 
courses are smaller in size and are scattered around the graph. In an unstructured 
program where there are no distinct core and elective courses, these clusters are not 
visible.

Each year the structure of a program might change due to students’ enrolment, 
the number of courses offered, changes in core and elective courses, and many 
more. From a program manager’s perspective, it is essential to understand the pro-
gram’s co-enrolments and performance in a given year and over different years. 
Hence, constellation offers them the possibility to view the snapshot of their overall 
program’s performance at any given snapshot of a time.

5.2.3  Intervention

The response obtained from program managers is positive and has proved useful in 
identifying bottleneck courses, core and elective courses, and the overall perfor-
mance of courses and a program. Some of the interventions through constellation 
include:

• Trigger to initiate discussions and reflection among program managers to review 
their program and its design.

• Yearly program review where constellation provides valuable insight.
• Identify the courses that are lacking behind and initiate action to support them.
• Course performance parameters such as GTS and OSI provided teachers the 

reflection of their overall teaching practices and take necessary action to improve 
their course material and teaching style.

Despite mostly positive comments from program managers, some of the recom-
mendations/limitations highlighted include:

 (a) Visualisations were presented in an html file using Plotly graphs (Plotly 
Technologies Inc., 2015); hence it lacked interactivity as other software tools 
provides (Power BI, Tableau).
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 (b) Constellations were generated at a given snapshot of time (i.e. temporal view); 
program managers were keen to see if longitudinal views of program journey 
(one semester to another) can be produced in a single constellation graph.

 (c) Add soft and hard skill tags (certifications, internships, trainings) to understand 
where in the learning journey students are being up skilled.

6  Conclusion

The chapter recommends some of the best practices of dashboard and intervention 
design principles. It advocates how these dashboards can be crucial to trigger stan-
dard interventions. The dashboard should be designed considering the end users’ 
perspective and should be clear, simple, and fit for purpose. Special care should be 
taken to ensure dashboards and visualisations do not inundate educators and stu-
dents with data and introduce additional workloads. Dashboards and interventions 
should be the saviour for students and educators rather than a platform to critic their 
performance. It also recommends that dashboards should be driven by data and facts 
and highlights the challenges in collecting and modelling student data at a large scale.

The chapter also presents two use cases of LA dashboard/visualisation that are 
implemented at a large scale in one of the renowned universities in Australia 
(RMIT). Both of these use cases show the practical aspect of dashboard and inter-
vention design and how they can support students and teachers.

Firstly, EWS focuses on supporting the students at risk and visualises EWS 
scores along with the program- and student-level information. EWS dashboard 
implementation highlights learning analytics processes by monitoring student activ-
ities, predicting students’ behaviour, and intervening when necessary by providing 
intelligent feedback and support to improve the student experience and learning 
outcomes.

Secondly, constellation reviews program design, visualises courses and program 
relationships, and analyses the program’s performance. Constellation visualisation 
can help educators identify key information about programs and courses with ease, 
fulfil their analytical gaps, and make intelligent decisions timely, which will accel-
erate the teaching and learning quality in practice.

Our future recommendation is to focus on improving these dashboards and to 
study the impact of the dashboards. There has been limited research on combining 
dashboard and intervention design in higher education. The use cases presented in 
this chapter monitor students’ performance; however, it lacks monitoring interven-
tion processes and tracking (or comparing) the students’ performance, emotions, 
and behaviour before and after the intervention. Further research is needed on how 
to best integrate these dashboards and intervention design principles, for example, 
implementation of EWS dashboard into the classroom experience. Authors would 
consider integrating dashboard and intervention design and presenting it in a single 
dashboard that tracks the overall student journey.
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Chapter 6
What Do MOOC Dashboards Present 
to Learners?

An Analysis from a Community of Inquiry 
Perspective

Wenting Sun, Clara Schumacher, Li Chen, and Niels Pinkwart

1  Introduction

The development of Massive Open Online Courses (MOOCs) enabled the pos-
sibility for offering teaching and learning resources of educational institutions 
to learners at large-scale online. As MOOCs are facilitated through digital learn-
ing environments, learners’ digital traces can be tracked and logged. These 
methods are associated with learning analytics as they use static and dynamic 
information about learners and learning environments, assessing, eliciting, and 
analyzing them for real-time modeling, prediction, and optimization of learning 
processes, learning environments, and educational decision-making (Ifenthaler, 
2015). However, to support learners, learning analytics need to offer feedback 
on learning processes and outcomes as well as meaningful recommendations 
(Schumacher, 2020). Learning analytics feedback is predominantly offered via 
learning dashboards (Vieira et al., 2018). Dashboards that report the interactions 
between learners and their online learning environment in a meaningful way are 
considered to enhance self-regulated learning (Bodily et al., 2018), as they help 
learners to get an overview and reflect on their activities, which means that 
learners are provided more support to change their learning behavior accord-
ingly (Jivet et al., 2018).
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However, learning analytics feedback (and thus dashboards) still faces the issue 
of providing feedback on outcomes (instead of on learning processes) that enable 
learners to derive actionable knowledge for optimizing their learning (Sedrakyan 
et al., 2020). In addition, the design and evaluation of learning dashboards call for 
more guidance from learning sciences (Jivet et al., 2018; Verbert et al., 2020). As a 
well-known model in online education, the Community of Inquiry (CoI) model 
aims at supporting deep and meaningful learning experiences through the design of 
learning environments referring to a collaborative constructivist approach (Akyol & 
Garrison, 2011b). Considering reflective communication as the essential of learning 
experience, CoI has the potential to provide guidance for online course design and 
pedagogy (Kaul et al., 2018).

Technological pedagogical content knowledge (TPCK) and self-regulation learn-
ing theories have also been considered for analyzing dashboards in MOOCs. But 
considering the recording and presentation of learners’ personal learning processes 
and a large number of interactions between learners, the CoI model (teaching pres-
ence, cognitive presence, and social presence) seems more suitable for analyzing 
MOOC dashboards. This chapter is structured as follows: the theoretical back-
ground on MOOCs, learning dashboards, and the CoI model are introduced, and 
research questions are derived in Sect. 2. The selected MOOCs, the coding scheme, 
and the analysis procedure are described in Sect. 3. Results for each research ques-
tion are presented in Sect. 4, and finally discussion and conclusion are offered in 
Sect. 5.

2  Background

2.1  Massive Open Online Courses

It is generally assumed that the term MOOCs originated in 2008 and became a 
buzzword in 2012 (Daniel, 2013; Liyanagunawardena et al., 2013). At the time of 
writing, the COVID-19 pandemic led to the unprecedented online learning and 
teaching, which has increased educators’ and learners’ experience in distance 
education (Muhazir et al., 2020). Regarding MOOCs, two types are distinguished 
(Kesim & Altinpulluk, 2015): (1) cMOOCs which are related to Siemens’ (2009) 
theoretical approach of connectivism, emphasizing social learning in a network to 
create knowledge as well as participants’ own responsibility for learning instead 
of formal assessments, and (2) xMOOCs which are content-driven courses com-
bining videos, assignments, and related supporting materials that learners can 
work with in their own pace. Although cMOOCs appeared earlier, most MOOCs 
that were offered in the recent years are xMOOC provided via platforms such as 
Coursera or EdX (Kesim & Altinpulluk, 2015). Video lectures, reading materials, 
quizzes, assignments, exams, and discussion forums are commonly included in 
xMOOC courses, thus resembling university courses (Nkuyubwatsi, 2013). The 
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fundamental characteristics of MOOCs are being free and open to anyone with 
internet access, participatory, and distributed over social learning environments 
(Baturay, 2015). MOOC platforms are associated to elite higher education institu-
tions, for instance, Coursera was founded by professors from Stanford University, 
EdX is the platform of Harvard and the MIT, and FutureLearn is owned by the 
Open University UK (Baturay, 2015). The two main platforms for MOOCs in 
China are iCourse owned by the publisher Higher Education Press of the Chinese 
Educational Ministry and an internet company, plus XuetangX, which are orga-
nized by Tsinghua University.

Based on previous reviews on MOOCs, Deng et  al. (2019) identified that 
related research focused on the identification of trends, participants’ characteris-
tics, understanding of learning behavior and outcomes, teaching activities, and 
experiences of the users while relationships between teaching and learning factors 
need to be investigated further. Due to being implemented fully online, MOOCs 
require the mutual interaction among learners, instructors, and peers online. 
However, compared with traditional face-to-face classes, online learning environ-
ments are less structured, and learners need more support for learning processes, 
whether in mastering content or in enhancing motivation (Bekele, 2010; Bodily 
et  al., 2018). Less structured online learning environments are associated with 
difficulties in self-regulating learning (Broadbent & Poon, 2015), while self-reg-
ulated learning is a positive factor influencing learners’ behavior in MOOCs 
(Kizilcec et al., 2017; Lee et al., 2019; Littlejohn et al., 2016). Further, the low 
completion rates of MOOCs are partly related to low level of self-regulated learn-
ing (Gütl et al., 2014; Kizilcec & Halawa, 2015; Yu et al., 2019). Thus, to improve 
completion rates of courses, Web 2.0 and serious games for course success 
(Aparicio et  al., 2019), big data for dropout prediction (Liang et  al., 2016), 
machine learning, and other technologies are introduced. Fostering participants’ 
self-regulation is considered to be beneficial for accomplishing a MOOC (Jansen 
et al., 2020). Self-regulated learners set learning goals, plan, organize, perform, 
self-regulate, self-monitor, and self-evaluate their learning processes to achieve 
their learning goals (Pintrich, 2000). Providing personal feedback and visualiza-
tion of learning behaviors, learning dashboards are considered to increase learn-
ers’ engagement in terms of assignment submission and learners’ success in terms 
of final grade (Davis et al., 2016). Also, dashboards in MOOCs are considered to 
support self-regulated learning (Lee et al., 2019).

Moreover, culture and subject might impact the design of MOOCs. For instance, 
cultural factors influence the development strategies of MOOCs (Schuwer et  al., 
2015). Social environmental factors, tradition, and social norms have an impact on 
learners’ motivation to enroll in (de Barba et al., 2016) and the institutions’ drivers 
for adopting MOOCs (Ma & Lee, 2018). Furthermore, subject features, learning, 
and teaching activities impact the design of MOOCs (Pilli & Admiraal, 2017). Thus, 
in this chapter culture and subject were regarded as factors influencing the design of 
dashboards.
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2.2  Learning Dashboards

“A learning dashboard is a single display that aggregates different indicators about 
learner(s), learning process(es) and/or learning context(s) into one or multiple visu-
alizations” (Schwendimann et al., 2017, p. 37). The predominant visualizations of 
learning dashboard include bar graphs, pie charts, table matrices, tag clouds, line 
charts, risk quadrants, scatter plots, win-loss charts, sociograms, timelines, signal 
lights, and wattle trees (Yoo et al., 2015). Data used for visualizations include learn-
ing artifacts produced by learners (e.g., posts, documents), social interaction (e.g., 
ratings, comments, messages), usage of learning resources (e.g., videos, texts), time 
spent on activities, performance in (self-)assessments (Verbert et  al., 2014), and 
self-report data (Klerkx et al., 2017). By visualizing the results of educational data 
mining in a meaningful way, learning dashboards enable instructors and learners to 
reflect and regulate their behavior in online courses (Yoo et al., 2015). Thus, these 
visualizations of relevant data should have the capacity to support stakeholders in 
their decision-making processes (Broos et al., 2020) by augmenting human capa-
bilities (Klerkx et al., 2017). However, such visualizations used to enhance learners’ 
and teachers’ understanding of the analyses are considered to be difficult to under-
stand (Aguilar, 2018). And the focus of these visualizations is often limited to 
instructors instead of learners and use simple representations of resource usage 
instead of learning processes (Vieira et al., 2018). Actually, as Broos et al. (2020) 
emphasized, the focus should be on offering actionable feedback to learners through 
the dashboards instead of offering all visualizations that learning analytics can 
provide.

Research on learning dashboards is mostly undertaken in the context of higher 
education (Schwendimann et  al., 2017). Research interests include investigating 
students’ sense-making of the visualizations. For example, using a qualitative 
approach, Alabi and Hatala (2017) found that students did not follow the instruc-
tions on how to interpret the visualizations while resulting in incorrect assumptions 
and misunderstanding. Furthermore, they found that even having limited under-
standing of the visualizations, participants request further information about visual-
izations and the underlying algorithms (Alabi & Hatala, 2017). Similarly, Rohloff 
et al. (2019) found that participants in a MOOC were asking for additional explana-
tions of the visualizations on the dashboard. In addition, the question of the impact 
of learning dashboards on learning processes and outcomes is of interest. In a quan-
titative study, Broos et al. (2020) found that the use of a learning dashboard (show-
ing learners’ study strategies and tips) was positively related to first-year students’ 
average grade. Kim et al. (2016) found that students receiving a learning dashboard 
had higher final scores, whereas the frequency of dashboards usage had no signifi-
cant effect. Moreover, Bodily et  al. (2018) found that learning dashboards were 
seldomly used and thus have little impact on learning processes and outcomes. Due 
to contrasting findings, a literature review concluded that further research on the 
impact learning dashboards have on learning outcomes and behavior is required 
(Bodily & Verbert, 2017).
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The scale of content and activity increases the possibility of large numbers of 
learners attending MOOCs and decreases the chance that instructors engage with 
individual learners (Kovanović et  al., 2018; Ng & Widom, 2014). Self-
determination in the beginning of the learning and indirect contact with instruc-
tors and peers during the learning process require learners’ autonomy and 
self-regulation in MOOCs learning activities (Park et  al., 2016). Self-regulated 
learning can be strengthened by creating a learning environment that guide learn-
ers’ actions towards learning, which makes the underlying cognitive process rec-
ognizable and encourages improvement (Panadero, 2017). The visualization of 
learning activities displayed on learning dashboards can support the development 
of such an online learning environment within MOOCs. Moreover, such dash-
boards do not only aim at supporting learners but also instructors and learning 
designers by offering insights into students’ activities and progress as well as 
usage of specific course materials (Dipace et al., 2019).

Research and reviews about learning analytics within MOOCs have already been 
conducted (Moissa et al., 2015) but are limited regarding analyzing learning dash-
boards. Rohloff et al. (2019) evaluated a redesigned MOOC dashboard for students 
and found high agreement on usability and usefulness of the dashboard. In addition, 
their participants considered that the dashboard supported their self-regulation 
through monitoring, reflection, and changing of learning behavior plus increasing 
their motivation for planning (Rohloff et al., 2019). For developing a new dashboard 
for EduOpen, Dipace et al. (2019) analyzed the student and instructor dashboards of 
three major platforms and found that learning dashboards visualized students’ 
courses, their progress (Coursera, EdX) or achievements (FutureLearn), messages 
(Coursera), or discussions (EdX) (Dipace et al., 2019).

As depicted above, learning dashboards are associated with high hopes of sup-
porting learning but are criticized for not sufficiently considering learning theory 
and not offering actionable feedback. Furthermore, implemented learning dash-
boards are lacking empirical evaluation (Schwendimann et  al., 2017). Thus, to 
improve dashboards’ support for online learning experience, this chapter uses the 
CoI model (teaching presence, cognitive presence, and social presence) to system-
atically analyze MOOCs and their related learning dashboards.

2.3  Community of Inquiry (CoI) Model

The Community of Inquiry (CoI) model aims at describing and evaluating the fac-
tors of collaborative and meaningful learning experience through inquiry-based 
learning process (Garrison et al., 2010; Kovanović et al., 2018). In this regard, the 
CoI model assumes that knowledge is constructed via discourse establishing a 
shared understanding in a community and recognizes the influence of the environ-
ment (Garrison, 2009). Generally, an online learning environment can be regarded 
as a community of inquiry if it contains three elements, cognitive presence, social 
presence, and teaching presence (Garrison et al., 1999), which are interdependent 
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of each other and considering deep and meaningful learning as the core of the 
model (Akyol & Garrison, 2011b). Cognitive presence describes the process of 
inquiry with resolution as a summary of one cycle, and social presence refers to 
the interpersonal relationship in the learning community, while teaching presence 
leads the whole course process (Akyol & Garrison, 2011b). Those elements con-
sist of different categories. (1) Cognitive presence consists of four phases, the 
triggering event for recognizing and defining the problem, the exploration of the 
problem via information and other perspectives, through integration in the dis-
course sense-making is achieved, and resolution includes the choice of the best 
ideas and to initiate another inquiry circle (Garrison et al., 2001). The essence of 
cognitive presence is purposeful reflection and discussion, while the understand-
ing of learning goals facilitates the inquiry process (Garrison, 2009). (2) This 
requires social presence which develops gradually from open communication and 
group cohesion to affective affiliations (Garrison, 2009). (3) Teaching presence is 
shared by all participants of the course community, connecting with metacogni-
tion, and facilitates the completion of the inquiry process (Akyol & Garrison, 
2011a). Teaching presence consists of design and organization (e.g., curriculum, 
tasks, timelines), facilitation of learning activities and appropriate guidance, as 
well as direct instruction (Damm, 2016).

As the CoI model has been developed for understanding the dynamics of online 
learning (Arbaugh et al., 2008), it serves as a foundation for conducting research in 
the area of MOOCs. The feasibility of the CoI model in MOOCs has been verified 
by empirical researchers. Damm (2016) verified the ability of the CoI model to 
measure the efficacy of MOOCs design and implementation through the engage-
ment of learners in MOOCs. Kovanović et al. (2018) reported the reliability and 
validity of the CoI survey instrument in MOOCs. More importantly, the presence of 
the elements of the CoI model is related to successful MOOCs. Holstein and Cohen 
(2016) analyzed large numbers of student perceptions of MOOCs and found that the 
design of successful MOOCs is considering cognitive presence, social presence, 
and teaching presence. However, though the CoI model could describe some fea-
tures of MOOCs, more efforts are needed to interpret elements of the online learn-
ing communities (Kaul et al., 2018).

As introduced above, learning dashboards are considered to help learners 
focusing on their individual learning process, especially self-regulated learning. 
Learning dashboards in MOOCs are rare (Rohloff et al., 2019), research analyz-
ing learning dashboards using a theoretical framework is scarce (Jivet et al., 2018; 
Verbert et  al., 2020), and MOOCs also call for learning theory foundation for 
further development (Schuwer et al., 2015). The more effectively learners identify 
the auxiliary effects of MOOCs’ participants (including peer, instructors, plat-
form designers, and learners’ past learning trajectory), the more possibly learners 
improve their own learning paths appropriately. Thus, this chapter used the CoI 
model as theoretical foundation to explore the current situation of MOOCs and 
their learning dashboards.
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2.4  Research Questions

Besides the theoretical foundation about MOOCs, learning dashboards, and the CoI 
model, two factors guided the research questions of this chapter, culture and course 
subject. Considering the availability of MOOCs and the background of the authors, 
two subjects (computer science and education) on English and Chinese MOOC 
platforms were selected. Thus, the following four research questions guided our 
research:

 1. Which elements of the CoI model are included in the selected MOOCs?
 2. Which elements of the CoI model are represented on the learning dashboards of 

the selected MOOCs?
 3. Are there differences between MOOCs related to computer sciences and those in 

the domain of educational science?
 4. Are there differences between MOOCs related to English MOOC platforms and 

those in Chinese MOOC platforms?

3  Methods

3.1  Description of the Selected MOOCs

The data for this qualitative analysis was collected from five different MOOC plat-
forms, Coursera (English), FutureLearn (English), EdX (English), iCourse 
(Chinese), and XuetangX (Chinese). The focus was on courses of two subjects: 
education and computer science. From each subject, 2 courses were chosen on each 
platform, resulting in a total of 20 courses analyzed (see Table 6.1 for course details). 
The selection criteria for choosing the courses include high numbers of enrollment, 
no fees for registration and attention, high number of reviews, and a self-paced 
design. Numbers of enrollment of the chosen courses ranged from 5901 to 810,585 
(M = 175,211.2; SD = 188,392.104). For education courses, numbers of enrollment 
ranged between 5901 and 266,452 (M = 95,849.7; SD = 91,561.645), and for com-
puter science courses, enrollment rates were between 46,776 and 784,905 
(M = 254,572.7; SD = 235,709.838).

3.2  Analysis Procedure and Coding Scheme

The transcript analysis method used in this chapter is called negotiated coding 
approach (Garrison et al., 2006). To analyze the current state of MOOC courses and 
learning dashboards from a Community of Inquiry perspective, the CoI model and 
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indicators needed to be adapted. Therefore, three experts in the field of education 
developed the first version of the CoI coding scheme based on the theory of the CoI 
model and instruments used in previous research. Besides the CoI framework sur-
vey instrument (Akyol & Garrison, 2008; Arbaugh et al., 2008; Damm, 2016), the 
codes for teaching presence were referring to research of Anderson et al. (2001). 
Research of Akyol and Garrison (2011b) served as the basis for developing the cod-
ing scheme for cognitive presence, and the codes related to social presence referred 
to research of Garrison et al. (1999). After the initial development of the coding 
scheme, the educational researchers used several MOOC courses and learning dash-
board data to discuss and modify the coding scheme. Finally, a coding scheme suit-
able for MOOC courses and learning dashboards was achieved (see Table  6.2). 
Next, the researchers coded the 20 courses and related dashboards individually 
according to the coding scheme and later actively discussed the coding results to 
achieve the final coding results.

4  Results

In the following subsections, the findings related to each of the four research ques-
tions are presented. As every indicator has been found in the course design of the 
MOOCs in Sect. 4.1, detailed descriptions were given only for those 18 indicators 
with particular high or low occurrence (for further details on the results, see 
Appendix). Regarding the findings on learning dashboards (Sect. 4.2), all six indi-
cators that were available on the analyzed dashboards were explained in detail. The 
results do not cover indicators that were marked as “UA” which means that the 
content was not accessible without paying a course fee or due to not being in the 
certificate application period. Furthermore, if platforms did not provide specific 
functionalities related to the indicators but participants showed related behavior, 
those indicators were coded as “P,” which will also not be reported in the results 
section. For analyzing the difference between the two subjects of courses, only 
results will be described in detail (Sect. 4.3) where the indicators differ at least for 
three courses. Regarding the results on differences between English and Chinese 
MOOCs (Sect. 4.4), the ratio was used due to imbalanced number of courses, and 
only differences greater than 20% are reported.

4.1  Elements of the Community of Inquiry Model Represented 
in MOOC Courses

All indicators of the coding scheme were present in the sample of courses. However, 
some of the indicators (TP2e, TP3a, CP1b, CP4a, CP4b, CP4c, SP1a, SP3b) were 
only present in less than half of the courses, whereas other indicators could be found 
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Table 6.2 CoI coding scheme

Elements Categories Codes Indicators

Teaching 
presence (TP)

Design and 
organization 
(TP1)

TP1a Important course topics are shown
TP1b Important course goals are visualized
TP1c How to participate in course is introduced
TP1d Important deadlines are communicated (e.g., 

submissions; live sessions)
TP1e Netiquette is established

Facilitation 
(TP2)

TP2a Area of agreement and disagreement in course 
discussion is identified

TP2b Prompts for participating in course activities are shown
TP2c Related topics to encourage to explore new concepts 

are shown
TP2d Explanations of topics facilitate learning
TP2e Lessons/materials are designed in an encouraging way
TP2f Sequences of contents are sound

Direct 
instruction 
(TP3)

TP3a Feedback about learners’ strength and weaknesses 
related to course goals is offered

TP3b Timely feedback is provided
TP3c Responding to technical concerns
TP3d The instructor is present (e.g., interaction, sufficient 

guidance of discussion to focus on course-relevant 
topics)

TP3e Learners’ activities in platform can be overviewed by 
themselves

Cognitive 
presence (CP)

Triggering 
event (CP1)

CP1a New course topics are shown
CP1b Problems are recognized by learners
CP1c Real-world problems or case studies related to course 

topics are offered
CP1d Assessments or exercises are offered to participants

Exploration 
(CP2)

CP2a Related external links are offered (e.g., current news)
CP2b Next learning activities or learning strategies are 

recommended (discussions and forum posts related to 
current topics or learner’s knowledge are displayed)

CP2c Headlines of new discussions/forum posts
Integration 
(CP3)

CP3a Recommendations of materials or solution strategies to 
help understand new concepts or answering questions

CP3b Participants can and do exchange their perspectives on 
problems

CP3c Reflection on course topics and tasks is encouraged
Resolution 
(CP4)

CP4a Solutions to assessments can be displayed (e.g., 
participants are offered possibilities to apply their new 
knowledge)

CP4b Learners give feedback to peer assignment work and 
argue for the results

CP4c Discussions about solutions are offered

(continued)
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Table 6.2 (continued)

Elements Categories Codes Indicators

Social 
presence (SP)

Personal/
affective 
expressions 
(SP1)

SP1a A self-introduction thread is prompted
SP1b Some course participants are distinct from others (e.g., 

some posts can be followed by learners)

SP1c Personal or affective expressions are visible in the 
discussions/are promoted

Open 
communication 
(SP2)

SP2a Learners can post
SP2b Others’ contributions are recognized (e.g., add reviews 

to others’ posts)
SP2c The forum/discussion board is used frequently, and 

interaction takes place (e.g., answering questions)

Group cohesion 
(SP3)

SP3a Tools for collaboration are offered
SP3b Connections to other participants are suggested (e.g., 

study buddies, learning groups)

in the majority of the courses (TP1a, TP1c, TP2f, TP3c, TP3e, CP1d, CP3b, SP1b, 
SP2a, SP2b) (see Table 6.3 for details).

Out of the 16 indicators relating to TP, 2 (TP2e, TP3a) occurred only seldomly, 
while 5 (TP1a, TP1c, TP2f, TP3c, TP3e) indicators had a high occurrence.

For design and organization (TP1), all courses have displayed important course 
topics (TP1a), which appeared in the form of syllabi that were displayed in the 
introduction before enrollment and in the weekly overview of learning content. 
Only the courses on XuetangX did not provide a detailed overview about the course 
topics before enrollment. Except FE2 (FutureLearn), almost all of courses explained 
that how to participate in the course (TP1c), usually including how to finish courses 
and what should be paid attention to when learning.

For facilitation (TP2), almost all courses have a sound sequence of contents 
(TP2f). In the courses an overview about each week’s topics was given, then either 
related learning materials were provided, or participants were asked to state their 
experiences related to the topic. CE1 used an introductory questionnaire about 
learners’ preferences and characteristics (e.g., self-efficacy to teach online, subjects 
taught, time of teaching online) to offer a more personalized learning experience by 
showing relevant materials related to subjects taught, forum entries, and general 
recommendations as well as an overview about the relevant course modules (TP2c). 
But only 7 out of 20 courses used an encouraging course design (TP2e). For exam-
ple, in FE2 (Coursera), participants were included by being asked to comment their 
expectations about that course. To cover the needs of different learners of self- 
working or employed English teachers, short interviews, texts, and discussions were 
included. When learners complete a self-defined weekly learning plan, such as 
studying for 2 h per week, a prompt containing an encouraging sentence appears in 
the Coursera platform. When enrolling in a course on iCourse and setting a time for 
studying for the first time, learners were given a course coupon worth nearly 1€.

W. Sun et al.
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Table 6.3 CoI indicators coding results

Indicator 
codes Courses showing indicators Dashboards showing indicators

TP1a CE1, CE2, CC1, CC2, FE1, FE2, FC1, 
FC2, EE1, EE2, EC1, EC2, IE1, IE2, 
IC1, IC2, XE1, XE2, XC1, XC2

TP1b CE1, CE2, CC1, CC2, FE1, FC1, FC2, 
EE1, EE2, EC1, EC2, IE1, IC1, IC2, 
XE1, XC1

CE1, CC1, CC2, IE1, IC1

TP1c CE1, CE2, CC1, CC2, FE1, FC1, FC2, 
EE1, EE2, EC1, EC2, IE1, IE2, IC1, 
IC2, XE1, XE2, XC1, XC2

TP1d CE1, CE2, CC1, CC2, FC2, EE1, EC1, 
EC2, IE1, IC1, XE1, XC1

CE1, CC1, EC1, IC1

TP1e CE1, CE2, CC1, CC2, FC1, FC2, EE1, 
EE2, EC2, IE1, IE2, IC1, IC2, XC1

TP2a CE1, CE2, CC1, CC2, FE2, FC1, FC2, 
EE1, EE2, EC2, IE1, IC1, XC2

TP2b CE1, CE2, CC1, CC2, FE1, FE2, FC1, 
EE1, EC1, EC2, IE1, IE2, IC1, IC2, 
XE1, XC1, XC2

TP2c CE1, CE2, CC2, FE1, FE2, FC1, FC2, 
EE2, EC2, IE1, IC1, XC1

TP2d CE1, CE2, CC1, CC2, FE1, FE2, FC1, 
FC2, EE1, EE2, EC1, EC2, IE1, IE2, 
IC1, XE1, XC1

TP2e CE1, CC1, FE2, FC2, IE1, IC1, IC2
TP2f CE1, CE2, CC1, CC2, FE1, FE2, FC1, 

FC2, EE1, EE2, EC1, EC2, IE1, IE2, 
IC1, IC2, XE1, XE2, XC1, XC2

TP3a CE1, EE1, EE2, EC2, IE2, IC2, XC2
TP3b CE1, FC1, EE1, EE2, EC2, IE1, IC1, 

IC2, XE1, XC1
EE1

TP3c CE1, CE2, CC1, CC2, FE1, FC1, FC2, 
EE1, EE2, EC1, EC2, IE1, IE2, IC1, 
IC2, XE1, XC1, XC2

TP3d CE1, CE2, CC1, CC2, FE1, FE2, FC2, 
EE2, EC2, IE1, IC1, IC2, XE1, XC1, 
XC2

TP3e CE1, CE2, CC1, CC2, FE1, FE2, FC1, 
FC2, EE1, EE2, EC2, IE1, IE2, IC1, 
IC2, XE1, XE2, XC1, XC2

CE1, CE2, CC1, CC2, FE1, FE2, FC1, 
FC2, EE1, EE2, EC2, IE1, IE2, IC1, 
IC2, XE1, XE2, XC1, XC2

CP1a CE2, CC2, FC2, EE2, EC2, IE1, IE2, 
IC1, IC2, XE2, XC2

CP1b CE1, CC1, FE1, FE2, FC2, EE2, IE1, 
IC1

CP1c CE1, FE1, FE2, FC1, EE1, EE2, EC1, 
EC2, IE1, IE2, IC1, XE1

(continued)
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Table 6.3 (continued)

Indicator 
codes Courses showing indicators Dashboards showing indicators

CP1d CE1, CE2, CC1, CC2, FE2, FC1, FC2, 
EE1, EE2, EC1, EC2, IE1, IE2, IC1, 
IC2, XE1, XE2, XC1, XC2

CE1, CE2, CC1, CC2, FC1, FC2, EE1, 
EE2, IE1, IE2, IC1, IC2, XE1, XE2, 
XC1, XC2

CP2a CE1, CE2, CC2, FE1, FE2, FC1, FC2, 
EE1, EE2, IE1, IC1

CP2b CE1, CE2, CC1, FC1, FC2, EE1, EE2, 
EC1, EC2, IE1, IE2, IC1, IC2, XE1, 
XC1, XC2

CP2c CE1, CE2, CC1, CC2, FC1, EE1, EE2, 
EC2, IE1, IE2, IC1, IC2, XE1, XC1

CP3a CE1, CE2, CC1, CC2, FE1, FE2, FC1, 
FC2, EE1, EE2, EC1, EC2, IE1, IE2, 
IC1, IC2

CP3b CE1, CE2, CC1, CC2, FE1, FE2, FC1, 
FC2, EE1, EE2, EC2, IE1, IE2, IC1, 
IC2, XE1, XE2, XC1, XC2

CP3c CE1, CE2, CC1, CC2, FE1, FE2, FC1, 
FC2, EE1, EE2, EC2, IE1, IE2, IC1, 
IC2, XE2, XC2

CP4a CE1, CC2, EE2, EC2, IE1, IE2, IC2, 
XE1, XC1

CP4b CE1, CE2, CC2, IE1, IE2 CE1
CP4c CE1, CE2, CC2, FC2, EC2, IE1, IE2, 

IC2
SP1a CE1, CE2, FE1, FE2, FC1, FC2, EE1, 

IE2
SP1b CE1, CE2, CC1, CC2, FE1, FE2, FC1, 

FC2, EE1, EE2, EC2, IE1, IE2, IC1, 
IC2, XE1, XE2, XC1, XC2

SP1c CE1, CE2, CC1, CC2, FE1, FE2, FC1, 
FC2, EE2, EC2, IE1, IE2, IC1, IC2, 
XE2, XC2

SP2a CE1, CE2, CC1, CC2, FE1, FE2, FC1, 
FC2, EE1, EE2, EC2, IE1, IE2, IC1, 
IC2, XE1, XE2, XC1, XC2

SP2b CE1, CE2, CC1, CC2, FE1, FE2, FC1, 
FC2, EE1, EE2, EC2, IE1, IE2, IC1, 
IC2, XE1, XE2, XC1, XC2

SP2c CE1, CE2, CC1, CC2, FE1, FE2, FC1, 
FC2, EE1, EE2, EC2, IE1, IE2, IC1, 
IC2, XE2, XC2

SP3a CE1, CC1, FC1, EE1, EC1, IC2
SP3b CE1, FC1, EE1, EC1, IE1, IC1
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Regarding direct instruction (TP3), in all courses except EC1, learners have 
received an overview about their learning activities (TP3e). For example, learners 
received an overview about their activities related to course units or resource types 
(e.g., assessments, videos) either regarding percentage of materials accessed or their 
performance. The abovementioned (under TP2f) overview about the relevant course 
modules for participants based on the entry questionnaire in CE1 also refers to indi-
cator TP3e as it represents learner’s activities by displaying assessment attempts 
and scorings plus maximum points possible (see Fig. 6.1 for details). Regarding the 
response to technical concerns (TP3c), the platforms also offered some Q&A tips, 
or learners could contact the help center to ask technical questions. The courses 
provided feedback only in form of assessment scores related to the course topics, 
while some gave more elaborated feedback on why a question is correct or incor-
rect. Thus, the platforms did not directly provide learners with feedback about their 
strengths and weaknesses related to course goals (TP3a). For instance, in EE1 
(EdX), learners received detailed information about the explanations why an answer 
is correct or incorrect.

Out of the 13 indicators of CP, 4 (CP1b, CP4a, CP4b, CP4c) were found sel-
domly, while 2 (CP1d, CP3b) occurred frequently.

Regarding the category trigging event (CP1), except the course FE1 (FutureLearn) 
having an assignment at the end of the last study week and XE2 (XuetangX) having 
no assignments, all other courses have assignments or exercises (CP1d) every study 
week or unit. In eight of the analyzed courses, it was found that problems can be 
recognized by learners (CP1b). For example, in FE2, participants were frequently 
guided to reflect on the challenges of teaching process and potential problems in 
online settings and then reported in the comments. With regard to course design sup-
porting this indicator, Coursera provided a “note” function in which learners can use 
to take screenshots of the lecture videos and note down their questions or thoughts.

Fig. 6.1 Adaptive learning modules recommended dashboard in CE1 (Coursera)

6 What Do MOOC Dashboards Present to Learners?



132

For the category integration (CP3), discussion forums have played a big role in 
participants’ exchanging their perspectives on problems (CP3b). In the recommen-
dation of materials or solution strategies to help understand new concepts or answer-
ing questions (CP3a), the course CE1 (Coursera) displayed examples to explain 
questions in peer assignments are offered, like what tools can be used and how to do 
next steps. In EE1 (EdX) explanations about the correct or incorrect answers to 
multiple choice questions were provided to learners after the final try. Regarding 
CP3c (encourage refection on course topics and tasks), in FE1 (FutureLearn) par-
ticipants were asked to reflect on course topics at the end of a week learning, while 
in IE1 (iCourse), participants were asked to publish a post, like self-reflection about 
what they have learned, what touched them, and what they plan to learn next.

All three indicators of the category resolution (CP4) have a low occurrence. Five 
courses used peer feedback. For instance, in CE1, after submitting a peer assign-
ment, learners have the possibility to receive feedback from peers following recom-
mended rubrics (CP4b) (see Fig. 6.2 for details). If received, learners’ submission 
and the peer feedback were displayed in juxtaposition facilitating that learners could 
relate the received feedback to their solutions. Furthermore, learners could express 
their opinions about the feedback received and use the feedback for revision of their 

Fig. 6.2 Assignment rubrics dashboard in CE1 (Coursera)
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assignment. In IE1, subsections in the discussion forum were implemented which 
includes a test and homework discussion area (CP4c). In those subsections, solu-
tions to assessment could be displayed (CP4a), and learners could give feedback to 
each other about assignments (CP4b) and discussions about solutions (CP4c).

Out of the eight indicators of SP, two (SP1a, SP3b) have a low occurrence, and 
three (SP1b, SP2a, SP2b) have a high occurrence. For the category personal and affec-
tive expression (SP1), self-introduction threads (SP1a) were found less frequently (in 
eight courses) than the indicator that some participants are distinct from others (SP1b), 
both of which usually appeared in discussion forums. Learners could up vote, reply to, 
or follow other learners and/or posts of interest to them, which provides operational 
convenience for learners to distinguish other course participants. In terms of open 
communication (SP2), except one course (EC1), all courses provided posting func-
tionalities in discussion forums or comment sections (SP2a) and a reply function 
enabling learners to give feedback or recognizing posts of others (SP2b). For the cat-
egory group cohesion (SP3), only in six courses, related study buddies or learning 
groups were recommended (SP3b). Many courses (e.g., CE1, EE1, or IC1) recom-
mended external social platforms such as Facebook, Twitter, or WeChat.

4.2  Elements of the Community of Inquiry Model Represented 
on MOOC Dashboards

Regarding the MOOC dashboards, the coding revealed the presence of the follow-
ing indicators: TP1b, TP1d, TP3b, TP3e, CP1d, and CP4b.

With regard to teaching presence, 4 (TP1b, TP1d, TP3b, TP3e) out of 16 possible 
indicators were found on the dashboards. Referring to design and organization 
(TP1), two indicators were found. For example, the visualization of important 
course goals (TP1b) was implemented as a calendar or a mini weekly calendar. On 
Coursera, participants could define their days and time for studying and received a 
simple related visualization (see Fig. 6.3 for details). On iCourse, learners could 
define study time and days and received an overview about the time (e.g., 15 out of 
30 min) and the days (e.g., 1 out of 3) they have already studied per week and the 
relevant study tasks for each day (see Fig. 6.4 for details).

To communicate important course deadlines (TP1d) such as submissions (e.g., 
assignments and peer review due time) or live sessions, visualizations on dash-
boards were included in four courses. On iCourse, learners received a weekly 
schedule displaying assignment (see Fig. 6.4 for details). On Coursera, the dash-
board showed the study time for each learning material and due dates for assign-
ments and peer reviews (see Fig.  6.5 for details). During examinations in IC1 
(iCourse), a mini digital watch is displayed to help learners complete the test within 
the specific timeframe.

Referring to direct instruction (TP3), two indicators were found. With regard to 
the course topic (using data for educational purposes) in EE1 (EdX), participants 
answer questions about their individual situation. Then through a stoplight 
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Fig. 6.3 Simple learning plan dashboard in CE1 (Coursera)

Fig. 6.4 Simple learning plan dashboard in IC1 (iCourse)

dashboard, participants received immediate feedback (TP3b) about how often activ-
ities related to the suggested process of collaboratively using educational data were 
performed (see Fig.  6.6 for details). Furthermore, in EE1 (EdX), participants 
received a bar chart indicating how many tasks learners have passed and failed. In 
all courses except EC1, participants could receive an overview about their learning 
activities on a dashboard (TP3e). In CE1, participants see a pie chart as an overview 
about completed, not attempted, and tasks that are currently in progress (see Fig. 6.1 
for details). On iCourse, participants received an overview about all their courses 
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Fig. 6.5 Deadline dashboard in CE1 (Coursera)

Fig. 6.6 Spotlight dashboard in EE1 (EdX)
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enrolled with bar chart showing their progress (e.g., 4 out of 40 units). On XuetangX, 
participants were shown a list of the assessments related to course topics indicating 
the percentage of completion and the result (see Fig. 6.7 for details). On Coursera, 
a timeline combined with doughnut charts were presented to learners indicating 
their progress in each week and the whole course.

Regarding CP, 2 out of 13 indicators have been identified on the dashboards. For 
the category trigging event (CP1), except four courses, all courses displayed assign-
ments (CP1d) on progress dashboards with links to related assessments if available. 
Related to the resolution (CP4) regarding peer-reviewed assignments, learners 
receive an overview of their assignment activity with peers (CP4b); CE1 (Coursera) 
was the only course using a dashboard to express this indicator. On this dashboard 
like interface, learners could compare their resolution of assignments with the feed-
back given by peers and could express their own opinions on the responses of peers 
and resubmit a resolution.

4.3  Differences of Represented Community of Inquiry 
Elements Between the Domains of Education 
and Computer Sciences

When analyzing the two course subjects, education and computer science in the 
sample, only two indicators have difference for at least three courses, both in CP: 
CP1c and CP2a.

In computer science, four out of ten courses worked with real-world problems or 
case studies (CP1c), whereas eight out of ten courses on education used them. For 
example, in CE1 (Coursera), IE1 (iCourse) and XE1 (XuetangX) case studies were 

Fig. 6.7 Assignment overview dashboard in XC1 (XuetangX)

W. Sun et al.



137

presented in the lecture videos. In EE1 (EdX), case studies were presented in vid-
eos, and participants could test their understanding afterwards. For instance, in CE1 
(Coursera), external learning materials and resources with samples related to the 
course topic were offered. In the computer science courses, common computer 
games were used for programming exercises in FC1 (FutureLearn) or mimicking 
commercial web design in EC1 (EdX) as case studies.

In seven out of ten education courses, related links were offered (CP2a), while this 
was only the case for four out of ten computer science courses. For example, external 
links in CE1 (Coursera) referred to a comprehensive description of the online teaching 
process from learning outcome, technology tool matrix to technology learning tips. 
EE1 (EdX) recommended their Twitter and Facebook webpage for following updates 
on course topics. IE1 (iCourse) provided related materials as expanded resources for 
interested participants to read. In computer science courses, FC1 (FutureLearn) rec-
ommended LinkedIn to help learners realize which computer programming skills are 
essential in current relevant jobs. In IC1 (iCourse), external links were given to a 
related programming platform for participants to download code.

4.4  Differences of Represented Community of Inquiry 
Elements Between English and Chinese MOOCs

As the analyzed sample contained two Chinese MOOC platforms and three English 
MOOC platforms, the ratio of the number of displayed indicators to the total num-
ber of courses was compared. Indicators with a ratio difference greater than 20% are 
TP1b, TP2a, TP2c, TP2d, TP3b, CP1a, CP2a, and CP3a.

In terms of TP, English MOOC courses provided participants with more detailed 
course goals (TP1b). In facilitation (TP2), related topics to explore new concepts 
(TP2c) were used in 75% of the English MOOCs but only in 37.5% of the Chinese 
MOOCs. Also, explanations of topics (TP2d) were displayed in all English MOOC 
courses but only in 62.5% of the Chinese courses. Furthermore, participants in English 
MOOCs published more posts in the discussion forum that are related to agreement or 
disagreement (TP2a). Though feedback in most Chinese MOOCs was timely (TP3b), 
the feedback given was always simple on whether the answer is right or wrong.

Regarding CP, in Chinese MOOCs, new course topics (CP1a) were explicitly 
mentioned which was less in English MOOCs. In contrast, in 75% of the English 
MOOCs, related external links about new topics (CP2a) were posted, whereas this 
was only the case for 25% of the Chinese MOOCs. Recommendations on materials 
or solution strategies (CP3a) were given in all English MOOCs to help learners 
answering questions, whereas this was only true for 50% of the Chinese courses.

Regarding differences of indicators on the dashboards for English and Chinese 
MOOCs, differences were less than 20%. Overall, six indicators (TP1b, TP1d, 
TP3b, TP3e, CP1d, CP4b) found on dashboards were present in all English MOOCs, 
whereas two (TP3b, CP4b) out of the six indicators were not present on Chinese 
dashboards.
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5  Discussion and Conclusion

Summary of Findings The findings revealed that all elements, categories, and 
related indicators related to the CoI model were present in the courses on the five 
MOOC platforms selected. Through learners’ reviews, Holstein and Cohen (2016) 
also found the presence of TP, CP, and SP, which was related to successful MOOCs. 
In our sample, one course (EC1) was rather separated from the MOOC platform 
linking to external teaching tools. In EC1, the discussion forum and overview of 
learners’ activities plus the completion and submission of assignments were facili-
tated via other platforms, which means that nearly half of the TP indicators and 
almost all the CP and SP indicators could not be identified on the MOOC platform.

However, the current state of development of the dashboards is limited, and rep-
resentation of the indicators was very low. When comparing the MOOC platforms, 
Coursera, EdX, and iCourse provided more elaborated dashboard functionalities 
such as important deadlines and timely feedback, whereas FutureLearn provided 
only simple representations of learning activities.

Regarding the elements of the CoI model found in the MOOC courses, indicators 
related to TP appeared more frequently than CP and SP.  Through a diagnostic 
MOOC evaluation method, Nie et al. (2020) also found that most MOOCs are con-
tent- or lecture-based courses and offer only limited support for self-regulated learn-
ing. This might be due to the fact that all five selected MOOC platforms offer 
xMOOC which are associated with behaviorist learning approaches related to trans-
fer of information (Kesim & Altinpulluk, 2015). However, this kind of design may 
be not suitable for the development of high-level cognitive skills among partici-
pants, like self-regulation (Terras & Ramsay, 2015).

With regard to students setting their own learning goals (TP1b), the offered func-
tionalities were too simple and mostly only referred to setting a period of study 
time. Learners should have the possibility to define individual learning goals result-
ing in adaptive study paths, making use of the advantages of digital learning envi-
ronments and receiving scaffolds for appropriate learning strategies. Also, with 
regard to monitoring learning activities, the related overviews in the analyzed 
MOOCs were too simple without offering comparisons to learners’ own goals or 
peer performance or activities.

In terms of helping learners with the course content, Chinese MOOCs make use 
of newer approaches of intelligent tutoring systems. Although needs further 
improvement, the intelligent teaching assistant in XC1 (XuetangX) used chatbot 
functionalities to help learners with questions on course resources, basic course 
concepts, and common platform operation problems. For displaying related topics 
to encourage learners exploring new concepts (TP2c), in XC1 (XuetangX), simple 
concept maps for explaining the relationship among the concepts were used, and 
when clicking on one course concept, learners received short descriptions and the 
places of related course videos within this course, through which learners could find 
other knowledge points related to the new concept in video or seek help from other 
information sources.
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In addition, instructors’ presence (TP3d) in MOOCs needs to be improved. 
Interaction with instructors was mostly facilitated via the discussion forum or feed-
back on assignments. However, depending on the technical implementation and due 
to the large number of posts written by other participants, instructors’ comments are 
not only small in quantity but also difficult to find in platform operation. Only in 
CE1 (Coursera), instructor’s profile picture was placed on the side of the discussion 
forum, and learners could click on it to directly navigate to all posts of the instruc-
tors. Thus, Ross et al. (2014) emphasized that the complexity of instructors’ role in 
MOOCs should be adequately addressed to help MOOC learners, instructors, and 
designers better realize what teaching and learning at scale mean. In this regard, 
findings revealed some differences referring to the design of courses between 
Chinese MOOCs and English MOOCs. Compared to English MOOCs, Chinese 
MOOCs had more specific sections in the discussion forum, such as an instructors’ 
Q&A area or a classroom discussion-exchange area in the discussion forum. In the 
courses CC1 (Coursera), learners could easily find all posts of the instructors by 
clicking on the instructors’ profile picture in the discussion forum. But in other 
English MOOCs, learners had to check posts one by one to find those of the instruc-
tors (highlighted with an icon). In Chinese MOOCs, participants could post new 
comments in the discussion forum and received feedback from the instructor only 
during the certificate application period; otherwise discussions can only be read. On 
the one hand, this approach limits communication but also reduces the workload of 
instructors. On the other hand, participants know that during this time they will get 
feedback. In contrast, in English MOOCs, discussion forums could be used always, 
but most of the feedback might only be provided by peers.

Regarding CP, the platforms do not provide sufficient functionalities to enable 
learners applying the knowledge they have learned (CP1d, CP3b, CP3c). For 
instance, the usage of assignments and exercises was not sufficient or only focused 
on basic declarative tests which are easy to be analyzed. Furthermore, very few 
specific functionalities were found fostering learners’ joint reflection on topics or 
critical discussions about resolutions. Hence, it is argued that assessments in 
MOOCs should go beyond being sole indicators of learning performance by offer-
ing learners formative feedback (Admiraal et al., 2014, 2015). Moreover, how to 
better use the pedagogical function of peer assignment is a big issue in MOOCs 
research (Alcarria et al., 2018; Garcia-Loro et al., 2020). Through surveying and 
interviewing MOOC learners and coordinators, García Espinosa et al. (2015) found 
that due to the lack of thorough feedback and monitoring of learning activities as a 
result of the large size of MOOCs, engagement of learners is deficient. Thus, it is 
important to enhance both the assessment practices and related feedback processes 
in MOOCs. Related to this, findings indicated difference between the two subjects. 
In the education courses, in particular, those on online teacher training more fre-
quently use case studies and peer assignment and have sounder syllabi. For exam-
ple, in CE1 (Coursera), learners could actively discuss peer assignments and the 
feedback received. Peer assignment and feedback were not specifically embedded 
in the analyzed computer science courses. Besides this, self-reflection and analysis 
of the own situation were used in education courses but not in computer science 
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courses. For example, the dashboard used in EE1 (EdX) offered participants an 
evaluation about their current situation with regard to using educational data. These 
results might be due to the higher pedagogical knowledge and characteristics of 
both instructors and learners in education courses. Prior knowledge is an important 
predictor of MOOC participants to revisit their previous works (Kennedy et  al., 
2015). The designers and learners of the education course might be better at present-
ing and reflecting on teaching activities, which improves the practicality of curricu-
lum activities and learning activities.

Regarding SP, learning buddies or learning groups were recommended (SP3b) 
seldomly, and social processes were often directed to social media platforms not 
specifically aiming at learning and training functions. Furthermore, the discussion 
forums in the analyzed course did not have a specific structure for supporting SP 
(SP1b, SP2b, SP2c), while TP and CP also frequently appeared in the discussion 
forums, which might result in navigation difficulties for participants. Actually, Chiu 
and Hew (2018) suggested to integrate the use of the discussion forum in the course 
requirements and to encourage learners to read and comment discussions, which 
influences learning in MOOCs. Furthermore, it is suggested to particularly highlight 
important posts or summaries to increase their purview and peer learning (Chiu & 
Hew, 2018). But Yousef et al. (2014) also found that the meaningful usage of social 
tools and instructional design in MOOCs is a highly challenging task.

Implications of the Findings Based on the findings of this study, dashboards seem 
to be scarcely used for supporting self-regulated learning. As dashboards are closely 
related to the domain of learning analytics, it needs to be scrutinized if MOOCs and 
platforms currently make sufficient use of the possibilities learning analytics offer. 
In particular, dashboards for learners seem to be scarce (Rohloff et al., 2019), and 
even with regard to the dashboards presented to educators or developers, it remains 
questionable whether the data and visualizations presented offer relevant insights 
for the different stakeholders (Chitsaz et al., 2016). As MOOCs are characterized by 
high numbers of participants and only few instructors, the use of learning analytics 
would facilitate course design as well as support for participants planning and moni-
toring their learning processes.

In the CoI model, TP is shared by all participants in learning communities (Akyol 
& Garrison, 2011b). Due to different prerequisites and demands, it is suggested to 
provide individual learners with different dashboards and enable learners to design 
and organize their own dashboards. To facilitate direct instruction, dashboards 
might contain feedback provided by the instructors or peers. Findings of this study 
reveal that even though all indicators of TP are present in current MOOCs, their 
content and forms are too simple. To offer learners guidance throughout the course 
even with few instructors available, goal-oriented dashboards are required. For 
example, in CE1 through questionnaires about course modules and personal profile, 
dashboards recommended adaptive learning modules to help learners find their top-
ics of interest quickly. To guide purposeful dialogues in discussion forums, more 
specific areas are needed. For instance, those areas could be task 1, solution discus-
sion area; task 1, related materials recommended by peers; or task 1, case studies 
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recommended by peers, not just topic 1 and topic 2. Also, learners’ contribution to 
platform can be regarded as one indicator to course completion.

The core of CP is the meaningful learning experience from a collaborative con-
structivist perspective (Akyol & Garrison, 2011b), which refers to both individual 
and collaborative learning processes. A dashboard showing the comparison between 
individual learning goals and course tasks would offer learners to reflect their learn-
ing progress. With focus on supporting individual learners, MOOCs might offer 
adaptive learning paths based on individual learning goals including a dashboard for 
supporting monitoring, reflection, and feedback for adjusting learning processes. As 
individual goals guide learners’ activities, Stracke (2017) states that completion of 
individual goals and intentions maybe is a suitable indicator of MOOC completion. 
Thus, learners should be actively involved in the development of learning analytics 
to include their needs and increase their willingness to share personal data (Dollinger 
& Lodge, 2019; Ifenthaler & Schumacher, 2016).

SP influences the interpersonal relationship in learning communities (Akyol & 
Garrison, 2011b). SP cannot be formed automatically and requires additional guid-
ance to stimulate sharing of experiences and to promote the construction of personal 
meaning. However, findings on SP indicate needs for improvement in MOOCs such 
as that discussion forums require more specific guidance and structure. Therefore, 
Atapattu et al. (2016) suggest analyzing discussions for informing instructors about 
topics participants have difficulties with and that might require additional attention 
or instruction. Furthermore, as many participants with different prerequisites are 
enrolled in MOOCs, peer learning should be supported via recommendations of 
suitable learning buddies or groups through profile match (automatically or chosen 
by learners themselves).

Limitations and Further Research Needs This study faces several limitations. The 
selected sample is limited as it only included courses from two subjects, three 
English and two Chinese MOOC platforms. Thus, no other national MOOC 
 platforms such as openHPI in Germany, EduOpen in Italy, Open2Stuy in Australia, 
or Schoo in Japan were investigated. Hence, the generalizability of the results and 
conclusion is limited. Moreover, the study only investigated what was accessible in 
the courses but did not investigate the course participants’ perceptions of the pres-
ence of the CoI model elements. Thus, upcoming studies might enhance Holstein 
and Cohens’ (2016) study using qualitative interviews or questionnaires. In addi-
tion, analysis of posts in the discussion forums using data mining might enhance the 
findings. Also, the pedagogical value and design of MOOC discussions require fur-
ther research (Onah et al., 2014). Besides the CoI model, no other specific educa-
tional theory guided the analysis of the MOOCs or dashboards. As the indicators 
were scarcely present on dashboards, it needs to be investigated further how suitable 
the CoI model is for investigating and designing learning dashboards. Learning 
dashboards in MOOCs seem to be still emerging and should be researched further, 
by including the needs of all relevant stakeholders. Also, the possibilities for sup-
porting participants of MOOCs using learning analytics and how to better combine 
learning analytics, MOOCs, and learning theories still require further interdisciplin-
ary efforts.
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Chapter 7
Powerful Student-Facing Dashboard 
Design Through Effective Feedback, 
Visualization, and Gamification

Fatma Bayrak, Pınar Nuhoğlu Kibar, and Selay Arkün Kocadere

1  Introduction

Students interact with learning systems and with each other within these learning 
systems, leaving their digital footprints behind in the process (Pardo et al., 2019; 
Ryan et al., 2019). These can be rapidly analyzed through machine learning and 
predictive modeling techniques (Pardo et al., 2019). In this way, patterns emerge 
from learner behaviors, and it becomes possible to support learning through these 
patterns – a process known as learning analytics (LA), which starts with data and 
continues with supporting learning (Gašević et al., 2015).

The main functions of LA are predicting student learning success and providing 
proactive and personalized feedback (Dawson et  al., 2014; Lim et  al., 2019b). 
Furthermore, as system users may not be able to interpret data tables and statistics, 
it becomes necessary to present results obtained through LA in a user-friendly 
visual form (Chatti et  al., 2012). LA dashboards (LADs) provide such graphical 
representations of the collected data and analytics performed to support teachers 
and students (Pardo & Dawson, 2015). In the early stages of LA, dashboards for 
teachers were studied most intensively (Teasley, 2017). At the time, dashboards 
were used to identify at-risk students, sift out ineffective content, support traditional 
face-to-face lectures, assist teachers in staying aware of the subtle interactions in 
their courses, and support online or blended learning (Klerkx et al., 2017). While 
student-facing dashboards for learners who have control over their learning process 
were less studied at that time (Chatti et al., 2012; Kitto et al., 2017), as mentioned 
in the Horizon 2020 report, it is now more common practice to give learners access 
to their own learning analytics dashboard (Brown et al., 2020).
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Many researchers have acknowledged the effect of feedback on learning and now 
have honed in on interaction data-based feedback with an upward trend toward 
student- facing dashboards. Related to this, Pardo et al. (2017) state that there is a 
need to investigate the relationship between LAD interventions and feedback types 
and to review feedback through comprehensive data sets derived through technol-
ogy. For learners to perceive data-enriched feedback quickly and clearly, determin-
ing how to visualize the information becomes prominent.

Beyond examining the relationship between feedback types and LAD, it seems 
critical to consider LAD design from a feedback loop perspective to increase the 
effectiveness of LAD. Sadler (1989) mentions that the feedback loop closes when 
the learners take the appropriate actions to close the gap after being presented with 
the feedback. On the contrary, if the learner does not take action and does not show 
improvement, it means that the feedback loop is not closed and does not have an 
effect. It can be stated that the purpose of student-facing dashboards is for learners 
to monitor their own processes, to make decisions based on provided data, and to act 
in line with it. Although the feedback via dashboard is effectively presented, learn-
ers may still fall short of their full potential, such as when the learner chooses not to 
interpret and act on the feedback presented to them. In this manner, the learner’s 
lack of action does not benefit his/her progress (Ryan et  al., 2019; Teasley & 
Whitmer, 2017). One solution may be to use gamification to motivate learners to 
take action. Embedding gamification components and mechanics into the learning 
environment can enable learners to visit dashboards more frequently for monitoring 
purposes and to take action following the provided feedback, resulting in improve-
ment. The feedback and gamification design regarding the feedback loop deter-
mines the content and functioning of the dashboard. Designing feedback and 
gamification for students to close the loop seems more possible by visualizing them 
in a holistic perspective in LAD.

In this section, first, the feedback literature is examined, and then design sugges-
tions for LAD are presented, with emphasis on feedback. The dashboard design is 
scrutinized in terms of information design for maximum visualization effect of 
feedback. In order to close the feedback loop and increase the learner’s interaction, 
dashboard design is handled here from the perspective of gamification.

2  Student-Facing Dashboards from the Perspective 
of Feedback

The crucial role of feedback in improving learners’ learning is seen in multiple 
meta-analysis studies (Hattie & Timperley, 2007; Wisniewski et al., 2020). However, 
different terms of feedback are encountered in the literature. When these terms and 
definitions are examined, it is noteworthy that some terms are used interchangeably. 
This situation could be confusing. Therefore, in Table 7.1 these terms and defini-
tions are presented, and the intersecting points are shown.
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Table 7.1 Level and terms of feedback

Level Definition Terms used in the literature

Task Information about whether the learner’s answers 
are correct or incorrect

Verification (Butler & Winne, 
1995; Kulhavy & Stock, 1989)
Knowledge of result (Butler & 
Winne, 1995)
Outcome feedback (Butler & 
Winne, 1995)
Summative feedback (Butler & 
Winne, 1995)

Process Hints, directing the student to the content, 
thoroughly explaining the answer, examining 
errors, and providing working examples and 
guidance

Elaborated (Butler & Winne, 
1995; Kulhavy & Stock, 1989)
Process-oriented feedback 
(Sedrakyan et al., 2019, 2020; 
Rakoczy et al., 2013)Self- 

regulated
Showing the student a way to monitor, manage, 
and regulate their behavior for learning

Hattie and Timperley (2007) classified the feedback at four levels: task, process, 
self-regulation, and self. Feedback given at the task is about whether the learner’s 
performance is correct or not. This is also referred to as outcome feedback, knowl-
edge of results, or summative feedback (Butler & Winne, 1995). Process level feed-
back is specific to the processes underlying the tasks. Examples at this level include 
giving links between ideas, examining mistakes, and giving hints (Hattie & Gan, 
2011; Shute, 2008). When the literature is examined in further depth, it is seen that 
elaborated, cognitive, or process-oriented feedback terms are used for process feed-
back (Butler & Winne, 1995; Rakoczy et  al., 2013). That the term process or 
process- oriented feedback is used more widely in LAD studies recently is of note-
worthy interest (Sedrakyan et al., 2019, 2020). In some studies, this term is used for 
both process and self-regulated level. Self-regulation level feedback shows the stu-
dent a way to monitor, manage, and regulate their behavior for learning. Feedback 
encourages autonomy, self-control, self-management, and self-discipline (Hattie & 
Timperley, 2007). Self-level feedback includes expressions of praise (Hattie & 
Timperley, 2007). Recently, self-feedback is being studied as affective feedback 
within the scope of Intelligent Tutoring Systems, but affective processes are not 
covered in this section.

Pardo et al. (2017) stated that LADs usually contain task-level feedback, from 
which it is more difficult to extract information about learning or self-regulation 
processes. Recent interest in providing automatic, scaled, and real-time feedback to 
learners at these levels has also been expressed by LA researchers, such as in 
Sedrakyan et al. (2020) and Pardo et al. (2019). Through these studies, it is observed 
that the types of data and procedures collected to give feedback at the self- regulation 
level differ.

Another classification is about feedback time: immediate and delayed (Shute, 
2008). However, these classifications are made for assessment feedback. In other 
words, they are given according to the assessment task’s current status of comple-
tion. With recent advances in technology, students’ behavior in the system has 
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become much more rapidly observable. Within the scope of LA, data can be col-
lected and analyzed immediately, and feedback accessed in real time (Winnie, 
2017), which is one of LA’s strengths. However, some analytics require data over a 
longer period, and feedback can only be given after that time has elapsed. For exam-
ple, in time, it can be predicted whether the student will drop out or not. In addition 
to data collected from the volume of words and timing in which learners contribute 
in forums or reports, studies continue in the field of machine learning on automatic 
scoring of learners’ messages (Sychev et al., 2020; Zhang et al., 2019). In this way, 
it will soon be possible to provide such feedback prepared by teachers automatically 
and in real time.

In order for the learner to make sense of his/her performance, he/she needs refer-
ences that they can compare themselves to. Nicol (2020) has emphasized that stu-
dents generate internal feedback by comparing their current knowledge against 
some reference information. Correspondingly, a classification is made according to 
the reference to which performance is compared, and these are called criterion-, 
self-, and norm-referenced feedback (Hattie & Gan, 2011). In criterion-referenced 
feedback, standards and existing situations are compared (Brookhart, 2008, p. 22). 
While self-referenced feedback is based on the learner’s previous performances, 
norm-referenced feedback includes information based on the learner’s performance 
compared with that of other learners (Brookhart, 2008, p. 23). It is seen that in LA 
studies comparisons are handled as reference frame principles (Lim et al., 2019a; 
Wise, 2014; Jivet et al., 2020).

Hattie and Timperley (2007) also emphasized that feedback should answer all of 
the following three questions:

 1. Where am I going (what are the goals)? – Feed up
 2. How am I going (what progress is being made toward the goal)? – Feedback
 3. Where to next (what activities need to be undertaken to make better 

progress)? – Feedforward

Based on these questions, the next step in the process should be clear to the learner 
within the feedback. This way, the learner receiving the feedback can also see what 
he/she must do to close the gap and take action. As mentioned before, Sadler (1989) 
stated that the feedback loop closes when the learners take appropriate actions to 
close the gap after being presented the feedback. If the learner does not take action 
and does not show improvement, it means that the feedback loop is not closed and 
it does not have an effect. In the light of social constructivism, the description of 
feedback transformed from presenting information (Black & Wiliam, 1998; Hattie 
& Timperley, 2007; Kulhavy & Stock, 1989; Mory, 2004; Ramaprasad, 1983; Shute, 
2008) to a process (Boud & Molloy, 2013; Carless & Boud, 2018; Henderson et al., 
2018; Winstone, 2019), which involves taking action in light of the feedback.

In summary, two characteristics of feedback can be identified from those men-
tioned earlier. The first of these is the level of feedback. While it is seen that differ-
ent names are used for feedback, it is agreed that feedback should include the current 
situation and recommendations. The second feature of feedback is that it contains a 
comparison reference in order to make sense of the feedback. Learners have 
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different preferences regarding comparisons made with criteria, norm, and self. 
Accordingly, it is widely thought a wide variety of comparisons is useful. In terms 
of these features, the implications for LADs include the concept that dashboards 
should include suggestions and different types of comparisons.

With the developments in technology, types of data such as which videos the 
learners watch, how long they spend in a question, the number of words or charac-
ters in the answer, etc. can also be obtained. These types of data can be very diverse. 
In their systematic reviewing study, Schwendimann et al. (2016) classified indica-
tors collected during the e-learning process as action, result, social, content, context, 
and learner related. Furthermore, Pardo (2018) presents a model to reconceptualize 
feedback in data-rich learning experiences. He stated that to analyze and predict 
learner behavior, algorithms should be considered a part of the feedback process. 
Based on this, it is seen that there is a need to talk about analytics.

Cambridge Dictionary defines analytics as a process in which a computer exam-
ines information using mathematical methods to find useful patterns (Fleckenstein 
& Fellows, 2018; Ndukwe & Daniel, 2020). Accordingly, four analytics are men-
tioned in data science: descriptive, diagnostic, predictive, and prescriptive analytics. 
Descriptive analytics is the examination of data to answer the question “What hap-
pened?”. Diagnostic analytics search for an answer to the question “Why did it 
happen?”. Predictive analytics provides insight on “What will happen?”. At this 
point, Pardo and Dawson (2015) have stated that if we can predict how students will 
behave while participating in a learning experience, perhaps we can anticipate fail-
ure, complications, and anomalies and promptly deploy the appropriate remediation 
actions or intervention. The learner must find an answer to why he/she is in the risky 
group and what they have to do to remove themselves from it. Prescriptive analytics 
contains more information in this sense (Ryan et al., 2019) and is a combination of 
descriptive analytics and predictive analytics that answers the question “What 
should we do?”. From this point of view, analytical levels mentioned within the LA 
and feedback examples are presented in Table 7.2.

In summary, in terms of feedback, we can state that dashboards presented to 
learners should include current state and recommendations. From this point on, pre-
scriptive analytics, which is the most complex level, strengthens feedforward fur-
ther with data-based recommendations. Recommendations should be presented at 
other analytics levels by instructors, the system, or both, as these will help learners 
decide on their next steps. The system developed by Pardo et al. (2019) is an exam-
ple of supporting teachers to write recommendations based on learning analytics.

Students can be encouraged to get in contact with their teacher or with peers, 
especially if they fail even after following the recommendation. The system’s mes-
sage as “study with a friend or teaching assistant because the videos were not help-
ing you succeed” is an example for this case (Bodily et al., 2018). Pardo et al. (2019) 
indicated that the definition of feedback has turned into a more dialogic form. 
Winstone et al. (2017) found all forms of dialogue on feedback, including that of 
peers, are vital to improvement, too. A mechanism in order to encourage not only 
taking but also providing peer feedback could be integrated into the system. As a 
matter of fact, giving peer feedback is itself a gain (Nicol, 2013).
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Table 7.2 Feedback examples at different analytics levels

Data 
analytics

Analytics 
that 
answers ...

How am I going?
(What progress is being 
made toward the goal?)

Where to next?
(What activities need to be undertaken 
to make better progress?)

Descriptive 
analytics

What 
happened?

Example:
Test 1 has ten questions and 
you answered one of them 
incorrectly

Example:
You can go to the X second of the 
video. In this way, you can find the 
correct answer

Example:
You have completed 2 tests
The time you spend on the 
content is 35 min and the 
total number of your entries 
to the system is 15

Example:
The tests you have not answered: Test 3, 
Test 4 ...
The content you have not reviewed are: 
Video 1, Video 2, discussion ...

Diagnostic 
analytics

Why did it 
happen?

Example:
The time you spent in the 
content is 20 minutes
In previous years, it was 
found there is a relationship 
between the time spent on 
the content and achievement
Last year, in the first 
2 weeks, those who watched 
Video 1, Video 2 and Video 
3 were successful

Example:
It would help if you spared time for 
content
The videos that you haven’t finished 
watching are listed below:
...

Predictive 
analytics

What will 
happen?

Example:
You have completed 2 tests. 
The time you spent in the 
content is 40 minutes, and 
your entries to the system 
were 10
In previous years, learners 
who continued in this way 
failed the course

Example:
It would help if you changed some of 
your study habits
Note: The learner must find an answer 
to why he/she is in the risky group and 
what he/she has to do to remove 
themselves from it. Prescriptive level 
contains more information in this sense 
(Ryan et al., 2019)

Prescriptive 
analytics

What 
should we 
do?

Example:
You have completed two 
tests. The time you spent in 
the content is 40 min and 
your total number of 
questions in the forum 
was 10
In previous years, learners 
who continued in this way 
failed the course
Note: Prescriptive analytics 
is a combination of 
descriptive analytics and 
predictive analytics

Example:
In the course, 70 percent of those whose 
grade is at least 65 in Test 1, whose 
grade is at least 70 in Test 2, and the 
people who wrote the most questions in 
the forum were successful
60% of those whose grade is at least 
50 in Test 1, whose grade is at least 
80 in Test 2, and the people who wrote 
the most questions in the forum were 
successful
You can try any path you want
It can be expressed more simply as 
follows:
To achieve this course, you should 
increase your scores in Test 1 and Test 
2. To manage this, we recommend you 
to repeat video X and be more active in 
the forum
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Within the scope of this section, the feedback literature has been summarized 
and recommendations presented. However, when appropriate visualization is not 
done, perceptibility of feedback can be difficult or cause wrong decision-making. 
Accordingly, visualization processes will be discussed in the next section.

3  Learning Dashboards from the Gamification Perspective

Gamification is defined as using game elements and design techniques in non-game 
contexts (Werbach & Hunter, 2012) and has become a frequently used instructional 
method. Kocadere and Çağlar (2018) defined instructional gamification as an 
approach using game design principles in the learning environment to interest and 
motivate learners. While the most commonly used elements are points, badges, and 
leaderboards (Subhash & Cudney, 2018), levels, charts, rewards, and stories are 
some of the other game elements used in gamification. Depending on the gamifica-
tion design, these items trigger mechanics like competition, collaboration, resource 
acquisition, and transaction (Kocadere & Çağlar, 2018). By each element integrated 
into the learning environment, feedback is provided to the students. Feedback, the 
core constituent of dashboards, can also be considered as the main structure in gam-
ification. Gamification technologies have the groundwork to use LA for empower-
ing feedback. It can even be said that without LA, gamification does not reach its 
full potential and does not have the desired effect on learning (Spector et al., 2016). 
It can be said that feedback presented via dashboards like showing badges, progress, 
or a comparative status is a complementary part of gamification. From a similar 
point of view, Freitas et al. (2017) listed advantages of gamified dashboards as posi-
tive effects of visualization, competition-collaboration opportunities, and increased 
engagement. The combination of analytics and gamification has been interpreted as 
a powerful tool by Goethe (2019) to motivate users to engage. In line with Goethe 
(2019), Mah (2016) suggested using LA to produce badges as personalized feed-
back to improve learning and enhance the retention of the students. Gamification 
studies show positive effects such as increased motivation, engagement, and conse-
quently enhanced performance (Özhan & Kocadere, 2020). This blended structure 
indicates two emphases, in which the second one is the focus of this study.

 1. Designing effective dashboards that take into account both LA-based feedback 
and visualization principles can be considered a way to improve the effects of 
gamification.

 2. With its effects, gamification can be seen as a method of serving the effective-
ness of dashboards by increasing participation and motivation for taking action.

No matter what purpose and how well student-faced dashboards are designed, stu-
dents need to learn to examine, interpret, and make decisions based on the informa-
tion presented to them (Teasley & Whitmer, 2017). According to Carless and Boud 
(2018), feedback literacy consists of four steps: appreciating feedback; making 
judgments; managing effect; and taking action as a result of the other three steps. 

7 Powerful Student-Facing Dashboard Design Through Effective Feedback…



156

These steps basically indicate the interaction of students with feedback. Nicol 
(2010) highlighted the importance of students’ interactions with feedback and stated 
it might be even more important than the quality of their teachers’ comments. He 
also mentioned students’ need to change their future actions based on the feedback 
they get. Ryan et al. (2019) indicated while dashboards ease teachers into providing 
feedback, especially in crowded classes, it does not guarantee motivation for learn-
ers to act accordingly. Han and Xu (2019) expressed how students under-engaged 
with feedback despite their teachers’ efforts to provide it. Both Bodily et al. (2018) 
and Sansom et al. (2020) mentioned the need for further studies to motivate students 
to engage with dashboard feedback. Based on all of these, two points attract 
attention:

 1. The need to motivate learners to increase their interaction with dashboards
 2. To encourage them to take action after considering the provided feedback

As mentioned before, with its capacity for motivation and engagement, gamification 
has the potential to be the solution for this lack. Winstone (2019) wanted to integrate 
operating logic from fitness apps into feedback loops to engage students with the 
feedback and direct them to track their own results. Even though she did not use the 
term gamification, what she is describing is basically gamifying to increase stu-
dents’ engagement with feedback. In this part of the chapter, a series of suggestions 
about gamifying the feedback loop to motivate learners to monitor their progress 
through dashboards and take action will be listed below. The key concepts will be 
seen as bold to facilitate to follow.

Visualizing the learners’ path is one of the main points highlighted by Charleer 
et al. (2016) in their study about creating effective LA dashboards. An equivalent of 
a game board, and pawns/avatars, which will be included in the dashboard, allows 
students to see their goals, their position relative to their goals, and their next task. 
The digitized visual representation of a game board answers the “What are the 
goals?”, “What progress is being made toward the goal?”, and “What activities need 
to be undertaken to make better progress?” questions of Hattie and Timperley 
(2007). Visible progress is one of the main requirements in gamification. Signs for 
completed/unlocked levels, three stars to be filled up, or a simple progress bar could 
be used to show the learner’s progression on the path. This big picture may also be 
an encouraging factor when students falter. As a matter of fact, Winstone et  al. 
(2017) indicate that encouraging students to monitor their overall performance may 
prevent demotivation.

The last question from above, “Where to next?”, can only be replied in a limited 
way on the path. For example, the table of contents or the next week’s quiz can be 
seen as one further step toward the learner’s goal. However, the answer should be 
more specific in relation to the action to be taken by the learner to close the gap 
between their current performance and ideal performance (Sadler, 1989). For 
encouraging students to take action, recommendation paths based on LA as part of 
the feedback can be developed. From a game point of view, creating a nonlinear 
path is favorable; it could also be said from the learning field, the more the students 
have control over their learning, in other words have a chance to pick from their 
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options, the better they learn. Recommendation in one part of the dashboard should 
lead learners to action. Additionally, learners that follow the recommendations 
should be rewarded. One barrier to engaging feedback is not seeing efforts “paid 
off” (Winstone et al., 2017). Therefore, the positive consequences of actions learn-
ers take based on the feedback should be visible to them. At this point, the advan-
tage of learning analytics that work based on real-time data and the instant feedback 
produced based on it can easily be seen. The capacity to provide instant feedback on 
the learning strategies they have determined can also be an element that will support 
students’ self-regulation skills. In other words, encouraging learners to use dash-
boards in this way can improve their ability to control their learning processes.

Points are one of the main elements that can be used, as they easily combine with 
assessment results from assignments and exams. On the one hand, learners’ general 
interaction with the system, such as the frequency of logins and/or the interest in 
educational resources, can be demonstrated in points. On the other hand, in a gami-
fication design that focuses on the usage of feedback, points produced from time 
spent in the dashboard monitoring feedback, taking action from suggestions in the 
feedback, and accuracy of the action can be generated. The “points” can either be 
formed by assessment results directly or can include various units of measurement 
like frequency of logging in.

Graphs and iconic visuals, especially when grounded on LA, are powerful tools 
for the visualization of game elements. For instance, through them, students can 
evaluate their own progress, by time, and make a comparison of their performance 
against that of their classmates. Although competition is not every player’s favorite 
game mechanic (Kocadere & Çağlar, 2018), dashboard components that provide 
comparison chances are still found useful by students (Park & Jo, 2015). Furthermore, 
Nicol (2020) emphasized the importance of comparing oneself with others for 
learning. Leaderboards are one of the most popular comparison methods used in 
gamification. Leaderboards don’t necessarily rank by points. For example, students/
teams can be listed according to the number/variety of their badges. Another exam-
ple might be lining up learners considering their quickness in taking actions in line 
with the system recommendations or considering the amount of time spent in 
the system.

Tenório et al.’s (2020) study is an example from a similar perspective. In this 
study, the teacher defined goals as interacting at least 60% with the resources. 
Students have a dashboard that involves visuals about points, levels, progress over 
time with regard to defined interaction, and interaction with each educational 
resource. When the teacher determines any situation under expectation, he sends a 
new assignment to this specific group/student via email. With this notification, the 
teacher gives information about the task, task deadline, potential reward, and related 
resources at hand to utilize in order to achieve the mission. Following this, the 
impact of this intervention can also be visualized. The results of this study indicate 
improvement in students’ engagement, motivation, and learning outcomes.

As is always the case in both games and gamification, the user’s next step should 
be given in clear and small chunks (Rouse, 2004). In particular, recommendations 
should be provided in that fashion. Winstone et  al. (2017) found students were 
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inactive in using feedback that gave unrealistic expectations and did not provide 
them enough time for action. A certain amount of time must be given to students for 
them to act in response to how the feedback has directed them. Still, it would also 
be wise to provide notifications that will cover the distance in the learner’s engage-
ment loop (Zichermann & Cunningham, 2011). Sansom et  al. (2020) also men-
tioned that reminder systems might increase dashboard usage as well.

In conclusion, the iterative process from the gamification perspective can be 
clarified as follows:

 1. Define challenges by combining determined game mechanics and goals.
 2. Present challenges in doable pieces and link to rewards (virtual goods, badges, 

stars, etc.).
 3. Diversify challenges and branch out the path as much as possible.
 4. Give enough time for each challenge and recall to the dashboard via 

notifications.
 5. Give feedback, including rewards, on actions they took through the dashboards.
 6. Make learners’ progress and status visible and provide opportunities for 

comparison.
 7. When they achieve goals, re-engage them with new challenges.

In games, driving players into corners is not acceptable (Rouse, 2004), and it is not 
a preferred method in learning environments either. Since the main purpose is to 
improve learning, we should avoid herding students into dead ends. Providing dif-
ferent paths and giving clear instructions regardless of diversifying paths can be a 
solution in this situation. Winstone et al. (2017) mentioned that students need to 
understand the feedback and find a way to act after considering it. Likewise, Aguilar 
(2018) calls attention to always giving a way for students to improve. Some poten-
tial moves in line with these suggestions are (a) planning bonus tasks that provide 
opportunities for gaining points through extra assignments, (b) diversification of 
recommendations in order to give students different ways to enhance learning, or (c) 
“replay” chances such as retaking tests or revision of homework.

Gamification should prioritize learning and be integrated into the course in a 
meaningful way. Clicking the dashboard should not be a discrete requirement, but 
rather a natural extension for how students follow the course. In like manner, both 
Sansom et al. (2020) and Charleer et al. (2016) have made similar suggestions, such 
as integrating the dashboard into students’ workflow for the adoption of dashboards 
as part of the learning process.

Up to this point, the interaction of LA and feedback with gamification and visu-
alization of the path, progress, and ranking has often been discussed, but it should 
be noted that visualization’s connection with gamification is not limited to game 
elements. For example, adding a back story like fighting with pirates, running from 
zombies, and designing badges in line with the story might motivate learners more. 
Gamification is based on games that take their power from visuality. Games can 
even be described as information design artifacts with high information density 
(O’Grady & O’Grady, 2008, p. 25). Gamified applications that have gone through 
an effective information design process seem more remarkable than others. Gamified 
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or not, this concept also applies for dashboards. Freitas et al. (2017) mentioned a 
similar point that visualization principles enrich gamified dashboards and support 
learners to explore dashboards.

4  Visualization of Learning Dashboards

Placing the dashboard between the words of information design term, Few (2006) 
drew attention to the visual design of dashboards, which has a great impact on their 
effectiveness. With the phrase “information dashboard design,” he qualified dash-
boards as information design output and defined the dashboard as a “visual display 
of the most important information needed to achieve one or more objectives, which 
fits entirely on a single computer screen so it can be monitored at a glance.” The 
International Institute for Information Design (IIID) defines information design as 
“the defining, planning, and shaping of the contents of a message and the environ-
ments in which it is presented, with the intention of satisfying the information needs 
of the intended recipients” (idX, 2007). There is an emphasis on message transmis-
sion in information design, and when it comes to learning dashboards to be used for 
learning-teaching processes, the information design process becomes more special-
ized due to its target audience and purpose. The message to be designed in the 
information design of learning dashboards appears as feedback aiming to improve 
learning by covering information based on the learning process.

Schwendimann et al. (2017) treat the dashboards used in the learning-teaching 
process as learning dashboards and defines them as “single display that aggregates 
different indicators about learner(s), learning process(es) and/or learning context(s) 
into one or multiple visualizations,” which draws attention to what educational 
dashboards should contain. Beyond the content of learning dashboards, 
Schwendimann et al. (2017) remarked that visualizations in educational dashboards 
are very similar to those created for other fields and that they should be customized 
and designed with field-specific visual metaphors to be used in learning processes. 
In fact, they point to the question of how these learning indicators should be visual-
ized, which is closely related to information design.

While dashboards aim at effective transmission of information reached through 
the intensive data visualization process, the result can be complex interfaces filled 
with incomprehensible data graphs when the information design process is not 
implemented efficiently. Data visualization enables the communication of complex 
and unorganized dense data effectively through the visual representation of its 
graphical or pictorial format (Pettersson, 2021) which forms the basis of the graph- 
intense content to be visualized in the learning dashboards through the LA process. 
The types of data included in graph-intense representations and the relationships 
established between them are determinant in the complexity of the graph, which in 
turn determines the level of learner benefit from the representation. Shneiderman 
(2003) draws attention to this relation and proposes Visual Information-Seeking 
Mantra for graphical user interfaces as learning dashboards, which covers seven 
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tasks as overview, zoom, filter, details-on-demand, relate, history, and extracts over 
seven main data types as one/two/three/multidimensional, temporal, tree, and net-
work. The information-seeking task classification seems to be extended for special-
ized and sophisticated graphs which can be developed with various combinations of 
determined data types. Ware (2013) points out the depth of the classification of data 
types with a similar approach and divides data into two forms: entities and relations. 
Entities are objects intended to be visualized; relations are structures between 
objects and patterns formed by these objects. Determining or exploring the attri-
butes of the entities and relations constitutes an important stage of data visualiza-
tion. For student-facing learning dashboards, this process takes place in the form of 
deciding what types of metrics related to learning will be addressed, how these 
metrics will be examined in combination, and what kind of indicator will be pre-
sented to learners as feedback.

Although the data visualization process is the basis for developing an effective 
learning dashboard, the main step is how to convey this message to the learners. 
Learning analytics dashboards consisting of data-intensive graphs created in line 
with the data visualization process that has not been combined with information 
design are often described as complicated by the target audiences who are low graph 
literate or unfamiliar with the specialized graphs. At this point, it should be taken 
into consideration that the knowledge base of the target group (specific group or 
broad audience) and information density is decisive in the form and function of the 
information design product to be developed (O’Grady & O’Grady, 2008, p. 24).

4.1  Graph Literacy Effect on Learning 
Dashboard Visualization

Graph literacy, which covers the skills of reading and drawing graphs (Fry, 1981), 
is closely related to the level of benefit from dashboards (Park & Jo, 2015). The 
effectiveness of a graph is related to the prior knowledge and experience of the 
learner in reading the type of presented graph (Clark & Lyons, 2011). In terms of 
the effectiveness of dashboards, the literacy levels of the students regarding the 
dashboard to be presented should be considered in the context of learning (Sansom 
et al., 2020). At this point, it is critical to produce design solutions by considering 
the varying levels of graph literacy among learners for increasing the level of the 
learners’ benefit from the dashboard.

Regarding the solution of problems arising from graph literacy, adding compo-
nents to the learning process that aim to increase the graph literacy of learners is one 
of the first design solutions that comes to mind. Placing a help menu explaining how 
to read graphs can support students in reading the graphs used on the dashboard 
(Park & Jo, 2015). Similarly, adding just-in-time training to dashboards that require 
reading complex graphs can also support learners in how to interpret complex 
graphs (Mautone & Mayer, 2007).
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Another suggested design solution to address different literacy levels is to offer 
dashboards with options such as simple and advanced, which vary according to the 
complexity level of data graphs it contains (Park & Jo, 2015). The simple option 
enables low-literate learners to read the graph, while advanced options allow highly 
literate learners to make more detailed inferences over the data. Presenting different 
options of graphics according to the complexity level on a single dashboard pro-
vides an advantage for students with different literacy levels; but on the other hand, 
adding view options may result in overcomplexity and clutter in the dashboard 
design (Bodily et al., 2018).

Simpler viewing options are generally structured with more commonly recog-
nized graphs in dashboards, which overlap with an instructional graphic design 
approach. In any graphics used in a learning environment, where the data-intensive 
relationship is visualized, it is recommended to choose graph types familiar to the 
learners as often as possible (Clark & Lyons, 2011, p. 121). Familiarity with the 
graphic format may differ even in different uses of the same graph type. The vertical 
use of bar charts, which is more familiar, is interpreted faster than its horizontal use 
(Fischer et al., 2005). When examining the chart types used in studies on dashboard 
design, it was seen that bar charts, line graphs, pie charts, network graphs, etc. are 
used extensively and do not differ according to the learning context or the learner 
groups (Schwendimann et al., 2016). Although the authors did not examine the dis-
tribution of the graphs used in research by years, examining the change may also 
affect the design decisions to be taken related to graph familiarity usage.

The development of data visualization tools has changed and improved the 
design of interfaces to cover different graph types (Rendgen, 2012). Newly devel-
oped interfaces introduce different graphic types and visualization styles to the tar-
get audience. Accordingly, the required literacies change, and from this continual 
change emerges the question of how to design more digestible visual messages 
where data-intensive, extraordinary graphics are used extensively. Without a doubt, 
these changes in required literacies have caused infographics to become more visi-
ble in digital media than ever before.

4.2  Visualization of Learning Dashboards 
from the Information Design Perspective

Infographics, which are outputs of the information design process, are an effective 
visualization form that enables the transfer of important points and relationships 
within the information to be conveyed through a holistic graphic with complemen-
tary text and iconic visuals (Nuhoğlu-Kibar & Pettersson, 2021). According to the 
requirements of information design, infographics can be developed statically, semi- 
dynamically, and dynamically, according to the variability of information and inter-
action level (Lankow et  al., 2012, p.  74). They can cover one or more types of 
comparison, data, flow chart, image based, timeline, process, metaphor, and 
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narrative type of infographics (Dyjur & Li, 2015). Although it is not actually men-
tioned in the literature, the infographic design approach contains answers to the 
question of how data-intensive dashboards can be designed effectively, as they 
enable information to be transferred interactively through a story by converging text 
and iconic visuals.

The effectiveness of an infographic depends on the quality of the information 
that the infographic content wants to convey and the visual quality of the design 
applied to transfer this information, which correspond to the content generation and 
visual design generation dimensions (Nuhoğlu Kibar & Akkoyunlu, 2017). The 
content generation dimension focuses on how content is structured and organized. 
This dimension draws attention to the design principles of using headings and sub-
headings, grouping information into sub-information groups, ensuring systematic 
and continuity between sub-information groups and within the group, highlighting 
important information, and providing visual information with clear and concise 
explanations. The visual design generation dimension examines the visual features 
of text (font and text line features) and visuals (color effect on visibility, harmony, 
redirection, and used reality level and tags) that make up the infographic separately 
and additionally examines the big picture (visual hierarchy, redirection, rhythm, 
emphasis, consistency, balance, and integrity) formed by the combination of text 
and other visuals.

In particular, when the purpose of visualization is pedagogical (as in learning 
dashboards), and the aim is not reaching detailed data analysis, using pictorial 
icons, symbols, or words directly on charts can help provide cognitive efficiency. 
Such design solutions will reduce a step in the learner’s cognitive process as they 
attempt to figure out the category of data they have encountered as part of their 
graph reading (Ware, 2013, pp. 316, 320). Similarly, when it comes to the learning 
dashboard, adding scaffolding texts help students to interpret graph-intense infor-
mation on the dashboard and enable them to make forward-looking inferences 
(Park & Jo, 2015). With the aforementioned information visualization approach, 
Ware (2013) points to infographics, where rapid understanding is the main pur-
pose and the scope of content and data visualization is limited for that purpose. 
Thus, more blank space can be opened on the design plane to other visualization 
elements (symbols, icons, images, and words) that can be applied to graphic-
intensive presentations.

The design structure of static multi-block infographics contains clues about the 
basic principles for the visual design of learning dashboards. Organizing complex 
data or ideas in a multipart visual representation structure and presenting them in 
a single display (Sommer & Polman, 2018), creating a story by combining image 
and text with a flow of information (Lu et al., 2020), and structuring the flow of 
information with the feature that makes the relationships visible (Albers, 2015) 
draw attention to three interrelated points regarding the improvement of visual 
designs in learning dashboards: (1) text and visual integration, (2) flow of infor-
mation, and (3) whole-part relationship. These three points draw attention to three 
aspects of graph- intense learning dashboards that could be improved through an 
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effective spatial placement by considering the relation between the all kinds of 
items that make up the content. In the simplest terms, this is possible by determin-
ing the proximity of the elements and placing them according to the strength of 
the relationship between them. In the design process, it is performed as follows: 
(1) placing the associated visuals and texts that constitute the smallest unit in the 
content; (2) the placement of these units according to the relationship between the 
parts, which will form the flow; and (3) creating the perception that each unit is a 
part of the whole.

The tendency to present data on the status of the learner on the dashboard with-
out creating connections between the pieces overlooks the necessity to reflect on the 
learning context and processes. Decisions taken in the context of the content and 
visual type of the parts to be included are followed by the decision to bring these 
parts together. This points to another common dashboard design mistake – place-
ment – where many problems encountered in dashboard design can be solved based 
on the principle of proximity (Few, 2006). The ability to view recommendations in 
conjunction with an interactive scatter plot that displays the learner’s knowledge, 
instead of presenting the learner’s situation data and their associated recommenda-
tion on separate pages, is an example of how proximity can be a design solution 
(Bodily et  al., 2018). Defining the relationship between the parts, placing them 
according to the principle of proximity, and ensuring continuity between the parts 
will create the information flow in the dashboard. The reflection of the information 
flow on the dashboard makes the learning process/context visible and traceable on 
the dashboard.

Excessive and incorrect use of colors, use of different graphic types serving the 
same purpose for diversity reasons, and excessive decoration of the interface are 
common mistakes (Few, 2006). Color is one of the most important design elements 
used in directing attention. How it is used in design is critical because it supports 
coding in terms of learning. It can have important design functions such as high-
lighting important information in the interface, defining sub-information groups, 
and ensuring integrity in the interface. As an interface where the learning process is 
monitored, it is recommended to use color in learning dashboards to support learn-
ing and include decoration in a way that will increase the attractiveness without 
shading the content.

Moreover, as they convey messages quickly by combining graphs with text 
within a limited space, dashboards motivate audiences into taking action by bring-
ing their attention to essential information (Few, 2006). In order to achieve this, it is 
vital to incorporate visual attention elements into the dashboard design. In addition 
to highlighting important information, recommendations aimed at galvanizing stu-
dents into action can be made more recognizable by differentiating them from other 
items on the dashboard in terms of visual features. Placing the recommendations 
close to the status of the learners (without using scrolls or nested menus on the same 
screen) increases the visibility of the recommendations (Bodily et  al., 2018). 
Interactive radar graphs and associated displays are also methods used to effectively 
display multidimensional status recommendations.
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5  Discussion and Conclusion

This study proposes a perspective for student-facing dashboards that combines (1) 
feedback design to show students their status and the further actions to be taken, (2) 
gamification design to urge students to act in the direction of feedback, and (3) 
information design to visualize feedback and gamification design effectively. 
Feedback design for deciding which information to be presented to students consti-
tuted the initial step of dashboard design. In order to motivate students to monitor 
their learning process and close feedback loop, the dashboard was strengthened 
with gamification. The feedback and gamification design was visualized in a cohe-
sive and holistic manner with the information design perspective. Although it looks 
like a sequential structure, these three components require an interwoven design 
process according to the purpose and design approach of the dashboard. Design 
suggestions for student-facing LADs according to feedback loop can be summa-
rized as follows:

• Present the learner’s current status, gap between desired and current state with a 
comparison point, and give recommendations on how to fill the learning gap.

• Give recommendations based on challenges to fill the gap by linking goals with 
game elements, give feedback including rewards on the action they took through 
the dashboards, provide enough time, and recall to the dashboard via notifica-
tions to re-engage learners with new challenges.

• Visualize the learner’s current status, recommendations, position in the learning 
process, and game elements, which forms the functioning of the process, while 
considering the relationship between all. Visualize by integrating different visual 
elements (symbols, icons, images, scaffolding texts, titles, etc.) and consider the 
differing literacy levels of learners when providing visual design solutions (such 
as adding different graphs forms when imparting information).

In order to put theory to practice, a snapshot of a hypothetical learning dashboard 
was provided in Figs. 7.1, 7.2, and 7.3. The left side of the dashboard is visualized 
in Fig. 7.1 and the right side in Fig. 7.2. From top to bottom, the left side covers the 
general situation of the learner, detailed information on learning activities, activities 
done in the system over time, and forward-looking predictions. The right side visu-
alizes respectively from top to bottom the radar chart created for certain variables, 
related recommendations, test, and assignment details. Figure 7.3 presents the infor-
mation that can be displayed by hovering over the icons on the left side of the 
dashboard.

When designing the dashboard, it was assumed that the system it belongs to has 
some features. Providing automatic recommendations based on LA was one of 
these assumptions. Either sending automatically (Bodily et al., 2018) or manually 
(Pardo et al., 2019), the recommendation or support for action stands out in most of 
the LA studies (Jivet et  al., 2020; Bodily et  al., 2018). Our preference on being 
automatic was for supporting learners for them to close their feedback loop. A 
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Fig. 7.1 Student-faced learning dashboard proposal (left side)

contact button was created to encourage students to get support from their peers or 
teachers, especially when they’re below the average.

According to feedback literature, learners also need references in order to com-
pare and make sense of their performance. However, norm-referenced comparisons 
are a controversial issue in the field of feedback (Jivet et al., 2020; Lim et al., 2019a; 
Teasley, 2017). While some studies reported negative effects of norm-referenced 
feedback, some highlighted positives (Aguilar, 2018; Guerra et al., 2016; Jivet et al., 
2018; Mumm & Mutlu, 2011; Shute, 2008). In LA dashboard studies (Bodily et al., 
2018; Schumacher & Ifenthaler, 2018), it is reported that students prefer compari-
son. Consequently, we provided comparison for each indicator. Leaderboard was 
one of the included components for comparison and used the learners’ score as its 
indicator. In addition to the leaderboard, points, badges, and stars were used to 
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Fig. 7.2 Student-faced learning dashboard proposal (right side)

gamify the system. The game elements were planned to motivate students to follow 
the recommendations, to upload homework on time, and to achieve more.

Following feedback and gamification design, the design process focused on how 
to visualize effectively the structured learning context and process to the learners. 
The starting point of the visualization process was examining the design similarities 
between learning dashboards and graph-intense multi-block infographics. Initially, 
the dashboard was divided into sub-information groups that will form a meaningful 
big picture of the learning process as in multi-block infographics. The connections 
were created between blocks according to their relationship with each other. The 
dashboard was enhanced with iconic representations and scaffolding texts. In order 
to ensure that the learner focused on learning as much as possible, scaffolding text- 
supported iconic representations were used instead of data-intensive graphics to 
highlight the content-related feedback. Connected status information and recom-
mendations were placed close to each other for stimulating the learner to take action.
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Fig. 7.3 Information presented to learners by icon hovering

Although we believe the dashboard design in Figs. 7.1, 7.2, and 7.3 might be a 
reference point to start to design a LAD dashboard, since each dashboard design 
must be unique according to the learning context, we’re also aware the suggestions 
and examples listed in this study remained limited. Plus, these design ideas have 
never been tested. As expected, there is a need for experimental or design-based 
research to examine the presented opinions’ effects. From a broader perspective, 
another limitation of this study is not covering the perspective of self-regulated 
learning (SEL), which is one of the most commonly used theoretical frameworks. 
Focusing SEL in the LAD design is planned within future studies of ours.
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Chapter 8
Visualizing Your Visualizations: The Role 
of Meta-visualization in Learning Analytics

Ronald Dyer

1  Introduction

Learning analytics (LA) represents an interaction process informed by instructor/
student input with an aim of effective utilization of data to improve teaching and 
learning processes. It is a sophisticated analytical tool providing a powerful way 
to gather intelligence on hundreds/thousands or millions of datasets and provide 
trends, hypotheses, and modeling of student-related information (Elias, 2011). 
The field of learning analytics draws from that of business intelligence and educa-
tional data mining, etc. supporting actionable insights and falling under the 
umbrella of technology-enhanced learning. The need for LA is driven by such 
factors as the rise of big data within education environments as well as the contin-
ued growth of online learning. According to Ferguson (2012), early origins of 
education data research go as far back as 1979 with the Survey Department of the 
Open University in the UK having the ability to reflect on 10 years of distance 
education students. Post 2003, integration of the Social Network Analysis (SNA) 
within the LA toolkit (Ferguson, 2012) was incorporated. Clow (2013) indicated 
that the central idea behind LA is a cycle commencing with learners, who gener-
ate data, which is processed into metrics that inform interventions and by exten-
sion affect learners. The data generated varies from demographic to online 
activities, assessment, and destination data. As it relates to the visualization of the 
LA data, this can take the form of graphs, charts, dashboards, and other infograph-
ics providing visual insights presented in interactive formats for user consump-
tion. The development of visualizations derived from LA datasets while appearing 
simple is an array of complex design decisions with the requisite need to tell a 
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compelling story. Issues such as simplification and color schemes (Evergreen & 
Metzner, 2013) make the difference between interaction and abandonment of 
visual data. There are also challenges associated with data quantity reduction, i.e., 
grouping data based on similarity while trying to represent the best possible pic-
ture of what the visualization is trying to translate (Steed, 2017), utilizing smaller 
amounts of data. Regardless of the data, the principles of good visualization are 
key for good information dissemination. Furthermore, the need for user sense-
making (Bendoly, 2016) informing effective questions and answers (Q&A) aided 
by creative problem-solving approaches (Hargrove & Nietfeld, 2015) as part of 
associated thinking strategies is a requisite. These Q&As cannot occur, however, 
without building the appropriate metacognitive frames to inform the visualization 
process. In essence, they represent a thinking process required to support creation 
of “good visuals” and the underlying narrative data via appropriate technol-
ogy tools.

Consequently, visualization of LA datasets requires meta-capabilities, i.e., the 
properties required to learn, develop, and apply skills (Furlong & Johnson, 2003) 
which underlie core visualization competency building. These capabilities allow for 
questioning of the paradigms relative to the learning environment and stimulating 
and supporting the development of competencies that provide deeper context of 
visualization processes at a systems level, i.e., meta-capabilities require skill, capa-
bility, and competence in a general sense in order to effect requisite standards of 
good practice and efficacy of knowledge transfer. More specifically, as it relates to 
visualization processes within LA, the need for meta-visualization (MV) capabili-
ties informing good practice and effective dissemination of outputs is a necessary 
precursor for adopters of visualization techniques to support LA visualization/
dashboards.

To inform understanding of MV capability requirements, this chapter is orga-
nized as follows:

• A definition of data/meta-visualization
• Meta-visualizations linkage to learning analytics visualization and dashboards
• Meta-visualization framing to support learning analytics
• Meta-visualization example
• Discussion and conclusion

2  Data and Meta-visualization Defined

To understand the role of data visualization within LA, a clearer picture of its 
exact nature is required. Data visualization (DV) is not new, dating back centuries. 
Since the origins of humans and their struggle for survival, depictions on cave 
walls illustrating hunting strategies as well as statistics of how many animals/
kinds they caught have existed. DV can be defined as the graphical or pictorial 
representation of data or information in a clear and effective manner (Brigham, 
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2016). Its aim is to assist the understanding of data. William Playfair is credited 
as one of the early pioneers of data visualization, first using and publishing bar, 
line, and pie charts to communicate information about data. DV is also sometimes 
referred to as information visualization or scientific visualization with the differ-
ence between the two being the audiences and complexity of the messages deliv-
ered. The array of visuals derived from DV can range from very simple word 
clouds to charts and infographics with interactive capabilities. It represents a story 
told requiring both an accurate representation of data and a clear point. The nar-
rative encourages future action and/or engagement from users leading to valuable 
insights for decision-making. However, while DV looks aesthetically attractive, 
there are requirements to understanding both data sources and design principles 
associated with its development. The role of DV in learning analytics is similar to 
commercially focused organizational business intelligence criteria, and conse-
quently well-informed/structured thinking is required for actionable information 
dissemination. In the realm of LA, DV techniques provide patterns and trends 
regarding large student datasets centered around: prediction, clustering, relation-
ship mining, discovery, and human judgment (Avella et al., 2016). Thus, LA anal-
ysis focuses on data related to learners’ interaction with course content, other 
students, and instructors and integrating these datasets to form relationships. The 
term visual analytics, i.e., the science of analytical reasoning facilitated by inter-
active visual interfaces, is sometimes used to refer to LA data analysis (Vieira 
et al., 2018). Terminology aside it leverages human perceptual and cognitive abili-
ties through interactive visualization interfaces allowing users and data-related 
task more efficiency (Fekete et al., 2008). Given the nature of DV techniques and 
the myriad charts, etc. created, discerning graphical appropriateness of choices to 
ensure clear communication of data is key. Meta-visualization’s role is lessening 
the workload of analysis. Rather than having to analyze each chart/plot or dia-
gram separately in an unordered fashion, it provides a well-organized frame for 
analyst(s) to see plot similarity and thus relationships (Peltonen & Lin, 2015). No 
single diagram is sufficient to explore LA data; hence multiple visualizations are 
requisite, with numerous methods to illustrate. Meta-visualization processes 
reveal which diagrams possess redundant information/data. The term meta-visu-
alization (MV) has several meanings denoting working with several visualizations 
(e.g., manual or interactive design) to support coordinated views within a visual 
system (Weaver, 2006) as well as describing visualization of algorithms. For the 
purpose of this chapter, the definition of meta-visualization is as follows: a generic 
term that refers to a visualization that can be created based on another visualiza-
tion’s structure or operations (Weaver, 2005). MV represents an understanding of 
the process by which to monitor and regulate internal representations of visualiza-
tions by individuals informing thinking through metacognitive and visual capa-
bilities to make sense/synthesize relevant information associated with visualization 
through mental representation. The process creates metal models used to form an 
imagery of the problem the visualization is trying to solve (Rapp & Kurby, 2008). 
Furthermore, MV supports generation of inferences to make decisions based on 
spatial skills and the ability to describe and act on the data through a visualization 
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process. Gilbert (2005) indicated that three MV evidences must occur to inform 
visualization processes, firstly, spatial intelligence proposed by Gardner in his 
theory of multiple intelligences presupposing seven types of intelligence: linguis-
tic, musical, logical-mathematical, spatial, kinesthetic, and interpersonal/intraper-
sonal. In considering spatial intelligence as a prerequisite of MV, ability to 
perceive the visual world and individuals’ interaction are key components. 
Secondly, he proposes two levels of thinking, object and meta level, which inform 
flows of information (objects) to the monitoring (meta) level where individuals 
become more cognoscente of control, retention, retrieval, and modification of 
images. Finally, Gilbert perceives visualization as a central thinking process 
essential for the construction of knowledge. Therefore, MV represents the ability 
to think about the thinking associated with visualizations, monitoring and regulat-
ing them as part of the learning process. The ability to monitor and regulate infor-
mation flows is essential given the proliferation of existing student data and the 
need to understand it and disseminate to multiple stakeholder in a manner that 
conveys the message/data as a visual narrative (Miller et  al., 2013). However, 
accomplishing both of these within an LA environment requires development of 
relevant mental process models supporting visual analytics for learning. While 
dashboards represent the most common manifestations of analytic data in LA 
providing current and historical accounts of learner performance to enable deci-
sion-making efficacy, without MV these visualizations processes are relatively 
useless. MV provides deeper meta-visual capabilities through processes that pro-
duce models to explain content. Moreover, integration of MV into LA allows for 
transitioning between modes of visual representation at the macro/micro level as 
part of overall metacognitive capabilities. LA’s aim is knowledge creation towards 
development of new processes and tools for improving learning and teaching for 
individual students and instructors, coupled with integration into the practice of 
teaching and learning (Elias, 2011). Careful attention needs to be paid to the use 
of visualization for dashboard development in information dissemination. A lack 
of metacognitive capabilities affects the legitimacy of the information derived and 
consequently user trust, especially if contextualization of the data and user 
requirements is not grounded in cognitive process that connects the data with user 
requirements. The development of visual LA dashboards required models pro-
moting awareness, reflection, and impact as it relates to student outcomes. MV’s 
applicability rests with its ability to deepen individual interaction with data creat-
ing the ability to compose questions and answers and provide behavioral change 
through new meaning(s) generated by the visualization process (Verbert et  al., 
2013). Visualization professionals require an understanding of LA’s four stage 
process model as part of building their MV capabilities (Verbert et  al., 2013). 
Figure 8.1 illustrates the relationship between MV and LA in capability building, 
highlighting the need to transition from data-centric viewpoints to self-reflection 
and sense-making, ensuring the right questions are asked and answered. How 
dashboards and their inherent design processes create effective levels of MV 
within LA to derive the best possible visualizations practices is a focal point of the 
process.
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Fig. 8.1 Learning analytics process model. (Verbert et al., 2013)

3  Connecting Meta-visualizations to Learning Analytics

Analysis of collected data from learner interaction is a core component of LA show-
ing great promise to support performance improvement. It demonstrates the ability 
to enable effective, automatic tracking of student engagement throughout courses as 
well as provision of insights regarding at-risk students, leading to timely interven-
tions (Saqr et al., 2017). A key value of LA approaches is their timeliness, which 
traditional evaluation of assessment processes lacks. Consequently, dissemination 
of insights requires visual mechanism that not only communicates relevant LA 
dashboards data but also is rightly timed to support early intervention. LA repre-
sents an organizational capacity-building tool informing such elements as technol-
ogy infrastructure, policies, processes, practices, and workflows (Arnold et  al., 
2014). It informs the premise of organizational learning supporting institutional 
commitment to the institution’s human resources. Two questions arise therefore, 
regarding LA and its visualization processes. The first relates to the creation of the 
respective visualizations (i.e., dashboard) and the second how to lessen the work-
load of analysis towards creation of effective learning environments. Both questions 
inform institutional capacity-building capabilities utilizing data for performance 
improvement. Regarding the first, visualization tools require continuous human 
interaction enabling analytic discourse between users and data. Thereafter, users 
can perform analytical tasks—e.g., confirming hypotheses, exploring hypothetical 
situations, categorizing and organizing data, and identifying interesting features in 
data for further examination (Vieira et al., 2018). However, this requires a degree of 
introspection that visualizes the visualization process as mental models. These 
frames represent the metacognition associated with a set of processes that individu-
als use in monitoring ongoing cognition (task) for effective control of their behav-
ior. Metacognitive knowledge reflects an individual’s declarative knowledge/beliefs 
about the factors that might influence a cognitive task (Rhodes, 2019). Figure 8.2, 
describes the distinctions between behavior and cognition as they occur in the real 
world (object level) vs. individual understanding or models of cognition (meta level).
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Fig. 8.2 Conceptual framework for metacognition research. (Rhodes, 2019)

The challenge of creating visualizations and dashboard design which take advan-
tage of both behavioral and cognitive to develop effective learning environments 
through LA requires careful consideration inclusive of:

• Key performance indicator (KPI) visualizations as part of the process, specifi-
cally regarding the synthesis of the data and its ability to express achievement of 
the user(s) desired objectives, i.e., visualizing the quantifiable measures through 
the flow of information required as indicated in Fig. 8.2 to determine the extent 
to which these KPIs are effectively represented on the dashboards.

• Utilization of approaches which inform appropriate data hierarchies that ask/
answer questions identified at the meta level. These include questions related to 
data structure that treats with permissions/privileges regarding administrative 
and academic staff access and the level of interaction these hierarchies require 
for effective interaction.

• Identifying appropriate dashboard design criteria in response to emerging user 
needs inclusive of factors such as mobility and data scalability of the dashboard 
as the data populating grows.

• Incorporation of filters, addressing visibility, effectiveness, and searchability fac-
tors, informing utilization of components that support frequency of queries. 
Additionally, identification of the filter design criteria as they relate to efficacy 
over need requires meta-level considerations as part of good design practice.

As part of the connection between visualizations/dashboards and effecting 
improved learning environments, the above supports the process as part of “good” 
dashboard design. The goals of dashboards in learning analytics are to support 
improvement of metacognitive, cognitive, and behavioral processes regarding 
learner competence and to support academic/administrative staff decision-making 
(Jivet et al., 2017). Moreover, given that dashboard design is a critical success factor 
in all analytics, a focus on MV is critical given the proliferation of tools available 
today which make dashboarding for LA or analytics generally simple. To appreciate 
the linkage between visualization/dashboards and effective learning, understanding 
design efficacy requires foundational understanding of human cognition, 
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perception, situational awareness, and visualization technologies specifically based 
on how we see and think (Park & Jo, 2019). MV’s model supports these dashboard 
design processes, with meta-level visualization of visualization processes requiring 
reflective process knowledge associated with individuals pondering their cognitive 
capabilities and processes regarding data properties and knowledge of the LA task 
requirements (Kavousi et  al., 2020). They ascertain cognitive visualization 
approaches are at the core of designing effective dashboard. At the reflective process 
monitoring stage, metacognitive visualization experiences allow for contemplation 
of judgment regarding cognitive activity status, i.e., visualization professionals’ 
judgment of their actions/decisions regarding the use of visualization techniques to 
solve a problem, e.g., utilization of specific type of chart/diagram and filters and 
ascertaining their appropriateness to visualize the relevant data. Finally, the reflec-
tive process control stage relates to strategy where individuals think about actions 
they can initiate to change the current course of their mental processing centered on 
activities such as data hierarchies and KPIs’ approaches to provide design efficacy. 
Utilization of prior methodologies for implementation defines how dashboard expe-
riences are built to perform new visualizations aligned to the MV processes. Design 
is complicated and thus difficult to explain due to its non-linear and recursive nature. 
Consequently, thinking about design, interpretation of data and provision of effec-
tive visual for communication within an MV context represent a significant contri-
bution to the overall process. The design of visualizations follows no formulae or 
algorithmic processes; therefore, no recipe exists to ensure design quality (Kavousi 
et al., 2020). However, MV context potentially provide improved design for effect 
leaning environment. Utilization through contextualization and reflection on dash-
board design of visualization problems applied to particular LA tasks from a meta-
cognitive capabilities perspective assist facilitation of integration into the LA design 
ecosystem. While metacognition is a core contributor to the process, what differen-
tiates generic metacognitive capabilities from those of MV is its specificity to the 
visualization processes. MV draws on principles of metacognition to inform the 
nature of dashboard design. Design education and investigation of the constructs 
associated with development of conceptual design models all support LA visualiza-
tion and build on actions visualization professionals engage in to orchestrate the 
relevant visual design task. Thus, the specificity of connectivity between MV and 
LA dashboarding requires learning about visualization tasks implementation within 
the context of the data collected and mental verbalization of data prior to informing 
potential inferences manifested through dashboards.

In response to the second question regarding lessening the workload of analysis, 
LA visualization becomes an issue of capabilities and not simply visual aesthetics. 
MV’s capabilities derive from metacognitive processes integration into LA dash-
board’s analytic capabilities. Visualizations and consequently their tasks support 
LA performance addressing workload issue as a product of ideation. They are a 
form of mental gymnastics utilized to create clear images for dashboard design 
contributing to workload reduction by allowing visualization practitioner to self- 
regulate representation of data for effectiveness prior to actual development of 
visual objects. This means that they provide the knowledge requirements 
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concerning visualizer’s own cognitive processes allowing these practitioners the 
ability to actively control LA dashboarding design processes and not the cognitive 
task such as tools to create the charts. To achieve integration of MV, thinking regard-
ing dashboard planning provides a window into how to lessen the workload analysis 
through consideration of the role of users, provisions of lines of inquiry, visualiza-
tion of key questions user wish to address, and establishment of goals/structures and 
associated tasks. This supports LA users in identification of the right frames provid-
ing appropriate approaches for planning and monitoring student activities (Chen 
et al., 2019) by situating user experience in MV-based deep design. LA dashboards 
consist of two components: knowledge monitoring and utilization strategies (Chen 
et al., 2019) based on overall data collection. MV allows knowledge monitoring to 
exist as a hierarchy of metacognitive processes informing the dashboard’s role as a 
monitoring of learners. The dashboards’ designs allow users to acquire knowledge 
through provision of access to recommendation related to student performance, etc. 
In designing effective dashboard, visualization professionals firstly need to estimate 
whether they can solve the LA users’ problems utilizing dashboard/visualization 
mechanisms. A high degree of metacognitive inference through MV is required for 
comparisons of accuracy between estimation of what to visualize. We can think of 
the comparisons as multiple lens through which visualizations are assessed. The 
lessening of workload analysis occurs when the MV process enables estimation of 
known approaches to visualization, such as those that may be less accurate and 
unknown to establish baselines of knowledge acquisition informing LA tasks 
(Tobias & Everson, 2009). More specifically, the process creates opportunities to 
identify correct vs. incorrect judgment along a mental axis supporting visualization 
processes and providing users with data related to their LA requirements in form 
and function, i.e., usability of visualizations to interpret data and solve issues related 
to their student population. MV at this stage acts as a conceptual road map to aid 
dashboard design allowing LA users to visually summarize content. Creation of 
dashboards provides easy access to the requisite information, validates predictive 
models, and integrates, coordinates, and interprets significance of variables. Thus, 
MV’s connection to LA practice acts as a meta-skill, i.e., the highest-level skills that 
visualization designers possess and deploy in their work. The actual visualization 
process is the least critical in a continuum of design skills as its agency is lower than 
higher meta-skills such as translation, distillation, and interpretation of LA data and 
user interaction. Materialization of visualizations is simply a concrete decision 
bound by factors as color, shape, location, and arrangement of objects. This process 
represents the least agency as it relates to MV capabilities given that visualization 
professionals cannot chose what to visualize. Its factor such as translation provides 
greater agency given their need to recapitulate something into another language or 
modality which can only occur when designers meta-visualize, e.g., translation of a 
data structure into a specific type of visual and assigning choices interaction to sup-
port representation. Designers afford more agency due to choice, influencing how 
users view/translate dashboard items. Agency processes contribute to visualization 
professionals’ ability to sub-segment data disaggregating critical content through 
reduction while maintaining comprehensibility. Only through MV processes does 
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the designer possess abilities to represent complex variables via dashboards by 
thinking about which components best provide significance for visualization of 
unsorted information. Finally, interpretation allows reflection on distilled informa-
tion through novel forms, previously unseen cementing MV’s requirements as con-
trol mechanism via design regarding what/how to represent LA data. This degree of 
latitude can only occur if dashboard design professionals trust their collaboration 
processes and possess abilities to contextualize dashboard efficacy through MV 
prior to visual manifestation of requisite data.

4  Meta-visualization Framing in Learning Analytics

Just as metacognition is thinking about thinking, meta-visualization focuses on 
visualizing your visualizations as a precursor to actual cognitive processes associ-
ated with designing them. Its specificity lies in the visualization process, informed 
by good design thinking principles. MV assists visualization professionals through 
its ability to assess and categorize their thoughts hierarchically. The process is ongo-
ing with a large part of the problem-solving process occurring through mental pre- 
assessment followed by monitoring of manifested dashboards outputs. From an LA 
perspective, it allows designers to map task through thought, allowing the applica-
tion of other processes (computational or other) later. Integration of visualizations 
into LA as an evaluation strategy requires that visualization professionals ask struc-
tured questions such as the following:

• What am I trying to accomplish through visualization (of LA data)?
• What strategies will I utilize?
• How well am I using them?
• What else can I do? (i.e., alternative approaches)

These all represent metacognitive approaches, providing preparation and plan-
ning, strategy implementation, and utilization of tactics for monitoring and evalua-
tion (Hargrove & Nietfeld, 2015). MV represents a capability for strengthening 
creative thinking through practice and promotion of divergent thought processes 
culminating in a mental model of a dashboard. The essence of activities such as 
brainstorming, synthesis, attribution, and idea checklist provides fundamental skills 
requisite for LA problem-solving. Moreover, studies such as Garaigordobil (2006) 
revealed significant advantages of distributed practice in creative thinking over 
time. Consequently, effective LA dashboard visualization requires MV to effect 
visual ideation fluency. Enabling MV to effect ideation fluency requires the follow-
ing Table 8.1.

Utilization of meta-visualization helps designers gain understanding to speed up 
processes for innovative dashboard designs, resulting in insights, leading to action 
(Kernbach et al., 2018). It represents part of the design thinking process making it 
easier to build ideas, visually map dashboard dialogue, and overcome cognitive 
constraints such as information overload (Kernbach et  al., 2018). MV informs 
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Table 8.1 Benefits of Meta-visualization in learning analytics

Cognitive functions Facilitation of elicitation/synthesis
Enable new perspectives
Comparison
Recall ease

Emotional functions Engagement
Inspiration
Evidence

Social functions Perspective integration
Identification of interdependencies

Fig. 8.3 Conceptual Meta-visualization model for learning analytics

sense-making, allowing the cognitive, emotional, and social factors listed above to 
improve the overall design process and contextualize design thinking by allowing 
designers to build effective dashboards. Without MV they lack the requisite cogni-
tive approaches to visually map dashboards. Informing this process are more 
detailed factors such as the ability to empathize, define, ideate, prototype, and test 
the mental models created through MV. These detailed factors borrow from Stanford 
d.school’s five stages approach regarding the design thought model designed by 
Hargrove and Nietfeld (2015).

The MV model (Fig. 8.3) allows a multidimensional approach to LA dashboard 
design processes empathizing identification of the right users, their needs, and poten-
tial emotions associated with the use of LA. Defining provides visualization profes-
sionals with the ability to unpack user needs and establish the scope of visualization 
towards problem-solving. Ideation creates a stream of convergent/divergent ideas to 
select from informing materialization of the visuals while prototyping acts as a trans-
lation of MV thinking (ideas) into tangible objects enabling users of the LA system to 
effectively interact. At the testing stage, MV processes refine the solution(s) and allow 
visualization professionals to feedback on their process of development as well as 
learn more about what they discovered and how to action. The action stage establishes 

R. Dyer



183

a working definition of their mental models and how to approach LA dashboard 
design task while remaining aware of the cognitive processes associated with delivery 
of LA dashboard artifacts to end users. During this process, MV acts as a series of 
checks and balances (control and regulation) providing opportunities for adjustment 
of mental models before implementation. This is the stage at which MV provides a 
clear mental image of the dashboard leading to development of appropriate visualiza-
tions, which meet the requirements of user interaction. In its entirety, MV is about 
thinking, monitoring, and regulating all components of dashboarding in LA as part of 
a learning process. This meta-visual capability occurs representing the requirements 
for effectively situated practice in dashboard creation, leading to conceptual templates 
which can be consistently synthesized across several dashboard projects.

5  Meta-visualization in Practice

While the chapter provides discourse regarding meta-visualization, it is equally 
important to illustrate. Locatelli and Davidowitz (2021) provide a useful example of 
MV utilization through their research with six students participating in investigative 
activity on a Chemistry Teaching Practices II course, a compulsory subject for the 
degree in chemistry. The study considered preexisting coding schemes to evaluate 
clay models constructed by students with subsequent revisions made by the students 
and compared to drawings constructed by the first researcher for consideration of dif-
ferences/similarities between models. The research was qualitative in nature utilizing 
a case study format. A simple investigative activity was proposed, based on a topic 
drawn from everyday life with the objective of engaging the students in the process. 
They were presented with a problem situation requiring a solution using the materials 
available. This activity represents the macro level of the chemical phenomenon, where 
they were instructed to formulate a work plan to test their hypothesis of how they 
would solve the problem using evidence. I.e., a small portion of soil from each of the 
two pots, placed in different test tubes, water added and testing of the mixtures with 
an aqueous solution of silver nitrate using a few drops in each case. After this they 
were invited to construct an explanatory model at the submicro level using the model-
ing clay. The submicro representation is an example of a diagram depicting the reac-
tion, and students were told that other diagrams exist to represent this phenomenon. 
The next step in the process was to compare the clay model constructed with the 
submicro diagram presented to them, identifying similarities and differences. Based 
on this reflection, students reassembled the clay models which would reveal any 
reconstruction of ideas. Finally, students carried out an assessment of the activity as 
well as a self-assessment. The task was designed to allow them to verbalize their feel-
ings during the activity by answering questions such as “What did you think about this 
activity?” It should be noted that throughout the process, students were instructed to 
express verbally whatever they were thinking, so that their dialogues could be ana-
lyzed later. The most important aspect of the activity was analysis of the process for 
the purpose of reconstructing knowledge. When the first model was compared to their 
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final drawings, their ideas provided indictors regarding revision and potential self-
regulation through their thought processes as they worked through various iterations 
of the activity. The value of having the students draw several versions of the model 
made it possible for students to reconstruct concepts through a combination of visual-
ization and metacognition. They were able to take control and regulate learning 
through reflection and reconstruction of ideas. Additionally, students demonstrate 
competence regarding the reconstructive process when they hypothesized. The rele-
vance of this example is in highlighting that images are not self-explanatory and as 
such designers need to consider the obstacles to interpretation by their audiences 
despite the efficacy of conceptualization. Moreover, there is value in mental revisions 
of visual representations utilizing MV which can contribute to formation of sufficient 
mental models required for visualization prior to implementation.

6  Discussion and Conclusion

The value of meta-visualization represents an interplay between macro and micro 
mental symbolism. To understand learning analytics, dashboarding tasks and its 
constituent knowledge properties visual thinking processes associated with meta- 
visualization require an upfront mental investment. Requisite for general visualiza-
tion practice is the need to address questions such as the type of content that needs 
representation, the expected advantages of a visualization process, appropriate for-
mats to use, and their integration as part of design thinking. It also answers condi-
tions (Fekete et al., 2008) such as the following:

• Is there a good underlying structure so that items close to each other can easily 
be inferred?

• How users interact with unfamiliar content?
• When users have limited understanding of the system/data, what organization 

exists to reduce cognitive load?
• How do the visualizations assist user difficulty verbalizing underlying informa-

tion in datasets?
• Do visualizations make the data easier to recognize and describe?

These conditions represent good criteria, and MV is a crucial component to inform 
visualization relevance and efficacy. Visualization supports amplification of cognition 
through increasing memory resources and search reduction and increasing attention to 
mechanisms for monitoring. Thus, MV acts as a catalyst to support implementation. 
Moreover, meta-visualization role is framing of the delineation between knowledge 
visualization and design thinking processes (Kernbach et al., 2018). The frame pro-
vides indicators of the information to be visualized, their main function, and benefits. 
Application of visualization within learning analytics is a function of tool use for 
problem-solving. Today there are myriad tools to support the dashboarding process 
such as Tableau, Microsoft BI, Alteryx, etc. with significant visualization capabilities. 
What these tools cannot provide are the capabilities to support effective dashboarding. 
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Firstly, from a reflection and foresight perspective regarding effectively communicat-
ing learner performance, interventions regarding problems associated with learning to 
support innovate solutions or treat with the elegance of human-centered design pro-
cesses in LA require deep cognitive processes. It is one thing to consider LA and 
dashboard visualizations from a technological perspective aimed at efficacy and effi-
ciency; however, LA dashboarding competence goes well beyond tools that provide 
insights into students’ learning and success. A human-centered LA (HCLA) 
approaches require careful design through identification of stakeholders, their rela-
tionships, and the context within which the dashboards will function (Shum et al., 
2019). Given the growing body of work on HCLA, the challenges of creating interac-
tive systems incorporating effective interaction, analytics, and user discourse are 
required to produce co-created learning analytics platform. The co-creation value 
rests in creation of participatory design frameworks where users and designers ensure 
simplification of task through mutual working knowledge of the end product 
(Dollinger et al., 2019). MV potentially improves participatory design as the dash-
board designer(s) spend more time understanding the user context, information 
requirements, and constraints associated with gaining optimum benefits from the LA 
system. In preparing learning analytics dashboards for educational practice, designers 
require metacognition (understanding, agreement, and reflective capabilities) and 
cognition to inform dashboard performance and a clear understanding of tool usability 
to aid operationalization (Jivet et al., 2018). Dashboards should be designed as peda-
gogical tools, enhancing awareness and reflection aimed at creating change in compe-
tence. MV utilization removes assumptions that all dashboards have the same effect 
on users or follow the same data-driven design principles. They seek instead to use the 
process as determinant of how to design, ensuring learners benefit the most from these 
customized dashboards. Moreover, MV provides an opportunity for designers to 
seamlessly integrate data into learning environments by focusing on information 
which supports goals and usability of data. Visualization is an empiric science, and as 
such, thinking about visualizations through meta-visualization lenses is of significant 
interest to not only allow for improved analytics but also justify adoption to leverage 
predictive capabilities in learning. Consequently, MV capabilities are required to 
assess the visual resources necessary for solving education problems. Access to tools 
is insufficient given their proliferation and ease of use. It is the meta-design capabili-
ties associated with visually matching need and scalability requirements to provide 
solutions that represent core visualization competence. Without these capabilities, LA 
potentially remains a repository of large amounts of education information, unusable 
and lacking the opportunity to benefit students, academics, and administrators.

6.1  Implication

A key implication of this approach is its opportunity to inform improved training for 
visualization professionals as well as research into the role of meta-visualization as 
part of visual design processes. More specifically, it provides LA adopters with an 
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appropriate lens through which to view insights and support improvement in proto-
typing visualization that effect actionable result. The need for LA adopters to move 
beyond familiarization with data and its potential capacity to one of capability 
building through “deep thinking” cannot be underscored. Moreover, understanding 
meta-visualization’s associated change capabilities from a skill perspective has 
implications for teaching, administration, and potential prejudices (student/teach-
ers) common with learning analytics adoption. A core implication is improved cus-
tomizability of dashboard because designers are situated in the design process and 
can provide users with greater control over learning analytics data towards self- 
regulation and academic achievement. Moreover, MV-related approaches provide 
context of usage through developer’s better understanding usage patterns, improv-
ing training to support adoption and improving overall perception of LA dashboards 
by taking human-centered approaches. This process represents an excellent starting 
point for MV as a rational stage-gated process for thinking about dashboard design, 
removal of silos, and identification of the “right” mindset informed by visual 
approaches to data communication supporting end users.

6.2  Future Direction

The future direction of meta-visualization is ensuring the process is well embedded 
in designer competence from the perspective of understanding learning analytics 
stakeholders and relieving tensions between stakeholder perception of learning ana-
lytics regarding access, use, and analysis of data. To accomplish this requires, firstly, 
more empirically focused research to map meta-visualization capabilities among 
visualization professionals and quality assure such methods for best practice oppor-
tunity identification. Specific research interest should examine the role of metacog-
nitive capabilities, their requirements and benefits, and/or the effect that various 
meta-visualization approaches have on use/adoption of learning analytic visualiza-
tion efficacy to inform decision-making.
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Chapter 9
User-Centered Design for a Student-Facing 
Dashboard Grounded in Learning Theory

Stephanie D. Teasley, Matthew Kay, Shannon Elkins, and Jackson Hammond

1  Introduction

The development of dashboards designed for student use follows from the growth 
of analytics-based visualizations across many economic sectors. Dashboards 
quickly became ubiquitous in industry for “business intelligence” (Negash, 2004) 
before moving into the realm of education, where they were used by university 
administrators for “academic analytics” (Campbell et al., 2007). With the advent of 
learning analytics, dashboards have become a popular way to support educators, 
such as academic advisors (e.g., Krumm et al., 2014; Gutiérrez et al., 2020) and 
instructors (e.g., Van Leeuwen, 2015; Wise & Jung, 2019). These dashboards, also 
called “learning analytics dashboards” (LADs), are increasingly being designed 
specifically for student users. In fact, student-facing LADs are already a standard 
feature in commercial learning management systems, like BlackBoard and Moodle.

Student-facing learning analytics dashboards promise to improve learning by pre-
senting students with actionable information grounded in how they (and their peers) 
engage with a course. Yet guidelines for effective dashboard design are nascent. Despite 
the rapid growth in the popularity of student-facing dashboards, their development has 
outpaced our understanding of what good ones look like and how they do or don’t sup-
port learning. Bodily and Verbert (2017) conducted a comprehensive review of 93 stu-
dent dashboards, finding serious deficits in the use of—or at least reporting of—effective 
design methods in dashboard development. They concluded that “Future research 
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should focus not only on evaluating the final product of a reporting system, but also on 
evaluating the design and development process” (p. 417). This paper and other meta-
reviews (e.g., Yoo et al., 2015; Schwendimann et al., 2016) call for a better articulation 
of the methods used to develop student dashboards and the criteria by which they are 
evaluated. A recent article by Verbert et al. (2020) specifically called out this problem, 
“The process to design and evaluate dashboards has received very little attention from 
the Learning Analytics research community” (p. 35). The absence of learning theory, 
effective design methods, and principles of good data visualization in LAD design pres-
ents challenges to producing effective student dashboards.

Following the reviews of dashboard research that have identified missing ele-
ments in the design of many learning analytics-based dashboards, we combined 
principles from three areas—learning theory, human-computer interaction, and 
information visualization—to develop design requirements for a student-facing 
dashboard. We then built My Learning Analytics (MyLA), a dashboard with three 
views aimed at helping university students to plan their efforts for upcoming assign-
ments, identify course materials they might have missed, and understand their 
course performance relative to classmates while preserving students’ privacy and 
anonymity (see also Kia et al., 2020).

In this paper we provide a detailed account of the design and development of 
MyLA. We describe our six MyLA design guidelines, grounded in theory and meth-
ods from the learning sciences, education, human-computer interaction, and infor-
mation visualization. We describe our multi-modal, iterative, user-centered design 
process and then describe each dashboard view in MyLA in detail. We then discuss 
the major themes arising from user feedback gathered during the various phases of 
our design process. We conclude with recommendations for the development of 
future student-facing dashboards.

2  Background and Prior Work

The earliest learning analytics dashboards demonstrated the feasibility of creating 
visualizations based on activity data generated by learning management systems 
(e.g., Arnold, 2010; Duval, 2011) but rarely included justifications for design 
choices (Bodily & Verbert, 2017; Jivet et al., 2018). When the intended users are 
academic advisors or instructors, there is an expectation that they have the neces-
sary training to understand these displays and the relevant experience to know what 
to do with the information provided. However, the data generated by online learning 
platforms has also opened up new opportunities for providing students with direct 
feedback (Bienkowski et al., 2012; Young, 2016).

Although the impact of student dashboards is as yet unclear (Ifenthaler et  al., 
2019), they are generally assumed to be tools for supporting agency (Winstone et al., 
2017) and meta-cognition (Durall & Gros, 2014). Specifically, student-facing dash-
boards are expected to improve performance by supporting awareness, self- reflection, 
and sense-making (Verbert et al., 2013; Sedrakyan et al., 2019), behaviors which have 
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been characterized as central to self-regulated learning (SRL, see Butler & Winne, 
1995). The visualizations shown by dashboard displays provide students with feed-
back to plan for, to evaluate and monitor their current progress, and to adjust their 
learning strategies. However, it is also important to examine the relationship between 
the information student dashboards provide and how these may produce differential 
effects depending on student-specific factors, such as their current level of perfor-
mance and course goals. For example, in earlier work (Brown et al., 2016), we found 
that the level of academic difficulty experienced by students was related to the effec-
tiveness of strategies for academic recovery. Specifically, students who were experi-
encing moderate academic difficulty benefited more from tools that helped them plan 
their time compared to students experiencing more severe academic difficulty.

In addition to SRL, Achievement Goal Theory (AGT, see Maehr & Zusho, 2009) 
can also be a valuable approach for understanding how the design of a dashboard 
may have differential effects on students. AGT describes the different goal orienta-
tions that motivate students: mastery (focus on understanding and improvement) 
and performance (focus on comparisons with peers) (e.g., see Barron & 
Harackiewicz, 2001; Beheshitha et al., 2016). Research has shown that compared to 
performance-orientated students, mastery-oriented students are more likely to focus 
on developing an understanding of the material (Elliot & McGregor, 2001) and have 
higher self-esteem (Shim et al., 2012). In our prior research on an advisor-facing 
dashboard (Lonn et al., 2014; Aguilar et al., 2020), we found that students’ achieve-
ment orientation was negatively impacted when academic advisors shared their 
dashboard during meetings with students. Specifically, some students—the most 
academically vulnerable—moved from a mastery orientation to a more performance 
orientation, a change that may negatively impact their performance.

Based on the relevance of both SRL theory and AGT for understanding when and 
why students might benefit from feedback displayed in a dashboard, we aimed to 
develop displays that provide a general, but customizable, framework for students 
to engage in SRL-related behaviors and to support a mastery orientation toward 
learning. This required that we develop a set of design guidelines that were consis-
tent with these goals; we also followed the recommendation by Jivet et al. (2017) to 
support multiple reference frames (social, achievement, and progress). To do so, we 
engaged in iterative, user-centered design (Nielsen, 1993), involving student users 
in the design process. Lack of student input in a tool designed for their use has been 
a critique of prior dashboard reports (De Quincey et al., 2016; Bodily & Verbert, 
2017) and specifically called for in several recent papers (Ahn et  al., 2019; 
Buckingham Shum et al., 2019).

3  MyLA Design Guidelines

Based on our review of the literature on student-facing dashboards, designs for 
previous learning analytics dashboards, information visualization design princi-
ples, and our experience with user-centered design methods, we generated the 
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following general design guidelines for the My Learning Analytics (MyLA) 
dashboard.

DG1: Support Self-Regulated Learning and Mastery Orientation by 
Displaying Points not Grades
Self-regulated learning theory has emerged as the primary theoretical basis for 
LADs (Matcha et al., 2019; Jivet et al., 2020). There are three key elements of self- 
regulated learning theory that we wanted our dashboard to support: planning, moni-
toring, and evaluating (Butler & Winne, 1995; Winne, 1997, 2018). Further, 
following Achievement Goal Theory (Maehr & Zusho, 2009), we sought to avoid 
representations that focused on grades and used the percentage of points earned 
instead to represent how much students had learned rather than how well they had 
performed. As the data utilized to create the visualizations came from the logs gen-
erated by our campus learning management system (Canvas), we could leverage the 
system’s grade book to provide these calculations. All students at our university 
ultimately receive a grade for their course which is represented on their official 
transcript as both a letter grade and summed as a numerical value from 0 to 4.0 to 
represent performance across courses. However, how the percentage of points 
earned translates to a specific letter grade is determined by the individual instructor. 
Thus, using point percentages had the benefit of being consistent with AGT theory 
and the LMS gradebook tool, as well as agnostic about how any individual instruc-
tor determined the final letter grade for the course.

DG2: Allow for Student Control over What They See
We wanted to encourage students to engage with course content in ways they could 
not do in standard LMS views. Giving students tools for planning and monitoring 
allows them to strategize about what they have done and what they could do differ-
ently. To ensure that students feel a greater sense of agency when they use MyLA, 
we wanted to give them some control over the data shown in the visualizations. The 
ability for students to choose how their information is displayed by the dashboard is 
both consistent with SRL theory and recommended in several prior dashboard stud-
ies (e.g., Sluijter & Otten, 2017; Schumacher & Ifenthaler, 2018).

Chatti et al. (2020) observed that “dashboards … are predominantly static and, 
in general, afford very little interaction” (p. 72). However, when students have the 
ability to manipulate dashboard visualizations, they have more freedom to meet 
their own needs and accomplish their own tasks (Stephanie, 2017). In a recent meta- 
review aimed at assessing the effectiveness of learning analytics in supporting study 
success, Ifenthaler and Yau (2020) concluded that visualizations that have been 
documented to support study success were those that included meaningful informa-
tion about learning tasks and progress of learning toward specific goals. Because 
students often have different reasons for their choice of classes with specific goals 
for each (Regan & DeWitt, 2015), we wanted students to be able to change various 
dimensions of the visualizations—both to display information that they determine 
is meaningful and to determine how they want to highlight the features of their 
progress that are relevant to their own goals. This is particularly important as goals 
play an important role in students’ interpretation of feedback (Shim & Ryan, 2005).
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DG3: Support Social Comparison
Despite generalized concerns about the effects of providing students with informa-
tion about their performance relative to their peers, most dashboards do so by at 
least providing representations of where students fall in the distribution of grades. 
Studies on AGT have shown that seeing one’s own data compared to others’ can be 
helpful for some students but might be disliked by others (Ames & Archer, 1988; 
Barron & Harackiewicz, 2001). In order not to force these comparisons on students, 
our dashboard gives them the choice to hide direct comparisons to other students. 
We also wanted to give students control over which students they wanted to be com-
pared with should they desire to do so. Social comparison theory (Festinger, 1954) 
has shown that students’ comparisons with others who perform worse (downward 
comparison) have been shown to lead to feelings of superiority and positive affect 
(Major et  al., 1991) while comparisons with others who perform better (upward 
comparisons) can evoke negative affect and lower academic self-concept (Dijkstra 
et al., 2008). In MyLA, the Resources Accessed view (Sect. 5.2) allows students to 
choose their own reference group by filtering the visualization to show data on other 
students who have a specific standing in the class.

DG4: Use a Simple, Consistent Visualization/Interaction and Vocabulary
In addition to grounding our dashboard design in theory, we employed user- centered 
design techniques and the state of the art in information visualization design prin-
ciples. Sedrakyan et al. (2019) found that an aggressive simplification of visualiza-
tion designs and features is needed to make visualizations widely accessible to 
people with varying levels of visualization literacy. A part of such simplification 
involves establishing a consistent visual vocabulary: common chart types (e.g., bar, 
pie, line chart) used consistently across different views (consistent visualization 
schemas, Padilla et  al., 2018); common color schemes, icons, and other visual 
design elements used always to reference the same concepts; a common high-level 
structure to each dashboard page; and a common set of interaction idioms used 
across the interface.

Wakeling et al. (2015) found that users were better able to answer questions of 
higher difficulty using bar charts than other chart types in a visualization dashboard. 
Bar charts also use the most perceptually effective visual encoding: they map data 
values onto position (the position of the endpoint of the bar) or length (Cleveland & 
McGill, 1984; Heer & Bostock, 2010). Given the need for a consistent visual vocab-
ulary and the unique combination of familiarity and perceptual effectiveness held 
by bar charts, we adopted bar charts as the fundamental visual encoding across the 
dashboard.

DG5: Preserve Privacy
An important consideration in the design of our dashboard—which exposes both 
grade data and data on students’ interactions with online course content compared 
to other students—is privacy. These concerns were particularly salient in our design 
of the grade view, as we did not want to disclose the students with the lowest grades 
to their peers. As described in the section below, we prototyped numerous approaches 
to partially anonymizing a grade histogram. We ultimately grounded our solution in 
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the principle of k-anonymity (Sweeney, 2002), an established principle in pri-
vacy design.

DG6: LMS Integration for Scalability and Adoption
Consistent with the recommendation of Sedrakyan et al. (2019), a primary goal of 
MyLA was that it be a system that can be deployed broadly. We wanted MyLA to 
be able to support students in any course on our campus without needing to be con-
figured by instructors, with the eventual goal that it could be adopted easily on any 
campus that uses Canvas. Thus, it should not require use of any special data sources 
not available through Canvas or any other educational system that does not conform 
to the IMS Global standards for tool interoperability. Our close collaboration with 
staff in the campus information technology services helped us scope designs to 
features that can actually be built atop Canvas and other data sources (e.g., video 
lecture capture systems), which could be as agnostic as possible to the variety of 
types of courses offered on our campus.

4  Design Process

Our design process proceeded through several phases.

Phase 1: Idea Generation We began with a brainstorming session among the 
design team, including experts in learning and motivation, learning analytics, infor-
mation visualization, human-computer interaction, and software design (members 
of the information technology team who would implement the dashboard), as well 
as their students (undergraduate through doctoral levels). This session sets the tem-
plate for future meetings with the team; researchers, designers, implementers, and 
students were represented at virtually all meetings and design sessions in order to 
ensure all perspectives were included.

During this phase we focused on tasks we wanted students to be able to accom-
plish, aiming not to reject ideas too early. We used existing literature and examples 
of student dashboards as jumping-off points in brainstorming, generating a variety 
of paper sketches of possible dashboards and a tentative list of students’ tasks. In 
later phases of brainstorming, we narrowed design options based on our design 
guidelines. In particular, DG1: Support Self-Regulated Learning and Mastery 
Orientation led us away from designs that focused too heavily on grade maximiza-
tion. Having a close collaboration between the researchers, designers, and imple-
menters helped us quickly identify designs that would either not satisfy our 
theoretical focus (DG1) or be infeasible due to technical constraints (DG6: LMS 
Integration for Scalability and Adoption). Often, for example, IT members on 
our team would run queries in response to design questions to see what feature sets 
are used across courses at our institution (such as assignment groups that allow 
students to drop the lowest grade) so we could understand how many classes might 
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be negatively or positively impacted by a particular design. This integration was 
invaluable for developing a feasible, scalable design.

Phase 2: Visualization Design Workshop To gather further design inspiration from 
stakeholders for the dashboards, we conducted a visualization design session fol-
lowing a modified version of the VizitCards protocol (He & Adar, 2016) at a campus 
workshop as part of a larger event on improving teaching and learning through the 
integration of technology and pedagogy. Participants at this “Design Jam” work-
shop (n = 17) included students, teaching support staff, IT developers, and members 
of the research team. The VizitCards protocol is a 1.5-hour visualization design 
workshop in which participants are given a design “brief,” asked to identify tasks 
users might wish to perform with a visualization, and then led through a series of 
paper prototyping exercises in small groups to develop a visualization to help users 
accomplish their desired tasks. We asked participants to design a student-facing 
learning analytics dashboard and used this protocol to generate further design ideas 
for our dashboard.

Phase 3: High-Fidelity Prototypes and Implementation Following paper proto-
typing from phases 1 and 2, we developed high-fidelity mockups of dashboards 
using Tableau. The MyLA front end is written in JavaScript using React, with 
Material-UI as the component library and D3 for data visualization. Jest was used 
as the testing framework. The MyLA backend uses the Django framework and a 
MySQL database, and a cron job is used to get Canvas data and live events. MyLA 
can be run as a stand-alone tool with SAML (Security Assertion Markup Language) 
support, or as a Canvas LTI (Learning Tools Interoperability) tool.

Phase 4: Pilot We piloted the dashboard in Fall 2018 in three classes during the 
fifth week of a 14-week term. Two classes (105 students total) were graduate-level 
classes, one in information and the other in public health. For the third course, an 
undergraduate introductory course in information, the instructor decided (1) not to 
turn on the Grade Distribution view, (2) to turn on MyLA for only 1 month, and (3) 
to offer students an option to write an assessment of MyLA as assignment for the 
course. Framed by the instructor as a user evaluation report, students reported pain 
points they experienced using MyLA, positive aspects of use, and suggestions for 
new functionality. Of 208 students in this course, 50 gave us permission to access to 
their written assignment. These assignments were analyzed for general thematic 
content regarding usability issues.

Phase 5: Deployment In three subsequent academic terms (Winter 2019 through 
Winter 2020), we deployed MyLA to courses where instructors volunteered to have 
their class participate. Students were informed about MyLA via an in-class demon-
stration conducted by one of researchers for the pilot and first term, and via a 
recorded demonstration video in the subsequent two terms. Faculty also posted an 
announcement about MyLA to their course website. Students received no further 
reminders about its availability.
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Term 1: 10 classes (8 undergraduate, 2 graduate classes from multiple disciplines), 
opened between weeks 6 and 11, to 860 students. Class size varied from 19 to 
265 students. The instructor for one course elected not to turn on the Grade 
Distribution view.

Term 2: 12 classes (5 undergraduate, 7 graduate classes from multiple disci-
plines), opened between weeks 5 and 8, to 1106 students. Class size varied 
from 16 to 233 students. The instructors for three courses elected not to turn 
on the Grade Distribution view; one instructor elected not to turn on the 
Assignment view.

Term 3: 12 classes (9 undergraduate, 3 graduate classes from multiple disciplines), 
opened between weeks 6 and 8, to 1037 students. Class size varied from 15 to 
151 students. The instructors of five courses elected not to turn on the Grade 
Distribution view. This academic term was affected by the pandemic: all classes 
went fully online starting the tenth week of the term.

After each term, we administered surveys via email to assess students’ dash-
board usage and to elicit feedback on the dashboard. Respondents who did not use 
MyLA were also asked why they did not use it. Participation was voluntary, and 
students who completed the survey were entered into a drawing to win a gift card 
for a popular e-commerce website. The survey response rate averaged 20% over the 
three terms; 49% were from MyLA users and 51% were non-users.

We continuously improved the dashboard design between terms based on student 
feedback and guided by the six design guidelines described above.

Phase 6: User Experience Interviews After the end of Term 3, 12 students (10 
undergraduate, 2 graduate; 11 female, 1 male) participated in a user experience 
interview and received a gift card to a popular e-commerce website for doing so. 
Two participants had used MyLA in multiple terms. All interviews were conducted 
remotely via Zoom and took 30–45 min. After a set of introductory questions, stu-
dents were shown each of the dashboard views from their course showing their own 
data. The interviewer asked the student to walk through how they used the dash-
board view during their most recent MyLA visit, and then followed up with ques-
tions to learn why they came to that specific view and how they used it. Responses 
to the questions about each view were clustered and analyzed with affinity diagram-
ming techniques (Lucero, 2015) to iteratively uncover and refine themes (described 
in Sect. 6).

5  MyLA Design

As our design evolved continuously throughout the design process described above, 
we focus here on the final design of the three MyLA views.
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5.1  Assignment Planning View

The goal of the Assignment Planning view is to give students the ability to (1) see 
the progress they have made so far in the class and (2) help them plan for future 
assignments or tests. These two goals lead to its two main components: a progress 
bar showing a student’s progress through the class (top) and a table showing all the 
items that will contribute to the student’s overall course grade (bottom).

Influenced by DG1: Support Self-Regulated Learning and Mastery 
Orientation, the progress bar does not show the student’s current grade. Instead, it 
shows the ongoing total percentage of points they have accumulated toward a final 
percentage score. Graded assignments are shown in blue, and the size of the graded 
bars is proportional to the percentage points of the final grade the student earned in 
that assignment. Ungraded assignments are shown in gray, and the size of the 
ungraded bars is proportional to the total percentage points of the final grade the 
student would earn if they received 100% in that assignment. Thus, stacked horizon-
tally, the total of the blue plus gray bars (graded plus ungraded assignments) is the 
total percentage the student would receive if they got 100% on all remaining assign-
ments. This allows students to quickly see what assignments have a large or small 
potential impact on their final grade.

The lower portion of the display provides details to aid in planning: the week, 
due date, title, and percent of final points for each assignment (or the points earned 
if the assignment has been graded). This facilitates monitoring and planning (DG1) 
for individual assignments. By default, the current week is highlighted in yellow on 
the lower and upper panels. Following DG4: Use a Simple, Consistent 
Visualization/Interaction and Vocabulary, we use the same color scheme in both 
panels for graded assignments (blue), ungraded assignments (gray), and the current 
week (yellow); we also use the same visual encoding (bar length) to indicate per-
centage points earned toward final grade. This reduces the size of the visual vocabu-
lary students must learn to be able to interpret this view.

5.2  Resources Accessed View

The goal of the Resources Accessed view is to allow students to (1) identify 
resources that other students in the classes are using that they might not have looked 
at (DG3: Support Social Comparison) in order to (2) plan usage of class resources 
(DG1: Support Self-Regulated Learning and Mastery Orientation).

The view allows students to analyze the files, media, and other resources their 
instructor provides for them in Canvas. The time slider (top) allows students to 
select a desired time period (DG2: Allow for Student Control over What They 
See). The bottom view lists all resources (files, videos, etc.) that students in the class 
have accessed on Canvas during that time period, and the bars show what percent-
age of students who accessed each resource. For consistency with other views 
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(DG4), we use bar charts to show percentages, highlight resources the student has 
looked at in blue, and show resources the student has not looked at in gray (parallel-
ing color usage in the Assignment Planning view). Each resource is a hyperlink to 
that resource’s location on the course website.

This view facilitates planning (DG1) by allowing students to see what resources 
are popular but which they might have overlooked. For example, in the weeks 
leading up to a midterm, a student might select the pre-midterm time window to 
see what resources their classmates are using to study that they have not used 
(DG3). Students can use a dropdown to further filter results to see which resources 
particular groups of students were using (e.g., students with grades between 90% 
and 100%, 80% and 89%, or 70% and 79%) to calibrate their own perfor-
mance (DG2).

5.3  Grade Distribution View

The goal of the Grade Distribution view is to help students (1) monitor their perfor-
mance in a class (DG1) and (2) understand their performance relative to the perfor-
mance of their classmates (DG3).

In text, this view displays four key statistics: the average grade, the median grade, 
the class size, and the student’s current grade (as a percentage). The main feature of 
the view is a histogram of percentage points earned by all students in the class, 
which indicates the student’s current grade with a yellow line (see Fig. 9.1). Students 
can see approximately how many students have grades above and below the average 
and where their grade sits in the distribution (DG3).

This view was particularly contentious during our design process due to tensions 
between supporting social comparison (DG3) and encouraging a mastery orienta-
tion (DG1). Course grade distributions are a typical feature in many LADs (Jivet 
et al., 2017), and the view serves as a potential draw for students to come to the 
dashboard (Young, 2016) where students could potentially benefit from functional-
ity in other views. Based on feedback we got from students during the pilot, and to 
address some of the potential shortcomings of direct social comparison, we also 
gave students the option to hide their grade on the distribution (DG2: Allow for 
Student Control over What They See). If the student disables the display of their 
grade, this choice is remembered as their default so that when they load the screen 
in the future it is not shown unless/until they re-enable it.

Another important consideration of this view is to satisfy privacy concerns 
(DG5). One advantage of the histogram is that students can see how other stu-
dents are performing without us explicitly representing the scores of individual 
students. However, this benefit is not guaranteed: a lone student might fall in a 
single bin in the histogram, which is particularly concerning if that student has a 
low grade. We consulted with a privacy expert and prototyped a variety of pri-
vacy-preserving methods for transforming the histogram view, including outlier 
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Fig. 9.1 Assignment Planning view

detection methods and heuristics based on k-anonymity. We applied several of 
these heuristics to real course data so that we could examine the pros and cons of 
these different heuristics on actual data.

We found that outlier detection methods were too unreliable, often producing 
histograms that either binned too much or too little data. Ultimately, we found that 
our primary concern should be preserving the privacy of students with low grades, 
so we adopted a k-anonymity approach (Sweeney, 2002) for anonymizing the 
lowest- performing students. On the histogram, we group the lowest five students’ 
grades together and do not depict exactly where they lie (only that they are less 
than the highest student in the lowest group of five). For example, Fig. 9.3 shows 
that the bottom five students in the class have a grade of 67% or less but does not 
show exactly what their grades are. In addition, if the entire class has unusually 
high grades (currently defined as all students having 98% or above), no bin-
ning occurs.

6  Themes Arising from the Design and User Feedback

In this section we describe major themes arising from user feedback gathered during 
the various phases of our design process (Sect. 4), including student reports as an 
optional assignment in one course (Pilot Term), surveys (all terms), and user experi-
ence interviews (following Term 3). Quotes from surveys are indicated using the 
term the survey was conducted in (T1, T2, T3), and quotes from interview partici-
pants are indicated using participant numbers (P1, P2, etc.).
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6.1  Usage Triggers and Viewing Habits

To better understand key facets of the students’ monitoring and planning habits, we 
asked students why they visited MyLA when they did and what they were hoping 
to learn.

Students’ reported usage of MyLA is partly event driven. Many students checked 
the Grade Distribution view after larger graded items had been released for the pur-
poses of self-assessment and monitoring (DG1) or social comparison (DG2): “It 
was after our second test, and I wanted to gauge how I was doing in the class com-
pared to the other students” (T3). This example illustrates how social comparison 
(DG3) can motivate usage; several students described how they would check the 
Grade Distribution view after major tests or assignments to see their standing in the 
class. Usage of the Resources Accessed view was also triggered by tests; one stu-
dent described using that view to “... see what resources students were using to 
study with” (T2) prior to major assignments, i.e., for planning purposes (DG1). In 
contrast to this event-triggered usage, only a small number of students described 
using MyLA in some sort of weekly or daily routine.

Fig. 9.2 Resources Accessed view

Table 9.1 Usage of MyLA across three deployment terms

Term

Total unique MyLA 
users
(% of total 
population)

Resources Accessed 
users
(% of total MyLA 
users)

Assignment Planning 
users
(% of total MyLA 
users)

Grade Distribution 
users
(% of total MyLA 
users)

1 449 (52%) 256 (57%) 242 (54%) 391 (87%)
2 432 (40%) 222 (51%) 206 (48%) 392 (91%)
3 469 (45%) 252 (54%) 318 (68%) 377 (80%)

Note. Term 3 was affected by the COVID pandemic, and the university transcript only reported 
“pass” or “no record-COVID for all classes”
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Fig. 9.3 Grade Distribution view

Usage statistics for MyLA across our three deployments are shown in Table 9.1. 
Students indicated that a common barrier to use was that MyLA was hard to find on 
the Canvas course site. The most common reason reported in surveys for not using 
MyLA (89% of the non-users) was that students either forgot MyLA was on their 
course site or that they did not know it was available. This finding was consistent 
across all three deployment terms. We have suggested that instructors position 
MyLA near the Grade tool in the tool listing in Canvas. However, without reminders 
that MyLA is on the course website, we have not seen an increase in visibility 
or usage.

6.2  Monitoring and Planning

In every semester, students must manage their effort across multiple courses, and 
they described various ways they used MyLA to assess their status (monitoring) and 
plan future actions (DG1: Support Self-Regulated Learning and Mastery 
Orientation).

6.2.1  Keeping Performance “on Track”

Students in the user experience interviews expressed a worry about “staying on 
track” or “keeping up with others,” meaning that they were at or above the class 
average (DG3: Support Social Comparison), and used the Grade Distribution view 
to better assess their performance in the class: “This tool helped me feel less anx-
ious because I could feel like I was doing well in the course instead of wondering/
worrying about how I was doing” (T3). P9 confirmed that this view helped her 
monitor her performance; she used it to “see if I was on the right track to achieve the 
grade that I’m hoping for”; i.e., monitoring (DG1).
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6.2.2  Discovering and Prioritizing Resources

Some students reported that the Resources Accessed view helped them discover 
and prioritize resources. The simplest usage involved discovery of important 
resources they had not accessed yet: “There was a document I hadn’t looked at 
that helped me complete the assignment” (T2). While some students simply 
opened the view to see what resources they had not used, other students used the 
popularity of resources for prioritization (DG3: Support Social Comparison), 
learning of potentially important resources they had overlooked. P2 noted, “A lot 
of these things are things I hadn’t really noticed in the class…especially this one 
with the highest one [% of students who had accessed it].” P4 reported that their 
instructor provided examples for one assignment in their class but not enough 
time to review each one; they explained, “this [Resources Accessed view] gives us 
a good idea of what to look at first, instead of just blindly picking.” By identifying 
popular files using the Resources Accessed view, students are better able to cali-
brate their activities with their peers and the instructor’s expectations (DG3) and 
to prepare for lectures and assignments more efficiently (DG1: Support Self-
Regulated Learning and Mastery Orientation).

6.2.3  Using Percent of Final Grade for Planning and Monitoring

The “% of final grade” value for each graded item in the Assignment Planning view 
was a key piece of data students used to monitor how much they have progressed 
through a class and how much is yet to be completed (DG1): “I learned how the 
class grades were structured and therefore could manage my time more efficiently” 
(T3). This helped students plan time allocation and put grades in a broader context: 
“I would have less stress…if I didn’t do as well on something, I could see all these 
other opportunities to do well on them to help my grade, because there are a couple 
things worth the same amount” (P3). Students in the Pilot Term liked how the prog-
ress bar provided a visual representation of assignment weighting, remarking that 
it allowed them to prioritize their assignments in order of importance; this senti-
ment was echoed in the surveys: “It really helped plan out my studying goals - I 
knew how much each assignment counted for in my grade, so I could set priorities” 
(T2). While students could have calculated the “% of final grade” value themselves 
using information from the course syllabus, students reported being happy the view 
did the math for them. Students also suggested that this view could provide a visu-
alization of what scores they would need on upcoming assignments to obtain a 
certain grade, a feature we have built into an upcoming version of MyLA (for a 
discussion of this approach to “gameful learning” see Aguilar et al., 2018; Holman, 
et al., 2015).
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6.3  Changing Defaults Was Rare, Except for “My Grade”

In the design of MyLA, we wanted to provide settings that students could customize 
to improve the usefulness of each view and to give them some autonomy (DG2). 
However, we found that in our first deployment of MyLA students interacted very 
little with these settings: in Term 1, only 12 MyLA users (3%) changed a default 
setting 16 times in total (min = 1, max = 5). This lack of interaction with the visual-
ization settings does not indicate overall usage was low but echoes recent findings 
about interactive visualizations in journalism: that while many readers engage with 
visualization content, few use interactive controls embedded in the visualizations 
(Fulda, 2018).

We suspect this may be related to the perceived utility of the interactive controls. 
After Term 1, we introduced a new setting that allowed students to hide their grade 
in the Grade Distribution view, as a way to let students change the visualization if 
they had negative reactions to seeing their grade directly in the class distribution 
(DG3: Support Social Comparison). After this change, we saw a substantial 
uptick in students changing defaults: in Term 2, 36% of users changed a default set-
ting 692 times in total (min = 1, max = 18); in Term 3, 37% of users changed a 
default setting 653 times in total (min = 1, max = 22).

6.4  Social Comparison

Investigating the potential for social comparison (DG3) to help students by expos-
ing them to anonymized data from Canvas was one of the original motivations for 
MyLA.  While we were concerned that social comparison in MyLA could have 
unintended consequences, the behaviors reported related to social comparison were 
generally positive as detailed below.

6.4.1  Comparing with the Whole Rather than the Top

As described in Sect. 6.2.1, many students were concerned about “staying on track” 
for the grade they wanted or “keeping up with others.” However, that sentiment 
stopped short of specifically wanting to do better than others (described in AGT as 
a performance-approach orientation). Survey comments did not focus on wanting to 
see that they were the best in the class, but instead focused on students’ own mastery 
goals: “I learned [from the Grade Distribution view] that I was below average, 
which really motivated me to study harder” (T1). Similarly, P7 said the Grade 
Distribution view helped with “making sure you’re not…falling to the left side of 
the spectrum.” Like many of the comments in the survey, nine interviewees explained 
that they liked seeing that their grade was at or above average, without expressing a 
desire to be at the top of the distribution.
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Students also checked the Grade Distribution view when new grades were 
entered to determine if the shape of the distribution—and their position in it—had 
changed. “After big tests or papers, I would check it to see where I was standing in 
comparison to the class” (T3). Some students explained that this comparison helped 
them feel better about their performance when they received grades lower than they 
hoped, a positive monitoring behavior (DG1) made possible by social comparison 
(DG3); P3 checked the view “right after our past big test had gone in, and I hadn’t 
done as well as I wanted to do on it…so I went in here to see…and the average 
grade, at least from when I had looked at it previously, had dropped so that kinda 
clued me into that a lot of people had struggled with the test like I did. So it made 
me feel a little bit better and I was still on track with everything.”

6.4.2  Social Comparison Utility Varies

Compared to the Grade Distribution view, the utility of the social comparison fea-
tures in the Resources Accessed view had more variance across students. As dis-
cussed in Sect. 6.2.2, some students used the popularity of resources in this view to 
identify potentially important items they had missed. However, other students found 
this view less useful: P8 had used it when “I was as a freshman and I wasn’t sure 
how much reading to do for class.” Now a sophomore, P8 felt more confident that 
her social networks could tell her what resources are important: “word of mouth is 
more popular than using something like this.” We suspect the utility of popularity- 
based comparison features depends on educational context and students’ social net-
works. In online courses or for students with smaller social networks, being able to 
see what classmates are reading may have greater utility.

6.5  Match Between the System Language 
and the Users’ Language

A crucial consideration in the design of interactive systems is how well the system’s 
language or model (the vocabulary and operations the system uses) matches up to 
the users’ task language and model. The smaller the gap between these, the easier 
the system should be to use (Hutchins et al., 1985). In deploying MyLA, we discov-
ered some subtle mismatches between our system language and that of our users 
which suggest future directions for improvement.

6.5.1  Completed Work Means Progress

The Assignment Planning view was designed to give students a tool to monitor their 
course progress and plan for future assignments. The view relies on assignments 
being graded, and distinguishes primarily between graded and ungraded 
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assignments. However, some students wanted the view to summarize what work 
they have submitted (whether or not it has been graded) and what was yet to be 
completed. P4 explained: “my understanding of this page is…an assignment plan-
ning page, but right now it’s more towards a ‘what grades are in?’ page.” Showing 
progress through assignments only after a grade is received did not properly reflect 
the work they felt they had completed, and several students suggested that the view 
have an additional color for “submitted but not graded” assignments.

6.5.2  Semantic Milestones vs. Week Numbers

The Resources Accessed and the Assignment Planning views both use the week 
numbers of a term as units of time. While many instructors base lectures and assign-
ments on week numbers, week numbers were not strong indicators of time for stu-
dents. Five interviewees wanted the Resources Accessed view to organize items 
with respect to other structural features of the course, such as assigned chapters, 
lecture topics, or exams. For example, P1 stated, “Week 11 we…went over ‘card 
sorting’, it would be nice to just click on that [the lecture topic].” When she explained 
how she would like the Resources Accessed view to be organized by which resources 
would help her study, P11 explained, “I don’t know what week…chapter 4 was.” 
This suggests using semantic milestones in addition to (or instead of) week numbers 
as time points across MyLA may improve students’ ability to orient themselves to 
the information displayed. This presents a tension with DG6: LMS Integration for 
Scalability and Adoption, as not all instructors use Canvas in a way that supports 
extracting meaningful metadata for use as semantic milestones.

7  Conclusion

With the goal of creating a dashboard that would allow university students to make 
informed, actionable decisions about their learning, we created MyLA to integrate 
seamlessly into our campus learning management system and designed it to scale 
broadly. Given the many shortcomings described in the existing literature on learn-
ing analytics dashboards (LADs), particularly those designed for students, we 
anchored our design process in learning theory and careful empirical methods for 
system development. Specifically, we drew on expertise in the learning sciences, 
education, human-computer interaction, and information visualization to generate 
design guidelines for MyLA and followed a development process firmly grounded 
in user-centered design. The three visualizations we designed, the Assignment 
Planning view, the Resources Accessed view, and the Grade Distribution view, pro-
vide students with information designed to encourage ongoing reflection on their 
course activity and performance. In this paper we have presented our design guide-
lines and described how the phases of our iterative design process allowed us to 
make changes to the views driven by student usage and feedback.
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Several of our design guidelines follow closely from prior dashboard research. 
DG1: Support Self-Regulated Learning (SRL) and Mastery Orientation reflects 
the theoretical frame advocated in a number of papers that have theory-based 
designs (Jivet et al., 2020; Matcha et al., 2019). Here we add Achievement Goal 
Theory (AGT) as well, so that MyLA use does not unintentionally lead students 
away from a mastery approach to learning (Aguilar et  al., 2020). Indeed, while 
grading activity was a major trigger for MyLA use, students suggested that their 
interest in the grade distribution was not focused on being at the top of the class but 
rather making sure their performance kept them on track with their course goals. 
DG2: Allow for Student Control over What They See is consistent with SRL 
theory but a component of only a few other dashboards (e.g., Roberts et al., 2017; 
Sluijter & Otten, 2017; Schumacher & Ifenthaler, 2018). Here we found that stu-
dents primarily changed default settings to customize information when they wanted 
to discover or prioritize resource use, or to see how the overall grade distribution 
changed over time. However, we found that more students began changing settings 
only after we responded to specific feedback (e.g., remove the self-performance line 
on the Grade Distribution view) and when we made the settings more visually 
salient.

Perhaps the most contentious aspect of dashboard design involves the issue of 
social comparison (Stephanie, 2019). Despite the popularity of views that support 
social comparisons (Matcha et al., 2019), the evidence is mixed about when and for 
whom such feedback is beneficial. We included DG3: Support Social Comparison 
as our response to the ubiquity of this form of reference frame (Jivet et al., 2017), 
but we kept with DG2: Allow for Student Control over What They See so that 
students could make individual decisions about if and when to seek comparisons 
with their peers and to pick with whom they wanted to be compared. Ethics should 
be at the forefront of any learning analytics intervention (Slade & Prinsloo, 2013), 
and DG5: Preserve Privacy also addresses ethical issues related to social compari-
son by ensuring that the lowest-performing individuals cannot be identified in any 
performance comparisons (using a k-anonymity approach, Sweeney, 2002). These 
efforts were driven primarily by our own ethical values and as a response to instruc-
tor concerns about the Grade Distribution view. Interestingly, students did not 
express concerns about privacy in any of the feedback activities across our design 
phases. And, as with so many LADs (Fritz, 2011; Young, 2016), this was the most 
frequently used view in MyLA.

The remaining two design guidelines, DG4: Use a Simple, Consistent 
Visualization/Interaction and Vocabulary and DG6: LMS Integration for 
Scalability and Adoption, reflect our experience with the field of information visu-
alization and our commitment to developing an easy-to-use student dashboard that 
could be implemented broadly across our campus learning management system 
(LMS). Although the field of learning analytics has raised a number of important 
questions about the value of using LMS-based data (Verbert et al., 2020), we wanted 
to provide an information resource for students where they expect to find course- 
related information. In addition, by focusing our system architecture on interoper-
ability standards, we allow for inputs to MyLA views from multiple sources, such 
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as etextbooks, library usage, and other campus resources, as well as the potential for 
data from other sources used in “multimodal learning analytics” (Blikstein & 
Worsley, 2016).

In our future work, we are continuing to improve MyLA. As discussed above, (1) 
students want confirmation that assignments have been received and not just that 
they have been graded, and (2) information displayed in the three MyLA views need 
to be organized around more meaningful milestones than week designations. We 
have already rolled out a new Assignment Planning view that shows submitted as 
well as graded assignments and allows students to set individual goals for each 
assignment to calculate the impact of those goals on their final grade. In addition, as 
MyLA is now being adopted by other universities in the United States, we can 
address the main limitation of this project; while being tested with many courses 
taught across multiple disciplines, our research on MyLA to date only represents 
students on our campus. As a large, research university with highly competitive 
admissions, we recognize that our students do not necessarily reflect the needs and 
preferences of students everywhere. Although it is too early to make strong claims 
about the overall impact of MyLA on student learning, positive feedback from hun-
dreds of student users and multi-institutional adoption suggests we are on the right 
track. The development of our design guidelines reflecting a theoretical framework 
and important practical issues such as privacy and scalability, as well as the value of 
a user-centered approach, provides a promising path forward for future learning 
analytics dashboards.
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Chapter 10
Learning Analytics for Students

A Field Study on Giving Students Access to Their 
Own Data

Sebastian Hobert and Florian Berens

1  Introduction

Feedback is an important driver of learning processes (Hattie, 2015; Winstone & 
Carless, 2020). Feedback enables students to reflect on their learning effectiveness 
and efficiency. This way, it acts as a driver for improving learning. To provide feed-
back, it is required to have information about the students’ learning processes. One 
standard measure to provide feedback in university teaching is the final examination 
at the end of the lecture term. This is an effective feedback tool but has the disad-
vantage that students cannot adapt their learning during the lecture term. Thus, early 
and continuous feedback is required to allow students to reflect and adapt their 
learning processes constantly.

This is typically not too much a problem in small courses as instructors or teach-
ing assistants interact with their students closely. Thus, they get to know each other 
and can support the students’ learning processes through personal, individualized 
feedback. In contrast to that are large-scale lectures in which often hundreds of 
students participate – mainly in a more passive way (i.e., listening to the lecturer). 
It is hard for lecturers to provide individual feedback in such learning settings as 
there is typically (almost) no direct interaction between the lecturer and each indi-
vidual student.
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This is particularly challenging during the COVID-19 situation, which resulted 
in safety measures and precautions that were established worldwide (Desvars- 
Larrive et  al., 2020; World Health Organization, 2020). As a result, educational 
institutions were closed, and in-class teaching in lectures was impossible (Crawford 
et al., 2020; Weeden & Cornwell, 2020). The COVID-19 situation changed many 
learning settings and often resulted in less personal contact among students and 
instructors. Due to the pandemic situation, teaching in lectures was typically moved 
to digital learning settings like synchronous video conferences or asynchronous 
video-based teaching (Crawford et al., 2020; Sun et al., 2020). Those video-based 
teaching offers were often supported by further learning materials offered by lectur-
ers like exercises, scripts, or lecture slides provided via learning management sys-
tems. This increased digitalization of learning and teaching provides new potentials 
for giving individual feedback to students. As all learning activities were moved 
from in-class instruction to digital learning environments, learning-related data 
could be collected and analyzed to provide feedback.

In current research, learning analytics is often used among others to analyze and 
predict students’ learning processes, successes, and influencing factors (Chatti 
et  al., 2012; Ifenthaler, 2015; Ifenthaler & Yau, 2020; Long & Siemens, 2011). 
These research activities are often conducted after the lecture term has ended. From 
a scientific point of view, these approaches are interesting and seem to be promising 
in order to understand learning. From a practice-oriented perspective, this has, how-
ever, the problem that the current students participating in the course do not benefit 
from these insights. Thus, we followed a different approach by focusing on a learn-
ing analytics dashboard stream of research (see, e.g., Verbert et  al., 2020 and 
Schwendimann et al., 2017). Thus, we designed a learning analytics dashboard for 
students that enables them to access their own data directly. The developed learning 
analytics dashboard offers the students the possibility to analyze their learning pro-
cesses individually at any given time during the semester. In comparison to tradi-
tional learning settings, this provides students new opportunities to reflect on their 
learning. However, from a scientific point of view, it is interesting whether the stu-
dents actually use these possibilities when getting access to it in a long-term field 
study and whether the students perceive these insights as beneficial for their learning.

To this end, we report findings from a field study conducted during the COVID-19 
pandemic situation in two courses. We analyze how students interacted with a learn-
ing analytics dashboard that visualized their individual learning processes during an 
online semester in a large-scale educational setting. We further report findings from 
a quantitative survey among the students in which we asked them about their opin-
ion and assessment of the new learning analytics possibilities. One notable differ-
ence from many other prior studies is that we did not conduct the survey until the 
students had the opportunity to use the dashboard extensively during the course of 
a semester. Thus, we are not asking students in an artificial, laboratory-like setting, 
what they expect, but we ask them after they actually used a learning analytics dash-
board for quite some time. Thus, we report data from the field.

To achieve this, the remainder of this paper is structured as follows: In the next 
section, we provide an overview of related research on learning analytics dashboard 
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targeting students, discuss it, and derive our research questions for the conducted 
study. Subsequently, we outline our research design by describing our case situa-
tion, briefly give an overview of the used learning analytics dashboard, and outline 
the methods used for collecting usage data and quantitative survey data. We then 
present the results of our analyses in Sect. 4 and discuss them subsequently. Finally, 
we summarize our study results, outline limitations, and point out future research 
directions.

2  Related Research

2.1  Basic Concepts of Learning Analytics

Learning analytics aims to investigate students’ learning processes, identify rela-
tions to learning success, improve learning environments, and provide data for well- 
grounded decision-making (Chatti et al., 2012; Ifenthaler, 2015; Long & Siemens, 
2011). Depending on the specific focus of the analyses of learning-related data, 
multiple closely related fields of research are somehow overlapping, like educa-
tional data mining and academic analytics (Long & Siemens, 2011).

Whereas learning analytics is a broad and interdisciplinary field of research cov-
ering different research approaches, goals, and methods, the present study focuses 
mainly on the subfield of learning analytics dashboards. In prior research, learning 
analytics dashboards are also known under different terms like educational dash-
boards or learning dashboards (Schwendimann et al., 2017). Commonly, learning 
analytics dashboards are referred to as graphical user interfaces (most often as web- 
based applications) that aggregate learning-related data and results of conducted 
analyses with the aim of visualizing them appropriately for a given target audience. 
Most often, the target audience of learning analytics is lecturers or teachers 
(Schwendimann et al., 2017). The aim of learning analytics dashboards is to visual-
ize the students’ learning progress and their learning processes and eventually pro-
vide feedback on improving learning. Thus, a learning analytics dashboard’s task 
can be seen as the collection, aggregation, and visualization of interesting analyses 
for the specified target audience. This is in line with common learning analytics 
processes like the process described by Chatti et al. (2012), who propose three main 
steps in learning analytics: data collection and pre-processing, analytics, and post- 
processing. To achieve the aim of presenting students useful information that actu-
ally supports their learning and decision-making, it is often required to simplify the 
underlying complex scientific learning analytics methods and results in order to 
focus on a user-centric presentation of insights. This user-centric approach is essen-
tial when designing learning analytics dashboards.

Recently multiple reviews have been published analyzing different learning ana-
lytics perspectives. For instance, Ifenthaler and Yau (2020) focused on how learning 
analytics can be used to foster students’ study success in higher educational 
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settings. To this end, they conducted a literature review with the aim to investigate 
success factors and interventions for supporting students’ study success. In another 
review, Larrabee Sønderlund et al. (2019) also surveyed interventions. Also, by con-
ducting a literature review, Schwendimann et al. (2017) mainly focused on prior 
research on learning dashboards. Their results show, among others, that learning 
analytics dashboards are most often designed for teachers, but with a trend towards 
also offering students access to dashboards. Finally, by conducting a workshop dis-
cussion with researchers, Verbert et al. (2020) outline a future research agenda that 
includes, among others, design patterns and the aspect of responsibility in data col-
lection and analyses.

Summarizing the existing reviews briefly, it has been shown by the authors of the 
reviews that learning analytics is a broad field of research in which different per-
spectives and approaches are researched. The reviews outline that in each specific 
field of research, limitations and needs for future research exist. In the present paper, 
we will particularly focus on investigating learning analytics dashboards targeting 
students, which are an interesting target audience but still often not the main focus 
of learning analytics research (Schwendimann et al., 2017). In particular, we will 
focus on collecting survey and usage data from the field to analyze the students’ 
perception of the influence of a learning analytics dashboard on learning processes. 
As a basis for the following study and to discuss related research and to specify our 
research objectives, in the following, we will first outline exemplary related research 
studies targeting data ownership as this is a prerequisite for doing learning analytics. 
Then, we will focus on the design of learning analytics dashboards.

2.2  Data Ownership

One of the important critical aspects that researchers face when conducting field 
studies in learning analytics is data gathering and data ownership. Whereas in arti-
ficial studies fictional data can be used to illustrate how a learning analytics dash-
board works, in field settings, real data from students is needed. Without appropriate 
data, no individualized analyses can be conducted, and thus, students cannot get 
individualized feedback that supports their learning processes.

In prior research, the aspect of data ownership and privacy has been addressed in 
few studies. For instance, Ifenthaler and Schumacher (2016) surveyed in an explor-
atory study how students perceive privacy aspects related to learning analytics. 
They showed that students, on the one hand, like to have personalized analyses but 
also are a bit reserved when sharing their data. The authors argue that it is important 
to include all stakeholders when developing and introducing learning analytics 
dashboards. With a more general perspective, Drachsler and Greller (2016) pro-
posed a checklist that can support the implementation of learning analytics (not 
only with a focus on dashboards for students). The checklist should support imple-
menting trusted learning analytics systems considering privacy aspects.
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Even though this aspect is essential for learning analytics, only a few studies 
have been conducted. One key aspect that has been shown is that transparency is 
important. Due to this, we argue that students should get access to their own data in 
learning analytics research studies. Using learning analytics dashboards for students 
is one promising possibility to achieve this. It is, however, the question, whether 
students value this aspect. To research this aspect of getting access to their own data, 
we base on the students’ experience after using our learning analytics dashboard in 
our field study and ask them how they perceive this particular topic of data owner-
ship. Thus, we ask the following research question:

How do students perceive accessing their own learning-related data after using a 
learning analytics dashboard in a long-term field study?

2.3  Design and Features of Learning Analytics Dashboards

As previously outlined, learning analytics dashboards are often designed for sup-
porting lecturers or teaching advisers (Schwendimann et al., 2017). In prior research, 
multiple studies on the design of such lecturer-centric systems have been presented. 
One recent exemplary study focusing on the creation of such a system is presented 
by Gutiérrez et  al. (2020). They designed and evaluated the LADA system and 
showed it to be useful. Fewer studies focus particularly on the design of learning 
analytics dashboards for students, which is the focus of the present paper. One 
example is the LAPA Dashboard designed and presented by Yeonjeong Park and 
Il-Hyun Jo (2015).

Regarding the design of student-centric dashboards, few studies have recently 
been conducted. For instance, Schumacher and Ifenthaler (2018) in two consecutive 
studies empirically surveyed learning analytics features that students perceive as 
useful. To this end, they conducted qualitative interviews and a quantitative survey 
among students. They showed that students expect multiple features (like offering 
self-assessments or providing personalized learning analytics analyses) to be bene-
ficial. Also, taking a student perspective, Roberts et al. (2017) analyzed which fea-
tures might be interesting to students. Based on surveys, they showed, for instance, 
that comparative analyses are interesting for some students, but others might be 
reserved. Recently, Jivet et  al. (2020) focused on features for learning analytics 
dashboards using empirical methods. The study focused mainly on sense-making 
and conducted a qualitative pre-study and a consecutive quantitative study to derive 
three main latent variables relevant for sense-making.

Summarizing the presented studies, it can be concluded that some studies exist 
that focus on the design of learning analytics dashboards that were provided particu-
larly for students. However, it needs to be remarked that most studies survey design 
aspects without giving the students the possibility to use learning analytics dash-
boards under real settings (e.g., during a complete lecture term). Many existing 
studies survey the design using quantitative instruments or qualitative interviews 
without giving students the possibility to use and interact with learning analytics 
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dashboards for a longer time. Thus, we argue that we need further insights from 
students who actually interacted with learning analytics dashboards in real settings.

Only a few studies report actual data from learning analytics targeting students 
from the field. For instance, Haynes (2020) presented first results from a pre- and 
post-survey about the students’ perception of learning analytics dashboards. 
Additionally, Kim et al. (2016) analyzed whether interacting with learning analytics 
dashboards affects learning success. They could, for instance, showed that some 
positive effects exist.

Summarizing these findings, we argue that there is a need to survey students’ 
actual interaction with learning analytics dashboards not only in laboratory settings 
using fictional data or with mockups but to conduct research in the field. This enables 
learning analytics researchers to observe the students’ interaction in the long-term use 
and to conduct surveys using post-intervention questionnaires to get more valuable 
feedback. To this aim, we will focus on the following two research questions related 
to the design of dashboards and their implications for learning processes:

How do students interact with a learning analytics dashboard during long-term 
use in large-scale lectures?

How do students perceive the usefulness of a learning analytics dashboard for 
supporting their learning processes?

3  Research Design

To conduct a field study where we can gather actual usage and survey data from 
students interacting with a learning analytics dashboard, we developed a learning 
analytics dashboard targeted specifically for students and introduced it in two large- 
scale university courses. To address the research questions derived in Sect. 2, we 
analyzed the usage of the dashboard and conducted a quantitative survey. Before 
outlining the methods for collecting and analyzing the data (i.e., usage data and 
survey data), we briefly outline the two cases in which we introduced the learning 
analytics dashboard. Subsequently, we provide a brief overview of the learning ana-
lytics dashboard for students.

3.1  Investigated Cases

The field study was conducted at a larger German university and took place in two 
independent introductory courses addressing undergraduate students from various 
study programs. Typically, more than 700 students participate in each of the courses. 
Thus, both courses can be classified as large-scale learning settings that target fun-
damental knowledge (basic statistics and research methods).

Usually, the courses are taught in class by experienced lecturers. As the courses 
took place during the COVID-19 pandemic, both courses could not be taught in 
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class. Instead, both courses were switched to online settings and can thus be classi-
fied as e-learning courses. Instead of in-class lectures, the lectures were pre-recorded 
by lecturers on video and delivered via a web-based video player. Additionally, the 
students got access to formative assessments that they could use for practicing their 
skills. The students could solve all formative assessments digitally to get instant 
automatic feedback. Even though it was highly recommended to use those quizzes 
to deepen the students’ skills, it was voluntary.

Further, the students could download the lecture slides. All course materials (i.e., 
videos, formative assessments, and slides) were delivered via the course’s learning 
management system that integrated all aspects in a web-based app. The identical 
app but with different contents was available for students of both courses. The stu-
dents could use it on both desktop computers and mobile devices to allow flexibility 
for learning, even in times when the university’s campus was closed due to impacts 
of the coronavirus.

As the learning app was the central point of access to the courses’ learning mate-
rials, we assume that most of the students’ learning activities took place using the 
app. This is somehow different from the typical situations in both courses before the 
COVID-19 pandemic. In the past, a substantial part of learning took place in-class 
during the lectures and tutorial sessions. The current situation seems, however, ben-
eficial for learning analytics activities as more data about the learning processes is 
available as all formative assessments are provided in a digital learning environ-
ment. Thus, it is most likely that the learning analytics analyses are more helpful for 
the students as more learning-related data provides feedback.

3.2  Introduction of a Learning Analytics Dashboard

As both courses are taken by approx. 750 students per year, providing individual 
learning support is nearly impossible, as already outlined in the introduction sec-
tion. Due to the COVID-19 pandemic, this becomes particularly more challenging 
as all in-class sessions were canceled. Thus, the lecturers decided to give the stu-
dents the possibility to get access to automated feedback. To this end, a learning 
analytics dashboard (see Fig. 10.1) was implemented and introduced in both courses. 
It was developed during the lecture break in early 2020 when the protection mea-
sures against the spread of COVID-19 were initiated at the university. The develop-
ment of the dashboard could be finished before the start of the lecture term.

The learning analytics dashboard was implemented as a web-based applica-
tion. Due to this, the dashboard could be integrated directly into the learning 
management system. This allows the students to access the learning analytics 
dashboard easily. The dashboard provides students multiple possibilities to get 
insights into their learning activities. To this end, it analyzes the available learn-
ing-related data of the courses’ learning app (see Sect. 3.1). In total, several 
100,000 log entries (e.g., quiz activity or downloads of lecture slides) form the 
basis of the analyses during the lecture terms of both courses. First, the students 

10 Learning Analytics for Students



220

Fig. 10.1 Screenshot of the developed learning analytics dashboard

can get a summarized overview of their learning activities in the form of a time-
line (see Fig.  10.1), which aggregates the activity types (e.g., quiz activity or 
download of files) on a weekly basis. For each activity type, the students can get 
further detailed analyses. For instance, the quiz section provides an overview that 
shows key indicators (like the total number of solved quizzes or the success rate) 
and a line chart of the quiz activity for each week. Students can access further 
analyses on a single quiz or per group of quizzes to get more information. Those 
analyses show the success rate for each quiz resp. each group and analyses of the 
required time to solve a quiz (using box plots). Finally, a comparative overview of 
the success rates for each quiz and each group is shown to the students utilizing a 
heatmap. This visual representation of the successes with a comparison to the 
average of all fellow students gives the possibility to assess and reflect the learn-
ing activities.

3.3  Method

We introduced the implemented learning analytics dashboard during the COVID-19 
pandemic situation in two courses as a field study based on the described case set-
ting. After releasing the learning analytics dashboard, the students were notified of 
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the existence of the analysis functionalities. A short message was displayed in the 
courses’ app to promote the learning analytics dashboard further.

After the students had the opportunity to use and interact with the learning ana-
lytics dashboard for several weeks, we made a survey available in the courses’ app. 
With this questionnaire survey, we intended first to get feedback from the students 
about the dashboard implementation. Second and more important, we aimed at ana-
lyzing whether the students perceive getting access to their own data using a learn-
ing analytics dashboard is actually desirable and beneficial for their learning 
processes.

The survey design consisted of two parts relevant for this study: First, we used 
the standardized and validated User Experience Questionnaire by Laugwitz et al. 
(2008) and Team UEQ (2020) to measure the students’ user experience about the 
dashboard implementation. We expanded this survey section by further in-depth 
questions about the dashboard’s specific implementation details (like whether stu-
dents liked the dashboard page or the visualization of the quiz results). For the given 
research questions, the actual evaluation of the dashboard’s user experience might 
not be too relevant at first glance. It is, however, essential to identify whether the 
dashboard provides a suitable tool. If the students evaluate the user experience with 
a negative score, our subsequent analysis results might not be valid and transferable 
to other learning analytics dashboards. Thus, we assume this first part of the ques-
tionnaire as a necessary prerequisite for the subsequent analysis.

To conduct the user experience analysis, we used the Data Analysis Tool pro-
vided by the authors of the User Experience Questionnaire (Team UEQ, 2020). This 
analysis tool provides an estimate of the questionnaire results. Thus, we can use this 
estimate to determine whether the dashboard implementation is suitable. If we 
receive positive results, we argue that our other survey part and the collected usage 
data are also valid for other dashboards.

In the second part of the questionnaire study, we asked the students to provide us 
feedback on five major topics related to the effects on the students’ learning pro-
cesses: general feedback, access to own data, benefits for learning processes, evalu-
ation of the comparison functionalities, and overall evaluation of learning analytics. 
A complete overview of the relevant items is depicted below in Table  10.1 in 
Sect. 4.3.

Participation in the survey was voluntary and not linked to any incentives for the 
students. We showed each student who logged into the learning app during the sur-
vey period an advertising banner and asked them to give us feedback to promote 
participation.

In addition to this survey, we collected data about the students’ interaction with 
the learning analytics dashboard. The collected usage data gives us insights into 
how the students used the dashboard. We can get insights into how the students who 
agreed to share their usage data for scientific purposes in an anonymized form navi-
gated through the dashboard and how frequently they accessed data. During the data 
collection period, we gathered usage data from 802 individual students. 8.5% of 
them participated in the voluntary survey, which is considered a typical response rate.
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Table 10.1 The students’ perception of the learning analytics dashboard and its implication on 
learning processes

Item Mean Median St.D.

General
Enjoyment to use the dashboard +1.31 2 1.60
Having a dashboard is useful +1.94 2 1.42
Analytics results are easy to understand +1.45 2 1.43
Access to own data
Like to have access to own learning data +2.00 2 1.36
Having access supports learning +1.17 2 1.73
Having access increases motivation to reflect +1.24 2 1.75
Having access increases motivation to learn +0.89 1 1.78
Benefit for learning processes
Is helpful to get an overview of the current learning status +0.90 1 1.86
Provides a useful addition to traditional teaching offers +1.85 2 1.32
Evaluation of the comparison functionalities
Comparison with fellow students are useful +0.92 1 1.69
Comparison with fellow students is motivating +0.68 1 1.66
Comparison with fellow students is stressful −0.19 0 1.85
Overall evaluation of dashboard
Recommendation for providing a dashboard +1.85 2 1.47
Overall evaluation +2.08 3 1.34

4  Results

The presentation of this study’s results is based on the case-based field study in 
which we collected data using a questionnaire-based survey and usage data. In the 
following, we first outline the survey data results by addressing the dashboard 
implementation. Subsequently, we give insights into the students’ interaction with 
the learning analytics dashboard. Finally, we are focusing on the impacts on the 
students’ learning processes. This three-folded analysis provides insights into how 
students perceive and use a learning analytics dashboard in times dominated by 
distance learning using e-learning tools (due to the pandemic situation induced by 
COVID-19). The results and their implications are discussed subsequently in the 
discussion section.

4.1  Dashboard Implementation

In the first part of the survey evaluation, we asked the students to provide feedback 
on the dashboard implementation using the User Experience Questionnaire 
(Laugwitz et al., 2008; Team UEQ, 2020). The analysis of the standardized ques-
tionnaire reveals that the students evaluated the dashboard implementation in terms 
of the six scales (attractiveness, perspicuity, efficiency, dependability, stimulation, 
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Fig. 10.2 Results of the UEQ computed using the UEQ Data Analysis Tool (Team UEQ, 2020)

and novelty) as positive according to the UEQ Data Analysis Tool (Team UEQ, 
2020) with values ranging from +1.305 to +0.877 on a scale ranging from −3 to +3 
(see Fig.  10.2). The students evaluated the attractiveness as the most positive, 
whereas novelty received the lowest rating. This does not seem surprising as analyt-
ics dashboards are known from other contexts (like gamified apps). By further 
aggregating the scales as proposed by the Data Analysis Tool, it can be stated that 
the pragmatic quality, as well as hedonic quality, receives values larger than +1 
(1.13 resp. 1.09).

The feedback gathered using the User Experience Questionnaire informs this 
study that the implemented learning analytics dashboard using the field evaluation 
provides an adequate user experience. These positive results are also confirmed by 
further questions on the design of the analytics dashboard’s specific functionalities 
that we asked the students. For instance, the students rated the visualization of the 
analyses of formative assessments as positive with a value of +1.302.

Overall, this first part of the survey indicates that the developed dashboard is 
appropriate for the given purpose to offer students the possibility to access their own 
learning-related data and get feedback about their learning activities. Due to this, we 
argue that analyzing the impact on the students’ learning processes is valid. Thus, 
we focus on this in the following using the collected usage data and the second part 
of the questionnaire.

4.2  Analysis of Usage Data

In both courses, approx. 50% of the enrolled students used the learning analytics 
dashboard. This results in a total population of 802 students that used the dashboard 
during our data collection period. The students used the dashboard in approx. 4200 
session.1 Thus, on average, each user of the learning analytics dashboard used it 
more than five times.

1 A session is defined in our setting as the sum of all unique users per day, i.e., if an individual 
student accesses the dashboard multiple times shortly after the other, this is only counted as one.
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Each student performed on average approx. 80 interactions within the dashboard. 
In each session, this results in approx. 15 interactions. This number of interactions 
on average is comparatively high compared to traditional websites and (e-learning) 
apps, which indicates the intensity of the students’ use of the dashboard.

The students were mainly interested in analyzing their performance in formative 
assessments. Approximately 67% of all accessed analyses are related to formative 
assessments. In these analyses, the students were mainly interested in getting aggre-
gated statistics about groups2 of multiple formative assessments and the aggregation 
of all formative assessments. Both kinds of analyses show analyses of the students’ 
own performance compared to the average performance of all fellow students. In 
addition to these analyses focusing on comparative aspects, the students also 
requested several hundreds of analyses of single formative assessment quizzes in 
each course (approx. 700 in course 1 and approx. 900 in course 2). The individual 
quizzes analyses give the students in-depth insights about their performance (e.g., 
feedback on success and time to complete the quiz). The number of views of those 
very specific analyses ranges from only accessed by a single student up to approx. 
70 students accessing a specific analysis. This indicates that most of the students in 
our field study are interested in getting aggregated information that includes com-
parative aspects to overview their current state of knowledge in the course. 
Nevertheless, a large amount of very specific analyses was requested. A close look 
at the specific learning analytics analyses revealed that analyses were particularly 
requested for more complex formative assessment questions.

In addition to analyses of formative assessments, the timeline that provides an 
overview of the personal learning activities receives a lot of attention, which is not 
surprising as this is the start page of the dashboard. All other analyses (e.g., down-
load activity of learning materials) were only accessed to a minor extend (only up to 
less than five percent).

Overall, we can conclude that students are mainly interested in getting feedback 
on formative assessments in our field study. This does not seem surprising as forma-
tive assessments allow students to practice. As practicing gives students the possi-
bility to succeed or to fail, it is not surprising that getting feedback on this aspect is 
interesting. Our analyses also show that students are actively interested in getting 
comparative overviews that show how they perform compared to their fellow stu-
dents. This is in line with the results of our survey questionnaire.

4.3  Impact on Learning Processes

If learning analytics is directed at students, it is not only about analyzing the num-
bers correctly. Equally important is whether the analyses are helpful for the stu-
dents. Thus, the students’ perception of the effects on their learning has a substantial 
impact on the success of learning analytics activities directed at students.

2 Each group of formative assessments aggregates all individual quizzes that cover a certain topic.
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Due to this, we first gather the students’ general assessment of the learning ana-
lytics dashboard. The results shown in Table 10.1 indicate that the students enjoyed 
working with it (+1.31) and perceive having a learning analytics dashboard as use-
ful (+1.94). Important as well is that the provided analyses are understandable by 
the students, which is the case in our survey (+1.45). This aspect seems most nota-
ble as (complex) scientific analyses and predictions seem not useful for a learning 
analytics dashboard directed at students when the results are not visualized in an 
(for non-experts) easily understandable format.

Subsequently, we focused on the aspect of giving students access to their own 
learning-related data that is collected during their use of the e-learning tool. The 
survey results clearly show that the students like this idea and appreciate the efforts 
to provide a learning analytics dashboard (+2.00). The students stated that having 
access to their learning-related data supports their learning (+1.17) and increases 
their motivation to reflect on their learning processes (+1.24). Interestingly, this has 
only a slightly positive effect on the students’ motivation to learn (+0.89). This 
seems surprising at first glance but might not be too critical as some of the students 
might get the feedback that they are at the top of the course. Thus, they do not need 
to increase their learning activities further (as long as they do not decrease them).

Besides these motivational aspects, we also directly asked the students whether 
the learning analytics dashboard is actually useful to overview their current learning 
state. The students acknowledged this by a slightly positive result of +0.90. With a 
value of +1.85, the students perceive the dashboard as a very good addition to the 
traditional learning offers. The discrepancy between both items seems interesting 
and surprising as those items seem to be quite similar. As noted before, learning 
analytics dashboards are only capable of analyzing learning-related data that is pro-
vided appropriately. If students are learning traditionally (i.e., using supplementary 
books) or using additional learning materials (like videos from commercial video 
portals), we could not collect relevant data. Thus, the learning analytics dashboard 
might only observe an incomplete part of the students’ state of knowledge, which 
could be reflected in the observed difference.

A topic that is controversially discussed among lecturers and practice-oriented 
learning analytics developers is whether providing students comparative analyses is 
beneficial. On the one hand, comparisons with fellow students seem to be a good 
indicator to assess the own state of knowledge. If students perform below average, 
additional learning effort seems obviously advisable. However, it must be taken into 
account that a below-average performance attested by a learning analytics dash-
board might also have negative implications on motivation. To gather the students’ 
feedback on this, we asked them to evaluate such comparative functionalities. First 
of all, we asked the students whether they perceive the provided comparisons with 
fellow students as useful (e.g., in the formative assessment analyses that indicate 
how well the students perform compared to all other fellow students). The students 
rated this functionality with a value of +0.92 as positive, with more than 50% of the 
students rated it as +1 or better.

Interestingly, the results of these comparisons seem to be motivating, but to a 
lower extent (+0.68). In this case, we also have a median of 1, i.e., at least 50% of 
the students rate the comparisons as motivating. A common point of criticism about 
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comparisons with fellow students in teaching settings is the effect on the perceived 
level of stress. Our survey data indicates that the students do not perceive the com-
parisons as stressful. Interestingly, the median value is 0, and almost 42% of the 
students perceive the comparisons as stressful, whereas 47% perceive it as not 
stressful. This seems to be an interesting point for discussions and further research.

Finally, we asked the students about an overall evaluation of learning analytics 
activities. First of all, we wanted to get feedback on whether the students would 
recommend that the effort to provide a learning analytics dashboard for further 
courses should be taken. With a value of +1.85 and a median value of 2, this can 
definitively be acknowledged. Second, we asked the students about an overall evalu-
ation of the field study’s learning analytics activities within the dashboard. The stu-
dents rated the learning analytics with exceptionally positive results of +2.08, where 
88.7% of all students participating in the survey used the top score.

5  Discussion

In the following, we discuss the results of both the questionnaire-based survey and 
the usage data analysis. To this end, we combine both by focusing on four major 
aspects: (1) the suitability of learning analytics dashboards for students, (2) negative 
implications of learning analytics dashboards for students, (3) data ownership, and 
(4) implications for the design of learning analytics dashboards for students.

5.1  Suitability of Learning Analytics Dashboards for Students

First of all, from a pedagogical or didactical point of view, it can be questioned 
whether automated learning analytics dashboards are suitable to support students 
enough actually to improve the students learning processes. In contrast to personal 
feedback from lecturers who are informed in detail about the students’ individual 
learning process, automated learning analytics-based feedback will most likely per-
form worse. However, there is usually no possibility for students to get in-depth 
individual feedback from the instructor in large-scale lectures. If several hundreds 
of students attend a lecture, individual feedback is typically simply not possible due 
to resource constraints. In these cases, automated feedback based on learning ana-
lytics dashboards for students seems to be promising and one of the best options to 
get at least some feedback.

The results of our field study confirm this argument. The students clearly stated 
that having access to the learning analytics dashboards encourages them to reflect 
on their learning. They perceive it as a beneficial addition to the other teaching 
offers. This is also reflected in the usage data. The data reveals that students are 
actively seeking in-depth information about formative assessment. We believe this 
indicates that students are actively engaged in learning and seek further analyses 
and information about formative assessments.
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Nevertheless, it must also be acknowledged that the survey also showed that even 
though the high values indicating that students reflect on their learning (+1.24), only 
lower effects on increased learning activities (+0.89) can be captured. It can only be 
speculated whether face-to-face conversations with a lecturer about reflections on 
students’ learning process would lead to higher impacts on the students’ learning 
processes. We assume that personal learner-lecturer interaction could result in a 
stronger influence. This might be an interesting aspect for future research. 
Nevertheless, even if this would be the case, in large-scale lecture settings, this 
would still not be feasible due to resource constraints. Thus, we argue that learning 
analytics might still be one of the best options to provide students individualized 
feedback.

5.2  Negative Implications of Learning Analytics Dashboards 
for Students

Even though we are quite optimistic about the benefits of learning analytics dash-
boards for students, it must be acknowledged that negative aspects might be implied 
by it. It can be argued that too many comparisons with fellow students might 
increase the level of perceived stress substantially. A negative stressful learning 
experience might additionally be hindering a positive learning process.

Due to this, when conceptualizing and designing learning analytics dashboards, 
this should be taken into account. Our survey results indicate that, on average, the 
students do not feel that the learning analytics dashboards result in more stressful 
learning. Nevertheless, a deeper analysis of the data reveals that almost 42% of the 
participants stated that they perceive it (at least as a little bit) stressful. Only 5.7% 
of them strongly agreed that it results in stress while the others see only a low effect. 
Even though this number does not seem high, in a large-scale lecture, at least some 
students might be affected. Due to this, we encourage designers and lecturers to 
think about the negative implications of feedback as early as possible during the 
conceptualization phase. In our case, we offered students the possibility to discuss 
the learning analytics results with a trained teaching assistant to get feedback. At 
least some students used this offer to reflect on their learning analytics results.

Even though some negative implications should be considered, we assume that 
access to learning analytics dashboards for students is nevertheless beneficial, 
which is also supported by our survey.

5.3  Data Ownership

In addition to the effects of learning analytics on feedback and negative implica-
tions, a critical aspect of learning analytics is the gathering of learning-related data. 
Without getting access to learning-related data that reflects the students’ learning 
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progress or the learning activities, learning analytics is not possible. In many studies 
that focus on learning analytics, the data is used for scientific or management pur-
poses to improve learning and decision-making in the long term. To this end, 
researchers ask students to consent to conduct the research. This is a valid approach. 
We nevertheless argue that it might be a matter of fairness that if the students help 
to improve learning in the long term, they should also benefit from the learning 
analytics activities directly. To this end, we argue that a learning analytics dash-
board targeting students is a fair and suitable approach to give students access to 
their own data. In doing so, the students can actually benefit themselves from pro-
viding data.

Our survey reveals that the students acknowledge this as they stated that they like 
the idea of getting access to their own learning-related data. Additionally, as already 
discussed in Subsection 5.1, this also has positive effects on the motivation to reflect 
and improve learning processes.

5.4  Implications for the Design of Learning Analytics 
Dashboards for Students

In the previous subsections, we discussed positive as well as negative impacts of 
learning analytics dashboards and valued giving students access to their own data. 
In addition to these aspects, it needs to be questioned whether the results have con-
crete implications for the design of a learning analytics dashboard targeting students.

First of all, we could show that learning analytics dashboards have added value 
for students in large-scale educational settings. This justifies the development of 
dashboards as it might help to improve teaching and learning. Our analysis of the 
usage data further reveals that students are not only interested in basic comparative 
analyses with fellow students but also use the opportunity to deep dive into very 
specific analyses. In our field study, some analyses of specific formative assess-
ments were only accessed by one single student, whereas others were requested by 
a large number of students. This shows that a large variety of analyses seem to be 
beneficial as students request even specific ones. Thus, we argue that comparative 
overviews should be implemented, but deep dives into learning activities seem to be 
relevant as well. Whereas comparative overviews can give students a good impres-
sion of their learning progress compared to the fellow students, they might also have 
negative impacts due to resulting stress if the analyses show poorer performance 
than expected. Deep dives into specific analyses have the benefit that students might 
reflect on and explore their learning processes.

Finally, we encourage learning analytics researchers to consider providing stu-
dents analyses that are beneficial for their current learning processes. Getting access 
to data of value is crucial for scientific learning analytics research. If students sup-
port such research, it seems to be a matter of fairness to offer them appropriate 
analyses that support their learning as well.
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6  Conclusion

In this research project, we conducted a field study where we introduced a self- 
developed learning analytics dashboard to students to analyze whether students 
benefit from it. To this end, we surveyed the users of the dashboard in two large- 
scale lecturers at a German university. Additionally, we analyzed usage data to 
understand how students actually access such a learning analytics dashboard.

Our results reveal that students positively evaluate the possibility to access their 
own data and corresponding learning analytics analyses. The analyses help the stu-
dents to motivate themselves to reflect on their learning processes and to increase 
learning activities. We also showed that comparative results are helpful in this task 
but have the challenge that a not small number of students might perceive this as 
stressful. Finding a balance between comparative analyses and deep dive analyses 
seems to be an appropriate way to prepare learning analytics results for students. 
These results are an addition to the available body of research on the design of 
learning analytics dashboards (see Sect. 2) as this study provides insights into the 
actual use of learning analytics dashboards in the field.

Based on the discussion of these results, we propose the following recommenda-
tions: When designing learning analytics dashboards, not only aggregated basic 
analyses should be provided, but also more in-depth analyses should be available as 
well. This combination of analyses allows students to analyze their learning at dif-
ferent levels in detail. Additionally, we recommend to provide comparative analyses 
as well. Comparisons with the average of all fellow students enable students the 
possibility to reflect on and improve their individual learning. Overall, we encour-
age learning analytics researchers to give students the possibility to access their own 
data and to provide corresponding analyses.
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Chapter 11
Students’ Emotional Reactions to Social 
Comparison via a Learner Dashboard

Liz Bennett and Sue Folley

1  Introduction

The context for this chapter is a growing policy agenda that is focussed on address-
ing student well-being amid a rise in reported student mental health (Thorley, 2017; 
Universities UK, 2020). Concomitantly learning analytics is a burgeoning area of 
development with increased attention being given to the opportunities that the 
increased availability of data can and should have on higher education. However, it 
has been noted that learning analytics policies have not, as yet, addressed the well- 
being agenda (Ahern, 2020).

Well-being is a complex term which is easier to describe than to define (Dodge 
et al., 2012). Aspects which contribute to well-being include autonomy; environ-
mental mastery; positive relationships with others; purpose in life; realisation of 
potential; and self-acceptance (Dodge et  al., 2012). The focus for this chapter is 
students’ emotions and motivations which are central components of managing 
well-being, as they are linked to a sense of purpose and to managing self- acceptance. 
The significance of emotions and motivation is not just in terms of well-being but 
also in terms of the role that they play self-regulated learning in which control of 
negative emotions (such as anxiety and boredom) promotes positive self-regulated 
learning (Shields, 2015; You & Kang, 2014).

The chapter focusses on students’ responses to seeing data about their study 
behaviours (such as the number of books taken from the library, attendance on cam-
pus) and attainment presented via a student dashboard. Studies of students’ 
responses to other sorts of feedback have identified a strong emotional component 
which includes both positive emotions including pride, confidence, motivation, and 
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enjoyment alongside a range of emotions that are negatively linked to learning 
including anxiety, fear of failure, and thereat to self-esteem (Shields, 2015).

The power of learning analytics is that this data can be captured and manipulated at 
scale, which enables students to have new ways of seeing information about themselves 
presented in graphical form. In particular this chapter focusses on how dashboards 
enable students to see their performance compared to other students: that is, it allows for 
social comparison. The use of student dashboards is an emergent practice and a growing 
area of research interest, and the application of social comparisons within the field of 
learning analytics and its impact on student well- being is an under-researched area 
(Jivet et al., 2020). The chapter addresses this gap through a small-scale empirical study. 
The study sets out to better understand how students respond to seeing their learning 
data presented on a student-facing dashboard and to answer the following questions:

• How are students’ emotions and hence identity affected by accessing a student 
dashboard?

• How are visualisations of social comparison experienced by a range of students 
from across a cohort?

• How is students’ motivation affected by accessing a student dashboard?

2  Social Comparison Theory and Student Identity

In this chapter we apply social comparison theory to understand student identity. 
Social comparison is a sociopsychological process identified by Festinger (1954) 
based on observations of people’s behaviour. Festinger’s social comparison theory 
relates to the ‘process of thinking about information about one or more other people 
in relation to the self’ (Wood, 1996), and in the absence of this process of self- 
comparison, Festinger suggested that a person’s opinions are unstable (Festinger, 
1954, p.119). A key feature of self-comparison is the notion of the frame of refer-
ence, which means those who are used as the reference for the comparison process. 
Upward comparison occurs when the comparison with someone whose abilities or 
status are perceived as better, and the converse is known as downward comparison. 
A meta-analysis identified that when given a choice, the dominant frame of refer-
ence was upward comparison; however, this generally results in disappointment and 
feelings of self-deflation (Gerber et al., 2018).

Social comparison has been widely recognised within psychology studies (Gerber 
et al., 2018) and also applied to a range of sociological studies (Margolis & Dust, 
2019; Schneider & Schupp, 2014). It has also been applied to educational contexts to 
understand how pupils’ self-concept is influenced by their perception of the standing 
of the school that they attend, as well as their perception of their position within a 
class (Trautwein et al., 2009; Rogers et al., 1978). Trautwein et al. (2009) conclude 
that there is compelling evidence that “students actively seek out information about 
their own standing and the standing of their class and integrate that information into 
their academic selfconcepts.” (p.864). Hence these studies suggest that social com-
parison data may well be useful part of supporting a student’s identity development.

The chapter draws on the notion of student identity which is made up of dispositions 
and personal history. In doing so we take a sociocultural view of students and their 
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learning (Wenger, 1998) and note that identity formation is a dynamic process that is 
developed from and shaped by engagement with educational practices (Tett, 2014; 
Turner & Tobbell, 2018). We refer to identity work, a term used to describe the personal 
project associated with managing one’s sense of self (Bhatt & de Roock, 2014), which 
consists of self-concept and self-esteem, and of managing one’s emotional world.

3  Visualisations of Social Comparison

With the advancement of digital technology, it is now possible to provide students 
with social comparison data, and this can be achieved in a systematic way through 
the adoption of student-facing dashboards. There are a range of ways that social 
comparison can be achieved including rank order, cohort comparison, and compari-
son to a particular group. These are considered in turn and are shown in Fig. 11.1a 

Fig. 11.1 a–e Different forms of social comparison. (a) Bar chart showing individual performance 
in rank order. (b) Table showing comparing individual performance to cohort average, (c) Scatter 
diagram showing cohort comparison. (d) Leader board showing ranking and badges gained. (e) 
Radar diagram showing key performance indicators compared to the cohort average
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Fig. 11.1 (continued)
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Fig. 11.1 (continued)

to e. Rank order is where students are given details of where they stand in order 
within the cohort, e.g. 10th out of 180 which can be give numerically or visually 
(see Fig.  11.1a used by Teasley, 2017 and Smith, 2019). More frequently dash-
boards provided students with information about how they compare to the whole 
cohort, cohort comparison (Jivet et  al., 2017). Figure  11.1b and c shows cohort 
comparisons (used by Wise et al., 2013 and Teasley, 2017). Alternatively, students 
can be compared to a particular group of students, for instance, those in at the top of 
the class. For instance, Davis et al. (2017) designed a student dashboard that com-
pared learners to those who had been successful on the course in the previous year. 
Similarly, dashboards can use a ‘leader board’ by showing those students who are 
achieving highest in the group and hence allow students to compare their achieve-
ment to their high-performing peers (used by Krause et al., 2015; see Fig. 11.1e).

There is contradictory evidence of the impact of social comparison on students. 
Frequently there is concern for, and attention paid to, those who are the bottom of 
the cohort as to the impact of social comparison. Wise et al. (2013) identified that 
low performers were discouraged by social comparison; however, in direct contrast, 
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other studies found that social comparison was motivating, especially for low- 
performing students (Teasley, 2017). Whereas Tan et  al. (2016) reported mixed 
motivational outcomes in students who were performing below the class average, 
for some the dashboard stimulated competition through ‘healthy peer pressure’, but 
for others these data were ‘demoralising’. A study by Davis et al. (2017) offered 
some insight into the reasons for these differences when they concluded that it was 
those with higher levels of prior education accrued the benefits of the social com-
parison dashboard compared to their peers with less prior education. This is sup-
ported by Smith (2019) whose study focussed on high-attaining students 
(postgraduate doctors undertaking specialist training) and identified that social 
comparison was experienced as motivational by this particular cohort. An alterna-
tive hypothesis that was suggested by Gašević et  al. (2015) is that the negative 
impact of comparison is experienced by students with low levels of self-efficacy 
rather than simply those who are the low attainers. Hence there is conflicting empir-
ical evidence on the impact of social comparison on students’ motivation to study, 
and this is the gap the study aims to address.

4  Methodology

The study was a small-scale qualitative study based on semi-structured interviews 
with 24 undergraduate students that aimed to understand how students interpreted 
and responded to feedback via a learner dashboard. We wanted to uncover the range 
of responses to various dashboard elements and the student dispositions that led to 
these responses to address the gap identified in the literature.

The dashboard was designed to display seven descriptive elements: Fig.  11.2 
shows four of these elements, and Fig. 11.3 illustrates the other three elements. Note 
that the ‘on-track’ display (bottom left of Fig. 11.2) averages the marks that the 
student has received and this appears to be a form of prediction. However, it is not 
prediction in the sense of using machine learning and hence is classified as part of a 
descriptive dashboard. The elements of social comparison used in our dashboard 
were shown in the top right display on Fig. 11.2 which shows rank order, i.e. 9 out 
of 17, and on the bottom right display which shows the same information in a line 
graph format. Figure  11.3 element top right compares the student’s engagement 
with the VLE against the cohort average.

The sample was final year undergraduate students within the Department of 
Education at a single case study UK higher education institution. The sample for the 
first round of interviews was self-selecting and consisted of 10 students from the 
cohort of 178. For the second round, the sample consisted of a nearly complete 
cohort (14 out of 16). The dashboard presented each student with their performance 
in a recent assignment. The students’ attainment in this assignment ranged from 1st 
to 168th out of 178 in the first group and in the second from 1st to 16th in a cohort 
of 16 students. The dashboard displayed the degree classification that the student 
was on track to achieve, ranged from 51% (low 2:2) to 74% (1st) for the first round, 
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Fig. 11.2 Four elements of the learner dashboard used in our study

Fig. 11.3 Three further elements of the student dashboard used in our study
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and the range of participants in the second round was from 60% (border of 2:1 and 
2:2) to 76% (1st). Slightly more students were doing worse in the assignment pre-
sented on the dashboard than their overall on-track score. Thus, the sample had the 
potential to uncover a range of emotional responses to the assignment data, not just 
being pleased that this assignment was bringing their average mark up or disap-
pointment that it was lowering their mark.

This was the first time that the students had seen their data presented in this way, 
and the semi-structured interview, immediately after being presented with their 
dashboard, enabled them to gain clarification and reassurance about their interpreta-
tion of their data. This approach has influenced the findings, leading to a more 
nuanced understanding of the challenges for students in using dashboards, and 
influenced our choice of analytical framework in that we conceptualise dashboard 
feedback as a dialogic process (Carless & Boud, 2018). The interviews lasted 
between 10 and 30 min (typically 15 min) and asked students about their response 
to seeing the dashboard elements. Students talked about their feelings, their 
responses to the dashboard, and how they would act as a result of seeing the data 
presented in this way. The semi-structured interview allowed for follow-up ques-
tions and students to share feelings that arose as they made sense of the data and its 
presentation. Data was coded thematically (Braun & Clarke, 2006) based on the 
analysis using an interpretive framing. The trustworthiness of the data and the anal-
ysis is based on students having trust in the interviewers, who were not part of their 
teaching team, bringing a neutral and critical eye to the analysis process (Lincoln & 
Guba, 1981).

The study was sensitive in nature, given its focus on students’ academic perfor-
mance. BERA (2018) ethical principles informed the study. Participation was vol-
untary, and students’ identity has been anonymised through the use of pseudonyms. 
We were aware of the responsibility that we had for supporting students and did this 
by preparing carefully to ensure that all the data presented were valid and by helping 
students to interpret their data in a way that would encourage positive outcomes, for 
instance, explaining how the on-track score was calculated and how it will change 
according to future module results. We also encouraged students to reflect on their 
progress and plan how to approach their final year of study. Ethical permission was 
given by the Ethics Committee of the School of Education at the case study 
university.

The study has some methodological limitations in that it involved a small sample 
of final year students from one academic discipline in one UK university. However, 
a particular strength of the study is that nearly a whole cohort was interviewed (14 
out of 16 students) in the second round, thus avoiding the bias that arises from self- 
selecting samples. The interviews provided a rich source of insight into students’ 
responses that enables the details of individual’s dispositions, experiences of study, 
and other factors to be considered.
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5  Findings

5.1  Social Comparison and Student Identity

It was evident that dashboards elicited emotional and identity work. For some stu-
dents seeing their dashboard data appears to have a positive impact on their self- 
confidence (Esme) or reinforce aspects of their learner identity (Claire) or provided 
reassurance (Asmah). Please note the students’ names have been changed:

That’s quite a surprise because I didn’t really think I was very good at it. (Esme, 9th equal 
out of 16)

Knowing your position in a class is always a nice thing because you know where you are, 
what you need to, do you need to move up or you just need to, are you keep, are you on the 
right track? Are you following other classmates? (Claire, 25th out of 178)

I honestly didn’t think I’d done very well on the essay. So seeing that it [her mark just below 
the average] does make me feel a bit better to be honest. (Asmah, 9th equal out of 16)

In these quotations students are using the positional data for self-evaluation, and it 
appears to develop their identity or to reinforce their existing self-concept. Asmah 
recognised she had not done as well in that assignment, so was pleasantly surprised 
to be in the middle of her cohort. It had beneficial and reinforcing impact on her 
self-esteem. In the following quotes, other students appeared to have a negative 
impact on their self-identity of the social comparisons: Marcia talks about seeing 
herself as a student with the ability to achieve a ‘2:1 or first’ and feeling concerned 
at the way the dashboard appears to show her as doing less well. Similarly, Ingrid 
feels a sense of dejection at seeing her profile:

Oh am I really going to graduate with a 2:2? […] Because I’ve always seen it as hoping to 
aim for a 2:1 or a first. (Marcia, 53rd out of 178)

The saddest one is the core summary overall because looking back on grades that you’ve 
previously had – you can’t really change them anymore so you can’t really do anything. 
(Ingrid, 168th out of 178)

Hence social comparison data can provide students with feedback that helps them 
to locate themselves within their cohort. Whilst this appears to have been reassur-
ing and reduce anxiety (for Esme and Asmah and Claire), in line with Festinger’s 
theory (Festinger, 1954), it is also emotionally charged. For some it may have 
diminished their self-esteem, with feelings of sadness, or feeling resigned to their 
position in the cohort. Similarly, Raat et al. (2013) suggest as well as having the 
capacity to improve a student’s self-efficacy, social comparisons also have the 
potential to diminish it.
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5.2  Does Position Matter?

Perhaps surprisingly the position in the cohort was not a good way to predict how a 
particular student responded to seeing their social comparison data. Justine who was 
15th in the group of 178 felt upset and angry by being given information about her 
position in the group:

14 other people have still done better than me…I had thought I’d really, really topped it, 
I’ve maxed out here. And it’s taken away a bit from that feeling of elation. (Justine, 15th 
out of 178)

At the end of the interview, when Justine was asked if there was anything else she 
wanted to add, she returned to he topic of social comparison:

If I’d have been eighty out of a hundred and seventy-eight I might’ve thought, oh okay that’s 
fine, but because I know now actually how many people did better than me it makes me feel 
a little bit worse actually. (Justine, 15th out of 178)

In contrast, whereas India, who was at the bottom of her group, interpreted her 
information more positively and focussed on a holistic picture of where she was 
overall and the broader ways of interpreting the data that would support her in mov-
ing forward:

India:  I think it gives me motivation to try harder

Interviewer:  You pointed out straight away to the on-track slider

India: Straight away, yeah. This is what I’m more focused on…I want to see the overall, 
where I am working at the moment. (India, 16th out of 16)

These examples illustrate that negative impact on a students’ self-esteem was not 
necessarily predicted by position in the cohort. Justine, despite being a high attainer 
(15th out of 178), focusses on the negative aspects of being 15th with 14 people 
ahead of her, rather than reflecting on her success of her high-achieving score of 
83% which was above the average of her other module marks and hence was bring-
ing up her overall grade point average (GPA) score.

The majority of students, by definition, will appear to be in the middle of a cohort 
rather than being towards the top (as was Justine) or towards the bottom (as was 
India). For these students they grappled with the notion of being ‘average’:

I’m closer to average. It’s annoying anyway because I feel I’ve always been average, so this 
to me is more personal. (Jenny, 9th equal out of 16)

Yeah, I would like to know that information, yeah, because I want to be on the average 
board with everyone else as well. Because if they’re able to do it … ..I think I’ll be able to 
do it as well. (Harry, 5th out of 16)

The process of identifying yourself as ‘average’ differs between students and results 
from upward and downward comparison. Jenny appears to see herself as an above- 
average student, so was disappointed by her dashboard displaying her scores as 
being average. This discussion supports the idea that students should be given 
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choice as to the ‘frame of reference’ that preferred by the student, a position also 
supported by Roberts et al. (2017). The data also suggest both the fragile nature of 
the identity work that students engage in as they negotiate their position in the 
cohort and also the significance that students take from finding out this information. 
As Festinger’s social comparison theory notes, being able to know where you stand 
amongst your peers is both sought out as a normal part of being in a group and also 
a mechanism to that helps to reduce uncertainty (Festinger, 1954): as Harry com-
ments, he likes to know where he is in the group. The challenge for dashboards is to 
support this process of social comparison but to do so whilst promoting positive 
approaches to self-esteem and well-being. We return to this notion in the section on 
implications for dashboard design.

5.3  Motivation to Act Differently

As students interpreted their dashboard, it invoked a range of ways that they would 
act in response. This section looks broadly at the responses to dashboards that 
showed students’ intention to act on the basis of receiving their data, as well as 
examining how the notion of competition played out through providing social 
comparison.

For some students it appeared as though the social comparison stimulated and 
reinforced competition that already existed within the group (Esme) whereas for 
others (Sarena) were less competitive in their response.

I think it’s actually a good idea [getting comparative data] … Because I think, especially in 
my course, we’re all quite competitive with each other …. I feel like it would definitely 
push us. (Esme, 9th out of 16)

Yeah, I never expect to be top anyway…..Well I’m more or less average with everybody 
else. (Sarena, 8th out of 16)

This finding was also found in Tan et al.’s (2016) study in that some students saw the 
dashboard as positively stimulating competition, therefore encouraging students to 
do better, whereas other students were demoralised by them.

More broadly the study showed that some students’ responses indicated that they 
would take action in response to seeing their data presented in this format. The quo-
tations appear to demonstrate that many students felt more motivated and deter-
mined to do better and to prioritise their academic study:

I think as soon as I saw it I decided I’m taking a month off [paid] work to just get on with 
my dissertation. (Marcia, 53rd out of 178)

I’d work even harder to get my last module to be like, so hopefully I would get a first type 
of thing. (Sarah, 65th out of 178)

I’d definitely just do more reading and work a little bit harder than I already do. It’s a bit of 
a kick up the backside. But then on the other side it’s a little bit demotivating at the same 
time. (Esme, 9th out of 16)
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Much of the literature on use of dashboards has focussed on their potential to sup-
port self-regulated learning, such as goal setting, meta-cognition, and motivation 
(Jivet et al., 2017), and our data also suggest there is some potential for this, for 
instance, Marcia saying she would take time off paid work and Sarah and Esme say-
ing they would work harder. However, as Esme comments that is not the whole story 
and she also feels demotivated. Dashboard visualisations have significant limita-
tions: they do not guide and support in the way that highly personalised feedback 
can do. As Esme alludes, it only gives part of the picture; it does not provide struc-
ture and support that will help to enhance attainment. Whilst motivation is part of 
what students need, students also need opportunity to make sense of the data, to 
understand what it means for them, and to identify actionable insights that will lead 
to improvements in performance.

There is a danger that the data-driven information that is provided via a dash-
board might lead to action that might be of questionable value. The largest number 
of comments focussed on attendance data, its accuracy, and the fairness of self- 
reported absences and needing to remember to self-report absences. This invest-
ment in time to correct attendance data could be seen as effort that could be better 
spent on other learning-related activities. It also appeared to raise anxiety levels:

The absences are because I’ve lost my card. I’ve not officially missed any …It just shows 
that I’m always losing things and that I need to go and get them [the absences authorised]. 
(Sannah, 1st out of 16)

The three per cent absent makes me quite cross, and that’s because there was a problem, my 
card wasn’t swiping me in. (Jayne, 74th out of 178)

It illustrates MacFarlane’s (2017) notions of student presentism, whereby students 
feel compelled to attend lectures because they are being monitored rather than 
because they believe that they will be a valuable learning opportunity and demon-
strates how an institution’s policies and practices shape students’ behaviours. Hence 
providing students with more data about their performance might not lead to pro-
ductive time spent on task, but rather to compliant behaviours or increased worry 
based on ‘obsessively check[ing]’ (Fritz, 2011, p.92).

5.4  Implications for Dashboard Design

Our findings illustrate that students’ responses to their learner dashboard is highly 
individual and reflects their individual disposition influenced by their personal his-
tory (compare Justine and India’s responses), and other studies support this (see, 
e.g. Tan et al., 2016; Raat et al., 2013; Schneider & Schupp, 2014). Students cannot 
be treated as though they are a homogenous body or as though there is an inevitabil-
ity in the way that they respond to seeing their achievements and behaviours pre-
sented back to them. Instead, our findings illustrate the need for a more nuanced 
picture. Sutton talks about grades being polysemic, in that they signify different 
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meanings to different students (Sutton, 2012), and this polysemic nature of stu-
dent’s response to learner dashboards is one of the significant findings from 
this study.

Our findings suggest the potential of learner dashboards to support student moti-
vation but draw attention to the need to implement with caution in relation to how 
social comparison is operationalised. Whilst for most students they appeared to sup-
port a positive response, there were one or two who felt that comparing their perfor-
mance to others in their cohort was unnecessary and/or emotionally challenging. We 
suggest that students need to be given choice in the ways of viewing their data that 
suits their personal dispositions: this would enable the competitive student to see 
how they were fairing alongside their cohort and allow a student who finds competi-
tion off-putting to focus on their personal trajectory. Hence students need to make 
appropriate choices and customisation whether they see their performance com-
pared to others and also who they are compared to, the frame of reference, a position 
supported by Roberts et al. (2017). In a previous paper, we also argue that learner 
dashboards need to be designed with student agency and empowerment as central 
tenet of their design (Bennett & Folley, 2019).

There is a tension between the motivational potential of social comparison and 
its potential for negatively affecting some students. Jivet et  al. (2018) have sug-
gested that there is a need to tread cautiously in relation to implementing social 
comparison. However, once social comparison is enabled, the clock cannot be 
turned back, and, like an itch that demands to be scratched, human nature suggests 
that students will be drawn to looking at comparisons even if they know that they 
are likely to be demoralising, or worse emotionally destabilising. As Fassl et  al. 
(2020) note, students who have low self-esteem tend to engage in social comparison 
processes more frequently. We suggest that institutions only implement social com-
parison features if they have a well-established approach to well-being. This, we 
suggest, should include a strong personal academic tutorial programme whereby 
students meet with a member of faculty regularly to build up a personal relationship 
that would enable them to discuss their response to the dashboard information and 
in particular to attend to a student’s emotional response to information about where 
they stand in the cohort. Personal academic tutors would need to be adequately 
trained so that they were aware of the unpredictable nature of response to social 
comparison and to be attentive to the impact and how it can be experience from 
students irrespective of their position in the cohort, rather than the natural tendency 
to focus on those towards the bottom.

The study raises questions about the use of machine learning to develop predic-
tions about students’ outcomes. Our findings demonstrated that students’ responses 
to their data were often unpredictable: for instance, we anticipated that the students 
with high grades would be positive about their feedback and those with less satisfac-
tory results would react negatively. However, this was not the case, and those with 
lower results often took a pragmatic approach and found the data motivating, whilst 
some with average results were delighted in being ‘average’ and others 
disappointed. 
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This lack of predictability in a student’s response suggests that machine-derived 
predictions of students’ outcomes and responses are likely to be limited and cer-
tainly the research to date has failed to show the accuracy of deriving predictions 
(Beheshitha et al., 2016; Pardo et al., 2015; Wilson et al., 2017). In addition, there 
is an ethical question about using predictions because of the emotional impact that 
data has on students’ self-concept, as we have illustrated, that also is likely to affect 
a student’s behaviour in ways that may not be anticipated. For instance, the high- 
achieving student, such as Justine, may become demoralised by a prediction of a 
less than top score. Whereas the learning analytics community has argued that we 
need better algorithms to predict students’ responses more accurately (Strang, 2017; 
Teasley, 2017), instead we argue that simple descriptive dashboards might be pref-
erable to predictive dashboards because of the inaccuracy of prediction and of its 
power to impact on students’ well-being. We suggest that prediction may become 
more accurate as machine learning improves but the emotional responses to the data 
will remain far from predictable.

6  Limitations of the Study

The study was based on a sample of students from the final year who were studying 
on a range of courses within an education faculty, and further work is needed to 
establish the generalisability of the findings. In particular, how do students from 
first and second year undergraduate and postgraduate courses respond to their dash-
board, and how is this different or similar to our study which is based on final year 
students? In what ways does the discipline and institutional context in which dash-
boards are used by students shape their potential to support students’ positive 
engagement?

Whilst learner dashboards appear to support student motivation to learn and pro-
vide them with particular ways that they might act, for instance, they might suggest 
taking more books out of the library, or spending longer on the VLE, they do not of 
themselves guarantee that students will act. As Winstone et al. (2017) have identi-
fied, knowing about the support and opportunities available is not the same as hav-
ing the willingness to make use of it. Similarly, Broos et al. (2019) identified that 
students liked their dashboard, but it did not change their behaviour or result in 
deeper learning. Hence further longer-term study would be needed to establish the 
actual impact that dashboards have on students’ behaviour.

7  Conclusion

The use of social comparison within learner dashboards is something of a ‘Pandora’s 
box’ whereby once the potential is released the impact may be different from what 
was intended. The intention behind using dashboards with students is to support 
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their motivation and hence to enhance their well-being, yet this chapter has shown 
that their use results in a range of potential responses. Many are positive and moti-
vational, reinforcing Festinger’s theory of social comparison which suggests people 
need to know where they sit in a group (Festinger, 1954), and it reduces their uncer-
tainty to do so. However, for a few it was shown to have a negative impact on their 
emotions. Interestingly the chapter has highlighted that the position in the cohort is 
not always the main determinant of how a student responds to the social comparison 
aspect of the dashboard, that is, those at the top of the cohort might be negatively 
impacted, and those at the bottom respond more positively to being compared to the 
rest of the cohort. Hence predicting the emotional and motivational responses based 
on position appears to be inaccurate, and responses are more nuanced being influ-
enced by individual disposition and their personal history. Previous studies have 
called for caution when implementing the emotional challenges of social compari-
son (Jivet et al., 2018) and to allow students to choose their ‘frame of reference’ for 
the comparison (Roberts et al., 2017), and the evidence from this study supports 
this. However, our study has shown that  social comparison invoked strong emo-
tional responses so we argue that it is important that an institution has a well- 
embedded approach to student well-being to complement the use of social 
comparison.
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Chapter 12
Navigational Behavior Patterns 
of Learners on Dashboards Based 
on Assessment Analytics

Fatma Bayrak, Furkan Aydın, and Halil Yurdugül

1  Introduction

Learning analytics (LA) focuses on educational data such as assessment, collabora-
tion, and communication data (Nouira et al., 2019) and provides meaningful infor-
mation for the improvement of learning and environments. Considering the metrics 
and data, it is noteworthy that performance and assessment data hold significant 
value in LA studies (Ellis, 2017). From this perspective, studies about assessment 
data are recently referred to as assessment analytics (Cooper, 2015; Ellis, 2013, 
2017; Nouira et al., 2019; Papamitsiou & Economides, 2016). Assessment analytics 
examines assessment data to decide on adaptations, make recommendations, pro-
vide feedback, and guide learners (Cooper, 2015; Nouira et al., 2019; Papamitsiou 
& Economides, 2016). Ellis (2013) also stated that assessment data produces valid, 
reliable, and meaningful feedback and, consequently, highlighted that “assessment 
analytics has the potential to make a valuable contribution to the field of learning 
analytics.” With the memory capacity, high speed, and cost reduction of today’s 
computers (Hamilton et al., 2000), various e-assessment practices, from self-testing 
to summative exams, have increased (Gikandi et al., 2011; Thelwall, 2000). While 
assessment analytics are considered a subdimension of learning analytics (Ellis, 
2017), they are essential elements in these e-assessment systems.

Assessment is classified according to their purpose as diagnostic, formative, and 
summative, and the assessment systems developed are shaped according to these 
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purposes. Feedback is provided in each assessment process. However, the informa-
tion provided with feedback differs according to the purpose of the assessment. 
Feedback is the most important element of formative assessment. Formative feed-
back helps the learner identify their weaknesses and strengths, construct their own 
learning goals, take more responsibility for their learning, and increase their learn-
ing awareness. In student-facing dashboards, indicators presented as feedback can 
serve these purposes.

Carless (2007) introduced the term learning-oriented assessment (LOA) by 
examining formative assessment processes in detail. He defined (Carless, 2015) 
LOA as “assessment where the primary focus is on the potential to develop produc-
tive student learning processes.” Additionally, Mok (2013) claimed that such assess-
ments support students’ self-directed learning and, furthermore, introduced 
self-directed learning-oriented assessment (SLOA). In these processes, learners’ 
interaction with feedback also has emerged as an essential element.

In definitions of assessment analytics, assessment data is emphasized (Cooper, 
2015; Ellis, 2013, 2017; Nouira et al., 2019; Papamitsiou & Economides, 2016). 
However, for formative assessment processes, the interaction of the student with the 
provided feedback is imperative. For this reason, in this study, assessment analytics 
were handled as the data obtained from assessment tasks and students’ interactions 
with feedback. While it is easy to track students’ interaction with feedback through 
technological developments, few studies examined this situation (Kia et al., 2020; 
Yera et al., 2018). It is noteworthy that in these studies, the role of examinations was 
not the focus of any indicators. In this respect, this study aims to investigate stu-
dents’ transitions between feedback types presented via student-facing dashboards. 
According to the aim, a Self-Directed Learning-Oriented Assessment System was 
developed for students to test themselves. In the developed system, the students’ 
interaction behaviors with feedback were subsequently modeled statistically.

One of the data mining methods used for behavior modeling is the lag sequential 
analysis (LSA). With LSA, it is possible to examine student behaviors in online 
learning systems according to learner characteristics (Şahin et al., 2020) or different 
system designs (Hwang et al., 2021). Findings in this study are based on the data 
obtained from the student interaction with feedback in anticipation that their navi-
gation behaviors between the indicators would shed light on making dashboard 
designs more efficient. At the same time, feedback preferences of the learners can 
be modeled.

1.1  Dashboards Based on Assessment Analytics

Assessment is an inevitable element in learning, and various assessment tasks can 
be designed in accordance with the learning output. For each assessment task, 
tracked data and feedback presented to the learner may vary. Carless (2015) stated 
that a wide variety of assessment tasks could come together within the scope of the 
LOA. One of these assessment tasks is tests. Tests consisting of multiple-choice 
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questions are extensively used so that students can get immediate feedback to moni-
tor their learning processes, and tests can be used together with other assessment 
tasks. Accordingly, feedback can be classified based on item and test in these self- 
testing processes and feedback is presented through student-facing dashboards.

Schwendimann et al. (2016) define dashboards as “single display that aggregates 
different indicators about learner(s), learning process(es) and/or learning context(s) 
into one or multiple visualizations.” Learners can see indicators based on item and 
test such as (a) how many correct and incorrect answers they had, (b) what subjects 
were these incorrect answers related to, (c) whether they have improved compared 
to their previous performance, or (d) how their development compares to their 
group. In terms of feedback types, these examples are classified respectively as (a) 
criteria-referenced feedback (CRF), (b) elaborated feedback (EF), (c) self- referenced 
feedback (SRF), and (d) norm-referenced feedback (NRF) (Brookhart, 2008; Hattie 
& Gan, 2011; Shute, 2008). In dashboards, it is crucial to visualize indicators 
according to their purpose. Accordingly, pie charts can be used to show criteria- 
referenced feedback, and line graphs can be used to show both self- and norm- 
referenced feedback. A variety of visualizations can be used for these indicators, but 
the effects of different visualizations will not be examined within the scope of 
the study.

The test score is one of the test-based feedbacks, and the grade can be compared 
according to criterion (criterion-referenced), previous performance (self- referenced), 
and group performance (norm-referenced). Wise (2014) stated that reference frames 
are useful for students in dashboard design. Through criteria-referenced feedback, 
learners are able to recognize their deficiencies and take action to overcome them 
(Wilbert et  al., 2010). However, in the study conducted by Mensink and King 
(2020), it was reported that learners exit without looking at another feedback when 
they access the grade. Considering that criterion-referenced feedback can be given 
in student-facing dashboards, it is necessary to examine whether students switch to 
other tabs to see the other indicators. While learners can focus on their learning 
processes by following their development through self-referenced feedback 
(Aguilar, 2018; Wilbert et al., 2010), they can see their position within the group 
through norm-referenced feedback (Wilbert et  al., 2010; Zhang et  al., 2018). In 
addition, according to Festinger’s (1954) social comparison theory, group compari-
son can positively affect learners’ intrinsic motivation.

Norm-referenced feedback has been continually discussed as part of assessment 
feedback and LA studies (Aguilar, 2018; Guerra et  al., 2016; Jivet et  al., 2018; 
Mumm & Mutlu, 2011; Shute, 2008; Teasley, 2017). In the systematic review study 
by Jivet et al. (2018), it was concluded that norm-referenced comparison does not 
always have a positive effect. When the learner fails, they may avoid comparison 
with the group (Chan & Lam, 2010). Conversely, the learner who sees that he/she is 
more successful than the group may stop trying harder. Alternatively, if the learner 
is successful, he/she might prefer this type of feedback over other types, or there 
might be situations where learners resemble each other. Park and Jo (2015) also 
state that comparison affects motivation. Additionally, in learning analytics 
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dashboard studies, it was reported that students preferred comparative information 
(Bodily et al., 2018; Schumacher & Ifenthaler, 2018).

The test-based feedback expressed so far provides information about the stu-
dent’s general situation. However, the learner is able to see his/her gap and close it 
more efficiently if they are presented with result information about each item and 
guiding learners back to the relevant topics to questions with incorrect answers. 
This type of feedback is defined as elaborated feedback (Shute, 2008). However, the 
question was raised about whether the students would examine the item based infor-
mation or not.

Various studies have been carried out on dashboard design, the majority of which 
are based on student views and self-report data (Jivet et al., 2020; Silius et al., 2010; 
Santos et al., 2012; Charleer et al., 2013; Park & Jo, 2015; Vigentini et al., 2017). In 
these studies, it was discovered that some students found dashboards helpful and 
used them to control their learning processes, while other students felt bombarded 
with over-information (Bodily et al., 2018). Few studies have examined which dash-
board components students prefer (Jivet et al., 2020; Kokoç & Altun, 2021; Sansom 
et al., 2020; Schumacher, & Ifenthaler, 2018), and in these studies, assessment ana-
lytics were not handled separately.

This study aims to examine transitions between feedback types presented via 
student-facing dashboards using the navigation data. By examining learners’ inter-
actions with feedback, input can be provided to adaptive systems to design person-
alized learning dashboards. In this study, firstly, the transitions of all students 
between (a) criteria-referenced feedback (CRF), (b) elaboration feedback (EF), (c) 
self-referenced feedback (SRF), and (d) norm-referenced feedback (NRF) were 
examined. In addition, the success of the learners at the end of the process was 
handled to examine feedback interaction behavior during the process. Accordingly, 
a comparison was made in navigation behavior within dashboards according to stu-
dents’ master and non-master status, and inferences were made for the dash-
board design.

2  Method

2.1  Design of SLOAS (Self-Directed Learning-Oriented 
Assessment System)

A web-based system for learners to test themselves has been developed by the 
researchers using HTML, PHP, JavaScript, and MySQL. Multiple-choice questions 
about word processor software were selected from the item pool for five tests for the 
system. The item pool was created according to European Computer Driving 
Licence Curriculum by subject-matter experts. For elaborated feedback, each item- 
relevant topic was entered into the system as metadata.
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After the learners’ interactions with the tests, four various feedbacks were pre-
sented in different tabs to the learners: (a) criteria-referenced feedback (CRF), (b) 
elaboration feedback (EF), (c) self-referenced feedback (SFR), and (d) norm- 
referenced feedback (NRF). A dashboard may contain one or more indicators. 
Depending on the purpose of the study, each dashboard is designed to include an 
indicator (feedback) so that students’ transitions between indicators can be tracked. 
In addition, learning dashboards are learning analytics tools, and learning dash-
boards can be classified according to analytics type (e.g., descriptive, predictive, 
and prescriptive). Descriptive analytics focus on the question “what happened?” and 
descriptive dashboards were created accordingly in this study.

Menus as shown in Fig. 12.1 were created to display the specified dashboards. 
Students are able to make the learning dashboard they want to see visible by click-
ing the icons in the menu. In this way, learners could switch between dashboards, 
and the system would track these transitions (interaction streams, the click from one 
dashboard to another) (Fig. 12.2).

General Result According to the test’s total number of questions, the percentage of 
correct and incorrect answers was shown as a pie chart in this tab (as seen in 
Fig. 12.3). From the pie chart, students could see a visual representation of their 
results as a whole. The information provided here was within the scope of criterion- 
referenced feedback.

Fig. 12.1 The menu to display the dashboards
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Fig. 12.2 For video you 
can scan the QR code

Fig. 12.3 Pie chart for 
general result

Questions The students were able to see in this tab whether the answer he/she 
gave to each question was correct or incorrect, as well as the topic title of the 
question. The information provided here was within the scope of elaborated 
feedback.

Progress In this tab, the student was able to see his/her previous and last results 
in a line graph. Through the line graph, the student was able to see the increase or 
decrease of their results with respect to time (as seen in Fig. 12.4). The informa-
tion provided here was within the scope of self-referenced feedback.

Situation Within the Group
In this tab, the student could see his/her results in a line graph and compare their 
performance with the group’s performance. The information provided here was 
within the scope of norm-referenced feedback. Students were grouped for each test 
performance as low, medium, and high for norm-referenced feedback. Cumulative 
percent was employed in the separation of the groups. Those below 24.5% were 
defined as the lower group, 24.5–74.5% as the middle, and those above 74.5% as the 
upper group. These calculations were made according to each quiz and presented to 
students. In addition, low, medium, and high groups changed instantly according to 
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Fig. 12.4 Line graph for progress

Fig. 12.5 Line graph for progress

real-time data, and students were able to see in which group they were in the line 
graph (as seen in Fig. 12.5).

2.2  Participants and Implementation Process

The research was conducted at a state university in Turkey. One hundred associate 
degree students who took the Basic Information Technologies course at the Medicine 
and Technical Services department participated in the research. Seventy-two of the 
participants were women (72%), and 28 of them were men (28%).

Usernames and passwords were sent to the e-mail addresses of the participants 
to log into the system. The participants took tests in the system within 4 weeks and 
reached the feedback module. All interaction data of the participants between login 
and logout were tracked and saved in the database (Table 12.1).

In the study, only navigation data on the feedback module were used. As seen in 
Fig. 12.6, the student in the first line visited dashboards in the order of General 
result, Questions, Progress, and then Situation according to the group.
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Table 12.1 Field names in database table

login_id Account name of the participant

cnumber Number of correct answers
wnumber Number of wrong answers
score Total score (number of correct answer * 10)
transitions Clicks among the indicators of the participants were recorded using (D, M, P, G) 

abbreviations
exam_
date

Time when student took the test

Fig. 12.6 User’s example navigation data in database
Transitions’ code: D General result, M Questions, P Progress, G Situation according to 
the group

2.3  Analysis

Quantitative data was collected from 100 freshmen students and consisted of learn-
ers’ interactions with the system. Lag sequential analysis (LSA) was utilized to 
determine which dashboards (feedback type) the learners visited following different 
feedback types.

Lag sequence analysis (LSA) is a statistical technique to analyze a sequenced 
series of dichotomous codes such as event-based sequential data (Allen, 2017; Pohl 
et al., 2016). According to Allen (2017), the analysis does not assume equal time 
intervals between events. LSA, also referred to as behavior sequence analysis 
(BSA), is a proper method for understanding the dynamic relationship between 
behavioral progressions (Marono et al., 2018). This method first calculates the fre-
quency of each behavior connected to the next by calculating each sequence’s 
z-value to confirm whether each sequence’s connectedness has a significant differ-
ence. After significant transitions are determined according to the z-score, the 
behavioral transition diagram is created (Hwang et al., 2021).

In the study, z-scores were computed as follows (Bakeman & Gottman, 1997):

 
Z x m m p pGT GT GT GT G T= −( ) √ −( ) −( )/ ( 1 1

 

Assume that the behavioral event of interest is called the “target” event, and that we want to 
relate that to another event, called the “given” event, G.

…
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mGT is an estimate of the expected frequency, xGT is the sum of the observed frequencies 
in the Gth or given row, X + T is the sum of the observed frequencies in the Tth or target 
column, and x++ is the total number of tallies in the table.

…

 where is and isp x x p x xG G T T+ + ++ + + ++÷ ÷ ."  

In this study, the lag sequential analysis was used to make sense of behavioral dif-
ferences between master and non-master students when interacting with the pre-
sented learning dashboard. In the first stage, the frequency of navigation between 
the four feedback categories presented to students in the learning dashboard was 
coded. For each transition, to determine if the transitional probabilities deviated 
significantly from their expected value, z-values were calculated. The z-value was 
also combined with Yule’s Q to indicate the strength of the relationship between 
transitions (Pohl et al., 2016). According to Bakeman et al. (1996), “Yule’s Q is a 
transformation of the odds ratio designed to vary, not from zero to infinity with 1 
indicating no effect, but from 1 to −1 with zero indicating no effect, just like the 
Pearson correlation. For that reason, many investigators find it more descriptively 
useful than the odds ratio.” Thus, transitions from one feedback screen to another 
were accepted as significant if the calculated z-value was above 1.96 and the Yule’s 
Q value was at least 0.30 (Bakeman & Gottman, 1997).

After examining LSA results, ten students were randomly selected from master 
(n = 5) and non-master (n = 5) students. A form containing one question was sent to 
them: “Which feedback type(s) did you prefer after the test? Can you explain in 
detail?”

3  Results

First, the navigation of all participants between the dashboards was coded. 
Frequencies for each transition, transition rates, z-values, and Yule’s Q values were 
calculated and presented in Tables 12.2 and 12.3 and Fig. 12.6. Data generated from 
the users’ interactions with dashboards was analyzed using a package program 
(Spreadsheets).

Table 12.2 Z-values of participants’ transitions between indicators

Z-values CRF EF SRF NRF

CRF −7,07 9,11 −1,31 −3,61
EF 5,49 −9,06 7,66 −1,51
SRF −0,57 −2,88 −7,03 10,22
NRF 4,56 1,21 1,09 −5,40
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Table 12.3 Yule’s Q value of participants’ transitions 
between indicators

Transitions Q value

CRF→EF 0,702
EF→CRF 0,639
EF→SRF 0,674
SRF→NRF 0,803
NRF→KR 0,609

0,56**

0,53**0,67**

0,27**

CRF

NFR

SRF

EF

0,24**

Fig. 12.7 State transition diagram occurring in the log file data (all participants)

As humans only have a limited working memory, an individual can focus more 
easily on the information optimized by visualization (Yiğitbaşıoğlu & Velcu, 2012). 
The fundamental purpose of visualization is to create a graphical representation of 
quantitative data for a more straightforward interpretation (Ahokas, 2008). 
Visualization of the obtained results helps users interpret results more easily (Chatti 
et al., 2012). Consequently, LSA outputs were visualized to better understand stu-
dent interaction behavior with feedback. As LSA reveals user behaviors and sequen-
tial situations, statistically significant transitions emerge. Accordingly, when 
looking at the LSA visualizations, it was discovered that transition diagrams are 
used in relevant studies (Hwang et al., 2021; Pohl et al., 2016; Şahin et al., 2020). 
Based on this, transition diagrams were presented, and the arrows were thickened 
according to the transition probabilities.

According to the results (Fig. 12.7), students participating in the research fol-
lowed the order given by the researchers in the design (CRF-EF-SRF-NRF). It was 
determined that the highest transition probability occurred between self-referenced 
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feedback to norm-referenced feedback (z = 10,22, Q = 0,803). The second transition 
probability occurred between criterion-referenced feedback to elaborated feedback 
(z = 9,11, Q = 0,702). Additionally, there was a bidirectional transition between 
criteria-referenced feedback and elaboration feedback (z = 5,49, Q = 0,639).

To reveal the behavior of students who need more help, the group was divided 
into two categories, master and non-master. Separation into these two groups was 
made according to the student’s test scores. The students’ scores over five tests were 
summed up, and their geometric mean was obtained. As a result of the calculation, 
if the student’s average score was 70 and above, it was considered master. If not, 
they were considered non-master. Then, the behaviors of master and non-master 
students were examined separately. The results obtained from the analysis are given 
in Tables 12.4, 12.5, 12.6, and 12.7. Transition possibilities are given in Figs. 12.8 
and 12.9.

According to the results, it was seen that there is a difference in transition 
between the types of feedback in master and non-master students’ transitions. 
Master students tend to follow the existing design linearly. Non-master students 
also tend to follow the existing design linearly; and besides, there was a transition 
between SRF and NRF (z = 2.52, Q = 0.447) in non-master students’ transitions.

Table 12.4 Z-values of participants’ transitions between indicators

Z-values CRF EF SRF NRF

CRF −7,07 9,11 −1,31 −3,61
EF 5,49 −9,06 7,66 −1,51
SRF −0,57 −2,88 −7,03 10,22
NFR 4,56 1,21 1,09 −5,40

Table 12.5 Z-values of participants’ transitions between indicators

Z-values CRF EF SRF NRF

CRF −5,12 8,21 −1,49 −3,93
EF 3,59 −7,58 6,55 −0,64
SRF −0,33 −3,012 −5,23 8,72
NRF 3,40 1,41 0,16 −4,03

Table 12.6 Yule’s Q value of transitional probabilities 
(non-master)

Transitions Q value

CRF→EF 0,745
EF→CRF 0,703
EF→SRF 0,662
SRF→NRF 0,810
NRF→SRF 0,447
NRF→KR 0,583
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Table 12.7 Yule’s Q value of transitional 
probabilities (master)

Transitions Q value

CRF→ EF 0,782
EF→ CRF 0,575
EF→ SRF 0,721
SRF→ NRF 0,854
NRF→ KR 0,598

NRF

CRF

SRF

EF

0,59**0,24**

0,54**
0,66**

0,26**

0,45*

Fig. 12.8 State transition diagram occurring in the log file data (non-master)

Ten students (five master and five non-master) answered two questions: “Which 
feedback type(s) did you prefer after the test? Can you explain in detail?” and “If 
you had a single feedback choice, which would it be?”. Upon questioning which 
feedback(s) the students preferred, it was concluded that five master students pre-
ferred all the feedbacks and three non-master students preferred all, too. However, 
one non-master student stated that if he/she had deficiencies, he/she would not pre-
fer norm-referenced feedback.

Master students’ views are as follows:

I tried to see my progress by looking at all types of feedback. Among the types of feedback, 
I tried to look more at the general result and progress. (S70)

First, I used the general result feedback. I then used the questions to see the answers to 
the questions I got wrong. Finally, I evaluated my position according to the group. I seldom 
preferred my progress feedback because I assessed myself by examining my right and 
wrong answers.(S73)
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NRF

CRF

SRF

EF

0,64**0,26**

0,54**
0,7**

0,22**

Fig. 12.9 State transition diagram occurring in the log file data (master)

I generally preferred all of them. Because I was curious about both my own progress and 
my average situation compared to my group. I used the questions feedback to see what I did 
wrong and what my mistake was. Of course, when I got right, I did not examine the process 
and the position within the group module. (S20)

Overall, the general result was more important to me. Comparing myself with the rest 
and seeing my position within the group affected me more positively. Questions feedback 
was of course an important factor. The Progress section helped me see how far I have pro-
gressed and where I have come. seeing where I stand within the group was the best factor 
in comparison. (S5)

In my test results, I used general result, the questions and situation within the group 
feedback because the general result indicated the grade I got from 10 questions. Questions 
feedback revealed what I did wrong in which sub-topic and what I should work on. If I were 
to choose between the two, I would prefer questions feedback. The situation within the 
group enabled me to act on the average of the class. Generally, it made me happy that I was 
above the class average. (S4)

Non-master students’ views are as follows:

Generally, I used all types of feedback because they are all useful and informative con-
tent. (S98)

When I first took the test, I looked at my correct and wrong answers, then the class aver-
age. In the next tests, I have used the development part and analyzed my progress. (S27)

Frankly, I looked at them all. But in general, examining the questions and the situation 
within the group was more important to me because I wonder about my situation in the 
classroom. When I examined the questions, I looked back at my notes regarding the 
wrong answers. But since I do not know much about computers, I can say that I looked 
for the questions solution. By questions feedback, I could see which subject I had to go 
on. (S7)
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In order to learn the Test Result, I mostly used the General Results, Questions and 
Progress feedback. After solving the questions, I used the feedbacks in the order given 
above, and mostly paid attention to the Questions feedback because it was a very important 
point, thanks to this feedback, I could work on which subjects more. (S77)

I preferred Questions and the General result feedback type.
…
My reason for not choosing the situation within the group; more precisely, the reason 

why I prefer it primarily; I cannot compete with a group without completing my shortcom-
ings; so if I have too many weaknesses, my position in the group may be distracting me 
from the subject. (S49)

Another question in the form is “If you had only one feedback choice, which would 
it be?”. When the answers given to this question were examined, it was seen that 
three master students preferred the general result (criterion-referenced) feedback, 
two master students preferred questions feedback (elaborated feedback), and five 
non-master students preferred the questions (elaborated) feedback.

4  Discussion and Conclusion

Feedback is an essential part of the formative assessment. In meta-analysis studies 
on learning, it was discovered that feedback has a significant effect on learning 
(Hattie & Timperley, 2007; Wisniewski et al., 2020). Therefore, effective feedback 
design has been studied extensively. While research on how to produce effective 
feedback is a common focus, it is also necessary to examine learners’ interaction 
with feedback. In this way, further suggestions for feedback design can be obtained.

With recent developments in technology, patterns can be found in learners’ interac-
tions with the system, as well as through the examination of learners’ interaction with 
student-facing dashboards that present these patterns. In this study, the learners’ naviga-
tion sequences in dashboards based on assessment analytics were examined. The first 
finding was that the students participating in the research followed the order given by the 
researchers in design (CRF-EF-SRF-NRF). Learners visited all types of feedback. In the 
study conducted by Mensink and King (2020), it was reported that if grades could be 
seen in a system module, most of the students looked at the grade but did not open the 
elaborated feedback file. A similar situation was reported in the study by Winstone et al. 
(2020). Assessment tasks in these studies were performance-based, and this might be 
the reason for the difference in transition behavior. In this respect, it can be said that 
there is a need to examine learner behaviors in terms of various assessment tasks, feed-
back types, and dashboard design. In this study, the test-based assessment feedback 
order was created as CRF- EF- SRF-NRF.  In general, students followed this existing 
order. It is possible that learners’ transitions may differ in systems where the indicators 
were shown in an alternate order. Moreover, students may even be allowed to make their 
own dashboard designs, and their transitions could also be investigated.

Within the system’s scope, descriptive analytics level feedback was presented, 
and pie charts and line graphs were used in this context. Information designers have 
experimented with variations on these graphics (Skau & Kosara, 2016) that have 
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been in use for 200 years. Accordingly, learner behaviors can be compared in dash-
boards where different types of graphics are used.

The second research finding was that there was a difference in transition between 
the types of feedback in master and non-master students. Both master and non- 
master students tended to follow the existing design linearly. However, there was a 
significant transition between NRF and SRF in non-master students’ transitions. 
Non-master students’ transitions between NRF and SRF might be an indicator of 
avoiding seeing their position in the group. However, in the study conducted by Kia 
et al. (2020), it was found that low-achieving students visited NRF more. From this 
point, it can be said non-master students’ behavior should be examined in detail. It 
can also be stated that when it comes to developing a standard learning panel, 
CRF-EF and NRF-SRF should exist together.

When the learners’ statements were examined, it became apparent that they vis-
ited each type of feedback in a way that supports LSA results. Depending on the 
literature (Chan & Lam, 2010; Guerra et al., 2016; Jivet et al., 2018; Shute, 2008; 
Teasley, 2017), it was expected that non-master students in particular would not 
visit/would rarely visit norm-referenced feedback. However, according to the results 
of the research, both master and non-master students visited the norm-referenced 
feedback. That said, visiting norm-referenced feedback does not mean that the stu-
dent is positively influenced by this comparison. One of the non-master student’s 
statements showed that he/she avoided visiting the group-comparison panel. As 
stated before, there was a significant transition from NRF to SRF. This situation 
may be related to learners’ goal orientation. Recently, in studies on feedback, it is 
stated that learners’ interactions with feedback can be shaped according to their 
goal orientation (VandeWalle, 2003; Janssen & Prins, 2007; Runhaar et al., 2010; 
Winstone et al., 2019). Based on this, behavior modeling studies regarding the goal 
orientation characteristics of learners are needed.

There are some limitations in the research. First, the participants of the research 
included those in a single associate degree program. Second, students’ computer 
and internet knowledge and skills were not assessed. Therefore, the results should 
be carefully interpreted while keeping these limitations in mind. Moreover, e-test 
applications are a type of e-assessment, and, in general terms, e-assessment can be 
considered within the scope of preparing, displaying, applying, and scoring an 
assessment task in technologically supported environments. Accordingly, 
e- assessment can be handled with various applications such as synchronous- 
asynchronous, cooperative-individual, etc. (Bayrak & Yurdugül, 2015). Assessment 
analytics were limited with test and item results within the scope of this study. In 
addition, Ellis (2017) examined the e-portfolio process and Misiejuk et al. (2021) 
examined the peer feedback process. In this respect, other dimensions should also 
be examined within the scope of assessment analytics.

Integrating visuals related to the student feedback and interaction patterns into 
the teacher and student systems would assist teachers in making decisions about the 
feedback and how to further guide students. However, it should be emphasized that 
the users must have the necessary literacy (data and graph literacy; Sansom et al., 
2020) to make sense of visuals.
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Chapter 13
Development and Evaluation 
of a Student- Facing Gamified Learning 
Analytics Dashboard

Gökhan Akçapınar and Mohammad Nehal Hasnine

1  Introduction

In learning analytics, a dashboard is an important element for sense-making. 
According to Schwendimann et al. (2016), a learning analytics dashboard is a single 
display that aggregates multiple visualizations of different indicators about 
learner(s), learning process(es), and/or learning context(s). A learning analytics 
dashboard, often addressed as LAD, provides a visual representation of the valuable 
information required to achieve learning goals, consolidated and arranged on a sin-
gle screen so the information can be monitored at a glance (Teasley, 2017). Most of 
the dashboards are built in a combination of educational data mining techniques and 
information visualization techniques (Verbert et al., 2014). So far, it has been used 
as the most common learning analytics intervention for the stakeholders (i.e., stu-
dents, teachers, policy-makers). The objectives of developing LADs in the educa-
tional contexts include offering students with a tangible reference to their learning 
process which could support in self-regulated learning (Molenaar et al., 2020; Roll 
& Winne, 2015; Winne & Baker, 2013); presenting data through various visualiza-
tions techniques, such as graphs, gauges, dials, and maps (Baker, 2007; 
Schwendimann et al., 2016); making data actionable by analyzing and representing 
it in meaningful ways to various stakeholders (Sutherland et al., 2012); connecting 
various data sources including resource use, social interactions, and time spent in 
one place (Broos et  al., 2018; Verbert et  al., 2014); empowering students and 

G. Akçapınar (*) 
Hacettepe University, Ankara, Turkey
e-mail: gokhana@hacettepe.edu.tr 

M. N. Hasnine 
Hosei University, Tokyo, Japan
e-mail: nehal.hasnine.79@hosei.ac.jp

© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2021
M. Sahin, D. Ifenthaler (eds.), Visualizations and Dashboards for Learning 
Analytics, Advances in Analytics for Learning and Teaching, 
https://doi.org/10.1007/978-3-030-81222-5_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-81222-5_13&domain=pdf
mailto:gokhana@hacettepe.edu.tr
mailto:nehal.hasnine.79@hosei.ac.jp
https://doi.org/10.1007/978-3-030-81222-5_13#DOI


270

educators in making informed decisions about the learning process (Jivet et  al., 
2018); improving students’ engagement during face-to-face lectures (Barr & 
Gunawardena, 2012); improving balance in group work (Martinez Maldonado 
et al., 2012); supporting students about the awareness of time and resource while 
using blended or online learning environments (Govaerts et al., 2012); and support-
ing the dialogue between teachers and students (Carless & Boud, 2018).

Although the benefits of using LADs are proved (Bodily et al., 2018; Verbert 
et al., 2013), the low usage of these systems is one of the critical problems addressed 
in literature (Bodily et  al., 2018; Bodily & Verbert, 2017). In a recent literature 
review of student-facing LADs, the researchers reviewed 93 articles and found that 
the articles reported around 30% of students access to LAD on average (Bodily & 
Verbert, 2017). Lack of motivation is one of the reasons behind the low use of LADs 
(Kim et al., 2016). Therefore, new methods should be examined to keep students 
motivated to engage with LADs (Bodily et al., 2018).

Gamification is an effective method to increase student success, motivation, and 
engagement in learning environments. Therefore, in this chapter, it is aimed to 
design a LAD that includes gamification elements to increase students’ motivation 
towards using LAD. The focus of this chapter is to explain the design and develop-
ment process of a gamified LAD and, furthermore, to evaluate students’ perceptions 
related to developed LAD from the Gamification Acceptance Model’s aspects. 
Students’ LAD interactions were also analyzed to get an insight into their actual 
usage behaviors.

The rest of the chapter is organized as follows: The second section includes stud-
ies on the student-facing dashboard, current problems related to LADs, and studies 
on gamification in education. In the third section, the design and development pro-
cess of LAD is explained. In the fourth section, the method of the evaluation study 
is explained. In the fifth section, the results of the evaluation study are presented. In 
the last section, a comprehensive discussion and conclusion are articulated.

2  Background

2.1  Student-Facing LADs

The LADs developed for students often refer to the student-facing dashboards. The 
purpose of developing student-facing dashboards is to represent data about the 
learning process to students and allow them to be actionable decision-makers. In 
recent years, student-facing dashboards have gained an increasing amount of atten-
tion (Teasley, 2017), and therefore, the development of student-facing dashboards 
that address the needs and issues of the students (Bodily et al., 2018) has become 
mainstream research for learning analytics. REX (Results of EXaminations) is 
student- facing dashboard capable of providing feedback on academic achievement 
(Broos et  al., 2017). This dashboard is meant to be supporting freshman year 
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students in a STEM program. In designing the REX dashboard, the key principle 
followed was actionable feedback to the students. Moreover, the designing princi-
ples were to have a consistent and simple design. Students found the earlier edition 
of the REX dashboard useful (71% out of 167 respondents) and clear (89%). Also, 
81% of 1406 students who used the dashboard achieved higher scores on average 
for each of the LASSI (Learning and Study Strategies Inventory) scales. As for the 
REX dashboard usage, students kept using it as the dashboard provides students 
with feedback on their academic achievement after each examination period, 
although some freshman year students found it difficult to interpret their results on 
the REX dashboard (Broos et  al., 2020). NoteMyProgress (Pérez-Álvarez et  al., 
2017) is a student-facing dashboard that helps students in tracking how they spend 
time in a course. StepUp (Santos et al., 2013) is another addition to the student- 
facing dashboard that promotes students’ reflection by comparing their learning 
activities with the peers in open learning environments. E2Coach (McKay et al., 
2012), a student-facing dashboard, assists students in passing difficult courses by 
acquainting them with the feedback and study habits/strategies of previously suc-
cessful students. Degree Compass (Denley, 2013) is a dashboard for assisting stu-
dents in enrolling courses where they are more likely to succeed by studying the 
demographics, academic preparation, final grades, and course registration choices 
of past students. LAView is another example of a student-facing dashboard devel-
oped especially for e-book-based learning (Majumdar et al., 2019).

In the last decade, many LADs are built and tested in educational contexts. 
However, there are many issues related to these dashboards that are yet to tackle. 
Not all LADs developed so far are useful for learning (Tan et al., 2017). Another 
issue that suppresses the impact of LADs is low student access. Bodily and Verbert 
(2017) reported 30% as the average students’ access rate to LADs based on their 
review study. In a recent large-scale study with the participation of 860 students, it 
was stated that 48% of the students did not access the dashboard even once (Kia 
et al., 2020). Robert Bodily et al. (2018) reported that only 25% of students used the 
dashboard multiple times, despite the majority of students found it user-friendly, 
engaging, informative, and useful.

This chapter addresses the low usage problem related to the conventional LADs. 
To address the issue, a LAD is developed using gamification mechanics to increase 
students’ motivation towards using LAD. Students’ perceptions about LAD were 
analyzed according to the Gamification Acceptance Model components. The LAD’s 
usage data were also analyzed to observe the actual usage by the students.

2.2  Gamification in Education

Gamification is defined as using game elements in non-game environments to moti-
vate people in engaging with non-game contexts (Deterding et al., 2011). Although 
it is not a new term (Simões et al., 2013), recent studies show its advantages of using 
in different settings, including educational environments (Akçapınar & Uz Bilgin, 
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2020; da Rocha Seixas et al., 2016; Özhan & Kocadere, 2020; Uz Bilgin & Gul, 
2020), corporate settings (Armstrong & Landers, 2017), and health settings (Janssen 
et al., 2016).

Bunchball (2010) proposed a framework for gamification and its mechanics. 
Game mechanics include points, levels, leaderboards, or gifts found in typical com-
puter games. Game mechanics trigger players’ emotions that motivate them to play, 
which are labeled as game dynamics. Game dynamics include status, achievement, 
competition, etc. (Bunchball, 2010). As gamification became popular in different 
settings, misconceptions about this approach increased too. Kapp (2012) claimed 
that badges, points, or levels are not the essential elements of gamification – the 
most important features of the gamification approach are problem-solving, engage-
ment, and challenge. Simões et  al. (2013) suggested the following gamification 
guidelines to create engaging experiences in learning environments: break tasks into 
sub-tasks, give different ways to accomplish tasks, and change the complexity of 
tasks according to learners’ skill levels. Czikszentmihalyi’s (1990) flow theory also 
claims that there should be a balance between skills and challenge. This balance 
makes individuals to be in the state of flow or immersed in the game. Using these 
gamification elements in learning environments led to promising results in terms of 
engagement (Çakıroğlu et  al., 2017; da Rocha Seixas et  al., 2016), motivation 
(Leaning, 2015), and academic achievement (de Marcos et al., 2014).

In this regard, recent studies combined gamification with learning analytics to 
promote academic achievement, engagement, and motivation (Cassano et al., 2019; 
Jen-Wei & Hung-Yu, 2016; Klemke et  al., 2018; Şahin & Yurdugül, 2019). Our 
previous study also compared a non-gamified LAD versus a gamified LAD 
(Akçapınar & Uz Bilgin, 2020). We found that adding game elements to the student- 
facing LAD significantly increased students’ overall interactions inside a learning 
management system. Klemke et al. (2018) combined the motivation aspect of gami-
fication elements and data-driven learning analytics solutions to propose a new 
model. This model suggests that there should be a shift from extrinsic motivation 
elements (badges, points, and levels) to intrinsic motivation elements (engagement, 
community-building, and personalization) of gamification, and they used learner- 
generated data in order to promote these intrinsic motivation elements. In the study 
of Cassano et al. (2019), points, levels, and badges were used to motivate students 
to participate in activities including reading a wiki page, publishing post, liking 
posts, commenting on posts, and creating and editing wiki pages. Researchers found 
promising results in terms of usability and acceptance of this gamified system.

3  Design and Implementation

This section explains the system architecture and the elements of the LAD devel-
oped using game mechanics. Student-facing LADs typically present data related to 
students’ activity with online tools (e.g., overall LMS activity, forum usage, etc.) 
and performance data such as grades shown in comparison to their peers (Teasley, 
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2017). LADs are expected to improve students’ performance by supporting their 
awareness, self-reflection, and sense-making (Verbert et al., 2013). Therefore, self- 
regulation (Butler & Winne, 1995) and social comparison (Festinger, 1954) theories 
are commonly used while designing dashboard elements (Teasley, 2017). In addi-
tion to these theories, motivational factors and gamification mechanics were also 
considered while designing dashboard elements.

3.1  System Architecture

The architecture of the developed system is shown in Fig. 13.1. The system works 
with Moodle learning management system. Moodle records all types of student inter-
action in the database. The developed system captures learners’ data from Moodle’s 
database. Based on the Moodle logs, metrics and analytics are calculated. In this step, 
the developed analytics engine analyzes the data it receives from the Moodle database 
with machine learning methods and saves the results back to the Moodle’s database. 
The dashboard is designed as the intervention of the system. It can be accessed from 
Moodle course. The main objective of the dashboard is to share analytics results with 
students and instructors. The dashboard is mainly developed for students, but instruc-
tors can also see class-level metrics and analytics through the dashboard.

The dashboard was developed using the ASP.Net Core MVC framework and 
deployed on the same server as Moodle learning management system. Thus, it can 
get the data directly from the Moodle database. The server-side, which is responsi-
ble for creating, reading, updating, and deleting data from the database, has been 

Fig. 13.1 Overview of the system
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developed as a Web API. Machine learning analyses were carried out using the R 
statistical programming language.

The analytics engine runs once a week and updates related tables in the database. 
Other information is accessed directly from the Moodle  logs. The system uses 
regression models for score prediction. Because of the “one size does not fit all” 
problem in machine learning, regression models were generated for each course. 
The steps followed in the process of producing course-specific prediction models 
are summarized as follows: (1) Students’ midterm scores are used as a target vari-
able; features extracted from Moodle logs are used as a predictor. (2) Regression 
models are trained by using Random Forest (RF), Gradient Boosting Machine 
(GBM), and k-Nearest Neighbors (kNN) algorithms. (3) Tenfold cross-validation is 
used as a sampling method. (4) Best performed model is selected based on the 
R-squared and Root Mean Square Error (RMSE) metrics and saved for further use.

3.2  Elements of the Dashboard

The current version of the dashboard has six elements to give feedback to students 
about their learning performance. The following course components were consid-
ered while designing the dashboard: Assignment, Discussion, Quiz, Session, and 
Activity. For the gamification purpose, students’ learning logs related to those com-
ponents were converted into standard scores using the percentile ranking method. 
Percentile ranking was used for the following reasons: first, to normalize scores 
between 0 and 100 and, second, to generate comparable scores. For example, if a 
student gets 70 points from the activity metric, it can be interpreted as she/he per-
formed more activities on the system than 70% of his or her classmates. A list of 
calculated scores and their descriptions is presented in Table 13.1.

Table 13.1 Calculated scores used in the dashboard elements and descriptions

Name Description
Used dashboard 
elements

Calculation 
method Range

Assignment Whether a student submits his/her 
assignments or not

Notification panel, 
activity radar

Percentile 
rank

0–100

Discussion Number of times that a student posts a 
question or an answer to the weekly forum

Notification panel, 
activity radar

Percentile 
rank

0–100

Quiz The score obtained from the weekly quiz Notification panel, 
activity radar

Percentile 
rank

0–100

Session Number of days that student logs in to 
the system

Notification panel, 
activity radar

Percentile 
rank

0–100

Activity Total number of interactions done by the 
student

Notification panel, 
activity radar

Percentile 
rank

0–100

Overall Arithmetic means of assignment, 
discussion, quiz, session, and activity 
scores

Notification panel, 
leaderboard

Percentile 
rank

0–100
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The dashboard includes the following game mechanics: (1) point, (2) progress 
bar, and (3) leaderboard. Calculated scores were used to feed the notification panel, 
activity radar, and leaderboard. The scores are updated once a week and calculated 
by considering the interactions of students in the last 7 days. By limiting the data to 
the last 7 days, students are given a chance to get high scores each week. In this way, 
it is aimed to minimize the negative effects that gamification can cause on low- 
performing students. Daily activity chart and forum activity panel show real-time 
data related to students’ activities in the last 7 days. The prediction panel is updated 
once a week and shows students’ end-of-year grade predictions. Therefore it counts 
all the accumulated data. Details of the dashboard elements are as follows:

3.2.1  Notification Panel

The notification panel is designed to inform students about their weekly perfor-
mance. When students click on Notifications, they encounter the panel shown in 
Fig 13.2a. Students’ standardized scores for their interactions in the past week are 
presented under six different categories on this panel. These categories are 
Assignment, Discussion, Quiz, Session, Activity, and Overall Score (see Table 13.1 
for details). At the same time, students can see their rank among their classmates in 

Fig. 13.2 OnTrack: gamified learning analytics dashboard
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the Overall Score category. Since the percentile rank method is used to calculate the 
scores, the scores here also provide information about the rank of the students in the 
classroom. For example, if the student scores 80  in the Discussion category, this 
means that the student’s rank is higher than 80% of his/her classmates. By looking 
at the notifications, the student can see the categories with which his/her score 
being low.

3.2.2  Daily Activity Chart

In the daily activity graph presented in Fig. 13.2b, the number of interactions the 
student has performed in Moodle in the last 7 days is shown daily. In this way, the 
student can see how active she/he is in the learning environment during the week. 
This graph gets data directly from Moodle’s log table. Therefore, it shows up-to- 
date data all the time.

3.2.3  Activity Radar

Similar to the notification panel, in activity radar, students can also see their calcu-
lated scores for each category. Differently, they can also see average scores of the 
top five students in the class for the week. The graph is organized as a radar chart 
(as shown in Fig. 13.2c) so students can easily compare their scores with the best- 
performing students.

3.2.4  Prediction Panel

The dashboard contains a prediction panel where students can see their end-of-year 
grade predictions. When the student opens the Grade Prediction panel, a similar 
visualization as Fig. 13.2d is displayed. In this visualization, the numerical value of 
the student’s final grade and the letter equivalent of this value are shown. The grade 
predictions are updated weekly by considering all previous activities on the learning 
management system. Using the Grade Prediction panel, students can receive feed-
back on their long-term performance in the course. Pre-developed regression mod-
els are used to support this panel. An informative text was added to the students 
stating that the predictions given on this panel are for informative purposes and may 
not reflect the real situation.

3.2.5  Forum Activity

On the forum activity page (refer to Fig. 13.2e), information about the activities in 
the discussion environment over the last 7 days is presented. This information is as 
follows: the number of post views in the discussion environment, the number of 
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posts created, the number of answers written, and the number of deletions. In this 
way, the student can track how active she/he is in the discussion environment. The 
data is getting directly from Moodle’s log table. Therefore, it shows up-to-date data 
all the time.

3.2.6  Leaderboard

Here, the names and scores of the first three students who got the highest score 
according to the overall score are listed (see Fig. 13.2f).

4  Evaluation Study

4.1  Learning Design and Data Collection Process

An evaluation study was carried out to understand students’ perceptions of the 
developed LAD.  The study was carried out in the Computer Hardware course 
designed for sophomores (N = 64) enrolled at a public university in Turkey. The 
course, which is normally carried out face-to-face, was carried out over the Moodle 
learning management system with the distance education method due to the 
COVID-19 pandemic. During the 15-week course, a live session was held with the 
students once a week. All activities other than this were carried out asynchronously. 
Asynchronous activities are planned weekly and consist of assignments, forums, 
course resources, and quizzes. The dashboard was introduced to students in the 
sixth week of the course and they were allowed access until the end of the term. At 
the end of 9 weeks of use, students’ views on the dashboard were collected and 
analyzed together with the usage data. Guidelines on the interpretation of the scores, 
dashboard elements, and how to get scores were explained beforehand to the 
students.

4.2  Data Collection Tools

To measure students’ perceptions related to the gamified dashboard, the 
Gamification Acceptance Model (GAM) survey developed by Ab. Rahman et al. 
(2018) was used. The GAM survey consists of 18 items. The survey measures 
students’ engagement (seven items), perceived usefulness (four items), perceived 
ease of use (four items), and attitude towards using gamification technology (three 
items). All items used a 5-point Likert scale option ranging from 1 (strongly dis-
agree) to 2 (disagree), 3 (neutral), 4 (agree), and 5 (strongly agree). Sample items 
from the survey can be seen in Table  13.2. In addition to the GAM survey, 
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Table 13.2 Sample items from the Gamification Acceptance Model (GAM) survey (Ab. Rahman 
et al., 2018)

Category Survey item

Perceived usefulness Using the gamified dashboard improves my learning performance
Using the online gamification system is useful in my learning

Perceived ease of use 
items

The online gamification functionality and interface is clear and 
understandable
Overall, I believe that the online gamification system is easy to use

Attitude I think that using online gamification system is a good idea
I like learning with online gamification system

Skill engagement Online gamification system encourages me in taking good notes in 
classroom
Online gamification system encourages me in making sure to study on 
regular basis

Interaction 
engagement

Online gamification system contributes to me in having fun in the 
classroom
Online gamification system contributes to me in asking questions when I 
did not understand the lecturer

students’ perceptions regarding the usefulness of each dashboard element were 
collected.

Dashboard usage data of the students were taken from the database of the sys-
tem. Click-stream data were aggregated to analyze students’ daily activities in the 
system. Analysis of the data was carried out using R (R Core Team, 2017) 
software.

5  Results and Discussion

Three out of 64 students never logged in to the Moodle environment where the les-
sons were conducted. Fifty-nine out of the remaining 61 students participated in the 
course activities and took the final exam. Fifty-six students answered the question-
naire. In this section, the results of the data analysis are explained.

5.1  Analysis of the Self-Report Data

Students were asked how often they visited the dashboard. Only 1 of the 56 students 
answered the questionnaire stating that she/he never used the dashboard. 16% of the 
students stated that they visited the dashboard at least once a day, whereas 75% said 
they accessed the dashboard several times a week. 7% of the students mentioned 
that they visited a few times a semester. The distribution of students’ responses for 
each sub-scale of GAM can be seen in Table 13.3 and Fig. 13.3.  
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Table 13.3 Distribution of students’ responses for each sub-scale

Sub-scale Mean (SD)
Strongly 
disagree (%)

Disagree 
(%)

Neutral 
(%)

Agree 
(%)

Strongly 
agree (%)

Perceived ease 
of use

4.82 (0.43) 0.0 0.0 1.8 14.3 83.9

Attitude 4.61 (0.62) 0.0 0.0 7.1 25.0 67.9
Perceived 
usefulness

4.21 (0.73) 0.0 0.0 17.9 42.9 39.3

Engagement 3.88 (0.76) 0.0 3.6 25.0 51.8 19.6

Fig. 13.3 Analysis of students’ responses

5.1.1  Perceived Ease of Use

Analysis on the perceived ease of use variable presented in Table 13.3 suggests that, 
overall, the students strongly agree on the ease of use of the gamified LAD used in 
this study. Students’ mean score for the perceived ease of use is 4.82. Table 13.3 and 
Fig. 13.3 show the distribution of students’ responses for each category. 1.8% of the 
students are neutral on the ease of use of the gamified LAD, whereas 98.2% of the 
students agreed and strongly agreed that the gamified LAD was easy to use.

5.1.2  Attitude Towards Using the Gamified LAD

Table 13.3 shows the analysis of students’ attitudes towards using gamified 
LAD. The mean value of 4.61 depicted in Table 13.3 points to the overall stu-
dents’ attitude towards using a gamified LAD between agree and strongly agree. 
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Table 13.3 and Fig. 13.3 revealed that 7.1% of the students were neutral on their 
attitude towards using gamified LAD while the other 92.9% of students agreed 
or strongly agreed on their attitude towards using gamified LAD.  Students 
showed a very positive attitude towards the use of gamified LAD in their online 
classes.

5.1.3  Perceived Usefulness

Analysis on the perceived usefulness variable is shown in Table 13.3. The analy-
sis indicates that the students agree on the ease of use of the gamified LAD used 
in this study. The mean score for the perceived usefulness is 4.21. Table 13.3 
and Fig.  13.3 show the distribution of the students’ answers for each option. 
17.9% of the students are neutral on the usefulness of the gamified LAD, 
whereas 82.2% of the students agreed and strongly agreed that the gamified 
LAD was useful.

Students were also asked how useful they found each element presented on the 
dashboard using the Likert scale between 1 and 10 (1, not very useful; 10, very 
useful). Interpreting the results from Fig. 13.4, it was found that 88% of the stu-
dents rated 6 and above for the forum activity and notification panel. These are 
respectively followed by grade prediction, activity radar (summary chart), daily 
activity, and leaderboard. The element found to be less useful was the leader-
board. Regarding the leaderboard, it is seen that 28% of the students rated 5 or 
less. When average scores are taken into consideration, the grade prediction 
obtained the highest score.

Fig. 13.4 Students’ perceptions regarding the usefulness of the dashboard elements
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5.1.4  Student Engagement

Table 13.3 shows the analysis of students’ engagement with the gamified LAD. The 
mean value of 3.88 depicted in Table 13.3 points to the overall students who agreed 
on the engagement when using the gamified LAD. According to Table 13.3 and 
Fig. 13.3, 3.6% of the students disagree in regard to their engagement when using 
the gamified LAD, while 25.0% of the students were neutral, 51.8% of students 
agreed, and 19.6% strongly agreed on their engagement in learning when using the 
gamified LAD.

5.2  Analysis of the Students’ Dashboard Usage Data

In addition to the self-report data, the dashboard usage data of the students were 
analyzed. The data presented visually in Fig.  13.5 show the number of students 
visiting the dashboard daily. It is observed that the number of students visiting the 
dashboard increased on the days when the data was updated (peaks in the graphs). 
Interaction data indicated that students perform an average of 240 daily activities on 
the dashboard. This number changed between 800 and 1000 on the days the data 
was updated.

According to the students’ access data, the highest number of unique access 
(n = 55) was recorded on the first day when the dashboard was introduced. While it 
is observed that an average of 20 students visit the dashboard on the other days, this 
number changes between 40 and 50 on the days when updates are available.

Figure 13.6 shows the total number of days that students visited the dashboard. 
The dashboard was available to the students 9 weeks (64 days) out of the 15-week- 
long course. Students’ access range has changed from 1 day to 57 days. Apart from 
two students, all students accessed the dashboard at least 1 day (97%). 82% of the 
students accessed more than 10 days, and 60% accessed more than 20 days.

Relationships between self-report and behavioral data were analyzed with 
Pearson’s correlation analysis. The number of days that students accessed the 

Fig. 13.5 Number of students’ access to the LAD daily
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Fig. 13.6 Number of days that students access to the LAD

Fig. 13.7 Associations between self-report and behavioral data

dashboard was taken as behavioral data. As self-report data, students’ average 
scores from each sub-scale of the GAM were taken into account. When interpreting 
the results presented in Fig.  13.7, statistically significant and moderate positive 
associations were found between the number of different days students accessed the 
dashboard and the variables perceived usefulness (r = 0.58, p < 0.001) and engage-
ment (r = 0.47, p < 0.001). In other words, students who visited the dashboard more 
stated that they found it more useful and increased their engagement. There was no 
significant association between behavior data and perceived ease of use and attitude 
variables. Regardless of their access to the dashboard, this situation can be 
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interpreted as that students find the dashboard easy to use and want to use it in other 
courses.

When statistically significant associations were examined between other vari-
ables, it was seen that a moderate positive association between perceived usefulness 
and attitude (r = 0.59, p < 0.001) and a strong positive association between per-
ceived usefulness and engagement (r = 0.76, p < 0.001) variables were also found. 
Besides, a weak positive association was found between perceived ease of use and 
attitude (r = 0.35, p < 0.05), and a moderate positive association was noticed between 
attitude and engagement (0.47, p < 0.001) variables.

6  Conclusion and Future Directions

In this chapter, we used gamification to address low usage problem associated with 
LADs. Specifically, game mechanics such as point, progress bar, leaderboard, etc. 
were used while designing the LAD to motivate students towards using it. Results 
of the evaluation study showed that 95% of the students visited the dashboard mul-
tiple times throughout the semester. This is 65% higher than the average LAD 
access rate reported by R. Bodily and Verbert (2017). Moreover, 98% of the stu-
dents agreed or strongly agreed that they found the dashboard useful, 93% of the 
students agreed or strongly agreed that they found the dashboard easy to use, 82% 
of the students agreed or strongly agreed that the dashboard helped them to have a 
positive attitude towards using the dashboard, and 71% of the students agreed or 
strongly agreed that the dashboard increased their engagement in the course.

Our correlation analysis results showed that students’ self-report data might not 
associate with their actual usage behaviors. This finding was well in line with the 
results obtained in other studies (Robert Bodily et al., 2018; Kim et al., 2016). It 
also shows the importance of the analysis of students’ usage data while evaluating 
the effectiveness of the LADs. However, a limited number of LAD studies were 
reported on usage data. R. Bodily and Verbert (2017) found that 13% of the articles 
they reviewed reported on tracking student use of their system.

Gamification should be used with caution since its elements such as leaderboard 
may have a negative effect, especially on low-performing students (Teasley, 2017). 
To overcome this issue, the life cycles of the developed dashboard elements were 
limited to 1 week. In this way, students had the chance to rank at the top every week 
regardless of their performance in the previous week. Moreover, in the leaderboard 
instead of listing all students’ names and ranks, only the top three students were 
listed. Even so, the dashboard element that students found less useful was the lead-
erboard. This finding can be interpreted as some of the students are not happy to see 
the leaderboard. However, further studies are needed to understand which students 
are dissatisfied.

Interventions are critical for successfully completing the learning analytics cycle 
and achieving beneficial results (Clow, 2012). One of the most preferred methods 
for delivering interventions to students is LADs (Wong & Li, 2020). A recent study 
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conducted by Ifenthaler and Yau (2020) demonstrated empirical evidence of how 
learning analytics have successfully facilitated study success in the continuation 
and completion of students’ learning. The authors found that prediction and visual-
ization through dashboards are two main factors that contribute to study success. 
For this reason, it is necessary to design dashboards that are easy to interpret by 
students and would motivate students to use them regularly.

Although gamification has been found to increase students’ use of dashboards, 
this evaluation study was limited to one course and a small number of students par-
ticipating in the study. For this reason, there is a need for large-scale studies in 
which the effects of the developed gamified LAD on different courses and different 
students are tested. In this study, students’ views on gamified LAD are examined 
without considering individual differences among students. In future studies, the 
perceptions of students with similar characteristics in terms of different variables 
(academic performance, learning strategy, etc.) can be evaluated. Gamification 
mechanics used in the designed dashboard were also limited. In future studies, dif-
ferent gamification mechanics can be added such as badges and their effects can be 
tested. The effects of gamified LAD on students’ self-regulating processes and aca-
demic success also need to be tested in future studies.
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Chapter 14
Evaluating LA Dashboard in Secondary 
School and Higher Education: Fostering 
Goal Setting and Students’ Self-Regulation

Lorenzo Vigentini, Brad Swibel, and Garth Hasler

1  Introduction

Datafication is a contemporary phenomenon which refers to the quantification of 
human life through digital information (Mejias & Couldry, 2019). However, data is 
generated through a process of explicit tracking and the abstraction from data 
streams requiring selection and transformation, which is not objective in itself 
(Kitchin, 2014). Fourcade and Healy argued that ‘Contemporary organizations are 
both culturally impelled by the data imperative and powerfully equipped with the 
tools to enact it’ (2013, p. 13). As a consequence, what organisations and people do 
with the data at their disposal is the most important aspect, especially because the 
proliferation of data and the ability to join up bits of information make it possible to 
better understand individuals and their behaviours.

Data has also become essential in driving education at all levels, with the datafi-
cation of student learning, with the fields of learning analytics and educational data 
mining steadily growing over the past two decades (Baker, 2016; Siemens, 2013; 
Siemens & Baker, 2012).

There is a limited amount of systematic evaluation of the range of data-driven 
interventions leading to success (Rienties et  al., 2016; Wise, 2014), and critical 
accounts of policies promoting datafication have become more apparent. For exam-
ple, England is an example where datafication seems to have led to a narrowing of the 
scope of early years formative experiences (Bradbury, 2019). This forced teachers’ 
work to be increasingly constrained by performativity demands, with high-stakes 
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assessment driving teaching and pedagogy and therefore resembling schooling of 
later years, very much geared toward successful performance in a statutory curricu-
lum, ability grouping and targeted teaching (Bradbury, 2019; Roberts- Holmes, 2015).

At the other end of the schooling years, in higher education, much research has 
emerged on the use and effectiveness of learning analytics to improve student per-
formance, retention and engagement (Herodotou et al., 2020; Rienties et al., 2016). 
According to Tempelaar, Rienties and Giesbers, ‘a broad goal of learning analytics 
is to apply the outcomes of analysing data gathered by monitoring and measuring 
the learning process’ (Tempelaar et al., 2015, p. 158). In effect this is the core of 
datafication in higher education, and while there is good evidence that LA methods 
and techniques enable to model and predict progression and performance, the big-
gest challenge is how to put the power of LA into the hands of teachers, administra-
tors (Clow et al., 2014; Papamitsiou & Economides, 2014; Rienties et al., 2016) and 
the students themselves (Dollinger & Lodge, 2019; Ifenthaler & Schumacher, 2016).

The work presented in this book provides a wide-ranging set of accounts which 
investigate the uses and effects of dashboards and cases of good practice. This chap-
ter presents an original contribution from two streams of related activities around 
the use of LAD and self-regulation. On one hand we have a practitioner perspective, 
with the implementation of LADS in school which shows the effectiveness of a 
strategic implementation of LADs through a systematic engagement with stake-
holders. On the other hand, a research study in higher education focusing on stu-
dents’ perceptions of the effectiveness of the building blocks of a LAD makes it 
possible to compare the observations from the two contexts to generate recommen-
dations about implementation and use of LAD which may have a broader applica-
bility. Two key questions drive both streams of work: (1) are there general ‘building 
blocks’ for LADs which are seen as helpful for students to gauge their progress and 
help them self-regulate their learning? and (2) are there specific individual charac-
teristics grounded in goal orientation and motivation, which make certain designs/
implementations more effective?

2  Background

A considerable amount of work has been published about the use of information visu-
alisation in learning analytics. Already back in 2011, Duval talked about ‘goal- oriented 
visualisations’ which were not just visually appealing, but led the end-user to take 
action (2011). The inspiration was the ‘quantified self’ movement (Wolf, 2009) and the 
realisation that commercial apps for running or fitness did a very good job in keeping 
end-users to maintain their goals and be more effective. This also reflected the growing 
number of implementations of Thaler’s ‘nudge theory’ which demonstrates how clever 
and interesting visual design and targeted messages implicitly lead to behavioural 
changes (Hooker, 2017; Lawton, 2013; Thaler & Sunstein, 2009). LADs enable a pro-
cess model moving through awareness, reflection, sense-making and impact (Suthers & 
Verbert, 2013; Mor et al., 2015) which can support self-regulatory processes.
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From the initial strides, research explored general principles and applications 
(Charleer et al., 2014; Greller & Drachsler, 2012; Verbert et al., 2013, 2014), imple-
mentations of dashboard in learning platforms like Moodle (Einhardt et al., 2016; 
Hu et  al., 2017; Kennedy et  al., 2014; Leony et  al., 2012; Podgorelec & Kuhar, 
2011) and Blackboard (Aljohani et al., 2019; Arnold & Pistilli, 2012; Tempelaar 
et al., 2013) as well as very large projects conducted at The Open University, UK 
(Herodotou et al., 2020; Rienties et al., 2018), and in the realm of MOOCs (Cobos 
et  al., 2016; Dipace et  al., 2019; Ruipérez-Valiente et  al., 2017; Vigentini et  al., 
2017b). All these raise several key issues from what should be displayed in dash-
boards (Jivet et  al., 2017, 2018, 2020; Lim et  al., 2019; Rienties et  al., 2018; 
Vigentini et al., 2017a), the evaluation of what information is relevant and useful to 
students and teachers, how to involve stakeholders in the design (Dollinger et al., 
2019; Herodotou et al., 2019) and, more broadly, a reflection on the modalities of 
implementation, adoption and scale (Liu et al., 2017; Vigentini et al., 2020).

It is acknowledged that dashboards are important to aid the sense-making pro-
cess (Charleer et al., 2014; Duval, 2011) and make the data actionable (Liu et al., 
2017; Pardo, 2018). However, there are several implicit design decisions made by 
dashboard designers and implementers that are neither obvious nor theoretically 
driven, and are not always grounded in pedagogical principles (Jivet et al., 2017, 
2018; Matcha et al., 2020; Teasley, 2017). While the literature suggests that student 
success (Arnold & Pistilli, 2012; Ifenthaler & Yau, 2020), self-monitoring of activ-
ity and progress (Carless, 2019; Pardo, 2018; Schwendimann et al., 2017) and per-
sonalisation (Bienkowski et  al., 2012; Gašević et  al., 2015) are all essential for 
effective learning, it has been observed that LADs design are rarely grounded in 
self-regulation research (Jivet et al., 2018; Matcha et al., 2020).

2.1  Motivation, Metacognition and Self-Regulation 
for Success

To clarify the premises of the work presented in this chapter, we focus on four key 
theoretical drivers in relation to goal setting and self-regulation in student learning: 
(1) growth mindset (Dweck, 2012); (2) self-regulation (Greene & Azevedo, 2007; 
Winne & Hadwin, 1998); (3) feedback for learning (Boud, 2012; Boud & Molloy, 
2013; Carless, 2019; Hattie & Timperley, 2007); and (4) coaching models in schools 
(Allison & Harbour, 2009; Stober & Grant, 2010).

2.1.1  ‘Growth Mindset’ and Goal Setting

Goal setting is a central construct in personalised learning (Bray & McClaskey, 
2015). It is often studied as a form of self-regulation (Carver & Scheier, 2012), the 
success of which is mediated by learner beliefs and various regulatory processes. 
Additionally, implicit theories of learning influence self-regulation (Dweck & 
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Leggett, 1988), with strong evidence that an incremental theory of growth (i.e. 
growth mindset) contributes to successful self-regulatory processes (Nussbaum & 
Dweck, 2008). When self-regulatory processes such as goal setting occur in con-
texts that are supportive, and emphasise mastery rather than performance or compe-
tition, goal achievement is more likely to occur (Burnette et  al., 2013), and 
perceptions by teachers and students have been positive when deployed in the 
school assessment portfolio (Cruz & Zambo, 2013). Small-scale qualitative studies 
have found that goal-setting processes have positive effects on adolescent learners 
in middle-level settings, and action research studies suggest that academic goal set-
ting may increase student engagement and achievement (Catlin et al., 1999) while a 
highly structured approach that includes personal, social and academic goals may 
produce positive outcomes for at-risk students (Pincham, 2006).

2.1.2  Goal Orientation

Over the past three decades, despite the proliferation of models, instruments and 
labels (Pintrich et al., 2003; Hulleman et al., 2010), goal orientation (GO) research-
ers across the disciplinary spectrum have developed two broad perspectives.

One uses a two-factor dispositional model (Dweck, 1986; Dweck & Leggett, 
1988), which describes goal orientations on a bipolar continuum learning and per-
formance. In this framework, a learning goal orientation (LGO) reflects one’s belief 
that abilities are malleable and can be developed; therefore they hold an incremental 
perspective on ability: individuals seek to develop their skills and master tasks for 
their own sake. LGO is also referred to as mastery goal orientation (MGO) (Ames 
& Archer, 1988), or task involvement (Nicholls, 1984). When adopting a learning 
goal orientation, individuals tend to judge their competence based on their improve-
ment and use a self-referent standard, and feelings of competence are associated 
with effortful improvement (Jagacinski & Nicholls, 1984). A performance goal ori-
entation (PGO) reflects one’s general belief that ability is fixed and cannot be 
changed. When focused on performance goal orientation (Ames & Archer, 1988; 
Dweck, 1986), ability goal (Midgley et al., 1996; Carol Midgley et al., 1998) or ego 
involvement (Nicholls, 1984), individuals seek to demonstrate superior competence 
at the task. Perception of success or failure of learning and performance is strongly 
influenced by contextual factors, such as task complexity, uncertainty or broad 
achievement norms, rather than individuals’ ability.

The second perspective uses a three-factor, domain-specific model in which per-
formance goal orientation (PGO) is subdivided based on the valence or focus of the 
performance-related standards as a tendency to prove or avoid, also referred to as 
performance-prove goal orientation (PPGO) or performance-avoidance goal orien-
tation (PAGO) (Elliot & Harackiewicz, 1994; Vandewalle, 1997). Elliott and Church 
built upon this partitioning, focusing on the value of achievement goals (as positive 
or negative) as empirically different moderators between higher-order motivational 
constructs and performance, therefore different from LGO and PGO, which in their 
views provided an integrative hierarchical model of achievement motivation which 
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kept into account both classic motivation theory and achievement goal theories 
(Elliot & Church, 1997).

2.1.3  Self-Regulation and Goal Setting

The theory about motivation and self-regulation spans across several decades, and 
several models have been suggested which can be classified according to three 
broad theoretical lenses: socio-cognitive (Zimmerman, 1990), emotional regulation 
(Boekaerts, 1997) and information processing (Hadwin et al., 2018; Winne & Perry, 
2000). The latter has seen a broad consensus, particularly in relation to computer- 
supported and adaptive learning. The key element across all models is the involve-
ment of cognitive, meta-cognitive and emotional (or motivational loops) components 
with a goal driving the interaction between components. Interestingly, ‘good inten-
tions’ don’t have a great reputation as people tend not to stick to their intentions, but 
also that simple plans go a long way in furthering the attainment of goals (Gollwitzer, 
1999). Therefore, providing students with self-regulatory tools and data to engage 
with attracted further research. Panadero et al. (2016) found that measurement and 
intervention are deeply intertwined. The point of the intervention is to get students 
to stop, reflect on their progress and change their strategy in some way or another 
(in Gollwitzer’s words adjusting goal intentions versus implementation intentions 
(1999)). External interventions focusing on the impact of feedback, albeit targeting 
higher education students (Henderson et al., 2019; Panadero et al., 2016), targeted 
student self-regulatory learning as a means of improving their development and thus 
their learning outcomes. Hattie and Timperley highlighted the power of feedback 
that encourages self-monitoring, provides direction and guides or regulates 
action (2007).

2.1.4  Feedback for Learning

Hattie’s research on over 1200 meta-studies is particularly relevant to understand 
impactful strategies for learning and self-regulation (Hattie, 2009). In his analysis, 
‘providing formative evaluation’ is classed as high impact with an effect size of 0.90 
and the potential for embedding data-driven feedback, such as the information pre-
sented in dashboards is apparent. Hattie encourages teachers to consult various 
sources to examine the impact of interventions over time on student learning. This 
comes from where the teacher uses data to improve the instructional process. 
Formative evaluation is where the learner provides feedback to the teacher helping 
the teacher to modify their instruction.

In the higher education space, the issue of feedback for learning and the scal-
ability of both assessment and feedback provision has become a growing problem, 
but good-quality feedback is essential to aid students to improve their learning, and 
therefore finding the best ways to encourage autonomy and self-regulation is essen-
tial (Boud & Molloy, 2013; Henderson et  al., 2019). Yet, scaling up good 
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assessment practices is a challenge that may be mitigated with the effective use of 
data (Arthars et al., 2019; Liu et al., 2017; Pardo, 2018).

2.1.5  Coaching for Success

The ‘Growth Learning Plans’ at the centre of coaching sessions with students imple-
mented at St Andrew’s Cathedral School (SACS) are grounded in (1) a strong sup-
port for Dweck’s theoretical basis for the growth mindset (Dweck, 2012; Dweck & 
Leggett, 1988) and (2) growth coaching (https://www.growthcoaching.com.au/). At 
the core, the belief in the executive team at SACS is that enhancing the quality of 
conversations with teachers and students can drive improvement of the educational 
experience for both students and teachers (Allison & Harbour, 2009).

3  An Overview of the Two Cases

Within the broad context presented above, there are several questions emerging 
which led the work in the two cases presented.

On one hand, understanding what the most effective building blocks for LADs 
are steered the research study in higher education. The key hypothesis is whether 
certain design choices are implicitly enabling students with particular motivational 
premises more than others, in this sense, understanding the focus on the types of 
visualisation and how the information relates to students’ goals.

The second set of questions, with a very pragmatic view on how to implement 
and adopt the use of LADs in a school setting, focuses on how to leverage on the 
opportunity, provide training and resources for stakeholders to maximise impact 
and ultimately improve students’ success and their ability to self-regulate.

3.1  A Study of LAD in Higher Education

The research study in higher education tested the relations between routine prefer-
ences for learning and studying, goal orientation and the students’ reaction to two 
scenarios with mock-up dashboard designs.

3.1.1  Methodology

Students from a large, public university in Australia across the full spectrum of disci-
plines were invited to take part in the study and complete an online questionnaire.

The instrument had five sections: (1) questions about their patterns of learning 
and studying using Barnard’s (Barnard et al., 2009) Online Self-Regulated Learning 
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Questionnaire (OSLQ), (2) a goal orientation (GO) survey (Vigentini & Bucic, 
under review) based on three well-established GO scales (details in Appendix 1), (3) 
two sets of scenarios and dashboard mock-ups (Appendix 2), (4) goals to be set by 
the students from the scenarios and (5) a rating of the usefulness of dashboard 
elements.

3.1.2  Instrumentation and Survey Protocols

The OSLQ was originally designed to measure students’ ability to self-regulate 
their learning in online or blended contexts. The instrument has six subscales includ-
ing environmental structuring, goal setting, time management, help seeking, task 
strategies and self-evaluation; all items are available in the original source (Barnard 
et al., 2009). While the ‘online’ method of delivery provides a great deal of flexibil-
ity in what and how to study (Cunningham & Billingsley, 2002; Mcmanus, 2000), 
both locus of control and learning styles are key mediators to patterns of learning 
(Bowen, 1996; Vigentini, 2009, 2010). Barnard suggested that with autonomy, stu-
dents must be able to display self-regulatory processes in order to be successful. The 
OSLQ seems to be a reliable tool to identify students’ ability to self-regulate across 
multiple dimensions.

The goal orientation (GO) survey was developed based on the goal orientation 
scales by Vandewalle (1997), Elliot and Church (1997) and Barron and Harackiewicz 
(2003). These three GO scales all consist of three similar dimensions of goal orien-
tation including mastery (MGO – describing the degree to which one desires to fully 
comprehend or master any undertaking in academic), performance-approach 
(PPO – how much one strives to outperform others) and performance-avoidance 
orientation (PAO – describes how much one does not want to fail in their undertak-
ing). In the survey a fourth dimension was included which specifically measures 
fears of performing (FGO), which was found to be qualitatively different from 
performance- avoidance; the latter is maladaptive, in the sense that it represents 
behaviours which prevent the student from engaging with activities perceived to be 
difficult, while the fear of performing seems to be an anxiety-driven response.

The scenarios are based on a fictitious course with three assessment components 
proposed with typical distributions of weights (Fig. 14.1), which includes weekly 

Imagine that you are part of this course which has weekly assessments (worth 50%) and a final assessment
(worth 40%). Weekly participation is also marked at 10%.
Please carefully look at the following design for a student-facing dashboard.
We encourage you to consider the whole image as well as individual components.

In this scenario your performance is lower than your set goals at the start of the term; based on the
information provided, what would you do to adjust your behaviours?

Fig. 14.1 Course scenario example: the wording in bold changes based on the conditions
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assessment (expecting constant engagement throughout the course, a final assess-
ment and participation to weekly sessions).

A 2 × 2 design was used in which performance (high/low) was combined with 
the focus of the dashboard design (benchmarking against self/others). Students 
were randomly exposed to the high and low performance condition and one of the 
two benchmarking conditions in such a way that if in scenario 1 they were assigned 
to the high performance, in the second scenario, they were assigned to the low per-
formance condition. Dashboard panels are shown in Appendix 2.

The individual panels were designed based on previous work like Kennedy et al. 
(2014) and Vigentini et al. (2017a) and represent (1) a set of summary boxes at the 
top with key figures, (2) a recommendation box, (3) performance in assessment 
tasks, (4) engagement with course learning activities, (5) completion of content 
activities and (6) interaction in discussion forums.

After seeing the scenarios, students were asked to indicate what goals they would 
set in response to the data presented in the scenarios by choosing between (1) 
amount of effort, (2) participation, (3) peer interaction and help seeking, (4) setting 
performance targets, (5) setting work plans and (6) focusing/prioritising and then 
ranking their choices.

The final section asked the students to rate the importance of each element of the 
dashboard on a scale of 1–5. The aim was to be able to explore what students focus 
on based on different scenarios. The full list of items is included in appendix for 
reference. Each statement was generated based on previous research and listed the 
majority of features under five main areas: (1) performance report and benchmarks, 
(2) explanations for the information presented, (3) tracking of activity/completion, 
(4) tracking of engagement and (5) goal settings and recommendations.

Data was analysed using R (R Core Team, 2020) and jamovi (The jamovi proj-
ect, 2020) performing standard psychometric validations (Nunnally, 1962; 
Revelle, 2019).

3.1.3  Results

A total of 489 students took part in the study, with a similar split between males 
(44%) and females (56%) and an equal distribution across the scenarios. The major-
ity of students are undertaking undergraduate studies (95%) in their second (63%) 
or third year (26%) of a 4-year degree and a representation across disciplines with 
the majority in Business, Engineering and Sciences (Table 14.1). The vast majority 
(>90%) declared that they are proficient in using the web in general.

When asked to indicate their current level of performance, students reported 
similar patterns to university-wide distributions of grades (11% high distinction; 
45% distinction; 36% credit and 8% pass; no students with fail grades took part in 
the study).

The great majority indicated that university is very important (49%) or extremely 
important (35%) and mentioned that they access the university learning 
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Table 14.1 Distribution of participants according to study areas

Area of study %

Arts and Design 2.43%
Business and Management 40.28%
Engineering and Built Environment 30.21%
Law 3.47%
Medicine and Medical Science 2.43%
Music and Performing Arts 0.00%
Psychology 3.82%
Sciences 14.24%
Social Sciences 3.13%

Table 14.2 Importance attributed to different activities in the LMS

Course components Mean Std deviation

Do and/or submit quizzes/assessments 3.74 0.52
Access course content 3.72 0.53
View lecture material or recordings 3.69 0.56
Check grades 3.55 0.66
Find course information 3.52 0.65
Check and/or contribute to the forum 2.72 0.91
Others (please specify) 2.61 1.25
Collaborate with others 2.42 0.94

management system frequently (46% between one and three times per day and 41% 
more than three times per day).

When asked to rate the importance (1 (not important) to 4 (essential)) of each 
course component, the responses are somewhat predictable with a focus on assess-
ment, course content and lecture recordings (Table 14.2).

Online Self-Regulated Learning Questionnaire (OSLQ)

Analysis of the OSLQ was largely similar to the results reported in Barnard et al. 
(2009). The factor structure was replicated via confirmatory factor analysis, but 
using Kline’s (2016) recommendations, the model parameters were not a satisfac-
tory model fit (Χ2  =  689, df  =  430, p  <  0.001, CFI  =  0.851, TLI  =  0.827, 
SRMR = 0.087, RMSEA = 0.727).

The chi-square goodness-of-fit statistic was significant, indicating that the model 
may fit the data, χ2(430) = 689, p = 0.05. As the chi-square statistic is sensitive to sample 
size, a discrepancy-based fit index may be used as the ratio of chi-square to degrees of 
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freedom (χ2/df). A χ2/df ratio value less than 5 has been suggested as indicating an 
acceptable fit between the hypothesised model and the sample data (MacCallum et al., 
1996). With a χ2/df ratio value of 1.6, the proposed model has an acceptable fit. The root 
mean square error of approximation (RMSEA) is 0.727, which is considered not accept-
able model fit (L. Hu & Bentler, 1999; Steiger, 2007). The value of Tucker-Lewis Index 
(TLI), also known as the Non-normed Fit Index (NNFI), was 0.83, and the value of the 
Comparative Fit Index (CFI) was 0.85; neither of these is higher than 0.95, which also 
indicates a poor fit of the model (L. Hu & Bentler, 1999; Steiger, 2007).

The reliability of the scales was also weaker than the original study, with coeffi-
cients ranging in the weak to moderate range (DeVellis, 2003; Nunnally, 1962). 
While it could be questioned whether the instrument should be used as a single 
measure of self-regulation, the validation of the tool was not our main concern in 
this study (Table 14.3).

Goal Orientation Scales

The GO survey analysis largely replicated previous findings, with good reliability of 
Cronbach alpha in the mastery goal orientation scale (MGO, α  =  0.83) and the 
performance- avoidance (PAO, α = 0.81) and lower than expected reliability for per-
formance orientation (PPO, α = 0.63) and weak reliability for fear goal orientation 
(FGO, α = 0.45). While the exploratory factor analysis generated four-factor model, 
items from the PPO and FGO scales were found to be more in line with MGO and 
PAO, which suggests that a deeper analysis should be carried out. For the purposes 
of this study, only FGO will be dropped (Table 14.4).

Table 14.3 Reliability measures of the various OSLQ scales using Cronbach alpha and factor 
correlations

OSLQ scale Cronbach alpha Mean Std deviation

Goal setting 0.79 (0.92) 19.5 3.74
Environmental structuring 0.78 (0.92) 16.1 3.05
Task strategies 0.68 (0.93) 12.1 3.54
Time management 0.68 (0.87) 10.3 2.78
Help seeking 0.64 (0.96) 13.1 3.54
Self-evaluation 0.74 (0.94) 13.8 3.52
OSLQ total 0.89 84.7 14.6

Table 14.4 Reliability measures of the various GO scales using Cronbach alpha and 
factor correlations

OSLQ scale Cronbach alpha Mean Std deviation

MGO 0.83 5.45 0.89
PAO 0.81 4.95 1.11
PPO 0.66 4.5 1.04
FGO 0.45 4.13 0.79
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A correlation analysis was conducted to better understand the patterns of rela-
tions between the OSLQ and GO surveys. Table 14.5 shows several significant cor-
relations between the subscales of the two instruments suggesting that goal 
orientations and particularly mastery and performance-avoidance may have impor-
tant role in determining study behaviours.

Goal setting (GS) in the OSLQ is the dimension with the highest correlation 
(r = 0.326) to mastery orientation (MGO) and help seeking (HS) the one with the 
lowest correlation (r  =  0.190). Performance-avoidance (PAO) and the same two 
scales (goal setting and help seeking) have the highest correlations.

Evaluation of LAD Components

For what concerns the LADs, 85% indicated that the visualisations provided were 
very useful (42%) or extremely useful (43%). Table 14.6 shows the overall ratings 
of the dashboard elements without accounting for the different scenarios. When 
these are kept into account, the MANOVA on the ratings in the 2 × 2 (benchmarking 
focus of dashboard – with levels self/other – and level of performance with levels 
over/under benchmarks) did not result in any significant difference or interaction 
effect; the only exception was the importance attributed to the item ‘seeing indica-
tors about how I learn/progress’. In both scenarios, when performance under the 
benchmark is shown, the variability of importance is inconsistently rated. Other 
items in which post hoc Tukey tests between pairs had significant differences 
(p < 0.05) are bolded in Table 14.6.

Evaluating Goal Settings After the Scenario

After being exposed to each scenario, students were asked to select and then rank 
the importance of goals/actions to be taken from their reading of the dashboards. 
Table 14.7 provides an overview of their choices. The statistical test using a one- 
way Friedman ANOVA is non-significant, meaning that there were no real differ-
ences in the course of actions to be taken in the various conditions; however the lack 
of a clear winner between these options may indicate a much more subtle difference 
between individuals and their preferences which should be investigated further. This 
may be supported by the fact that the total number of goal areas in scenario 2 (focus 
on self) indicates that students elect an average of three instead of two goals to work 
on when exposed to the underperforming scenario.

Evaluating Preferences and Personal Characteristics

The question about the relation between mediating personal characteristics and goal 
setting behaviour/preferences will require further investigation because of the com-
plexity of the relations, which do not follow a ‘linear’ pattern.
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Table 14.6 Importance attributed to different elements of the dashboard. Note bold elements 
report significant differences between scenarios in post hoc paired tests

Aspects of the dashboards rated by participants Mean SD

Seeing my overall grade 4.5 0.8
Seeing my areas in need of improvement highlighted on the dashboard 4.22 1
Seeing requirements for passing the course 4.21 1.02
Being able to access the content of the course where I have difficulties directly 
from the dashboard

4.18 0.99

Seeing indicators about the course activities that I completed 4.14 1
Receiving recommendations on what topics I need to cover next or which topics I 
should redo

4.09 1

Having my information broken down by topics covered by the course 4.06 0.96
Seeing my performance in comparison to my goals 3.98 1.02
Having a standard to compare my information to 3.97 1.06
Being able to contact the teacher through the dashboard 3.96 1.11
Receiving information that helps me plan my learning (e.g. estimated time needed 
for each lesson)

3.92 1.09

Seeing my performance in comparison to what maximum activities are possible in 
the course

3.89 1.09

Having an overview over my information from the beginning of the course up to 
the current week

3.89 0.98

Seeing indicators about how I learn/progress 3.86 1.11
Being able to set goals and edit them 3.84 1.14
Seeing my performance in comparison to my past performance 3.82 1.2
Receiving recommendations on how I could change my learning behaviour to learn 
more efficiently

3.81 1.14

Having a consistent use of colours 3.77 1.17
Having my goal at the top of the dashboard as a reminder of my motivation and 
objectives

3.75 1.17

Seeing my performance in comparison to the other students 3.66 1.28
Having explanations of how dashboard elements and information relate to each 
other

3.64 1.14

Having explanations of how information is calculated 3.61 1.19
Seeing the predictions of my learning behaviour by the end of the course 3.57 1.25
Having explanations of how the information is relevant to my learning 3.57 1.12
Having explanations on the scales according to which this information is displayed 3.57 1.07
Having explanations of how the information is relevant to my goal 3.52 1.11

What is obvious from the analysis in the previous sections is that there is enough 
variance in choices and self-reported inventories to make it worthwhile, but nothing 
obvious emerges from the analysis so far; therefore another study will be required 
to investigate this further.
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Table 14.7 Summary of the mean ranks and standard deviations for the stated preferences of 
learning goals to take after being exposed to the scenarios

Benchmark Self
Over Under Over Under

Amount of effort 1.71 (0.97) 1.97 (0.97) 2.16 (1.08) 1.79 (0.96)

Participation 3.09 (1.35) 2.7 (1.35) 2.76 (1.21) 2.87 (1.22)

Peer interaction and help seeking 3.07 (1.39) 3.31 (1.39) 2.78 (1.31) 3.18 (1.52)

Set performance targets 2.56 (1.28) 2.5 (1.28) 2.43 (1.26) 2.5 (1.16)

Set work plans 2.39 (1.31) 2.31 (1.31) 2.24 (1.08) 2.29 (1.25)

Focus/prioritise 1.83 (0.84) 1.86 (0.84) 1.82 (1.03) 2.18 (1.09)

3.1.4  Discussion

Questioning the validity and reliability of the instruments used remains an impor-
tant aspect of the evaluation process as too often in the fields of LA, EDM and learn-
ing technologies, practitioners take the tools for granted based on citations/
prevalence and fail to scrutinise the quality and effectiveness of the questionnaires 
they use. In this case the validation of the tools used was only partial, with weak 
support for the OSLQ (with over 400 publications associated with it) and the GO 
inventory (which despite strong theoretical basis seems to require further refine-
ments in the items). This implies that the interpretation should be cautious, and 
using Schön’s words ‘when practitioners accept and try to use the academy’s eso-
teric knowledge they are apt to discover that its appropriation alienates then from 
their own understandings, engendering a loss of their sense of competence and con-
trol’ (Schön, 1992, p. 120).

From the pragmatic point of view, there are two key findings from this study: (1) 
there are little differences in preferences via the importance rankings in situations in 
which the students are placed in different experimental conditions which manipu-
late the views and focus of the dashboard elements based on comparisons with self 
or others whether they underperform or not; and (2) there is a reasonable spread in 
preferences; this supports the idea that one size does not fit all (Gašević et al., 2016; 
Teasley, 2017) and that therefore a deeper understanding of students’ characteristics 
and preferences is more important than ever if we want to move from statistical 
models of recommendations to a more effective personalisation of learning.

This highlights a need to study more the interaction between preferences and 
designs and/or enable the end-users to customise what to focus on. It also suggests 
that the tools used to classify personal characteristics may not be reliable enough or 
sensitive enough to be able to identify clear trends.

From the learning progression perspective and the dashboard design, the ques-
tion of why is grade so important to students remains unchallenged, and using refer-
ences to performance benchmarks seems to have a complex effect (Carless, 2019; 
Lipnevich & Smith, 2008). This will be further explored in the study done in 
the school.
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3.2  Adoption of LADs in a Secondary School

St Andrew’s Cathedral School (SACS) is a comprehensive coeducational indepen-
dent day school of 1500 students in the heart of Sydney. It is well known for its 
innovative approach to education and a vision ‘to inspire students to be passionate, 
creative learners who engage with Christian values and fully develop their gifts and 
abilities in order to serve in the world’ (SACS mission and vision).

Since 2016, the Deputy Head of School began a change process of data-driven 
school improvement, engaging stakeholders, data analytics development, resourc-
ing and policy development – initially, a rudimental dashboard in MS Excel which 
used slicers to filter the data and conditional formatting to highlight changes to 
identify students who were struggling. This partly automated the data extraction 
from the school’s admin systems and enabled to quickly adopt and further develop 
dashboards that are now used by all stakeholders, including academic and pastoral 
leaders, teachers and students.

Together with the development of the dashboards, appropriate business pro-
cesses were put in place to leverage on the product and support users to interpret 
and reflect on the data as a routine process. While the initial focus was on the 
education provider for tracking and monitoring, it became apparent that given 
the strong correlation between a student’s behaviour and their achievement, the 
dashboard should be built primarily for students rather than the teachers. This 
approach particularly aligns with several examples in the literature (Jivet et al., 
2017, 2018, 2020; Lim et al., 2019; Sedrakyan et al., 2020), especially in the 
way dashboards should be student focused in terms of setting and tracking goal 
achievement and students should be included in dashboard design to consider 
their goals and self-regulated learning skills and in doing so scaffold the devel-
opment of data literacy skills.

This study fits into this agenda and provided a formal opportunity for student to 
express their preferences and opinions about the current dashboard design.

3.2.1  Methodology

Performance and behavioural data are routinely collected by the school and stored 
in a data warehouse. These include assessment data, absences, merit scores, number 
of infringements and some psychometrics, including a socio-emotional scale man-
aged by an external provider (People Diagnostix) based on Seligman’s PERMA 
model (Seligman, 2018).

Data for this study was collected in February 2021 (coinciding with the ‘Review 
Day’, which is conducted annually) and focused on the perceived effectiveness of 
specific dashboard features and students’ preferences. For this study the focus was 
on students in Years 8–11 (ages between 13 and 18). Students are provided access 
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to their dashboards beforehand, and they are asked to reflect on past performance 
and set some goals for the new academic year. Students select goals for three of their 
courses, and they are also given stickers to remind themselves of the goals selected. 
A survey was given to students on the day so that they could also provide some 
feedback on the features of the dashboards after they accessed the dashboards and 
worked through their goal setting with their coaches.

The structure of the survey is similar to the section of the survey in the study with 
higher education students focusing on the aspects of the dashboard that they deemed 
important, so that a clear parallel could be drawn out.

The current dashboard design is shown in Appendix 2 and contains tracking 
information about overall performance against both personal goals (for the concept 
of personal best, see Martin) and compared against class scores.

3.2.2  Results: Evaluating the Characteristics of the Dashboards

After receiving the invitation, 237 students submitted responses in the online sur-
vey. There were a proportion of 69% males and 31% females across Years 8 to 11, 
including the International Baccalaureate courses (Year 8, 31.7%; Year 9, 44%; Year 
10, 15.2%; and Year 11, 8.9%).

The distribution of preferences is provided in Table 14.8 according to the year. The 
detailed view in Table 14.9 provides an overview of the top three ranked items by 
importance; this highlights a shift of attention from the grades/performance to a more 
goal-oriented approach focusing on progress and track record of performance.

No statistical difference was observed in ratings between genders, but there is an 
observable difference in the ratings of importance of different elements of the dash-
board across years which has been simplified by converting the ratings into ranks 
(Table 14.9).

The most interesting aspect of this analysis is a gradual shift of focus of impor-
tance from grades to progress, tracking against own goals and focusing on future 
areas of development.

This pattern is quite interesting as in later years grades are weighted more in the 
calculation of the ATAR (Australian Tertiary Admission Rank), which is a number 
(rank) commonly used by universities admissions to select students.

While many students in qualitative comments praised the dashboard for showing 
current performance and trends, there were several students pointing out the value 
in helping them to direct their goal setting activity and tracking against those goals: 
‘Looking at my attainment for my prior years and goals would be the most useful 
because I can reflect on my grades, I can see what I have to improve on, you can see 
the target and the student goal and I find that useful because it shows where I want 
to be and what level I want to be at’ (male student, Year 9).
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Table 14.8 Importance attributed to different elements of the dashboard across different years/
forms. Note that IB stands for International Baccalaureate, which is different from the 
normal year 11

Aspects of the dashboards rated by 
participants

Form

Mean
Std 
deviation 8 9 10 11 11IB

Seeing my overall grades/marks 4.28 0.955 4.27 4.37 4.09 3.79 4.33
Seeing indicators about my progress 4.12 0.906 3.88 4.28 4.06 4.07 4.5
Having my goals in the dashboard as a 
reminder of my motivation and objective:

3.55 1.2 3.66 3.56 3.66 2.86 3.17

Seeing my performance in comparison to 
other students

3 1.34 3.01 3.08 2.91 2.64 3

Seeing my performance in comparison to 
my past performance

4.13 1.02 4.14 4.22 3.94 3.57 4.33

Seeing my performance in comparison to 
my own goals

4 0.992 3.84 4.19 4.14 3.5 4.5

Identifying areas for improvement from the 
dashboard

3.87 1.06 3.86 3.87 3.94 3.57 4.67

Seeing predictions of my MYP Grades, IB 
Diploma Grades or HSC Bands

3.31 1.19 3.33 3.3 3.23 3.36 4

Having targets to compare my progress to 3.8 1.02 3.78 3.83 3.69 3.43 4.67
Having explanations of how dashboard 
elements relate to each other

3.2 1.1 3.1 3.3 3.34 2.57 3.5

Having explanations of how the dashboard 
information is calculated

3.13 1.23 2.97 3.28 3.06 2.86 3.83

Having explanations of how the dashboard 
information is relevant to my goals

3.41 1.08 3.47 3.48 3.14 3 4.17

Having explanations of how the dashboard 
information is relevant to my learning;

3.46 1.06 3.55 3.51 3.4 2.71 4

Having explanations on the scales according 
to which this Information is displayed

3.56 1.1 3.59 3.64 3.26 3.36 4.17

Having a consistent use of colours 3.15 1.33 3.1 3.3 2.77 2.71 3.83
Being able to set goals and change them 3.82 1.07 3.96 3.82 3.71 3.43 3.83
Selecting skills on how I could change my 
learning behaviour to learn more efficiency;

3.86 1.08 4.11 3.88 3.6 3.36 3.67

Table 14.9 Focus ranking of importance attributed to different elements of the dashboard across 
different years/forms

Aspects of the dashboards rated by participants
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3.2.3  Discussion

This study explored students’ preferences for specific dashboard elements in a simi-
lar way to what was done with the study in higher education.

The key observation emerging from the qualitative comments was a general 
appreciation of the dashboard, with the ability provided to track progress over 
time, against own performance and against class performance. The design of the 
dashboard enables students to gauge their trajectories at the point in time (usually 
at the Review Day) and reflect on what they should do next. This is timely and 
convenient and provides an excellent starting point to work with their coaches to 
refine the goals for the new starting term, get a reminder or refocus the previously 
stated goals and provide detailed information about what they should or could do 
to improve.

One aspect which will require further analysis is the clear sense of changing 
perspective over time. Students’ attribution of importance to different elements of 
the dashboard could be an indicator of personal growth (which would be a demon-
stration of achievement of the school mission), but most importantly, it shows the 
impact of a dashboard design which is flexible enough to accommodate focused 
analysis/views of the data which reflects on students’ needs.

The idea of the dashboard being a tool supporting tracking of progress and 
enabling students to reflect upon and reformulate their goals over time is a powerful 
outcome of the implementation.

These, however, raise more questions about the way in which the dashboard design 
either aids or constrains the goal setting process: is the continuous benchmarking 
against self and others working as a motivator to achieve better results, or is it becom-
ing a burden? What type and level of goals are set? Those that are ‘easier’ to achieve 
or more difficult, ‘stretch’ targets, which enable to optimise performance?

4  Overall Evaluation and Future Directions

This chapter provided a unique perspective of dashboards evaluations through the 
lenses of (1) a research study in higher education which focused on the evaluation 
of what students find important in a dashboard under different scenarios and consid-
ering personal characteristics in terms of self-regulation (measured via Barnard’s 
OSLQ) and goal orientation and (2) a practitioner’s driven evaluation of a dash-
board implementation.

The core common thread is the statements used to evaluate dashboard’s features 
as well as constant conversations occurring between the practitioners and managers 
in the school setting and the academic providing them with insights from the extant 
literature on learning analytics and dashboards.
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Table 14.10 Comparison of average ranking of importance of dashboard elements across the 
two studies

statements about the dashboard rank_HE rank_School
Seeing my overall grade 1 1
Seeing my areas in need of improvement highlighted on the dashboard 2 7
Seeing requirements for passing the course 3
Being able to access the content of the course where I have difficulties directly from the dashboard 4
Seeing indicators about the course activities that I completed 5
Receiving recommendations on what topics I need to cover next or which topics I should redo 6
Having my information broken down by topics covered by the course. 7
Seeing my performance in comparison to my goals 8 6
Having a standard to compare my information to 9 9
Being able to contact the teacher through the dashboard 10
Receiving information that helps me plan my learning (e.g. estimated time need for each lesson) 11
Seeing my performance in comparison to what is maximum activities possible in the course 12
Having an overview over my information from the beginning of the course up to the current week. 13
Seeing indicators about how I learn/progress 14 2
Being able to set goals and edit them 15 16
Seeing my performance in comparison to my past performance 16 5
Receiving recommendations on how I could change my learning behaviour to learn more efficiently 17
Having a consistent use of colours. 18 15
Having my goal at the top of the dashboard as a reminder of my motivation and objectives 19
Seeing my performance in comparison to the other students 20 4
Having explanations of how dashboard elements and information relate to each other 21 10
Having explanations of how information is calculated 22 11
Seeing the predictions of my learning behaviour by the end of the course 23 8
Having explanations of how the information is relevant to my learning 24 13
Having explanations on the scales according to which this information is displayed 25 14
Having explanations of how the information is relevant to my goal 26 12
Having my goals in the dashboard as a reminder of my motivation and objectives  3
Selecting skills on how I could change my learning behaviour to learn more efficiently  17

The parallels between the two streams of work provide several insights. As 
shown in Table 14.10, ranking of the importance of different dashboard elements 
by students is quite different suggesting a number of interpretations. Given that 
the dashboard designs of the scenarios of the HE study and the secondary school 
study are different, a direct comparison is not possible, but it is possible to abstract 
to the level of building blocks of the design and how well these have been ren-
dered in the dashboards. As already observed in the focused school table 
(Table 14.9) with a shift of focus from performance to action, the evaluation of 
dashboard elements by students in HE, apart from the focus on the grade, seems 
to be more focused on what the dashboard can help them with in terms of course 
requirements, expectations and general references to ‘how they are doing’. This is 
not surprising as in the school context students are heavily scaffolded and the 
dashboard provides an opportunity to have a high-level, coherent view of progres-
sion, while students in HE are missing the same level of support and guidance and 
seek these aspect in the dashboard.

In both studies qualitative comments relayed the importance of a visual aid to 
make sense of the data available and stressed the value of dashboards in helping 
them learn; this is well established in the literature (Lim et  al., 2019; Pardo 
et al., 2016).
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In line with the co-participation studies, students also welcomed the possibility 
to have a say in how the dashboards are developed and keenly provided feedback 
but had less to say about what could be improved in these dashboards. This lends 
support to the implementation of co-design strategies (Dollinger et  al., 2019; 
Dollinger & Lodge, 2019; Prieto-Alvarez et al., 2018).

There is also little doubt that students perceived the dashboard generally useful in 
(1) helping them track their progress more explicitly and (2) making them more aware 
and willing to engage with goal setting. In both cases the information displayed was 
deemed important to track both performance and targets but also provide an opportu-
nity to reflect on areas of improvement and generate new goals/targets.

There are three areas in which the two studies pointed to:

 – More work needed in the selection and evaluation of self-reported measures in 
relation to goal orientation and self-regulation

 – More work needed to understand preferences in relation to design elements
 – More work required to personalise the focus of the dashboard but raising the 

question whether giving students (in school) exactly what they want only helps 
them to get into confirmation bias and contributing to the overall tracking and 
improvement agenda

Finally, while the dashboard may display helpful information to tackle goal set-
ting and directed action, we must acknowledge the great added value of students’ 
conversations with coaches, which offer a great pastoral support in the secondary 
school setting, but also recognise that this approach may not be scalable for HE. As 
a consequence, more work is needed to better understand what are the key features 
that may help to partly automate and scale the process. Similar issues have been 
observed elsewhere in relation to feedback provision and the problems to imple-
ment effective data-driven processes (Ferguson & Clow, 2017; Liu et  al., 2017; 
Vigentini et al., 2020).

While the chapter provides some useful insight in the design and evaluation, 
another aspect to keep in mind is the two-sided coin of experimental studies 
which have little bearing on real situations and the less-than-systematic approach 
implemented by practitioners focusing on the evaluation rather than theory. We 
hope that the comparison of the two contexts provided some balance in this 
equation and acknowledge that more work is needed to explore the implementa-
tion and use of LADs for learning, especially when moving from the lab to the 
school setting.
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 Appendixes

 Appendix 1

Goal orientation scales.

Scalea Item

MGO I often read materials related to my courses to improve my abilities
MGO I work hard in my studies because I really like to learn new things
MGO I enjoy the challenge of learning new or difficult things
MGO In my courses, I enjoy challenging tasks where I’ll learn new skills
MGO I want to learn as much as possible from my teachers
MGO My goal is to learn as much as possible from my courses
PAO I want to do well in my courses to show my ability to my family, friends, advisors or 

others
PAO I enjoy when my classmates look up to me for help in my course
PAO I enjoy showing my skills to others in my courses
PAO My goal is to get a better grade than most of the students in my courses
PAO I am striving to demonstrate my ability relative to others in my courses
PAO I am motivated by the thought of outperforming my peers in my courses
PPO I’m afraid that if I ask my instructor a ‘dumb’ question, they might not think I’m very 

smart
PPO I select courses that require the least amount of effort
PPO Sometimes I wish my courses were not graded
PPO Avoiding a show of low ability is more important to me than learning a new skill
PPO I often think to myself, ‘what if I do badly in my studies?’
PPO I just want to avoid doing poorly in my courses
FGO I am prepared to work hard to achieve my goals
FGO If I underperform, it is usually because the course is too hard
FGO I would do anything to get a good grade, even if I have to cheat
FGO In order to perform well in my courses, I rely on my peers to help me
FGO I am very self-focused when it comes to preparing for my exams
FGO I am confident to perform well even if I have not prepared enough for my exams

aMGO mastery goal orientation, PAO performance-avoidance orientation, PPO per-
formance orientation, FGO fear goal orientation
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 Appendix 2

Dashboard designs with focus on comparison of achievement and benchmarking 
with others’ performance over (top panel) or under (bottom) the rest of the class.
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 Appendix 3

Dashboard designs with focus on comparison of achievement and benchmarking 
with self-performance over (top panel) or under (bottom) the rest of the class.
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 Appendix 4

Statements about the elements of the dashboard

id Statements for the HE study id Statements for the school study

Q5_1 Seeing my overall grade Q5_1 Seeing my overall grades/marks
Q5_2 Seeing indicators about the course 

activities that I completed
Q5_3 Seeing indicators about how I learn/

progress
Q5_3 Seeing indicators about my progress

Q5_4 Seeing requirements for passing the 
course

Q5_5 Having my goal at the top of the 
dashboard as a reminder of my 
motivation and objectives

Q5_6 Seeing my performance in 
comparison to what is maximum 
activities possible in the course
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id Statements for the HE study id Statements for the school study

Q5_7 Seeing my performance in 
comparison to the other students

Q5_7 Seeing my performance in comparison 
to other students

Q5_8 Seeing my performance in 
comparison to my past performance

Q5_8 Seeing my performance in comparison 
to my past performance

Q5_9 Seeing my performance in 
comparison to my goals

Q5_9 Seeing my performance in comparison 
to my own goals

Q5_10 Seeing my areas in need of 
improvement highlighted on the 
dashboard

Q5_10 Identifying areas for improvement from 
the dashboard

Q5_11 Seeing the predictions of my 
learning behaviour by the end of the 
course

Q5_11 Seeing predictions of my MYP Grades, 
IB Diploma Grades or HSC Bands

Q5_12 Having a standard to compare my 
information to

Q5_12 Having targets to compare my progress 
to

Q5_13 Having explanations of how 
dashboard elements and 
information relate to each other

Q5_13 Having explanations of how dashboard 
elements relate to each other

Q5_14 Having explanations of how 
information is calculated

Q5_14 Having explanations of how the 
dashboard information is calculated

Q5_15 Having explanations of how the 
information is relevant to my goal

Q5_15 Having explanations of how the 
dashboard information is relevant to my 
goals

Q5_16 Having explanations of how the 
information is relevant to my 
learning

Q5_16 Having explanations of how the 
dashboard information is relevant to my 
learning

Q5_17 Having explanations on the scales 
according to which this information 
is displayed

Q5_17 Having explanations on the scales 
according to which this information is 
displayed (eg GPA scales, effort scales, 
behaviour scales etc)

Q5_18 Having an overview over my 
information from the beginning of 
the course up to the current week.

Q5_19 Having my information broken 
down by topics covered by the 
course.

Q5_20 Having a consistent use of colours. Q5_20 Having a consistent use of colours
Q5_21 Being able to set goals and edit 

them
Q5_21 Being able to set goals and change them

Q5_22 Being able to access the content of 
the course where I have difficulties 
directly from the dashboard

Q5_23 Receiving information that helps 
me plan my learning (e.g. estimated 
time need for each lesson)

Q5_24 Receiving recommendations on 
how I could change my learning 
behaviour to learn more efficiently
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id Statements for the HE study id Statements for the school study

Q5_25 Receiving recommendations on 
what topics I need to cover next or 
which topics I should redo

Q5_26 Being able to contact the teacher 
through the dashboard

Q5_30 Having my goals in the dashboard as a 
reminder of my motivation and 
objectives

Q5_31 Selecting skills on how I could change 
my learning behaviour to learn more 
efficiently

qual_01 Is there a particular aspect of the 
dashboard that you find very useful and 
why?

qual_02 Points - Is there a particular aspect of 
the dashboard that you find very useful 
and why?

qual_03 Feedback – Is there a particular aspect 
of the dashboard that you find very 
useful and why?

qual_04 Is there anything missing from the 
dashboard or you would like to see 
improved?

qual_05 Points – Is there anything missing from 
the dashboard or you would like to see 
improved?

qual_06 Feedback - Is there anything missing 
from the dashboard or you would like to 
see improved?

 Appendix 5

SACS 2020 Student Dashboard using Microsoft Power BI
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Chapter 15
“We Know What You Were Doing”

Understanding Learners’ Concerns Regarding 
Learning Analytics and Visualization Practices in 
Learning Management Systems

Johanna Velander, Nuno Otero, Teresa Cerratto Pargman, 
and Marcelo Milrad

1  Introduction

Potential benefits from the use of learning analytics (from now on – LA) in educa-
tional settings have been examined in several studies (Viberg et al., 2018), such as 
improving students’ learning outcomes through personalised feedback (Lim et al., 
2020) as well as supporting their learning process (Jivet et al., 2020). Although ethi-
cal issues of LA systems have been increasingly researched in recent years (Slade 
& Prinsloo, 2013; Drachsler & Greller, 2016; Slade et al., 2019; Ferguson, 2019; 
Jones, 2019), little is still known about how such issues play out in educational 
practice (Cerratto Pargman & McGrath, 2021a). In particular, studies on students’ 
awareness of data collection, data usage at their institution, and how students’ 
awareness impacts the acceptance of the use of student data in LA contexts are not 
yet commonplace in LA (Cerratto Pargman & McGrath, 2021b).

Most HEIs have adopted LMS to facilitate online learning. As such, students 
can access their course material, submit and gain feedback on assignments and 
coursework, and access forums that enable online collaboration. COVID-19 has 
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significantly sped up the uptake of online learning; such a fast-paced move has 
imposed challenges to educational institutions. As a result of this fast-paced tran-
sition, there is a risk that common perceptions regarding online learning as infe-
rior to face-to-face learning are reinforced (Hodges et al., 2020). However, the 
increased use of LMS in education has facilitated research in the area, which can 
further inform online learning. LMSs collect data about both student academic 
performance and student interaction with the system, which can be analyzed and 
used in the LA system to, for example, inform students on how they are perform-
ing, promote reflection, provide personalized learning paths, and enable early 
intervention when students are at risk of failing. However, LA incorporating pre-
dictive analytics (PA) with features such as personalized learning paths is at a very 
early stage of adoption in Europe. Few HEIs have defined strategies or official 
policies for using LA (Tsai et al., 2020). A recent publication (Apiola et al., 2019) 
presenting case studies examining the use of data gathered by existing LMSs has 
stated concrete benefits of digital learning, such as identifying students at risk of 
dropping out and providing individual learning paths for students based on their 
learning styles as well as being helpful for teachers’ development of pedagogical 
models (Apiola et al., p. 631). The accuracy of these outcomes, however, is depen-
dent on rich data sets. The challenge in acquiring the richness of data that is 
needed for LA to become accurate and valuable and at the same time build and 
foster trust between the stakeholders is nontrivial. Supporting the building of data 
richness requires efforts involving the data collecting entity, the institution, and 
the students since data about learning activities relies on students’ active 
involvement.

It is therefore essential to understand the students’ attitudes about their data 
being collected and used by the HEI before embarking on larger-scale implementa-
tions that might (1) not cater to students needs and expectations and (2) might raise 
concerns about ethical issues including privacy, methods used to analyze the data, 
and motivations for using the data potentially resulting in damaging the trust that 
students have in their HEIs. The remainder of the chapter goes as follows; we first 
give a brief overview of previous research focused on HEI’s data collection prac-
tices related to LA. We then outline our research questions and explain and motivate 
the methodology applied. We finish the chapter by presenting the results of our 
efforts, discussing potential implications for using data in LA dashboards. After 
highlighting the limitations of our work and suggestions for future research, we 
conclude by discussing the implications of our findings concerning the design of 
LA dashboards.

2  Theoretical Background

In this section, we first present relevant research efforts contributing to the under-
standing of ethical issues/challenges in LA, focusing on students’ perceptions and 
attitudes towards data collection and data usage in LA practices.
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2.1  Learning Analytics: Potential Benefits and Hurdles

Previous research in this field has found that both students and staff see potential 
benefits with LA, such as improving the learning and teaching process and learning 
outcomes in higher education (Howell et al., 2018; Klein et al., 2019). However, for 
the potential to be harnessed and translated into tools that are accepted and adopted 
by its intended users, developers and researchers need to involve stakeholders such 
as students and teachers in the research contributing to informing and influencing 
the design and development of LA systems (Knight et  al., 2016; Roberts et  al., 
2017; Klein et al., 2019; Slade et al., 2019). The discussion on ethical issues has 
highlighted the risk of leaving students vulnerable to unintended LA systems out-
comes since the technological advancement is often so fast that it outpaces that of 
regulatory and institutional frameworks (Prinsloo & Slade, 2015).

Students have expressed concerns about how data presented in LA can poten-
tially lead to self-fulfilling prophecies and preconceptions about students’ underper-
formance (Arnold & Sclater, 2017; Jones, 2019). Similarly, academic advisors have 
raised concerns that student access to predictive measures should only be allowed 
with an advisor present to help interpret the predictive scores and mitigate such 
effects as self-fulfilling prophecies (Jones, 2019).

Several identified hurdles to overcome are related to “lack of trustworthy techno-
logical infrastructure, misalignment between LA tool capabilities and user needs, 
and the existence of ethical concerns about the data, visualizations, and algorithms 
that underlie LA tools” (Klein et al., 2019, p. 1). Increasing access to data has also 
triggered a discussion on whether it is morally justifiable not to use this data to pro-
vide more effective and relevant support for all students (Prinsloo & Slade, 2015). 
However, this complex issue requires close attention to benefits and harms related 
to particular institutional, disciplinary, and geopolitical contexts (Prinsloo & 
Slade, 2017).

Institutions often adopt a paternalistic approach to justify the data collection 
and information practices (Connelly, 2000; Prinsloo & Slade, 2015; Rubel & 
Jones, 2016; Jones, 2019). Students are often unaware of what data is being col-
lected and why, and this could potentially undermine the foundational principles 
that frame LA systems’ development (Beattie et al., 2014; Roberts et al., 2017; 
Jones, 2019). Although several studies confirm students’ willingness to share their 
data with their HEI (Slade et al., 2019; Tsai et al., 2020; Velander, 2020), the ques-
tions formulated to express consent regarding data collection are often asked in 
general terms not concerning the use in specific contexts. Additionally, the pri-
vacy paradox often mentioned in data collection contexts is also true in learning 
analytics: the phenomenon where users claim to be protective of their data but act 
contrary to this claim. Students express a willingness to have information regard-
ing data collection and also to have some control over their data (Ifenthaler & 
Schumacher, 2016); however, they rarely engage in information about institu-
tional data handling policies provided by the institution (Slade et al.,  2019; Tsai 
et al.,  2020; Velander, 2020).
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Slade et al. (2019) discuss how students can be given more control of their data 
where transparency of data collection and the data’s uses is especially highlighted. 
This could contribute to students feeling more involved and can move “learning 
analytics forward from a one-way institutional voice-over on student’s learning 
journeys” (Slade et al., 2019, p. 9).

Learning analytics dashboards (LADs) used in HE has the potential to support 
both students and teachers in the learning and teaching process (Jivet et al., 2020). 
This potential is documented in several studies; however, seldom realized in practi-
cal implementations of LA (Viberg et al., 2018; Cerratto Pargman & McGrath, 2021).

Through data collected about learners, dashboard visualizations can make learn-
ers reflect on their learning and gain an enhanced awareness of their learning perfor-
mance. Through these dashboards, the data is put into a context to enable students 
to make sense of the data. In their recent study, Jivet et al. (2020) found that stu-
dents, through interacting with LA dashboard mock-ups, value features that provide 
some transparency and allow opening or at least allowing a peek into the black box. 
The provision of information on how indicators are calculated, along with motiva-
tions as to why the features are relevant, for example, was especially appreciated 
when students were trying to master a goal (Jivet et al., 2020, p. 9).

Despite many studies highlighting the absence of empirical research involving 
stakeholders such as students and teachers, the area remains sparsely investigated. 
Students’ involvement in decisions about LA has been recommended by many 
(Slade & Prinsloo, 2013; Ifenthaler & Schumacher, 2016; Roberts et al., 2017) as a 
general ethical principle but is rarely promoted. Not considering students’ percep-
tions in the decision-making process may pose challenges to learning analytics sys-
tems (Beattie et al., 2014). Klein et al. (2019) report reasons for the low adoption of 
LA, such as “lack of reliable technological infrastructure, misalignment between 
LA tool capabilities and user needs, and the existence of ethical concerns about the 
data, visualizations, and algorithms that underlie LA tools” (Klein et al., 2019, p. 1). 
Our study contributes to the area by investigating stakeholders’ reflections on the 
actual use of their data in concrete LA contexts. As such, it increases our under-
standing of the importance of involving stakeholders early on in the design process 
of LA. Our results also reveal several benefits and risks that students identify when 
faced with the data on the LA dashboard. These results are important for under-
standing stakeholders’ expectations of the particular use of their data and revealing 
tensions that arise when considering the risks and benefits of the uses of their data. 
Summarizing, these results further highlight the importance of the involvement of 
stakeholders to avoid unintended consequences from the use of their data.

3  Research Questions

This work aims to investigate students’ present understanding and awareness of data 
collection ongoing at their HEI. More specifically, our efforts were set to answer the 
following questions:
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RQ1: How do students understand emerging learning analytics practices in learn-
ing management systems?

RQ2: What are the students’ ethical stances when raising awareness of these prac-
tices through data visualization?

4  Initial Study: Understanding Students’ Awareness 
and Attitudes of Data Collection at Their HEI

To answer our first research question – How do students understand emerging 
learning analytics practices in learning management systems? – we conducted 
a survey-based study. Before conducting a deployment study, the rationale was 
to understand students’ attitudes to and awareness of the data collection at their 
HEI. The questionnaire created for the survey study also asked students to rate 
values vital to them in data collection practices. The values under consideration 
in the questionnaire were predetermined and based on values suggested by 
Friedman et al. (2008). Understanding what values are important to stakehold-
ers can help identify values considered in the technology design. Lastly, we 
wanted to know how students engage with policy documentation regarding the 
institution’s data collection. More specifically, the questionnaire consisted of 21 
questions, including both open- ended and closed questions. The questionnaire 
opened with questions on demographics, followed by questions regarding online 
data collection, after which students were asked to rate the importance of differ-
ent values related to data collection. The questionnaire then explored students’ 
awareness of data collection and data collection practices at their HEI. The 
questionnaire can be found in its entirety here: https://doi.org/10.6084/
m9.figshare.13347695.v1.

In line with previous studies (Slade et al., 2019), we found that a majority, 70%, 
of students were not at all or just a little bit worried about online data collection. 
They were even less concerned about the data collection when the HEI is the entity 
collecting the data; here, as many as 80% were not at all or just a little bit worried. 
32.5% were aware of what data is being collected about them by the HEI, and it is 
of little surprise then that we find that only 22.5% had engaged in privacy policy 
documentation provided by the HEI. Interestingly, there was a large difference in 
both students’ awareness of data collected by the university and the policy docu-
mentation engagement. 57.1% of LNU respondents claimed to be aware of the uni-
versity’s data collection, whereas this figure for SU was only 19.2%. We found a 
similar pattern examining the proportions of students engaging in policy documen-
tation where 43% from LNU had read these while only 11.5% of respondents 
from SU had.
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4.1  Values Students Appreciate Concerning Online 
Data Collection

The questionnaire presented students with eight different values to rate accord-
ing to their importance in a data collection context. This section describes these 
values and illustrates those that students appreciate most. The values that could 
be rated by the students were ownership, management and storage, privacy (who 
has access), privacy (who has control), bias, trust, autonomy, and informed con-
sent. As can be seen in Fig. 15.1, the values of trust and privacy control (who has 
control of the data) were rated as most important by the students (76.9% rated 
these values as very important), followed by management and storage, privacy 
access (who has access), and informed consent (61.5% rated these as very 
important). The least important value seemed to be autonomy, with only 23.1% 
rating this as very important, followed by bias with 30.8% rating this as very 
important. As privacy and trust values that respondents rated very high, these 
values play an essential role in determining how accepting they are to share 
their data.

To sum up the results from this survey, we find that students seem very 
relaxed towards online data collection, mainly if the HEI carries this out. 
Students value privacy, trust, and informed consent highly regarding online data 
collection.

Fig. 15.1 Values stacked bar plot, all responses showing how students rate different values (val-
ues, y-axis; percentage, x-axis). Responses according to Likert scale where 1 indicates not at all 
important, 2 a bit important, 3 quite important, and 4 very important
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5  Deployment of Analytics Dashboard: Raising Awareness 
of Data Collection

With the insights from the initial study, we set out to understand how and if stu-
dents’ attitudes towards data collection practices at their HEI change with an 
increased awareness of the current data collection taking place. This was done 
through a deployment study that is described in more detail in this section.

The deployment study carried out involved:

• The development and deployment of a student-facing analytics dashboard illus-
trating to students the data currently being collected about them by the LMS at 
their HEI. The LA dashboard for students (hereafter referred to as the analytics 
dashboard) was developed for the LMS Moodle. This customized analytics dash-
board aimed to promote students’ awareness of the LMS data by visualizing data 
that the LMS collects about them in different graphs on the dashboard.

• A few weeks after deploying the analytics dashboard, we asked participants to 
answer questions posed in the initial study but also extended the scope address-
ing issues connected to the actual technological deployment done by asking stu-
dents to give their thoughts on risks and benefits as well as their attitudes towards 
the specific LA examples graphing their data on the analytics dashboard.

5.1  Dashboard Visualizations

Initially, an analysis of the data collected by the LMS was conducted. There is 
a large amount of student data available through Moodle’s APIs and from using 
custom- made SQL queries. The data is at present unused for analytical pur-
poses. Different stakeholders are exposed to different amounts of data; for 
example, students can only access their grades on assignments and resources 
provided by teachers and other staff members. As such, students are often 
unaware of the data tagged by the LMS they use. The data collected can be 
broadly categorized into performance data, which details students’ performance 
on tasks, assignments, and their grades, and events data which details students’ 
interaction with the system. The events data reveals how active students are by 
logging, for example, what resources they engage with, from what type of 
device and IP address they access the system, and timestamps for each of these 
events. An example of a custom SQL query to retrieve the origin for a student 
with a particular user id attending a certain course indicated by the course id 
from the standard-log would look like this:

\$DB->get_records_sql('SELECT l.origin, COUNT(*) as count
FROM m_logstore_standard_log
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WHERE l.courseid = :courseid AND l.userid = :userid
GROUP BY l.origin ORDER BY count DESC',
['courseid' => \$credentials->courseId,
'userid' => \$credentials->userId]);

A more detailed description of the type of data that was chosen to be visualized 
follows in the following sections; we also provide images of the visualizations that 
were in the end implemented on the analytics dashboard. Here we present them in 
three categories, performance, geolocation, and events data.

Student Performance Data Usually, the Moodle course page presents students 
with their assignment grades feedback page in a grade and written feedback. 
However, there was no way for students to know how they performed related to 
other students in the same course. Therefore, we decided to display assignment 
results on the analytics dashboard presented in two different ways, as can be seen 
in Fig. 15.2, where all students’ results for an assignment were presented in a bar 
chart (anonymously where the authenticated students’ result is highlighted), and 
another in Fig. 15.3, where the students’ result could be compared with the course 
average.

Student Geolocation Data The likely controversial collection of the IP address 
was used on the analytics dashboard as in Fig. 15.4. The geographical locations 
from where the student logged in to the course were plotted on a map together with 
the time of last access and the number of times the student had logged in from that 
geographical location.

Fig. 15.2 Student performance data comparing the authenticated students’ assignment results 
with all students in the cohort
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Fig. 15.3 Student performance data comparing the authenticated students’ assignment results 
with the course average

Fig. 15.4 Student geolocation data plotted on Google map and access details, times accessed, and 
last date of access
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Fig. 15.5 Doughnut chart of the top ten course activities/events accessed by the student

Fig. 15.6 Line chart of the course activities/events accessed by the student over time

Student Engagement Data The data trail of the authenticated student is logged 
as events in the database. The system logs when a student visits or accesses any 
events or resources like a breadcrumb trail of their online behavior. The dashboard 
 comprised a doughnut chart showing the ten events the student has visited most 
frequently to visualize their online behavior for the course, as in Fig. 15.5. It also 
contained a chart plotting the visited events over time, as in Fig. 15.6.

The dashboard’s visualizations were reviewed by an expert in “information 
visualization and visual analytics.” After adjustments based on this heuristic eval-
uation, the three main areas were followed. It resulted in an analytics dashboard 
containing the graphs, as can be seen in Figs. 15.2–6; it can also be viewed in 
more detail by provided screenshots (https://doi.org/10.6084/m9.figshare. 
13366052.v1).

The data collected by the LMS was in this way presented on the analytics dash-
board to raise students’ awareness of the data the LMS collects about them. A 
description of the technical implementation of plugins for the LMS Moodle is 
required to achieve the dashboard graphs as presented above.
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5.2  Technical Implementation

This section describes the technical implementation of the analytics dashboard and 
details the plugin structure and integration with the Moodle codebase; we also pro-
vide access to source code. Moodle1 is an open-source LMS, and the codebase is 
provided as open-source software under the GNU General Public License.2 There 
was no existing plugin that could satisfy the specific requirements of this study; 
therefore, to visualize the student data collected by Moodle, it was deemed that a 
modern web development framework could assist in creating a rich user experience 
and provide a clear delineation between the various subsystems of the plugin. In 
practical terms, this meant it was necessary to divide the overall plugin into three 
separate Moodle plugins.

Each plugin was written in PHP and was installed in the Moodle LMS according 
to the standard plugin installation workflow. The first of these plugins, the Moodle 
Web Service Plugin (MWSP), was responsible for handling HTTP requests from 
the Angular web app, the Angular Dashboard (AD). This plugin created a secure 
REST API that exposed the student data via HTTP responses containing a JavaScript 
Object Notation (JSON) response body. The other two plugins (Dashboard Block 
Plugin and Analytics Dashboard Report) were both responsible for serving the 
Angular web app in different views within the Moodle course pages.

The sequence diagram depicted in Fig.  15.7 represents the steps required to 
extract and present the authenticated student with their Moodle data. To simplify the 
plugin development and deployment, a microservices-like architecture (Fowler & 
Lewis, 2014) was adopted. By evaluating the plugin’s main components, it was 
determined that three main areas were naturally separate and thus could be 
modularized.

Moodle APIs and custom SQL queries were implemented in the plugin (web 
service plugin) to extract the necessary data for use in the plugin that visualized the 
data (the Angular web app) using the ngx-charts3 charting library. Authentication is 
provided to generate an OTP (one-time passcode) token and embed the Angular 
web app into the Moodle course performing on Moodle’s authentication; it is pos-
sible to generate the OTP code without having to perform expensive user authenti-
cation calls. The code for the Moodle Analytics Dashboard Report plugin has been 
made available and can be found in https://github.com/jojjovelander/
analytics_dashboard, and screenshots from the dashboard are provided in https://
doi.org/10.6084/m9.figshare.13366052.v1

1 https://moodle.org
2 https://docs.moodle.org/dev/License
3 https://swimlane.github.io/ngx-charts/#/ngx-charts/bar-vertical
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Fig. 15.7 Sequence diagram for the analytics dashboard plugin(s)

5.3  Questionnaire: Understanding the Impact of Awareness

In this section, we describe the design of the questionnaire presented to students 
following their use of the analytics plugin. The questionnaire was designed to inves-
tigate students’ perceptions of data collection after having had access to the Moodle 
analytics course plugin; hence it attempts to answer our second research question – 
What are the students’ ethical stances when raising awareness of these practices via 
data visualization? Specifically, students were asked about general attitudes and 
acceptance to data collection at their HEIs, followed by more detailed questions 
relating to three examples from the Moodle analytics dashboard, including risk- 
benefit evaluations of each instance. For example, a question regarding students’ 
general attitude to data collection by the university was posed at the start of the 
questionnaire. This specific question and a follow-up question to motivate the 
answer have been reused from Khalil (2018) to allow for further comparison given 
the different geographical locations: “How comfortable are you with the university 
collecting data regarding your studies and online engagement to improve the effec-
tiveness of our services and support to you?” and the follow-up question “Why do 
you feel this way?”. To investigate students’ attitudes to specific examples of the use 
of their data as in the analytics dashboard, the following questions were asked: 
“Would you feel comfortable if this information was made available on your course 
pages on Moodle?”, “Would you be worried about how this data might be used?”, 
and “Would you be worried about who could access this data?”. These answers 
were provided by selecting an option from a Likert scale from “not at all worried 
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(1)” to “very worried (4)” with a fifth option of “not sure (5).” Open questions then 
asked students to suggest risks and benefits they could think of in connection with 
this data being collected and used.

For more details, the post-intervention questionnaire can be found in its entirety 
here: https://doi.org/10.6084/m9.figshare.13347752.v1. The data analysis included 
descriptive statistics for quantitative data collection and thematic analysis for the 
qualitative data.

5.4  Results

What follows are the results from the study. The analytics plugin was tested and 
ready for deployment relatively late in the spring semester of 2020; therefore, the 
educational technology department helped identify three summer courses using 
online learning at LNU. Students registered for these courses had access to the ana-
lytics plugin for 2  weeks and were then presented with the post-intervention 
questionnaire.

5.4.1  General Descriptive Information

Three hundred eighty-one students attending three summer courses at the Faculty of 
Technology, LNU, had access to the analytics plugin. After nearly 2 weeks of entry, 
they were presented with the questionnaire. Twenty-one students responded with 
complete questionnaires (response rate of about 6%), and what follows are the 
results. A majority of the respondents, 85.0% (17), were undergraduate students, 
and 15.0% (3) were postgraduate students. 66.7% (14) identified as male and 33.3% 
(7) as female.

5.4.2  Acceptance and Trust

This questionnaire opens with a general question regarding data collection at the 
HEI and is taken from a questionnaire (Khalil, 2018) and used in a study by Slade 
et al. (2019). “How comfortable are you with the university collecting data regard-
ing your studies and online engagement to improve the effectiveness of our services 
and support to you?” 88.5% of respondents to our survey are either entirely or very 
comfortable with this. A question asking why the respondents were feeling this way 
followed, and here 15 out of the 21 respondents mentioned trust as the motivating 
factor for this. From the respondents’ comments, we see that the said trust is placed 
in both the university and the rules and regulations students assume the university 
must follow. “... I assume since it is a university that it would have strong policies 
about not selling my information. But it is just an assumption!!” and “It is often 
obligatory to consent to be able to complete registration in a system. The context is 
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also of importance. In a studying context, there are often regulations that need to be 
adhered to. As a private person, I trust there is a certain discipline in a society where 
laws are followed; therefore, I am quite comfortable with data collection by the 
university.” This latter comment also reveals the feeling that the option of consent is 
limited and even required. The results are in line with the results from the previous 
study carried out by Slade et  al. (2019); they find 79% of the respondents to be 
entirely or very comfortable with this data collection, and they also refer to the high 
number of respondents stating trust is the most important reason for them feeling 
this way.

5.4.3  Preferred Methods for Information About Data Collection

Students were then asked to indicate how they would like to be informed about the 
data collection; this question was also adopted from the questionnaire by 
Khalil (2018).

How do you think you should be informed about the uses of your data to support your study 
experience?

As illustrated in Fig. 15.8, 33.3% indicate that they wanted the information as part 
of the initial registration, 28.6% as part of every (module) registration, and 4.8% as 
regular posts on a forum in Moodle and 14.3% wanted to receive regular emails, 
9.5% after initial registration as part of registration documentation, and 9.5% via 
existing policy documents. These results are in line with results from the study by 
Slade et al. (2019) where the authors also mention that this is in “stark contrast with 
the very low percentage of respondents who had read and engaged with the terms of 
service of online service providers” (Slade et al., 2019, p. 241).

Fig. 15.8 How to be informed illustrates the answers to how students would prefer to be informed 
about the university’s uses of the data collected
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5.4.4  Students’ Reflections on the Performance Data 
on the Analytics Dashboard

Presented with questions related to performance data, specifically asking how 
they felt about having the visualizations as in Fig. 15.2 available on the analyt-
ics dashboard, 52.4% were either worried or very worried about who could 
access this data, and 20% were concerned about how the data was used. This is 
a notable increase compared to how comfortable they were sharing their data 
when asked how they felt about data collection by the HEI in general. Somewhat 
surprisingly, 47.1% of respondents claimed to be unaware of this kind of data 
being collected about them. A majority (71%) expected to be informed about 
collecting this data; the rest indicated that they were not sure. Notably, none of 
the respondents said that they don’t want to be informed. A majority also want 
to be provided with the option of giving consent to this data being collected, 
stored, and used.

5.4.5  Risk-Benefit Evaluation on the Performance Data 
on the Analytics Dashboard

Students could see many benefits in this data being used in LA contexts, such as 
understanding how they perform compared to their peers, assessing the complex-
ity of tasks, and allowing teachers to understand and improve course tasks. One 
student identified the possibility of early intervention: “In this case, one can fol-
low up on, e.g., students and see a diverging performance, which allows for, at an 
early stage, one [sic] can catch those students and help them. The data can also be 
used to evaluate and discuss potential measures for respective courses.” 
Simultaneously, the students voiced concerns about being discouraged if they see 
that they perform worse than others and the risk of being identified hence their 
anonymity being compromised. This, in turn, had consequences; one student 
mentioned the risk of discrimination and polarization of groups, and another cap-
tures a concern that several students mention, that of an altered atmosphere in the 
cohort: “Fundamentally I think that everything concerning academic results 
should be anonymous, you should, of course, be able to see how a student is per-
forming for a collected end result, but only teachers should have access rights to 
this. Otherwise, there is a risk of discrimination against those that are not doing so 
well. Favourisation [sic] of those that are doing well and increased individual 
stress because of the competition like a situation that will emerge, between stu-
dents.” The increased competitive atmosphere, the risk of compromised anonym-
ity, and the risk of discrimination/favoritism are risks students identify with 
comparing their results with other students in the cohort. However, no names are 
provided in the chart.
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5.4.6  Students’ Reflections on the Geolocation Data 
on the Analytics Dashboard

66.7% were quite or very worried about who could access this data and 42.9% about 
how it could be used. Here we observed an even more notable change compared to 
the result gained when students were asked how comfortable they were with the 
HEI data collection in general. 85.7% wanted to be informed about this kind of data 
being collected about them, and also 85.7% expected to be asked to give informed 
consent for this data to be collected, used, and stored.

5.4.7  Risk-Benefit Evaluation on the Geolocation Data 
on the Analytics Dashboard

Only seven students chose to comment on the benefits they could identify with 
using this data in LA; out of these, three say that they can see no benefits, their com-
ments being “No clue,” “None,” and similar. Only one student gave a possible ben-
eficial use of this data: “Only the number of logins could be used to understand how 
active students are,” indicating that the geolocation is superfluous, and the interest-
ing statistics would be the number of times the student authenticates and accesses 
the course. Six respondents chose to comment on the risks with remarks all in the 
same vein, “Breakage of privacy since this is an online course it should not matter,” 
“my position should be confidential,” “1984!”, and “If this data is leaked there are 
more significant problems, it will be official when I have been away and where.”

5.4.8  Students’ Reflections on the Events Data  
on the Analytics Dashboard 

None of the respondents indicated that they were very worried about how this data 
might be used and only 9.5% indicated that they are quite worried. A large majority, 
85.7% indicated that they were either a bit worried or not at all worried. Similarly 
most respondents 81% were either just a bit worried or not at all worried about who 
might be able to access this data. Only 19% of respondents were aware of this kind 
of data being collected about them. Although concerns over access and use of this 
data was low, 66.7% still wanted to be informed about this data being collected and 
76.2% wanted to be asked to give informed consent.

5.4.9  Risk-Benefit Evaluation on the Events Data 
on theAnalytics Dashboard

Seven students offered suggestions as to what potential benefits they identified 
with this kind of data collection. Five of these mentioned evaluations of either the 
course events or the functions that are helpful or interesting and not. One 
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respondent suggested that it might be “beneficial for the teachers to see where it 
is important to invest time.” Two other students mention that it can help “follow 
levels of engagement” and “It is useful to see if I [sic] am missing anything to get 
update [sic] on.” Six students commented on the risks of event data, four of which 
stated “none” or “nothing comes to mind.” Really only two students identified 
possible risks, which were somewhat ambiguous or difficult to understand; they 
were “There are certain risk [sic] and could easily be translated for personal 
behaviors deviation against the others...” and “It is visible which courses you have 
visited, if you have visited completed courses that you have missed people can see 
that you have been there a lot.”

6  Discussion

We first observe students’ discrepant views on how their educational institutions 
should handle student data from the results obtained. This is particularly tangible at 
the level of students’ perception of data privacy and informed consent. Here we 
unpack such a general observation by discussing (i) the inherent trust of the students 
in their institutions, (ii) the impact of the dashboards on the students’ increment of 
awareness of (and interest in) the transparent institutional management of student 
data, (ii) the need for transparency in current institutional data management prac-
tices, (iv) the reliance in meta information for more transparent algorithmic-based 
analytics practices on students’ data, and (v) the importance of data in context to 
assess the acceptance of data usage.

6.1  Students’ Trust, Privacy Paradox, and Informed 
Consent Dilemma

The students’ responses confirm previous research indicating that student aware-
ness of data collection practices at their HEI is often low. Very few students 
engage with their HEI’s personal data policy documents (Slade et al., 2019; Tsai 
et  al., 2020; Velander, 2020). We also observe that the participating students 
appreciate being informed about collecting their data, and they express their needs 
regarding being in control over their digital traces on institutional LMS. As such, 
the students’ responses reflect conflicting opinions regarding data ownership that 
echoes the privacy paradox outlined by Barth and De Jong (2017). Such a paradox 
explains the dichotomy between privacy attitudes and actual online behavior 
(Barth & De Jong, 2017). Such a paradox is more concretely reflected in what the 
students say about data privacy and what they do in practice (Adorjan & 
Ricciardelli, 2019). In the case studies, the students are, on the one hand, not very 
worried about the data collection and express their trust in their educational 
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institutions. However, on the other hand, an overwhelming majority of students 
want to be informed about what LMS data is being collected. The students also 
expect to be asked for informed consent regarding data capturing and analysis 
from their digital traces. In this vein, we understand that the students’ trust in their 
educational institutions contributes to the lack of students’ engagement in policy 
documentation and information regarding data collection at the HEI, leading to 
students’ low awareness of current data collection practices at their educational 
institutions. Furthermore, the privacy paradox mentioned above is reflected in 
what we call the informed consent dilemma. Such a dilemma underscores the 
students’ expressed interest in asking for permission regarding their digital traces 
for institutional purposes while saying no need to engage with the institutions’ 
documents and policies about student data.

6.2  Impact of the Dashboard on the Students’ Data Awareness 
and Their Relation with the Institutional Request 
for Informed Consent

The informed consent dilemma becomes more salient when presenting the stu-
dents with visualizations of their data in the LMS’s dashboards. Here an over-
whelming majority of students wanted to be informed about their collected data 
and said they expected being asked to give informed consent. However, the stu-
dents expressed their needs to be asked for consent as part of the initial course 
(module) registration process. As informed consent is a context-sensitive legal 
practice, asking the students in general terms at the course registration does not 
play the ethical and legal role expected from the consent forms. Furthermore, 
other problems with being informed during the registration process have been 
identified by Tsai et al. (2020). These authors point out that the students’ priority 
to complete course enrollment impacted their interest in engaging with informa-
tion about student data collection practices (Tsai et  al., 2020, p.  237). In this 
respect, the results obtained may indicate, as previously noted in Velander (2020), 
“that the information about the data collection would be presented once, hence 
should the data collected be changed, be aggregated or used for purposes other 
than those stated in the initial information then students might still be unaware or 
not informed about this” (Velander, p. 66). This also points out that the data col-
lected would be unclear, and communication regarding the student data collected 
was challenging to understand. The students need to be informed about time 
points. The purposes of managing their data without needing to deal with lengthy 
documentation add complexity to the ethical and legal management of student 
data in higher education.
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6.3  The Need for Transparency in Current Institutional 
Management Practices

Based on our results, we argue that nurturing trust is an essential responsibility for 
the institution to handle given the unequal power relationship between students and 
institutions (Slade & Prinsloo, 2013). Fostering trust requires methods to provide 
students with clear insights into the black box of data management, facilitating stu-
dents’ awareness and understanding of what data and methods have been applied 
and are behind the outcomes of learning/predictive analytics. Previous studies by 
Ifenthaler & Schumacher (2016) have discussed this point in terms of dashboard 
design and contextual integrity, which are extended by our empirical results. Our 
study emerges that the specific context in which the data is accessed and represented 
(visualized) is of utmost importance to communicate to ensure transparency in stu-
dent data management processes. As such, asking general questions regarding data 
collection that are not adequately situated/linked to the places (i.e., information 
fields) where the data is captured for further use in LA at HEI is nonsense and 
potentially does not comply with ethical and legal considerations regarding informed 
consent. Considering the potential of dashboards for presenting information leading 
to student awareness, reflection, and action, a future challenge is to identify the 
relevant methods for involving students in transparent data management practices. 
This would facilitate student autonomy since a transparent use of data and the inher-
ent analytics would ensure that the algorithmic outcomes complement the user’s 
decision-making processes.

6.4  Towards Transparency and Explainability 
of Algorithmic- Based Analytics Practices on Student Data

The reliance on relevant and available data that different machine learning algo-
rithms depend on for accuracy is a complex issue considering the different extent of 
engagement with LMS; hence, the student data’s availability depends on, for exam-
ple, online and blended learning. Students and advisors have already pointed out the 
risks of unintended effects such as self-fulfilling prophecy and reliance on inaccu-
rate or insufficient data for making predictions. In future efforts to account for 
effects like these, we see a potential for investigating the feasibility of providing 
students with an estimated accuracy of predictions based on the amount of data the 
algorithm had access to and the importance of that data in terms of providing an 
accurate forecast. Another way to mitigate suspicion of the accuracy of data and 
methods used to arrive at conclusions by machine learning models is to provide 
transparency by opening the black box. The use of black box machine learning can 
lead to not justifiable, legitimate decisions (Arrieta et  al., 2020). LA especially 
using PA relies on machine learning models. These models are black-boxed, but 
using different methods, they can be considered transparent if by themselves they 
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are understandable to their users (Arrieta et al., 2020, p. 88). While there are meth-
ods to achieve this through simulatability, decomposability, and algorithmic trans-
parency (Arrieta et al., 2020. p. 90), these do not apply to more complex models 
using deep learning which rely on post hoc analysis where model simplification or 
feature relevance techniques are often needed to be able to allow transparency 
(Arrieta et al., 2020, p. 90). Providing transparency and explainability to machine 
learning models requires careful consideration during the model design and imple-
mentation. Although there might be a tradeoff between the performance and the 
transparency, the fact that humans are reticent to adopt techniques that aren’t readily 
interpretable and trustworthy (Zhu et al., 2018; Arrieta et al., 2020) would make this 
effort meaningful in LA, where stakeholders rely on interaction with the AI system 
and hence require these systems to be understandable (Alonso & Casalino, 2019) to 
feel confident to rely on and be able to interpret and evaluate the information 
provided.

6.5  Importance of Data in Context for Assessing Acceptance 
Towards Data Usage

The general questions regarding attitudes towards data collection, specifically by 
the HEIs, revealed a very accepting attitude both in the initial and deployment stud-
ies. However, students seem to be increasingly worried about who can access the 
data once presented with the data in a learning context on the analytics dashboard. 
When reflecting on their data used in specific learning contexts, students identify 
many benefits and risks with using the data. We believe these risks and benefits have 
to be evaluated based on values that students regard as important.

More than 50% of students participating in our study claim to be worried about 
who can have access to their performance data. The risk-benefit evaluation indicates 
that students are concerned about sharing their performance results with others 
since this could be demotivating for students that are not performing so well. The 
risk of biases, added stress, and promoting a competitive atmosphere was also men-
tioned as detrimental. A recent study by Jivet et al. (2020) where students rate fea-
tures supporting self-regulating learning on a LA dashboard reveals that students 
prefer performance metrics where their results are related and compared to their 
past performance and goals rather than with other students’ performance (Jivet 
et al., 2020). Based on these findings, the need for this kind of metric on a student- 
facing dashboard can therefore be questioned. Our study, however, reveals that stu-
dents see more benefits when this data is accessible for teachers where it can help 
evaluate the course and the complexity of tasks. Slade and colleagues also find that 
“respondents are saying that they care much less about what is collected and more 
about who sees that information” (Slade et al., 2019).

Students’ reflections on the collection of the geolocation data indicate a clear 
reluctance to both sharing and using this data. Since our study is limited to 
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evaluating the acceptance of data collection and the use of the data, it does not care-
fully consider how accepting students would be if this data was used to benefit 
them. Since acceptance seems to be related to the perceived usefulness or motive of 
using data, this should be further examined. Ifenthaler & Schumacher, for example, 
find that users are more willing to share data if the LA system provided rich and 
meaningful information (Ifenthaler & Schumacher, 2016).

6.6  Summarizing the Findings Related to Our 
Research Questions

To sum up, our findings related to each RQ are presented here. Related to RQ1, 
results from our initial study reveal that students are largely unaware of the data 
collection and use of data. They seldom engage with the privacy policy documenta-
tion provided by the institution, and when asked in general, they are very accepting 
towards the institution collecting and using their data. This might be due to their 
trust in the institution and the laws and regulations that these have to adhere to. 
When asked, few respondents provide thoughts on how data can be used to improve 
teaching and learning.

Considering RQ2, we find that students’ ethical stance somewhat changes once 
they have seen the use of their data on the LA dashboard. They are especially con-
cerned about who can access the data. A vast majority want to be informed about 
this data collection and expect to give informed consent for the data to be collected 
and used. Students also elaborate on the risks and benefits that they see with the use 
of the data. This reveals tensions of data use that need to be considered. For exam-
ple, while students can see the benefits of comparing performance between students 
to inform them on how they are doing, this can also have a demotivating effect if one 
doesn’t perform well.

7  Limitations and Current and Future Work

We believe that our contribution to this book showed the complexity of addressing 
ethical issues concerning the implementation and use of LAs in LMS from a learn-
ers’ perspective. The qualitative results presented enable us to envision the need for 
larger-scale studies exploring the potential of quantitative approaches. More specifi-
cally, soon, we plan to extend the sample sizes to apply more robust statistical anal-
yses and expand the investigations across different HEIs using different teaching 
methods such as online and blended learning. Nevertheless, the sample used in our 
studies includes students from two universities studying at both undergraduate and 
postgraduate levels. It offers a good insight into students’ awareness and percep-
tions of data-driven practices.
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We are also limiting the scope to include data-driven practices and students as 
stakeholders. Given the range of stakeholders affected by learning analytics and 
data-driven practices, we are also planning to have teachers and staff such as educa-
tional technologists in the LA dashboards and supporting systems. As an example 
of current ongoing work, an initial effort to further our understanding of how the 
university approaches ethical issues in technologies such as LMS, we presented our 
findings to the educational technologists at LNU.  Ten educational technologists 
attended the session, and the presentation was followed by a spontaneous discussion 
where it was mentioned that ethical aspects in technologies and how to approach 
them were something that they seldom got together to discuss or know enough 
about. Preliminary findings suggest that the university is collecting the data but is 
not using it unless there is a need to verify something. At the moment, the stakehold-
ers participating were not sure about the implications of gathering all this data – 
“who owns this data?” was asked. Nevertheless, suggestions of how the data could 
be used were made, such as providing teachers with a better overview and under-
standing of how students perform.

This explorative study included results from a pre-study having different partici-
pants than the main deployment study. To properly assess individual changes of 
attitudes, we see the potential of conducting a pre-post intervention study involving 
the same participants observing these individual changes in attitudes. We are there-
fore planning on extending the deployment to include pre and post questionnaires 
and examining data logs to observe user behavior in terms of the extent to which the 
dashboard is used and whether the awareness of data collection practices alters user 
behavior interacting with the LMS.

Finally, we want to mention that our study did not carefully consider how the 
data visualizations could help the students in their learning; this would be a natural 
next step in the endeavor to understand and empirically examine the putative bene-
fits of dashboards. Involving stakeholders in designing features to improve the 
learning process and outcomes will be a necessary step in the overall design cycle. 
As we noted, providing the expected information and ensuring consent and privacy 
so that students will engage with systems implemented is a complex process.

8  Conclusions

This chapter reports on student awareness and attitudes of the collection and use of 
student data in HEI. The findings reveal several aspects of data handling that can be 
important to consider in designing and planning student-facing dashboards.

Decision-Making Based on Particularized Information
First, we want to draw attention to the unreliability in concluding acceptance of data 
collection and usage based on generalized questions. When designing and planning 
dashboards, it is of utmost importance to investigate the acceptance of the data in 
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the intended context to avoid unintended consequences and not overestimate stu-
dents’ acceptance of the data used in particular situations.

Main Identified Challenges
We identify several challenges in providing students with the levels of detail about 
data collection that they expect. Students’ trust in the institutions leads to lower 
levels of engagement in policies and information regarding data practices, although 
they express an evident willingness and expectation to be informed and asked for 
consent concerning their data being collected and used. Combined with our findings 
that indicate that data collection processes and data usage are highly related to the 
context of its use and with whom such data is shared, we propose methods resonat-
ing with HCLA (Human-Centered Learning Analytics) as proposed by Ochoa and 
Wise (Ochoa and Wise, 2021) bringing students into (1) design and conceptualiza-
tion process and (2) transparency in order to facilitate trust in the system.

Recommendations Concerning LA Dashboard Design Based on Identified 
Challenges
Allow students insight into what data is used, how it is used, and why it is used in 
different dashboard features. This information presented in connection with the spe-
cific use of data should be easily digestible. By presenting the information in the 
explicit context of its use, the amount of information will be reduced and more eas-
ily understood, thus avoiding students to (a) proactively search for policy docu-
ments, (b) read long texts that are difficult to digest and relate to a specific use of 
data, and (c) be suspicious of data, methods, and motives used. Considering meth-
ods promoting transparency and explainability in AI methods used in LA dash-
boards will enable its users to understand, trust, and make informed decisions based 
on these predictions.

Involve stakeholders in the design process of LA dashboards. Not only is the 
input from stakeholders valuable at the evaluation stage but of great value through-
out from early on in the conceptualization phase. Co-design methods such as VSD 
can help organize and ensure stakeholders’ input is considered throughout.
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Chapter 16
Teachers’ Perspectives on the Promises, 
Needs and Challenges of Learning 
Analytics Dashboards: Insights 
from Institutions Offering Blended 
and Distance Learning

Rogers Kaliisa, Anna Gillespie, Christothea Herodotou, Anders Kluge, 
and Bart Rienties

1  Introduction

In the last 10 years, technological advancements have led to a strong interest in 
analysing students’ learning behaviour data by means of learning analytics (LA), 
with the aim of supporting teachers and students with informed and timely feed-
back. LA has been broadly conceptualised as “the measurement, collection, analy-
sis and reporting of data about learners and their contexts, for purposes of 
understanding and optimising learning and the environments in which it occurs” 
(Siemens & Long, 2011, p.  34). LA is further defined as “the use of static and 
dynamic information about learners and learning environments, assessing, eliciting 
and analysing it for real time modelling, prediction and optimization of learning 
processes, learning environments as well as educational decision making” (Ifenthaler 
& Gibson, 2020, p. 4).

A key assumption is that learners and teachers will carefully use the information 
provided by LA to help them monitor, reflect on and regulate the learning process 

R. Kaliisa · A. Kluge 
Department of Education, University of Oslo, Oslo, Norway
e-mail: rogers.kaliisa@iped.uio.no; anders.kluge@iped.uio.no 

A. Gillespie 
Faculty of Wellbeing, Education and Languages Studies, The Open University,  
Milton Keynes, UK
e-mail: anna.gillespie@open.ac.uk 

C. Herodotou · B. Rienties (*) 
Institute of Educational Technology, The Open University, Milton Keynes, UK
e-mail: christothea.herodotou@open.ac.uk; bart.rienties@open.ac.uk

© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2021
M. Sahin, D. Ifenthaler (eds.), Visualizations and Dashboards for Learning 
Analytics, Advances in Analytics for Learning and Teaching, 
https://doi.org/10.1007/978-3-030-81222-5_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-81222-5_16&domain=pdf
mailto:rogers.kaliisa@iped.uio.no
mailto:anders.kluge@iped.uio.no
mailto:anna.gillespie@open.ac.uk
mailto:christothea.herodotou@open.ac.uk
mailto:bart.rienties@open.ac.uk
https://doi.org/10.1007/978-3-030-81222-5_16#DOI


352

(Bodily & Verbert, 2017). Following these assumptions, part of the research effort 
in LA has been devoted to developing approaches and tools to present LA feedback 
to teachers and students. One approach has been the development of dashboards, 
which are presented in different learning environments (Bodily et al., 2018; Jivet 
et al., 2018), such as learning management systems (LMS) and personal learning 
environments (e.g. microblogging tools).

Borrowing from data and web analytics in other domains, LA dashboards 
aggregate indicators of student activity and learning from one or more sources, 
using one or more visualisations (Schwendimann et  al., 2016; Verbert et  al., 
2013). If provided in appropriate and timely ways, such visualisations can be 
used by teachers to inform their current and future teaching practices (e.g. to 
check how students have used course materials), while students can use them as 
tools to support self- regulation (e.g. checking their progress against the required 
course activities) (Sedrakyan et al., 2020). Many dashboards are used to support 
teachers in terms of obtaining a better overview of course activities, reflecting 
on their teaching practice and tracking the progress of students and identifying 
those who require specific attention (Rienties et al., 2018). Using such insights 
allows formative and summative feedback that can support teachers and stu-
dents in making data-informed learning and teaching decisions (Ifenthaler 
et al., 2018).

Despite the substantial number of LA visualisation tools and dashboards pro-
posed so far, their adoption in authentic practice is still limited (Rienties et  al., 
2018); this represents a yet-unsolved challenge in the field of LA. Moreover, to the 
best of our knowledge, despite the attention devoted to the issue, a critical analysis 
of the state of the art of the research on teachers’ perspectives regarding the needs 
for and barriers to using LA dashboards in everyday teaching practice has not yet 
been carried out. Since LA dashboards are used by teachers (along with other stake-
holders, including students and administrators), the acceptance of the tools is key. 
Thus, there is a need to explore why there is (in some cases) reluctance from teach-
ers to fully adopt LA dashboards as a tool to support teaching (Herodotou et al., 
2017, 2019a, b; Herodotou et al., 2020a).

The purpose of this chapter is to contribute to the shortcomings in terms of exist-
ing LA dashboards and the literature (e.g. the lack of a clear understanding of teach-
ers’ preferences for LA dashboards). We achieve this through discussing relevant 
literature as well as presenting two unique case studies, The Open University (OU) 
in the UK and the University of Oslo (UiO) in Norway, which have different 
approaches and are at different stages of LA dashboard development and implemen-
tation. The remainder of the chapter is structured as follows: The next section pro-
vides a brief discussion of the current research on dashboards and visualisations for 
LA. This is followed by a brief description of the two case studies and, thereafter, a 
discussion of the key lessons and implications for research and practice arising from 
these two case studies and the existing literature.
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1.1  Relevant Research on LA Dashboards

Considerable work has explored the potential use of LA dashboards in educational 
environments to support teachers, students and other education stakeholders (e.g. 
Bodily & Verbert, 2017), as also indicated in this book in Chapters 1 and 27 [to be 
added by the editor]. Foundation works on the use of LA dashboards revealed that 
they have the potential to be used as support tools for teachers to gain a better over-
view of course activities (Munzner, 2014; Herodotou et al., 2017, 2019b, 2020b) 
and students’ social activities (e.g. student-student interactions) (Bakharia & 
Dawson, 2011). Teachers can also use LA dashboards to reflect on their teaching 
practice (Klerkx et al., 2017) and, in some cases, to identify underperforming stu-
dents, which allows timely interventions by teachers (Verbert et al., 2013; Sun et al., 
2019). One initially prominent LA dashboard example is Purdue University’s 
Course Signals, which uses the power of LA to allow teachers to provide real-time 
feedback to students. By using data collected by the institution and by instructional 
tools, it identifies students who are falling behind and is able to warn them about any 
problematic areas. The findings from the implementation of the Course Signals sys-
tem showed an improvement in the success of first- and second-year students, as 
well as in the overall university results (Arnold & Pistilli, 2012). More recently, 
Raclet and Silvestre (2020) introduced Git4School, a dashboard for teachers that 
offers visualisations based on data extracted from students’ online repositories and 
temporal contextual information. The findings from the evaluation of the LA dash-
board revealed that teachers were able to make timely decisions during planned 
interventions as specified by a learning design.

Meanwhile, some critical voices have raised concern about LA dashboards. 
According to Sawyer (2014), most research on LA dashboards lacks both theoreti-
cal support from recent advancements in the learning sciences and an evidence- 
informed foundation for choosing the data. He argued that the lack of theoretical 
orientation is, therefore, not effective in assisting, observing and assessing learning 
processes to identify the feedback needs of teachers. Consequently, instead of sup-
porting timely and accurate decisions, LA dashboards might result in inaccurate 
decisions being made by teachers. Similarly, Jivet et al. (2018) conducted a system-
atic review of 26 papers that described various LA dashboards. The authors con-
cluded that very few LA dashboard designs and evaluations took into account 
theoretical perspectives (e.g. rooted in the learning sciences), a finding similar to 
that of Kaliisa et al. (2021a), who also noted that the connection between LA dash-
boards and pedagogical approaches remains uncertain, which affects teachers’ 
attempts to use dashboards in meaningful ways.

Addressing the lack of uptake by teachers, Holstein et al. (2017) noted that the 
kind of data illustrated by LA dashboards does not usually align with teachers’ 
needs, since they are often not consulted as part of the design process. In other 
words, even though using LA dashboards could be intuitively attractive, their effec-
tiveness may depend on the degree to which the intended users (e.g. teachers) are 
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involved in co-designing them (Echeverria et  al., 2018). Kaliisa et  al. (2021a) 
recently highlighted the same concern in their review of existing LA frameworks 
and tools. The authors concluded that if LA adoption by teachers is to be realised, 
teachers need to be at the centre of the design process since they are the engine of 
innovation in education. Furthermore, recent research on the effectiveness of LA 
dashboards highlights that formal validation (i.e. whether the visualisations fulfil 
their intended purpose, such as improving teachers’ decision-making processes) is 
limited, which makes their adoption challenging (Ferguson et  al., 2016). 
Schwendimann et al. (2016) noted in their systematic review of 55 studies on LA 
dashboards that 58% of studies contained no evaluation of the LA dashboards 
regarding efficient teaching. Other concerns have focused on the ethical use of 
information, with some teachers calling for a more open dialogue regarding the use 
of students’ data (Kollom et al., 2021).

In the following section, we present two case studies of institutions that are using 
LA dashboards and highlight past and ongoing studies in relation to LA dashboards 
and teachers’ perspectives toward them. The two cases provide examples of how to 
deal with some of the challenges highlighted in existing LA dashboard research 
(e.g. the lack of teacher involvement in co-designing dashboards). In line with Yin 
(2009), a case study is undertaken to examine the characteristics of a single indi-
vidual unit (recognising its individuality and uniqueness, e.g. a student, a group or 
an organisation). Aligning with Yin (2009), the two case studies investigate the phe-
nomenon of LA dashboard design and use by teachers in authentic teaching and 
learning contexts.

2  Case Studies

2.1  Case Study 1: The Open University, UK – Early 
Alert Indicators

The OU is a distance learning university. Most of the OU’s students (both full- and 
part-time) study from home, with some postgraduate research students based in the 
campus in Milton Keynes. Many students juggle home responsibilities and employ-
ment with their studies. The OU is one of the largest universities in the UK with 
over 170,000 students. Teachers at the OU are predominantly part-time and are 
responsible for teaching both undergraduate and postgraduate modules across four 
faculties, and many have professional working roles outside of the university. In 
2021, 3880 teachers were employed to lecture on undergraduate modules, and 497 
were teaching postgraduate modules.

The distance learning aspect of teaching and learning brings with it several chal-
lenges. Unlike face-to-face teaching, distance learning relies on various initiatives 
to maintain tutor-student contact, such as online tutorials, forums and regular email 
or telephone tutorials. The graduation rate at the OU is 25%, which is lower than 
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those of full-time face-to-face institutions (Herodotou et al., 2020a). Furthermore, 
some students choose to study individual modules to access other higher education 
institutions, rather than completing a full degree programme (this is particularly true 
for professional degrees, such as social work or nursing). There is no specific esti-
mation of the numbers of students who transfer to other institutions. Therefore, in 
this respect, the low retention figure is less surprising than might be expected.

The OU is one of many universities around the world that have developed the 
conceptualisation of LA dashboards (Rienties et  al., 2017, 2020). The OU has 
focused on the benefits of gathering LA data to support students through a peda-
gogically led LA approach (Rienties et al., 2017; Hlosta et al., 2017). It has seen the 
university-wide implementation of an LA dashboard with a specific focus on under-
graduate modules (Herodotou et al., 2020b). One of the most significant approaches 
taken by the OU is the critical analysis of its own practice to address what works 
well and what requires development (Ferguson et  al., 2016; Ferguson & Clow, 
2017; Rienties et al., 2020). This practice has led to a significant number of studies, 
the most recent of which are discussed below.

2.1.1  Early Alert Indicators: An LA Dashboard Visualisation Tool

The Early Alert Indicators (EAI) project was set up as a “test-and-learn” project to 
help the OU to identify how using an LA dashboard could support students on their 
learning journeys (Hlosta et al., 2017). The EAI LA dashboard is the result of bring-
ing together two systems: OU Analyse (OUA) with short-term or weekly predic-
tions and the Student Probability Model (SPM) with long-term predictions, both of 
which are discussed below. Two types of data are utilised for calculating predic-
tions: static data demographics, such as age, gender, previous education and geo-
graphic location, and dynamic data, such as a student’s activities in a virtual learning 
environment (VLE) (Herodotou et al., 2017) (see Figs. 16.1 and 16.2).

OU Analyse (OUA) is a predictive system, which makes short-term predictions 
of progress and can be used by teachers to identify those students who might be at 
risk of not submitting their next assignment, referred to in the OU as a Tutor Marked 
Assignment (TMA). It provides manageable data in the form of visualisations to 
interested parties (e.g. teachers and administrators) on a weekly basis throughout 
the module. As shown in Figs. 16.3 and 16.4, it uses a traffic light system to identify 
at-risk students as follows:

• Red identifies students at risk of non-submission or of failing the next assign-
ment (TMA).

• Amber identifies those students who are likely to submit their next assignment 
but with a mark within the grade range of 40–54.

• Green identifies those students who are likely to submit their next assignment 
and gain a pass of 55 or above.

The Student Probability Model (SPM) produces a longer-term prediction of 
whether a student will reach specific learning milestones. It provides a percentage 
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Fig. 16.1 VLE data indicating the average activity in the VLE (brown trend line) of all students on 
a module compared with the average of students’ from the previous year (blue trend line). The 
columns indicate the average assignment mark (brown) compared with the student average in the 
previous module year (blue)

Fig. 16.2 Data specific to an individual student and their activity in the VLE (brown) compared to 
the average for students on the same module in the same academic year (blue)

Fig. 16.3 Traffic light system for predictions of next assignment submissions
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Fig. 16.4 Anonymised data of a student group predicting whether students will submit their next 
assignment and its grade outcome

Fig. 16.5 Long-term predictions for an individual student’s likelihood of completing and passing 
the module

prediction of the likelihood of a student completing and passing a course or not 
(Fig. 16.5). Predictions or probabilities are based on models generated through the 
logistic regression of a set of 70 explanatory variables. While OUA is updated 
weekly, student probability data are generated at the start of a module and updated 
on three other occasions. These points are fixed according to when the next payment 
of their fees is due (these are variable but usually in weeks 2, 13 and 26).

Because the EAI LA dashboard can identify students who may be struggling 
with their studies, OU teachers can offer early support to those students most likely 
to need it. Most OU teachers are highly experienced in working with students who 
are studying at a distance; however, EAI data provide additional insights and help 
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OU teachers to support students to progress through the module and allow them to 
intervene at an earlier stage to offer appropriate support or advice. Once a teacher 
has identified a student who is at risk of non-submission, they can offer the student 
help with their studies in several ways, for example, through additional support ses-
sions, granting an extension (where appropriate), supporting a managed withdrawal 
or the deferral of the module.

The EAI LA dashboard provides an indication of the possibility of a given out-
come; it does not supply an absolute prediction but instead works as an indicator. 
No model can predict outcomes with absolute certainty, and there will always be 
things that affect students’ learning and performance that are beyond the universi-
ty’s control or knowledge, such as a change in personal circumstances (Hlosta et al., 
2020). However, the predictive models used combine the effects of multiple factors 
to create their probabilities and have been shown to provide an acceptable level of 
accuracy at the individual student level (Hlosta et al., 2017).

2.1.2  What We Know from Previous and Current LA Visualisation 
Studies at the OU

Ongoing research at the OU contributes to the strategy for improving the use of LA 
dashboards in distance learning. This section outlines some of the more recent stud-
ies that have taken place and how these studies will support the development of LA 
dashboards moving forward.

In initial studies, the use of OUA was piloted with OU teachers (n = 240) and ten 
modules (Herodotou et al., 2017). Data were collected to investigate whether using 
short-term predictions could improve (a) the retention and (b) the performance of 
students who were at risk of non-submission. One reflection gained from this study 
was that further investigation is required to ascertain how OU teachers engaged with 
the predictive data and whether low engagement was due to time, resources and 
organisational constraints. Further research with OU teachers (n  =  251) and 21 
modules indicated that only 22% of them made consistent systematic use of OUA.

More recently, the EAI dashboard has been rolled out to include access for all 
OU teachers, staff tutors and module teams on all undergraduate modules. Since the 
roll out, more recent studies have examined the effectiveness of the SPM. One study 
considered the impact of student support interventions with regard to undergraduate 
students (n = 630) who were considered to be at risk of not completing their studies. 
Students were randomly assigned to a control group (n = 312) or an intervention 
group (n = 318). The intervention group was contacted by the university student 
support teams using a set of actions, such as text, phone and email, to provide stu-
dents with prompts to remind them of upcoming deadlines and study activity dead-
lines. Results showed statistically significant better student retention outcomes for 
the intervention group, showcasing the usefulness of SPM predictions in identifying 
students at risk and of student support teams for working alongside teachers to offer 
additional interventions (Herodotou, Naydenova, et al., 2020a).
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In recognising that sometimes predictions are erroneous, Hlosta et al. (2020) car-
ried out a mixed methods study with first-year OU STEM students to identify stu-
dents who were incorrectly identified as at risk of not submitting their next 
assignment but did submit (FN), and those who were not identified as at risk of 
non-submission but did not submit (FP), based on the findings from OUA short- 
term predictions. Between 2017 and 2019, they identified 38,073 predictions over 
17 modules that met the criteria and concentrated on predictions 2 weeks prior to 
the submission date of the student’s first assignment. Using receiver operating char-
acteristic (ROC) and the area under the curve (AUC) analysis, 29,247 students were 
identified, and the overall prediction was 0.8897. For the confidence regarding not 
submitting predictions, the decision tree correctly classified 50.91% of the FP errors 
with 75.29% precision. For the confidence in terms of submitting predictions, the 
model distinguished 18.73% of the FN errors with 68.73% accuracy. Follow-up 
semi-structured interviews with students (n = 12) indicated that none of the errone-
ous predictions could be explained by the data alone. Unexpected life events, issues 
with student finances and computer problems were key factors as to why the data 
were not accurate. For example, one student who was not predicted to submit but 
did, reported that she had no internet access and had downloaded her course mate-
rial to work offline; therefore, she appeared to not be engaging online. Another 
student who was expected to submit but did not deferred the module to a later date 
as she had taken on too many modules alongside her workplace commitments. As 
the OU does not collect data from external resources to explain such events, it is 
difficult to prevent errors in such predictions moving forward. However, the predic-
tions are only one part of the process and should be used as a tool, along with 
pedagogical- based strategies and teachers’ knowledge of their students, to improve 
student success and support their learning.

One of the strengths of the OU approach to using visualisations is the ongoing 
recognition of the importance of involving teachers in its development. Contrary to 
findings by Holstein et al. (2017) and Kaliisa, Kluge, and Mørch (2021a), who sug-
gest that teachers are rarely consulted about the design of LA, the EAI dashboard 
has been designed and redesigned following feedback from teachers who use it, and 
such feedback on what they need has been instrumental in the LA dashboard’s 
development. However, an ongoing issue is the lack of the systematic use of the EAI 
LA dashboard. Herodotou et  al. (2017) and Herodotou et  al. (2019a) found that 
most teachers who used the EAI LA dashboard only tended to log in occasionally, 
and their usage was not consistent over time. Despite this, follow-up interviews 
indicated that teachers held positive views of the EAI LA dashboard as it supported 
their existing teaching skills and helped them to keep abreast of their students’ prog-
ress. In a follow-up study, it was found that those teachers who did use the EAI 
dashboard consistently had better outcomes in terms of students’ retention and 
achievement on the module they were studying compared to those who did not use 
it or used it only occasionally. While it is not possible to prove the retention increase 
was solely due to the use of the EAI dashboard, it does indicate that there are ben-
efits to using it as an early intervention strategy (Herodotou et al., 2019a).
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From these studies, there appears to be significant evidence that the use of LA 
dashboards in distance learning leads to significant outcomes for students; however, 
the issue regarding teachers’ adoption of the dashboards remains problematic. A 
study of 95 OU teachers indicated the belief that ongoing training for teachers was 
essential for incorporating LA visualisations into their teaching practice (Rienties 
et al., 2018). As part of the teacher training process, a 4-year roll-out programme to 
train teachers at the OU in the use of the dashboard took place between 2015 and 
2019. This included a discussion forum and the option of giving feedback to the 
development team to share experiences with a view to improving the EAI dashboard 
interface to make it more intuitive regarding teachers’ needs. The training pro-
gramme has since been replaced by recorded sessions that demonstrate how to use 
the EAI LA dashboard. Furthermore, ongoing research at the OU is trialling differ-
ent interventions, such as email triggers from teaching managers and student sup-
port teams, as a means to engage teachers with the EAI LA dashboard in a more 
systematic manner.

In terms of developing an understanding of teacher resistance to using the EAI 
dashboard, further studies continue to investigate the possible reasons behind it. 
Resistance to change is a potential reason why teachers might not accept the adop-
tion of new technologies; however, it can also be attributed to organisational culture 
(Piderit, 2000). Consequently, it is important to look at prevailing organisational 
factors, such as resource allocation and a lack of communication, which influence 
teachers’ workloads. Technological changes within the OU have created some anxi-
ety amongst OU teachers (particularly when they are mandatory). Use of the EAI 
LA dashboard is voluntary, and thus, it is often used less by teachers who are having 
to manage their time effectively. Further concerns included scepticism as to how 
management might use the data. For example, would a student’s lack of engagement 
be seen as a teacher failure and thus become a form of performance management? 
Other areas of resistance to use included teachers’ concerns about how far using LA 
dashboards is contrary to traditional teachers’ roles. Many OU teachers reported 
that they had developed their own teaching approaches to support students studying 
at a distance and that, with this teaching experience, they could intuitively recognise 
when students were at risk of non-submission. They therefore did not feel they 
needed to use the EAI LA dashboard (Herodotou et al., 2017).

To date, several studies have addressed to what degree OU teachers are comfort-
able with the use of technology using models including the technology acceptance 
model (Davis et al., 1989; Bagozzi, 2007) and the unified theory of acceptance and 
use of technology (UTAUT) (Venkatesh et al., 2003). These studies have addressed 
the perceived usefulness of the EAI LA dashboard and its perceived ease of use. 
Further studies are being conducted using UTAUT measures to look more closely at 
how teachers use the EAI LA dashboard by using eye-tracking technology to move 
beyond self-reports and include observations of the actions taken and retrospective 
think-aloud protocol interviews to identify which parts of the EAI LA dashboard are 
used the most and why. Eleven teachers have so far participated in this study, and 
the following UTAUT indicators were used as indicators to structure and analyse the 
self-reports:
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• Performance expectancy: The degree to which an individual believes that using 
the system will help them to attain gains in job performance

• Effort expectancy: The degree of ease associated with the use of the system (per-
ceived ease of use, complexity and ease of use)

• Facilitating conditions: The degree to which an individual believes that an organ-
isational and technical infrastructure exists to support his or her use of the system 

• Social influence: The degree to which the user perceives others (who are impor-
tant to the user) believe that they should use the system.

Preliminary eye-tracking findings indicate that teachers (n = 6) do not always 
understand all parts of the dashboard and use it erroneously; therefore, some of their 
self-reports were based on misunderstandings. Regarding the self-reports, perfor-
mance expectancy was based on having only limited awareness of its functionality; 
however, teachers believed it was helpful in supporting student success. However, 
their effort expectancy was limited to only those parts of the dashboard that made 
sense to them or that were considered useful (as identified by the eye tracking). The 
long-term SPM is seemingly less useful to teachers in terms of focusing on their 
interventions with students (this was also evident from using the eye tracker). OU 
Analyse short-term predictions (e.g. encouraging students to get through the next 
assignment) were more relevant to teachers as they felt more achievable. Reports on 
facilitating conditions indicated that most teachers do not see management as driv-
ing forward the use of the EAI dashboard, and they feel that they are facilitating 
it by their own volition and in some cases through the support of peers (Gillespie 
et al., 2021).

2.2  Case Study 2: The University of Oslo – Canvas 
LA Visualisations

The University of Oslo (UiO) is a public university that was established in 1811. It 
currently has approximately 28,000 students enrolled in its eight faculties and 
schools and is predominantly an institution with face-to-face learning. However, 
with the growing advances in the use of technology to support teaching and learn-
ing, like many other universities, the UiO has adopted a more blended, rather than a 
purely face-to-face, approach through providing some online teaching services 
using the Canvas LMS (e.g. online discussions, peer grading) to supplement the 
physical classes. In the autumn of 2017, the UiO took a formal decision to use 
Canvas as the sole system for supporting teaching and learning activities at the uni-
versity. The decision was motivated by a need to provide teachers and students with 
better technological support and opportunities for interactivity and connectivity for 
the purposes of teaching and learning (Sagvik, 2018). Overall, the UiO is in the 
initial stages of exploring possibilities of implementing LA, with small-scale imple-
mentation (i.e. piloting scales by individual researchers at the course level) but with-
out institution-wide uptake. To support the adoption of LA by teachers, efforts are 
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ongoing in terms of designing relevant dashboards to provide timely and easy- to- 
access informative visualisations to the teachers. One of the LA visualisation tools 
under development is the Canvas discussion analytics (CADA) application.

2.2.1  The Canvas Discussion Analytics (CADA) Dashboard

CADA is a dashboard that visualises participation, social networks, text/epistemic 
networks and concepts used by students within the Canvas LMS discussion forum on 
a need-to-know basis (Fig. 16.6). CADA can help teachers to identify misconceptions 
quickly and easily in students’ discussions and track how well the students are using 

Fig. 16.6 The CADA interface: general participation analytics (top), the summary of key concepts 
(middle) and views and connections of individual students (bottom)

R. Kaliisa et al.



363

the course materials or assigned readings in real time. Besides, the visual representa-
tions provided by CADA afford teachers to see students’ interactions regarding the 
discussion activity at a glance, and they can potentially make strategic decisions to, 
for example, notify students to participate or decide on how to follow- up important 
concepts from the discourse during upcoming lessons. In certain situations, the dash-
board may signal that the majority of students possess obvious misconceptions regard-
ing what are considered relevant concepts for the course overall. CADA rests on 
assumptions and principles from the learning sciences and human-computer interac-
tion (HCI). We understand learning as the participation in, and mastery of, subject-
specific discourses and practices mediated by artefacts (such as online discussions), 
which, together with teachers’ needs, lay the foundation for the main learning theo-
retical constructs (Säljö, 2000). In this regard, CADA provides an example of a the-
ory-driven LA dashboard, an area that has until now received little attention as noted 
by Kaliisa, Kluge, and Mørch (2021a) with most LA dashboards reported as lacking 
support from advancements in the learning sciences.

2.2.2  Studies: What We Know from Previous and Current LA Studies 
at the UiO

Early pilot studies on the use of LA at the UiO included the use of low-fidelity proto-
types of LA visualisations generated from students’ weekly action logs in the Canvas 
LMS (page views, participation views) and visualisations from course activities (e.g. 
social network sociograms and text networks). The paper-based sketches were shared 
with the four teachers who taught the undergraduate blended learning courses with the 
intention of identifying their perceptions and assessing the usability of the visualisa-
tions for learning design purposes. In this study, Kaliisa et al. (2020) concluded that, 
overall, teachers explicitly expressed the value of the LA visualisations in several 
ways. For example, the teachers found the LA visualisations to be informative with 
regard to the flow of the course and recognised that they could be used to make neces-
sary modifications throughout the process. According to the teachers, the visualisa-
tions raised their awareness of the quality of the students’ online discourse by 
identifying the main themes and their connection to the intended pedagogical content. 
In the same study, teachers found visualisations from LA dashboards to be valuable 
tools for kick-starting discussions with students during face-to-face seminars and for 
pointing out concepts that emerged during the online discussions.

More recently, Kaliisa et al. (2021b) conducted a qualitative study with 16 teach-
ers at the UiO to explore the latter’s design practices and perspectives on LA as a 
tool to support their learning designs. Guided by principles of the technology accep-
tance model, this study identified mixed reactions amongst teachers regarding the 
awareness, understanding and potential use of LA visualisations to support course 
design practices. On a positive note, most teachers appreciated the formative and 
normative value of LA visualisations in providing more objective evidence concern-
ing students’ learning patterns and in shaping learning trajectories.
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Furthermore, CADA was trialled at the UiO, with six teachers and six different 
courses during autumn 2020. The teachers worked with CADA throughout the 
semester, guided by the protocol provided by one of the researchers. At the end of 
the course or a module where the CADA tool was used, the participating teachers 
were invited for an interview to discuss their experiences of the tool. Data were col-
lected to investigate whether using visualisations from CADA could support teach-
ers in improving their ongoing course designs. Preliminary findings from the 
follow-up interviews after the first iteration of the CADA implementation show that 
teachers appreciate the timely visualisations offered by CADA, which support 
course adaptations. The teachers also expressed satisfaction with the easy interface 
provided by CADA and the application’s ease of access since it is integrated within 
the Canvas LMS (Kaliisa and Dolonen, work in progress).

However, studies conducted with teachers at the UiO also highlighted challenges 
associated with the adoption of LA visualisations. One of the key challenges raised 
by teachers was the non-timely sharing of aggregated LA visualisations since they 
were shared outside Canvas and after the courses had ended. The teachers were also 
concerned about the sophisticated nature of the visualisations, which made their 
potential use difficult in practice. For example, some teachers felt that the text net-
works generated from online discussions were so dense and contained so many 
links that the detail impeded the extraction of meaningful insights, especially for 
LA novices (Kaliisa et al., 2020).

Another challenge concerned the failure of the visualisations (e.g. social network 
diagrams) to demonstrate student knowledge development processes. In this regard, 
teachers asked for additional and more in-depth information to support the mean-
ingful translation of the visualisations into relevant pedagogical actions (Kaliisa 
et al., 2020). In addition, teachers wanted LA dashboards to be integrated within the 
Canvas LMS to allow easy access. Since teachers are already loaded with so many 
tasks related to their teaching responsibilities, it is hard to implement LA visualisa-
tions if they are presented outside the LMS.  This justifies the recent efforts to 
develop CADA, which is now integrated within Canvas LMS.

Several lessons and implications for future research and practice have been 
derived from the two case studies. In the following section, we highlight implica-
tions for design (e.g. taking a human-centred design approach, involving teachers as 
co-designers), research (e.g. moving beyond self-reports, considering ethics) and 
implementation (e.g. role of context, training of teachers) for the future advance-
ment of LA dashboard research and practice.

2.3  Design Implications

The Need to Take a Human-Centred Design Approach While Designing LA 
Visualisations The two case studies revealed that teachers expressed concern about 
complicated LA visualisations that are not easy to interpret. Thus, as also noted by 
Echeverria et al. (2018), for LA dashboards to support teachers’ practice, there is a 
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need to present relevant visualisations that also explain their insights. In other 
words, while educational researchers and developers are highly motivated and suit-
ably skilled to invest time exploring LA visualisations, the same may not be true for 
teachers with limited time and data literacy skills, who may find it more difficult to 
analyse and interpret advanced visualisations. The findings of the current work are 
similar to those presented by Howell et al. (2018) who reported that teaching staff 
expected LA services to be simple and not unnecessarily increase teachers’ work-
loads. Following this argument, the challenge for LA researchers and developers is 
to discover and communicate insights rather than leaving teachers to play the role of 
data analysts, at the risk of gaining no insight (Echeverria et al., 2018). Previous 
studies have emphasised teachers’ limited technological and pedagogical expertise 
in connecting LA visualisations with everyday teaching practices (Rienties et al., 
2018; Kaliisa et al., 2021a). This implies that if LA dashboards are to be embraced 
by teachers, the visualisations they produce should be easily understood by all such 
users, irrespective of their technology proficiency.

Involving Teachers as Co-designers One of the common aspects identified from 
the two case studies is the active involvement of teachers during the design of LA 
visualisations. At the OU, the EAI LA dashboard has been designed and redesigned 
following feedback from teachers. The UiO is following the same approach, where 
a design-based approach is being used to develop a Canvas analytics discussion 
application, following different iterations and feedback from the teachers. This 
approach to co-designing LA visualisations could be a response to the challenges 
highlighted in the LA dashboard literature, which suggest that teachers are rarely 
consulted about the design of LA dashboards (Holstein et al., 2017). The challenge 
that remains is that despite teacher involvement, uptake in terms of using the dash-
boards is still low, and further research is needed to continue to address the reasons 
for this.

2.4  Implementation Implications

The Role of Context The analysis of the two case studies revealed that dashboards 
are used for different purposes at the two institutions. For example, on the one hand, 
the Canvas LA visualisations at UiO are primarily meant to support traditional face- 
to- face lectures, to enable teachers to adapt their teaching or to engage students 
during lectures. On the other hand, the EAI LA dashboard at the OU is primarily 
used to support online teachers by identifying students’ predicted learning outcomes 
using traffic signals, based on student progress with the assigned tasks, past perfor-
mance and other variables. The differences in the way LA dashboards are used by 
the two case studies presented in this chapter imply that the relevance of the differ-
ent LA dashboards is interpreted differently across educational institutions. This 
implies that contextual factors (e.g. institution size, mode of instruction [online vs 
blended]) need to be considered before deciding what kind of LA dashboards and 
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visualisations to apply. Traditional face-to-face institutions, like the UiO, have limi-
tations regarding the amount of data they can collect to support teachers. This is 
because students use different learning environments, including physical class-
rooms, which cannot be captured by most LA systems. In this case, the accuracy of 
LA dashboards in such environments could be compromised. The OU, however, can 
collect more ongoing data, but it too has limitations as the ability to collect data 
relating to attendance at face-to-face day schools and online tutorials, or to interface 
data when a student is studying more than one module, is still under development.

Ongoing Training of Teachers Experiences from the OU reveal that for teachers 
to adopt LA dashboards into their teaching practice, there is a need for ongoing 
training on how to use the dashboard in terms of both new adopters and refreshers 
for existing teachers, especially when the dashboard is updated. This insight is 
relevant for institutions like the UiO, which is at the stage of piloting LA dash-
boards used by teachers. In other words, to achieve wide-scale application, such 
as that reported at the OU, continuous training, like the 4-year roll-out programme 
at the OU, is necessary, which has been acknowledged in earlier studies as one of 
the potentials for effective LA adoption in teachers’ practice (Ifenthaler 
et al., 2018).

2.5  Research Implications

The Need to Move Beyond Self-Reports When Evaluating LA Dashboards The 
case studies have revealed that the evaluation of LA dashboards should go beyond 
self-reports (e.g. interviews and surveys) and instead focus on whether their intended 
objectives (e.g. improving teachers’ practice) are fulfilled. For example, studies 
from the OU are now moving on from teachers’ self-reports to include the observa-
tion of use. By observing behaviours and combining this information with self- 
reports, it is hoped that a clearer picture will emerge to address the actions of 
teachers and to highlight those that might require further improvement.

Ethics and LA Dashboards How we use student data is of utmost importance. The 
case studies indicate that in relation to LA dashboards, this remains a work in prog-
ress; it is necessary to ensure that students understand what is being collected and 
why while providing assurances that it is for their educational benefit and that it 
does not contain biases related to their demographic backgrounds. The OU was one 
of the first universities to develop an ethical policy on the use of student data (Open 
University, 2014), and ethical considerations have been high on its agenda. However, 
as discussed by Ferguson et al. (2016), the ethical and privacy aspects of LA are 
evolving as new data are collected; hence, this should be an ongoing process. Some 
teachers have expressed concerns about the ethics of using LA dashboards (e.g. are 
students active in giving informed consent for data collection, and do they fully 
understand the parameters of the data collected?).
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Further ethical issues arising from this include how teachers interpret data 
derived from algorithms and whether they should be given guidance on how to 
interpret such meanings (e.g. does seeing a grade prediction (see Fig. 16.4) influ-
ence marking?). Future studies should address these issues, along with examining 
whether the use of algorithms has any implications for students from differing eth-
nic minority groups in terms of the over- or underrepresentation of the risk of non- 
submission. Overall, it is incumbent on LA dashboard designers to share how 
algorithms are produced and how these can inform teachers’ ethical use of LA 
dashboards.

3  Conclusion

The purpose of this chapter was to provide an overview of teachers’ perspectives 
about LA dashboards (promises, needs and challenges) and their implications for LA 
dashboard, research and practice. The review of relevant studies on LA dashboards 
and insights from the two case studies showed that, overall, teachers perceive LA 
dashboards as a valuable tool for understanding students’ learning processes and a 
way to support course adaptation and individualised interventions. At the same time, 
teachers from both case studies raised some concerns, citing issues such as ethics, 
complexity and the lack of a clear connection between the visualisations and the peda-
gogical outcomes. In this regard, for LA dashboards to achieve their intended impact, 
the literature and the insights from the two case studies revealed that their develop-
ment should be based on teachers’ needs, presented in a simple format, and be 
grounded in relevant theoretical perspectives and with ongoing support and training. 
Furthermore, the differences in the way LA dashboards are used at the two institutions 
imply that LA implementation is context specific and could have different implica-
tions for teachers’ practice. Thus, researchers and developers of LA dashboards 
should avoid a one size fits all approach in the development of such tools. Researchers 
and practitioners can benefit from the insights highlighted in this chapter, particularly 
the section that highlights the way LA dashboards are perceived by teachers and 
implemented at the two unique institutions. We have also identified key areas that LA 
dashboard researchers and developers should address to advance work on the low 
adoption and use of LA dashboards in teachers’ everyday practice.
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Chapter 17
Learning Analytics Dashboard Use 
in Online Courses: Why and How 
Instructors Interpret Discussion Data

Gokce Akcayir, Leticia Farias Wanderley, Carrie Demmans Epp, Jim Hewitt, 
and Athar Mahmoudi-Nejad

1  Introduction

Online learning has become more common, which can be seen in the proliferation 
of massive open online courses. Within universities, the transition from face-to-face 
to online courses in response to the COVID-19 pandemic emphasizes the need for 
better tools to support instructors as they struggle to appropriately monitor and 
respond to student learning needs in this medium. Instructors are also looking for 
better tools to observe student learning processes and experiences. Learning analyt-
ics (LA) is one of the approaches that can be used to effectively support this instruc-
tor need (Verbert et al., 2013). Learning analytics are “the measurement, collection, 
analysis and reporting of data about learners and their contexts, for purposes of 
understanding and optimising learning and the environments in which it occurs” 
(Conole et al., 2011). LA can change educational practices through the use of dif-
ferent approaches and tools (Ifenthaler & Yau, 2020). Dashboards that report LA 
provide a “display that aggregates different indicators about learner(s), learning 
process(es) and/or learning context(s) into one or multiple visualizations” 
(Schwendimann et al., 2017, p. 37). These displays are known as learning analytics 
dashboards (LADs).
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LADs can be integrated into learning management systems (LMSs), and they 
can be used in both face-to-face and online learning settings (Aleven et al., 2016). 
While LADs have been used in a variety of contexts, these tools have the potential 
for higher impact in online learning because they make “the invisible visible” 
(Xhakaj et al., 2017) and enable instructors to monitor student learning. This moni-
toring is a challenge in online settings (Easton, 2003) and can be particularly useful 
for larger courses (Brown, 2020). Enabling monitoring through an LAD could sup-
port timely instructor adaptations to a course when the LAD provides detailed infor-
mation about students (Diana et al., 2017). When this happens, an instructor can 
interpret and use the information to improve the learning experience of students at 
both the class and individual levels (Xhakaj et al., 2016) within the context of an 
ongoing course (Elbadrawy et al., 2016). These improvements can be made through 
the provisioning of feedback (Knoop-van Campen & Molenaar, 2020) or by adapt-
ing the course. For example, after observing students struggling to use for loops, a 
computer science instructor can check students’ interaction with educational mate-
rials and see students did not interact with the content about for loops. In this case, 
the instructor could provide more examples of code containing for loops to the stu-
dents during their synchronous sessions.

Ideally, this kind of adaptation process goes through multiple stages starting 
from the instructor recognizing key information in the LAD to developing an action 
plan to their incorporating that plan into a lesson before the use of the LAD can 
impact students or their experiences (Xhakaj et al., 2017). Most instructor-facing 
LADs aim to help instructors notice when they need to intervene (Bodily & Verbert, 
2017). Instructors usually come to explore the analytics with general curiosity rather 
than specific questions (Wise & Jung, 2019). This presents a challenge for the effec-
tive use of LADs since data interpretation involves effort to identify patterns (Wise 
& Jung, 2019). In some cases, instructors interpret the analytics accurately, while in 
others they interpret the analytics as matching their desired pedagogy even if the 
analytics do not fully match that pedagogy (Brooks et al., 2014).

Consistent with the above, it appears that instructors need practical guidance for 
adjusting in-progress activities based on the analytics they see (Ferguson et  al., 
2016; Ginon et al., 2016; Knight & Littleton, 2015). This may be because interpret-
ing and acting upon analytics involves complex self-regulation activities triggering 
a variety of emotions (e.g., confusion) that may differ between expert and novice 
instructors (Zheng et al., 2021). Moreover, studies have shown that instructors face 
various challenges using LADs (e.g., Govaerts et al., 2012; Scheuer & Zinn, 2007), 
which suggests a need to explore instructors’ interpretation of the presented analyt-
ics and their views towards using those analytics, especially when the analytics are 
complex or new to instructors.

In a prior study, a novel LAD was developed and integrated into an LMS to show 
more than simple behavioral metrics of forum activities (e.g., time online and num-
ber of forum posts) (Demmans Epp et al., 2019). This novel LAD goes beyond these 
metrics to include linguistic and other indicators in an attempt to provide timely 
information about students’ activities to instructors in an easy to interpret way so 
that instructors can adjust their course accordingly (Demmans Epp et  al., 2019). 
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This LAD needs to be investigated from the instructor’s perspective because it rep-
resents a more holistic view of student activities and engagement, as suggested by 
Bodily et al. (2018). However, instructors’ interpretation and use of this LAD was 
not examined. For this reason, the present study aims to explore how instructors 
interpret the analytics in both this novel LAD and a pre-existing LAD. It further 
aims to understand how instructors use these analytics tools as part of their online 
teaching practices.

1.1  Learning Analytics Dashboards

Many LADs have been developed to inform instructors about students, with only a 
small set of studies showing that instructors can identify problems using LADs. In 
one case, an LAD for monitoring and orchestrating collaboration within multiple 
groups enabled instructors to detect the groups that fail to collaborate (Martinez 
Maldonado et al., 2012). In another early deployment of LADs, instructors bene-
fited from graphical representations of the analytics, which supported their identifi-
cation of patterns in course material access and helped instructors decide when 
students might need special attention in a distance education context (Mazza & 
Dimitrova, 2007). Similarly, instructor’s primary choice for identifying student 
challenges was an LAD in another study (Xhakaj et  al., 2017). In one case, the 
instructor was surprised by the information presented in an LAD that was part of an 
intelligent tutoring system (i.e., a type of adaptive learning software) (Xhakaj et al., 
2016). This surprising information led the instructor to change their lesson plans to 
help students overcome the challenges they were facing.

To facilitate this kind of timely intervention, LADs that predict student outcomes 
have been developed to enable instructors to take action in a preventative manner 
(e.g., Diana et  al., 2017). For example, the Learning Analytics Dashboard for 
Advisors (LADA) was developed to support the decision-making of academic advi-
sors by allowing them to predict potential problems and then advise students accord-
ingly; it was found to be a valuable tool especially for inexperienced advisors 
(Gutiérrez et al., 2020). Going beyond the identification of issues, an LAD was used 
to guide instructors’ daily classroom activities (Molenaar & Knoop-van Campen, 
2019): instructors provided feedback on which tasks students were meant to per-
form next and how students were doing based on the information presented in the 
LAD.  Similarly, the WiREAD dashboard was used to enable secondary school 
teachers to make data-driven pedagogical decisions through real-time LAD visual-
izations (Tan et al., 2018). Teachers presented the LA dashboard visualizations to 
the class and then provided whole-class and student-specific scaffolding. Although 
the teachers found the tool useful, they felt their students needed further guidance to 
interpret the analytics (Tan et al., 2018). In another study, teachers claimed to use 
the LAD within an online learning system to identify student strengths and weak-
nesses, but no evidence of how this information would be used was reported (Ginon 
et al., 2016). Moreover, the study did not investigate how instructors determined 
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student strengths or weaknesses based on the information presented in the LAD, 
leaving a gap in our understanding of how instructors understand and interact with 
analytics.

The preceding case studies suggest that while some instructors can identify pat-
terns of interaction that conflict with their desired pedagogy, others do not know 
what their desired pedagogy should look like when presented with analytics. In at 
least one case, this lack of instructor knowledge was accompanied by the instruc-
tor’s assumption that the analytics were showing him that he had achieved his goal 
(Brooks et al., 2014). In another case, instructors got frustrated when the presented 
information undermined their existing pedagogies (Brown, 2020). As these exam-
ples illustrate, simply providing the information to instructors does not mean that 
they will intervene appropriately (Wise & Vytasek, 2017), making it difficult to 
guarantee that the provisioning of analytics will enable instructors to achieve desired 
results.

Exacerbating this issue is the fact that instructors feel that the visuals within 
some LADs present conflicting (Govaerts et  al., 2012) or incorrect information 
(Scheuer & Zinn, 2007). This could be a problem with the LAD and its underlying 
analytics, or it could be an issue with the interpretability of the presented analytics. 
Instructors may misinterpret LADs (Verbert et  al., 2020) that are presented in a 
manner that exceeds their current data literacies. In this situation, they may perceive 
the analytics as unreliable or the LADs as presenting conflicting information. Some 
studies suggest these interpretation issues are at least part of the problem. For exam-
ple, one study found that middle school mathematics teachers interpreted the same 
analytics differently when exploring the LAD with the research team to examine 
how the LAD could be used to improve practice (Ahn et al., 2019). Instructors have 
also made inconsistent attributions when trying to determine the causes of problems 
that were highlighted through the presented analytics (Wise & Jung, 2019).

In a manner consistent with scrutable models (Kay & Kummerfeld, 2012), 
Wasson and Hansen (2015) suggested that instructors need to understand how the 
tools influence the data being captured and displayed, how that data was manipu-
lated, and how to interpret analytics in a pedagogically meaningful way. In the case 
of most LADs, it is not known whether instructors have this understanding, which 
may be why they express distrust of analytics, struggle to understand them, and do 
not use them to inform their teaching practice in an ongoing and timely way.

Given the conflicting information that can be gleaned from these cases and the 
fact that there has been limited research on how LADs are interpreted by instructors 
(Xhakaj et al., 2016), there is a need to better understand how instructors approach 
the use of LADs in LMSs, how they interpret different types of charts and data, and 
how they use that data within their teaching practices. Consequently, this study aims 
to understand how instructors interpret and respond to an LAD. The LAD used in 
this study provides visual representations of student interactions and the latent char-
acteristics that can be inferred from those interactions. By examining how instruc-
tors interpret and respond to this LAD, this study reveals implications for the design 
of LADs.
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2  Method

A design-based research approach was used to improve an instructor-facing LAD 
and understand the perspective of the instructors who would be using it. This method 
allowed us to test and explore the use of the LAD in its context of use (Anderson & 
Shattuck, 2012).

2.1  Participants

Study participants were recruited via email. This email originated from the Program 
Coordinator of the Master of Teaching program in which they taught. Six instructors 
(one male, five female) volunteered and received a $15 gift card following their 
participation. Participant ages ranged between 38 and 63 (M = 49.2, SD = 12.59).

2.2  The Studied LAD and Its Iterations

Participants interacted with both of the LAD versions described below. These LADs 
were integrated into a discussion-based LMS.

2.2.1  Pre-existing LAD

The LMS used provides two sets of existing analytics: the first is a table of descrip-
tive statistics and the second is a social network visualization.

The table (see Fig. 17.1) reports a global summary of individual student interac-
tions within the LMS. The table cells contain the number of posts (notes) written 
and read, the number of replies received, and the total number of words written, as 
well as the sum of the time spent online throughout the entire term.

The table cells are color-coded according to student performance in comparison 
to course averages. The information available in the table is coarser grained than 
that available in the new dashboard. The instructors are only given statistics at the 
term level and they cannot perform any type of filtering. Nevertheless, the tables 
provide an overview of the course and student behavior.

The social network visualization (see Fig. 17.2) shows interactions between peo-
ple. It can show who has replied to whom, who has liked whose posts, and who has 
linked to whose post. Instructional staff are shown in red and students in blue. In 
Fig. 17.2, we can see that student t, who is in the upper-left corner, has not interacted 
with anyone.
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2.2.2  First Round of Iterative Revisions

This first round of design changes was informed through a variety of methods that 
include consultation with an instructional designer, interviews with six instructors 
who used the existing system to deliver online courses, literature searches, and user 
feedback the system creator had received.

From the interviews, we learned that instructors liked the provided measures 
(e.g., number of replies, likes, links), so they were kept. Instructors also discussed 
how they wanted to be able to track discussion topics and see how they evolved. 
They reported how they repurposed features in the current system to get a sense of 

Fig. 17.1 Table of descriptive statistics from the LAD1

1 The visualization in this figure was created using de-identified student data.
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Fig. 17.2 Social network visualization, where the instructor has indicated they want to see links 
and replies between course participants (the visualization in this figure was created using de- 
identified student data)

this progression, suggesting a need for temporal analytics. This need was confirmed 
by the literature and led to the introduction of configurable time-sensitive analytics. 
While instructors liked the social network diagram and wanted it kept, they also 
expressed a need for the ability to exercise greater control and contextualize analyt-
ics; both were added.

The instructional designer expanded on this by specifying a need for tracking 
student posting and reading behavior at a weekly level. They also suggested capa-
bilities that allowed one to focus on specific groups or subgroups of students, lead-
ing to the addition of a filter tool.

The feedback received by the system creator included the need for context sensi-
tivity in the analytics, which is why various forms of context are enabled in the 
updated version that includes both temporal and topic-related contextual views. The 
feedback also indicated that instructors wanted to see in-depth information about 
specific students and that this information should be presented in a way that made 
temporal patterns visible.

A more detailed account of the iterative redesign process can be seen in our 
AERA paper (Demmans Epp et al., 2019). Rather than covering this months-long 
multistage process, the next section describes the resulting interface.

2.2.3  The New Dashboard

The newly designed LAD presents visual representations of student interactions and 
the latent characteristics that can be inferred from those interactions. Four main 
panels compose the LAD. Each focuses on a specific instructor perspective. The 
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Fig. 17.3 Community Activity panel of the LAD

panels are “Community Activity,” “Community Traffic,” “Student Activity,” and 
“Folder Analysis.”

The Community Activity panel (see Fig. 17.3) represents student activity within 
a course from the beginning of the term. It allows instructors to view metrics such 
as time online, notes posted, and notes read for all students simultaneously. It pro-
vides a general view of all students’ behavior and enables instructors to understand 
how individual students behave in comparison with the rest of the class. This panel 
allows instructors to choose a subset of students whose behaviors they want to 
examine. Once an instructor has selected a set of students, the visualization updates.

The Community Traffic panel displays information about the points in time 
when students are online, posting, reading, or replying to posts (see Fig. 17.4). It 
presents a temporal view instead of the cumulative, aggregate perspective presented 
in the Community Activity panel. It allows instructors to define the period they 
would like used for the time series chart; they can choose to view metrics in the 
context of a single day, a week, or the term as a whole. If week is selected, they can 
choose where within a week the visualization should start so that they can match it 
to their course activities. For example, an instructor with a regular Wednesday dead-
line may decide to start the week on a Wednesday so that activity levels can be 
viewed through the lens of that deadline. Instructors can also select which of the 
metrics they would like to inspect. This panel displays which course folder (a folder 
is similar to a forum) the activities were performed in and provides a link to that area 
of the course (see right frame of Fig. 17.4).
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Fig. 17.4 Community Traffic panel of the LAD

The Student Activity panel focuses on each student individually. It has two visu-
alizations that represent student behavior (see Fig. 17.5). The top visualization sum-
marizes the balance of a student’s activity across the entire course. It displays the 
distribution of notes read, posted, or replied to within different instructor-created 
discussion topics (e.g., threads). The bottom visualization is a time series chart that 
shows when the student is reading, posting, or replying. Akin to the Community 
Traffic panel, the instructor can select specific timeframes to examine. The right-
most sub-panel provides summary statistics describing the student’s activities using 
their peers as a reference point: the light blue rectangles show the interquartile range 
to describe the behaviors of the entire cohort for metrics that instructors have indi-
cated are important.

The Folder Analysis panel displays information based on the topics (folders) 
instructors have created within the system (see Fig. 17.6). These topics are akin to 
threads in other LMSs. For each folder, the instructor can see which members inter-
acted, the type of interactions they engaged in, and the amount of interaction. This 
data is displayed through a bubble chart in which the size of each bubble signifies 
the quantity of the selected interaction (posting, replying, or reading), and each 
bubble represents a student.
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Fig. 17.5 Student Activity panel of the LAD, showing data from the full term (4 months)

Fig. 17.6 Folder Analysis panel of the LAD
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2.3  Data Collection

Instructors participated in a concurrent think-aloud session (Franz et  al., 2019; 
Greiner, 2012), where they interpreted analytics. This method was chosen because 
it provides insight into usability and how people believe a system works. Prior to 
seeing the new dashboard, instructors analyzed their current course using the exist-
ing set of metrics and explained how they used the existing tabular report that con-
tains a limited set of analytics. Instructors were asked to find specific types of 
information through the new LAD, identify and answer their own questions about 
how students were interacting or behaving in their current online course, and explain 
how they might use the new version of the dashboard. Instructors then completed a 
questionnaire.

Instructors also participated in a semi-structured interview (Rabionet, 2009). 
Interview questions focused on their experience and opinions of monitoring student 
activities; when to intervene; how to adapt their course; and what they expect from 
a dashboard in an online learning setting.

The think-aloud sessions lasted approximately 30 minutes and were conducted 
by the same research assistant (Author 5), with half of them observed by the princi-
pal investigator. The interviews lasted between 30 and 45 minutes; they were con-
ducted by Author 3.

The instruments that were used to collect information about LAD usability 
include a perceived usefulness questionnaire and the NASA Task Load Index (TLX) 
(Hart & Staveland, 1988).

The NASA TLX is a widely used measure of usability that captures information 
about the mental demand, physical demand, temporal demand, performance, effort, 
and frustration a user experiences when interacting with a system. Participants rated 
each of these criteria on a scale from 1 to 10 (low to high).

We developed the perceived usefulness questionnaire by adapting the system 
usability (Brooke, 1996) and perceived competence (Deci & Ryan, 2002) scales. 
The questionnaire had 18 Likert-type items: 1 (strongly disagree) to 5 (strongly 
agree). Additional questionnaire items focused on usability issues that included how 
easy it was to navigate the dashboard and its components; participants’ perceptions 
of the visuals and their usefulness; and whether they thought they could use the data 
to inform their teaching.

2.4  Data Analysis

Qualitative analysis followed the steps of thematic analysis: getting familiar with 
data, creating codes, searching for themes, reviewing, and then finalizing the themes 
(Braun & Clarke, 2006). During the process, codes were seen as interesting features 
of the data from the perspective of the study objective. Each theme emerged when 
semantically relevant codes gathered around a concept. Reviewing and confirming 
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the themes was also done to ensure representativeness of the themes with regard to 
the original data.

The thematic analysis process was started by an experienced qualitative 
researcher who analyzed the interviews and think-alouds using the steps listed 
above to determine how LADs were being used and instructor openness to using 
them. Then another researcher reviewed and confirmed the analyses. This type of 
secondary review is a common practice for ensuring coder reliability (e.g., Cauwelier 
et al., 2016; Psaila et al., 2014).

Throughout the results section, pseudonyms are substituted into quotes to protect 
participant anonymity. Descriptive statistics of the NASA TLX and the perceived 
usefulness of the dashboard are provided graphically.

3  Results

3.1  Existing Analytics Use

Instructor’s current monitoring strategies focused on using the table of descriptive 
statistics along with the system’s social network tool, as can be seen from the 
below quotes:

I usually go back to the percentage one with the green and red … And I want to see their 
network connections there [in the social network visualization] because I was curious to 
know which people are interested in that person’s topic. (P2)

I look at that [table] ... to see who’s in the red and who’s in the green but I’m particularly 
concerned about who’s in the red. And then I use the, if I’m teaching online only, I use the 
individual messaging. (P5)

First quote above also shows some confusion about what the analytics represent. 
The social network visualization does not show which topics were discussed; it only 
presents who has interacted with whom. In the last quote, an example for when 
instructors intervene based on the information presented in the LAD also appears. 
As the instructor explained, he messages students after detecting they may need 
extra support. Apart from this example, the most common reason for instructor 
intervention was the students’ misconceptions and wrong interpretations which can 
be seen in an instructor comment: “the way I most commonly intervene is when I 
see students talking about things that are wrong, you know, perpetuating miscon-
ceptions” (P1) and “I go in and just see what has been posted, and now and then I’ll 
post something… if a concept is misunderstood or misused” (P4). Another situation 
requiring instructor intervention is when students get lost in the sheer quantity 
of posts:

if I see that some of them are feeling overwhelmed because even though I’ve said ‘no you 
don’t have to look at everything’, but they feel they have to then I decide ok we are gonna 

do some small groups here. (P5)
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While not strictly an analytic, another widely used feature is the LMS search bar, 
with instructor use of the feature suggesting a need for more detailed analytics. This 
search feature retrieves all course posts in which the searched term was mentioned. 
Participating instructors used this search feature to contextualize and assess stu-
dents’ interaction in the course. By searching for a student’s name, they were able 
to see every note and reply posted by that student and analyze the type and amount 
of interaction that occurred. According to instructors, this practice helped reinforce 
and complement the quantitative information from the summary tables as it allowed 
them to understand the content of the notes and replies written. Moreover, they 
believed that the detailed individual student behavior information was useful for 
restructuring student groups to help students leverage each other’s strengths.

Manually checking student activity in this way suggests that the pre-existing 
analytics were not at the granularity needed to support instructor goals. Some of 
their reported processes also indicate the tabular analytics could better support their 
goals. Some instructors noted they used an MS Excel worksheet to keep a record of 
these manual checks. “We have our rubric out of the syllabus and from the syllabus 
then we formed an Excel file.” One participant did both:

that’s just a check. Check! Check! Check! that they’ve contributed. But I also do look at in 
[LMS], now I don’t remember what it’s called, but in [LMS] I can look at engagement, 
and … It has percentages, it’s like a bar graph. It also has the amount of time that they’ve 

been on. In the [LMS], so I do look at that too. (P2)

This instructor’s use of both manual and automated approaches to deriving ana-
lytics shows that she does not consider either of them sufficient. Consequently, she 
invests extra effort to improve her ability to monitor student learning activities in 
her online courses. This extra effort was needed to oversee student behavior in 
online courses as the instructor has less or no face-to-face contact with students in 
these situations.

3.2  Instructor Desire for Analytics

As their current practices suggest, instructors have integrated the use of the analyt-
ics table into their practices. Moreover, they want access to meaningful analytics 
and will do the best they can with what they are given. Instructors would like to have 
additional analytics as indicators of student activities. “At the end of the term, there 
are things that it would be awesome to have sort of quantified… how many times 
did they cite?! how many times did they directly quote from the readings?!” (P3), 
“there are deadlines for when they need to have done things and this [LMS] doesn’t 
actually tell me about… if they posted late or etc. so that would be really useful to 
have” (P3), and it “would be cool if you could use that tool [network connections] 
for specific forums or for one specific folder instead of whole module” (P2). These 
quotes show the demand for indicators of student activities that provide additional 
context and prevent the need for additional work (as seen in the above section).
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Not being able to see students’ post edit and creation times in the existing table 
of analytics was a problem for instructors because it makes it impossible for them 
to fully check whether the student did their work on time – “I always think it would 
be helpful if there is something that said ‘posted on’ and ‘edited on’ or something 
like that because sometimes I think I’m not actually getting it quite right” (P1). A 
concern arose from student posts showing the last edit date because students can 
edit their posts afterwards, which means that a later correction or change to a post 
makes this date unreliable for checking when students performed the required work. 
The requested information is currently captured by the system but is not made 
directly available to instructors through temporal analytics, which was a known 
limitation of the pre-existing analytics table and part of the reason why the new 
LAD provides temporal information.

3.3  Concerns over Analytic Quality

In addition to wanting analytics that capture more information or provide that infor-
mation at different granularities, participating instructors expressed concern over 
the reliability of indicators. Specifically, the read indicator was seen as problematic 
because students can mark posts as read without reading them “So that feature ends 
up being a little bit compromised” (P3). This quote also demonstrates how teachers 
are bringing assumptions into their interpretation of analytics based on their under-
standing (correct or incorrect) of how the system works.

Another concern was the search feature because it requires at least four charac-
ters and provides a list that includes anything containing the search term. For exam-
ple, if you search for John, any post written by John as well as any post where 
someone used the name John would be listed. Statements on these issues include 
“another complaint I have is that you have to put in at least 4 characters when you 
search for a name, and not everybody’s name is 4 letters … I find it a problem” (P1) 
and “I’m not really happy with the lack of refinement of the search engine. It’s prob-
lematic because it comes up like if I search ‘Sarah’ it comes up with: Hello Sarah! 
and it also comes up with Sarah the author!” (P5).

3.4  Planned Dashboard Usage

According to the instructors participating in the study, the new dashboard is useful 
for detecting potentially anomalous or concerning behaviors. They plan to use it to 
compare the behavior of the students in their class and take preventative actions to 
help students who seem to be lagging behind. These instructors believed that by 
using the dashboard, they would be able to detect students’ lack of engage-
ment sooner.
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Indeed, the instructors identified new (to them) ways to evaluate student engage-
ment, such as taking into account the number of notes read or the number of replies 
written. The instructors mentioned that they could use the dashboard to inform the 
attribution of participation marks, as most of their courses require students to engage 
with each other’s posts, be it by reading or replying. According to participating 
instructors, information such as the word count on the folder analysis panel is a 
quick way to check whether students followed word limit specifications and get a 
sense of the post’s nature. For example, short posts tend to be used to express agree-
ment so they would know by the length of the post whether a student might have 
engaged in a deep interaction. Instructors also identified the potential for using the 
LAD to corroborate their assessment of students as it gives them a tangible activity 
summary for each person.

While use of the analytics for assessment was common, one participant raised a 
concern about this practice by saying:

that’s only really helpful at the end of the course… would be unfair for me to look at it 
within the middle of the course when everyone’s kind of has some different circumstances 

around you know when they’re going to contribute their work.... (P2)

This quote also implies the role of timing for instructors’ use of specific analytics 
throughout a course as well as the potential need for temporal analytics. Expressing 
another concern over using the dashboard as an assessment tool, most participants 
indicated the usefulness of the information they can extract from the dashboard was 
limited because it is mostly quantitative. Therefore, they were not planning to rely 
solely on that information to assign marks.

In addition to using the dashboard as an assessment tool, instructors stated it can 
be used to define when to contact students directly: “I think it [the LAD] will help 
change my assessment and strategies in terms of how I would go about evaluating 
or checking in with students. So that would be great, but not for my instruction” 
(P2) and “I will contact students more directly” (P4). Moreover, a participating 
instructor expressed that she felt she could use the data about when students post, 
reply, or read to select deadlines that better fit the students: “to shift deadlines to the 
system like I would want to spend more time and see when they are doing most of 
their reading and tell me something like change deadlines” (P3).

3.5  Interpretation of Analytics

During the think-aloud portion of the study, instructors showed a few misconcep-
tions about the displayed information. Many of those misconceptions can be over-
come with some user interface improvements, such as adding metric descriptions 
and the accentuation of their respective units of measure.

Instructors were especially confused immediately after updating the LAD visu-
alizations. In the Community Activity panel, the instructor can select one measure 
from many, such as “Total time online in hours,” “Percentage of notes read,” or 
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“Total words written.” Once an option is selected, the time series plot updates to 
show the selected metric. However, instructors were still unsure about which met-
rics were displayed by the system despite their having chosen the metric that they 
were looking at.

A common misconception was that the “time online” metric was an average of 
all the time spent online in minutes when it is the sum of all time spent online in 
hours. With that misconception in mind, instructors would comment that the vari-
ance in the average time online was not substantial. When examining the time online 
visualization, one of the instructors said that “there isn’t much variability between 
my more active students and my less active students which makes me think that it 
couldn’t have been over a very long time period” (P1). However, instead of a 
30-minute difference in the time online averages, that instructor was looking at a 
30-hour difference in the total time online.

Along with this interpretation problem, instructors had trouble noticing when 
they changed the metric displayed. For example, one instructor was looking at a 
student’s time online statistics, and after a while she selected the “notes read” metric 
but kept referring to the statistics in terms of time, not in terms of the number of 
notes read by students. One of the statistics indicated that students read 40 notes on 
average. However, the instructor interpreted the data as the students spending, on 
average, 40 minutes reading. This misunderstanding can be overcome by accompa-
nying the statistic displayed with a metric indicator such as “40 min” or “40 notes.” 
Additional visual changes, such as using an icon to also communicate the analytic 
being viewed, could further alleviate this problem.

The bubble chart on the folder analysis panel is a new type of visual analytic that 
caused some confusion. The instructors would often believe that the bubble colors 
signified similarity among students – the more similar the color, the more similar 
the students’ performance for that metric. However, the colors were being used to 
distinguish students and map the bubbles in the chart to the profiles on the panel’s 
sidebar; they did not indicate commonalities among students. Given instructors’ 
interpretation, this visualization has been simplified so that it does not imply addi-
tional semantics through its use of color.

3.6  Usability

We used the raw NASA TLX score to measure various aspects of LAD usability. We 
report the subscale values for mental demand, physical demand, temporal demand, 
performance, effort, and frustration in Fig.  17.7, where 1 is very low and 10 is 
very high.

As can be seen in this data and as would be expected, the ratings for physical 
demand and temporal demand suggest that using the dashboard did not require 
much physical effort or user time. Instructors felt they could get information out of 
the new LAD reasonably quickly. Some also felt they succeeded in meeting their 
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Fig. 17.7 Instructor responses to the NASA TLX

performance objectives (Performance), even though low to moderate levels of frus-
tration were experienced by some. This frustration would be expected when encoun-
tering a new sensemaking task, and it is expected to reduce as instructors become 
more familiar with the interface, the analytics, and their semantics.

It is worth noting that extracting information, the main task, required moderate 
to high cognitive effort (mental demand) as well as moderate to high overall effort, 
indicating this sensemaking task is difficult for instructors, at least initially. Their 
task loads may decrease over time as they develop this skill.

Most of the observed usability issues that resulted in participants expressing con-
fusion or asking questions of the person(s) leading data collection were the result of 
poor labelling, especially with respect to units of measurement. Additional chal-
lenges were faced because the contrast between some visual elements was inade-
quate or the intent of the color usage was unclear, which led instructors to mentally 
group certain features that were never meant to be part of the same group.

3.7  Perceived Usability and Usefulness of the LAD

Instructor responses to questionnaire items indicate that they could easily navigate 
within the LAD (see Fig. 17.8). They were able to find specific students and move 
between areas within the LAD. They could also easily find the dashboard.
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Fig. 17.8 Navigating in the LAD. (R) indicates a negatively worded item, where disagreement 
indicates a positive finding

Fig. 17.9 Visualization usability. (R) indicates a negatively worded item, where disagreement 
indicates a positive finding

Instructors felt they understood the meaning of the visualizations (see Fig. 17.9). 
Instructors reported they could find the needed information and that both the color 
coding and graphs helped them to do that despite some of them feeling that the LAD 
used too many colors. Participating instructors also reported that the graphs were 
easy to understand even if they sometimes provided a bit too much information.

Three participants responded to and agreed with the item about easily zooming 
in and out of the visualizations (see Fig. 17.9). While all participating instructors 
were able to solve their own problems, many needed help to understand how the 
LAD works (see Fig. 17.10). As will be seen in the next section, their belief that 
they needed help is consistent with the behaviors observed during the think-aloud 
activity.

Instructors liked the LAD and intended to use it again (see Fig. 17.11). However, 
only some of them believed that they could use the LAD or the information it pro-
vided to adapt their course. The hesitation or reluctance to use the LAD may stem 
from concerns over the reliability of the analytics or the lack of contextualization of 
the analytics (as in the instructor comments about the read indicator and search 
feature above).
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Fig. 17.10 Support needed to use the LAD. (R) indicates a negatively worded item, where dis-
agreement indicates a positive finding

Fig. 17.11 Satisfaction of the instructors

4  Discussion and Implications

In this study, we examined instructor use of an LAD in the context of their own 
online course. The main findings provide insight into how instructors use analytics, 
their concerns over analytic quality, the perceived usefulness of specific analytics, 
instructors’ desire for analytics, and how they planned to use those analytics. 
Implications based on these findings are presented along with the below discussion.

5  Instructors Are Open and Eager to Use LADs to Support 
Assessment and Evaluation

In many early deployments of learning analytics, instructors have only aimed to 
identify underperforming students (e.g., Arnold & Pistilli, 2012; Jayaprakash et al., 
2014). Our study demonstrated that instructors’ current practices with analytics and 
their expectations of them have moved beyond this objective, which supports other 
calls for ongoing evaluations of LAD use (Sun et al., 2019). The most powerful 
tendency among instructors in this study was to use the LAD as an assessment tool. 
Our participants expressed this tendency by explaining their use of the LAD for 
grading in their courses. This inclination towards using the analytics for assessment 
purposes was also identified in Papamitsiou and Economides’ (2014) review of the 
literature that examined experimental case studies conducted in LA and educational 
data mining. To respond to this tendency and instructor needs, more research is 
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needed to investigate how to support appropriate assessment and evaluation prac-
tices in the context of the analytics that an LAD can provide.

6  Social Network Analytics Can Support the Facilitation 
of Collaborative Learning Practices

Instructors in this study depended on a social network analytic to monitor student 
activities. This view allowed instructors to see the amount and type of interactions, 
such as likes, replies, or links, that took place among students and instructional 
staff. This visualization allows instructors to identify which students interact with 
each other and who may share similar interests or perspectives. Highlighting these 
interactions may support group formation based on whether instructors want stu-
dents to interact with the same learners or others who may bring additional perspec-
tives to the conversation to facilitate collaborative learning.

Consistent with this, features could be added to LADs that support instructors’ 
practices by saving time on the design and implementation of pedagogical practices. 
Adding features to support specific teaching tasks may eliminate one of the biggest 
factors, time required, that prevents instructors from employing new approaches 
(Arnold & Pistilli, 2012) such as learning analytics. It may even motivate instructors 
to use LADs. For example, in a course including peer assessment practices for dis-
cussion posts, a dashboard that presents students’ previous assessment assignments 
(who assessed whose post) and number of posts in each thread could save instruc-
tors time by helping them track and make these assignments.

7  More Qualitative and Expressive Metrics Are Needed 
to Enable a Holistic Understanding of Student 
Learning Experience

Instructors mainly wanted the addition of qualitative indicators of student activity. 
This is partly because quantitative indicators, such as “time online,” are neither reli-
able nor insightful, even if they are wanted. It may be possible to satisfy this desire 
by adding text summarization or content from student self-reports and reflections, 
as suggested by Ji et al. (2013). Summarization approaches similar to those that are 
now being used in other educational settings could also be of benefit (Luo et al., 
2016) as could measures of student language use that include the adoption or use of 
vocabulary (Demmans Epp, Phirangee, & Hewitt, 2017b; Rahimi et  al., 2017), 
cohesiveness of student posts (Cade et al., 2014), topic dispersion among students, 
and other qualities of how or what students are discussing.
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8  Instructors Value and Need Temporal Information

One of the results that stands out is the instructor’s perspective on timing for review-
ing analytics related to student activity, especially for assessment purposes. As pre-
viously argued and expressed by participating instructors, timing is critical for 
providing insight into students’ learning processes. Thus, instructors should con-
sider timing when interpreting analytics (Becker, 2013). Developers should con-
sider how to provide information about temporal aspects of student activities and 
learning. For software developers to do this, a greater focus on the development, 
validation, and use of temporality in analytics of student learning is needed (Knight 
et al., 2017).

9  Interpretation Supports Should Be Improved 
and Enriched to Scaffold Individual Instructor Practices

Participating instructors specifically expressed that visual aids, such as color cod-
ing, helped them gain insight into student engagement. This was seen in how they 
used color when interacting with the tabular summary statistics (e.g., percentages), 
the social network visualization, and some of the newly added charts. This facilita-
tion is expected considering how critical visual aids are for making sense of large 
amounts of data (Schwendimann et al., 2017; Shneiderman, 1996).

While instructors generally found the LAD usable and easy to navigate, they 
occasionally struggled with how to interpret the represented data. This finding sup-
ports the argument that instructors need to be encouraged to improve their educa-
tional data literacy for effective and efficient use of learning analytics (Ifenthaler & 
Yau, 2020). This can be facilitated with additional training or follow-up support: 
two approaches that were suggested based on a study that investigated LAD inter-
pretation from a technology acceptance perspective (Rienties et  al., 2018). 
Alternatively, the dashboard’s instructions and guidelines can be improved based on 
direct instructor feedback or the challenges we observed (Park & Jo, 2015). Adding 
sensemaking process supports that encourage prediction of the ideal version of an 
analytic based on the course design and goals may also support sensemaking by 
ensuring that instructors have thought about what their students’ behavior or lan-
guage should look like before they begin interpreting the measured behaviors and 
language (Demmans Epp et al. 2017a, b). Once the instructor has extracted mean-
ingful information from the LAD, other features could be used to scaffold the plan-
ning of subsequent learning activities or assessments (as in Demmans Epp et al. 
(2015) or Demmans Epp, Phirangee, Despres-Bedwward, and Wang (2017a)). 
These planning supports should further alleviate the sensemaking burden associated 
with analytics use for course adaption, whether that adaption is done at the micro or 
macro level. Currently, these suggestions are mostly at the ideation stage and war-
rant further investigation.

17 Learning Analytics Dashboard Use in Online Courses: Why and How Instructors…



392

10  LADs Should Be Customizable 
to Enable Contextualization

This study showed that instructors are eager to use LADs as long as they receive 
accurate and meaningful analytics in a way that is easy to interpret. As it is nearly 
impossible to meet these requirements for different course designs and educational 
approaches using a static LAD structure, the results of this study strengthen the 
argument that LADs need to be customizable (Roberts et al., 2017), which could 
facilitate the design of learning analytics implementations (Wise & Vytasek, 2017).

With customizable LADs, the personal preferences of different instructors can be 
satisfied. LADs could then be adapted to fit within instructors’ existing praxis 
(Brown, 2020). This configurability would help address the lack of contextualiza-
tion that often hinders instructor interpretation of analytics (Wise & Vytasek, 2017). 
Similarly to the suggestions listed under implication 5, customization strategies and 
their impact on instructor use of analytics are in need of investigation.

11  Limitations

In this study, six instructors’ use of an LAD was explored through interviews, think-
alouds, and questionnaires. Using both qualitative and quantitative approaches 
within design-based research allowed us to deeply examine the experiences of this 
small instructor group. By doing this, we thoroughly explored how instructors inter-
pret and respond to a specific LAD within the context of discussion-based online 
courses.

Even though the study was not intentionally focused on socio-collaborative 
learning practices within online discussions, the results showed that all the instruc-
tors involved in this study employed this pedagogical approach when using the 
LAD. Given these characteristics, it is likely that some of the lessons will only apply 
in other discussion-focused environments where instructors expect students to learn 
via their interactions with others.

12  Conclusion

LADs have become an essential component of LMSs. However, instructors’ per-
spective on their practical use still needs exploration. To address this need, the pres-
ent study examined instructors’ interpretation of LADs in the context of an ongoing 
course and elicited their feedback. This kind of information about the integration of 
LADs into instructional practices is needed to inform the design and use of LADs 
for supporting online instruction.
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Findings from this study revealed that what we view as relatively simple analyt-
ics are not always interpreted in the same way by instructors. This finding suggests 
a need for additional work on how we can present analytics in a meaningful and 
easy to interpret way.

Although all participants grounded their teaching approaches in socio- 
collaborative learning, their use and interpretation of the LAD varied, which implies 
that there are substantive differences across instructors regardless of the pedagogi-
cal approach employed. As the discussed implications suggest, there is a need for 
additional work on how to support instructors’ interpretation and use of analytics. 
This includes developing supports to help instructors make sense of analytics, 
understand the temporal nature of what they are observing through the LAD, and 
plan course adaptations based on those analytics. The above findings also imply that 
analytics capturing qualities of student discourse are needed for instructors in these 
contexts to fully embrace the use of LADs beyond their current role of monitoring 
student activities.

As can be seen through this study, there is a need for change in how we design 
LADs. This change needs to focus on the design elements that support the appropri-
ate interpretation of analytics, enable instructor trust of the analytics, and facilitate 
instructor integration of analytics into their desired pedagogical processes. Given 
the present study’s focus on how instructors use and interpret analytics, this study 
can be seen as putting a spotlight on an overlooked aspect of LAD design 
(Shum, 2018).
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Chapter 18
Expanding Teacher Assessment Literacy 
with the Use of Data Visualizations 
in Game-Based Assessment

Yoon Jeon Kim, Grace Lin, and José A. Ruipérez-Valiente

1  Background

Why do teachers value games for classroom instruction? How do they want to use 
games in classrooms? In a 2014 national survey (Takeuchi & Vaala, 2014), the par-
ticipating teachers reported that they value using games because students can be 
more engaged and motivated and that games can support social emotional learning 
in addition to academic standards. Similarly, a report from the A-GAMES Project 
(Teachers Use Games as a Formative Assessment Tool) highlights that teachers 
often use games as formative assessment by looking at students’ performance in the 
game or asking them questions based on their gameplay (Fishman et al., 2014). In 
both reports, teachers emphasized the importance of selecting games that are aligned 
with academic standards, while they recognized games can be useful to measure 
and support skills beyond that.

Because games have unique affordances as a learning and assessment tool, 
understanding teachers’ beliefs, knowledge, and desires about the use of games in 
the classroom should be a priority. It is particularly of importance to create assess-
ment models and visualizations of assessment data in games because teachers’ 
assessment practices are closely connected with their pedagogical beliefs (Lim & 
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Chai, 2008). Therefore, even though teachers might not draw a direct connection 
between their practices and the literature on game-based learning, the assessment 
literacy in the context of game-based learning should account for teachers’ ability 
to fully leverage affordances of games in terms of data and assessment.

Thus, what are these affordances? First, games implement rich and complex 
problems that require a lot of trial and errors and creative problem-solving (Gee, 
2003; Shute et  al., 2009). Therefore, games can be a great environment to elicit 
evidence not just for content knowledge but also related cognitive and reasoning 
skills in a multidimensional manner. Second, because of the very nature of games as 
an interactive environment, they capture the full process of learning and solving 
problems, instead of capturing evidence at one time point, unlike how assessment is 
typically done at the end of unit or lesson. Therefore, teachers should understand 
that game environments provide evidence based on the process, not just based on 
something that students do at the end of the gameplay (Kim & Ifenthaler, 2019). 
Third, teachers should understand that specific actions and choices in the game can 
be linked to the following: noncognitive skills and dispositions, different strategies, 
different problem-solving styles, how they collaborate with other players in the 
game, and how they are progressing in the game. For example, given the “pleasantly 
frustrating” nature of the game (Gee, 2004), games can encourage learners to persist 
through difficult problems. And persistence has been well-documented as one of the 
skills that games can be good at supporting and measuring (DiCerbo, 2014; Ventura 
& Shute, 2013).

Fortunately, many of these affordances can be available in games environments 
via the rapid processing of clickstream data, thanks to the advancement of learning 
analytics techniques and applications of artificial intelligence. The application of 
data science techniques in educational games is becoming widespread in recent 
years. In a systematic literature review (Alonso-Fernandez et  al., 2019), authors 
reported that learning analytics and EDM (educational data mining) techniques are 
used to predict performance or assess learning, to study in-game behaviors, to vali-
date game design, and to produce student profiles. These techniques include a wide 
variety of models including decision trees, regression models, correlation, and clus-
tering. For example, sequence mining—a data mining method to discover sequences 
of actions—can be applied in the game environment to unveil for teachers how the 
learner has been interacting with the game (Gomez et  al., 2020; Kim & Shute, 
2015). Similarly, data-driven algorithms can be created to identify when students 
are not productively engaged in the game (Owen et al., 2019). These techniques, 
through classification models, can also be used to predict which students are strug-
gling and, therefore, more likely to quit (Karumbaiah et al. (2018). Moreover, clus-
tering techniques can be used to extract students’ profiles based on their activity 
with the game and provide formative feedback based on the findings (Ruipérez- 
Valiente et al., 2020). However, as previous authors have raised, game learning ana-
lytics is not “informagics” (Perez-Colado et  al., 2018), and strong pedagogical 
foundations are required to avoid confounding learning behaviors with game behav-
iors that do not add value to the learning process (Nguyen et al., 2020).
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Despite these affordances, however, there is a dearth of game-based learning 
systems that are widely used in classrooms for teachers’ assessment of students’ 
learning beyond content standards. Given that teachers are not familiar with some 
of these metrics and constructs and that they often don’t have access to these data, 
there is a disconnect between the potential affordances and the practical affordances 
of game-based learning systems or assessments. To help teachers fully leverage rich 
affordances of games for assessment, one solution is providing these analytics cou-
pled with visualization dashboards, which can make concepts teachers care about 
visible, raise their awareness, and allow them to make pedagogical decisions based 
on the visualized data (Martinez-Maldonado et al., 2020). These visualizations in 
game-based environments can present a strong opportunity to support teaching, 
learning, and assessment (Ifenthaler & Erlandson, 2016).

One of the proposals from the LA community has been to make the end user 
more central in the learning analytics design process, with approaches such as 
human-centered learning analytics (Buckingham Shum et al., 2019) or participatory 
design (Prieto-Alvarez et al., 2018). Moreover, while visualization dashboards rep-
resent an unprecedented opportunity to improve the learning process for teachers, 
they also require that the teachers that consume them are assessment and data liter-
ate, which was not previously required. This shortage of guidance for developing 
data literacy among end users has been depicted as one of the main challenges of 
learning analytics (Tsai & Gasevic, 2017). Additionally, to create learning analytics 
and visualizations for and with teachers, the field needs to reimagine what assess-
ment literacy is aiming to support. Unlike teachers’ assessment literacy with con-
ventional forms of assessment, game-based environments also require teachers’ 
ability to critically evaluate how the system is processing the data.

This chapter reports a work that is situated at the intersection of these two prob-
lems—the limited use of games for learning in classrooms and creating learning 
analytics and supporting tools to enhance practices on the ground. While multiple 
studies used learning analytics techniques in games, for example, to examine how 
students are collaborating with each other (Ruipérez-Valiente & Kim, 2020), to 
function as game-based assessment purposes (Kim & Ifenthaler, 2019), or to model 
learning behaviors within the game (Kang et al., 2017), teachers’ implementation of 
games, coupled with learning analytics in classrooms, is still somewhat limited. A 
few of the barriers are the lack of actionable assessment data, the fact that teachers 
often do not have a clear sense of how students are interacting with the game, and if 
the gameplay is leading to productive learning (Martınez et al., 2020).

2  Assessment Literacy in Game-Based Learning 
and Assessment

The recent demand for classroom teachers’ data literacy is driven by multiple fac-
tors, including the policy makers and states’ push for data-driven decisions in 
schools, and an increasing number of government policies that require data-driven 
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decision-making due to the increasing availability of big data in education 
(Mandinach & Gummer, 2013). Data literacy can be broadly defined as the ability 
to understand and use data effectively to inform decisions (Mandinach & Gummer, 
2013). It is composed of a specific skill set and knowledge base that enables educa-
tors to transform data into information and ultimately into actionable knowledge 
(Mandinach et al., 2008) including (a) knowing how to identify, collect, organize, 
analyze, summarize, and prioritize data; (b) knowing how to develop hypotheses, 
identify problems, and interpret the data; and (c) knowing how to determine, plan, 
implement, and monitor courses of action.

Teacher assessment literacy that can be viewed as a subset of data literacy 
(Mandinach & Gummer, 2013), where the primary source of data is assessment, 
incorporates teachers’ assessment knowledge base including different goals and 
types of assessment, pedagogical beliefs, reasoning, and communication skills (Xu 
& Brown, 2016). In practice, teacher’s assessment literacy is often continuous com-
promises between what they know and believe and the influence and needs of other 
stakeholders (e.g., school’s priorities, parents). Assessment literacy also includes 
teachers’ ability to interpret data using statistical models (DeLuca et al., 2016b) and 
evaluate the quality of assessment based on psychometric qualities (e.g., 
reliability).

We also should note that data literacy is often confused with or interchangeably 
used with assessment literacy. And the distinction between data and assessment lit-
eracy in the context of technology-enabled data-rich environments is blurry, that is, 
while many of these environments provide rich raw and descriptive data (e.g., when 
did the student last log in? How long did the student play the game during the last 
log-in?), these systems also use algorithms and artificial intelligence to process data 
into meaningful categorizations or predictions (e.g., which students are at risk of 
falling behind?). To date, this sensemaking has been typically viewed as part of 
teachers’ assessment literacy.

However, the meaningful use of data from technology-enhanced data-rich envi-
ronments, such as digital games, in classrooms requires skills and mindsets beyond 
the conventional notion of assessment literacy skills. For example, one common 
element of the existing assessment literacy is the teachers’ use and understanding of 
measurement theories and properties (i.e., psychometrics) (DeLuca et al., 2016a). 
Yet, it is very unlikely that teachers will manually process data obtained from game 
environments and be in a position to evaluate psychometrics qualities of the mea-
surement models (i.e., algorithms). Also, use of AIs in such technological environ-
ments requires the teachers to understand and examine how data are being processed. 
Therefore, the field needs a better understanding of teacher assessment literacy that 
interacts with technology and uses big data to create data visualizations and algo-
rithms that can foster evidence-informed teaching practices.

Moreover, because of the nascence of learning analytics as a field and the lack of 
emphasis on innovative assessment in pre-service teacher education, it is unrealistic 
to assume that classroom teachers would feel comfortable with the use of learning 
analytics coupled with rich technological environments. Even with the conventional 
assessment tools and data, many studies have reported that teachers do not feel 
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prepared to use data to inform their practice (Earl & Fullan, 2003; Ikemoto & 
Marsh, 2007), struggle with the use of data (Huguet et al., 2014), and lack a sound 
understanding of measurement models (Oláh et al., 2010). Similarly, simply provid-
ing teachers with data visualizations might not be sufficient to address these chal-
lenges. For example, Means et al., (2011) worked with 52 individual teachers and 
70 small groups of school staff to investigate teachers’ challenges with data- 
informed decision-making. While most teachers were capable of finding informa-
tion on a graph, they experienced difficulties comprehending complex data 
visualizations and showed a limited understanding of key statistical concepts of test 
validity, score reliability, and measurement error, leading to invalid inferences 
(Means et al., 2011). In addition, teachers might have challenges in using student 
assessment data to improve their instruction (Goertz et al., 2009).

In summary, to fully leverage the affordances of digital games and rich data 
affordances of games in classrooms, the field needs to envision and test new design 
processes that can help develop learning analytics tools that can be used by the 
teachers while scaffolding assessment and data literacy skills. In this chapter, we 
discuss the need for re-examining what teacher assessment literacy means in the era 
of big data and educational technology, especially in the context of game-based 
learning and assessment. In the following sections, we introduce a framework for 
research and development of learning analytics and visualizations to consider 
teacher assessment literacy. We situate our discussion within the Shadowspect proj-
ect to illustrate how we considered different aspects of assessment literacy, in addi-
tion to teachers’ pedagogical goals and purposes, to engage teachers in a collaborative 
design process.

3  Context: Shadowspect Dashboard Project

Shadowspect is an online geometry puzzle game where players construct a figure 
that matches various silhouettes with different geometric shapes (i.e., cube, sphere, 
pyramid, cylinder, cone, ramp). The silhouettes represent the cross-sections of the 
figure from different angles. In the game, players can scale and rotate the shapes, 
change the camera angle to view the figure they are constructing from different 
perspectives, and take snapshots of their figure that would produce a particular sil-
houette of their figure from a selected camera angle. Once players submit their solu-
tion, they are be able to see which (if any) of the silhouettes were matched. 
Figure 18.1 displays a sample screenshot of the game interface. There are 9 tutorial 
basic-level puzzles, 9 intermediate puzzles, and 12 advanced-level puzzles, and 
players can jump to any puzzle they would like to try.

Figure 18.1. “Bird Fez” is a puzzle from the intermediate level. Thus, more hints 
and constraints are in place for the players than in the advanced levels, e.g., “You 
can add 4 more objects.” The objective is to create a figure that would match all 
three of the silhouettes displayed on the top of the screen. The buttons for shape 
manipulations are laid out on the bottom of the screen. The top right cube lets the 
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Fig. 18.1 A puzzle from Shadowspect

player select the camera angle. The current view is from a top/front angle. Once a 
shape has been inserted (picture on the left), players have the opportunity to take a 
snapshot with the camera button. When a player hits the “submit” button, they 
receive feedback on which of the silhouettes (if any) match (picture on the right).

During the development phase, the team used input from a few math teachers to 
determine a set of constructs to embed in the game using the evidence-centered 
design framework (Kim et  al., 2019). While developing and refining assessment 
models of the game, the team began thinking about ways to make data assessment 
output usable for teachers, and this led to the expansion of the project with the goal 
of creating a generalizable framework to develop data visualization tools for game- 
based learning. The data visualization project using Shadowspect involved eight 
middle school math teachers as co-designers who participated in a year-long co- 
design program where (1) the teachers informed different types of analytics and 
models that are useful in the context of using Shadowspect in classrooms, (2) co- 
created and refined different functions and visualizations to match with their 
decision- making processes, and (3) engaged in various participatory design activi-
ties to inform iterative prototyping. These teachers, whom we call “design fellows,” 
were selected because they had high interest and ample experience with game-based 
learning and assessments. One fellow, for example, was involved in the develop-
ment of ASSISTments (Heffernan & Heffernan, 2014)—a math platform and tool 
for assigning and assessing homework.

4  Design Framework for Data Visualizations for Teachers

This chapter reports a framework that researchers and designers can consider when 
design learning analytics models or selecting modeling techniques accompanied 
with visualization tools to support pedagogical decisions in the context of game- 
based learning. We are constraining our scope specifically to game-based learning, 
rather than technology-enhanced learning environments broadly, to acknowledge 
unique affordances of game environments for the kinds of learning, behaviors, and 
patterns that can be limited either in traditional assessment or less open-ended 
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technology- enhanced environments (e.g., tutoring systems, learning management 
systems).

The overarching questions that drive our research interconnect games for learn-
ing, learning analytics, data visualization, and teachers’ assessment literacy: how 
can different types of learning analytics and algorithms be developed in collabora-
tion with classroom teachers to inform instructional and assessment practices? 
How should these data be presented, so teachers can make sense of often hard-to- 
comprehend algorithms? How can the development team create visualizations to be 
aligned with teachers’ desires while unveiling new insights about learners that 
might not at first be apparent to teachers?

To guide this inquiry, we propose the following framework (Fig. 18.1) to make 
decisions about the extent to which and the points at which we engage teachers 
through the development of data visualizations and data analytics models (or com-
putational assessment models). To illustrate how this design framework can be used 
to guide a research team’s efforts to (1) plan for research and development activities, 
(2) iterate learning analytics and visualizations over time in relation to each dimen-
sion of the framework, and (3) develop a series of co-design activities, we will now 
discuss this framework with examples from the Shadowspect project.

4.1  Assessment Literacy

To create a meaningful analytics model and data visualizations, the team of research-
ers and co-design teachers first needed to define what they meant by assessment 
literacy for game-based learning, which then helped them to define whom the target 
user was and clarify for or with whom the team developed these tools. In our case, 
we defined our assessment literacy in game-based learning as follows:

A teacher with assessment literacy in the context of educational games (1) values 
nonacademic, nontraditional, and process-oriented skills and attributes of learners 
that game environments can afford supporting; (2) understands what these con-
structs mean and can identify possible evidence for those constructs based on stu-
dents’ gameplay; (3) critically and curiously investigates how the data was 
processed, based on what rules, and understands the role of computing and artificial 
intelligence and its limitations even if he/she does not fully understand how the 
algorithms are being built; (4) uses data and visualization tools to identify strengths, 
weaknesses, growth, and productive and unproductive struggles of learners beyond 
proficiency; (5) strives to gain new and delightfully surprising insights about learn-
ers that they couldn’t see with traditional forms of assessment, and finally (6) 
explores and digs the data at various levels (i.e., individual, subgroup, classroom, 
grade) and with diverse goals (e.g., what’s the puzzle that everybody is struggling 
with, so I can intervene?) (Fig. 18.2).

After establishing the definition, then we decided who our target users were. We 
identified our target user group as teachers who are already on board with the values 
of video games or open-ended learning environments, such as simulations for 
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Fig. 18.2 Four dimensions 
of designing data 
visualizations and analytics 
model in game-based 
assessment

learning and assessment, and have interests in alternative/nontraditional forms of 
assessment. These teachers might be using games in their classrooms already and be 
looking for opportunities to bring in assessments that get at students’ interests and 
creativity. This is a different target user group, for example, from teachers who don’t 
particularly value game and are not interested in using more data for their own 
teaching practices. Table 18.1 illustrates professional experiences and backgrounds 
of the eight participated teachers:

This operating definition of assessment literacy also guided the research team to 
determine which aspects of assessment literacy that the analytics models and visu-
alization tools intended to foster. That is, without a clear vision for teachers’ assess-
ment practices that one can better support by creating visualizations, it is difficult to 
articulate specific functions and purposes of data analytics and visualizations. In our 
case, establishing the assessment literacy helped us to come up with an initial set of 
design principles, which were as follows:

 1. The visualization should be easy to navigate and inviting for teachers to “dig 
deeper” and play with.

 2. The visualization should foster teacher curiosity to explore the data.
 3. The data that teachers see on visualizations should match with their desires and 

intentions for using games in classrooms.
 4. The visualization should allow the teachers to see multiple aspects of a learner, 

some of which might be surprising and unexpected.
 5. The visualization should allow the teachers to see learners’ growth over time.
 6. The visualization should allow the teachers to identify and celebrate “productive 

struggle.”
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Table 18.1 Co-design teacher profiles

Stacy
          •  Usually teaches 7th grade math. Of 80–100 students, she has 15 ELL and 12 IEP 

students
          •  Has taken on the math department coaching role, supporting and supervising other math 

teachers
          • School is predominantly white and 60% eligible for free and reduced price lunch
          •  Has a PhD and interested as a researcher in new ways to improve teaching and learning 

that are research-based
          • Extensively implemented ASSISTments in her classroom
Chris
          •  Teaches high school seniors: probability and statistics including the topics basic 

probability, binomial games, sampling methods and bias, and data displays
          • Also teaches financial math: student loans, taxes, budgeting, and investing
          • Lifelong interest in game design
          • Favorite part of teaching: creativity that goes into lesson planning
          • Was involved in development of the Shadowspect game
          • Fascinated by potential of data interpretation and using game in classroom
John
          • Teaches freshmen and sophomores: Algebra 1 Honors and CP
          •  Tries to incorporate technology in classes as much as possible (e.g., Padlets and 

Desmos)
          • Finds some assessment tools too rigid
          • Each student has access to own computer
          • Sees technology as a way to engage students and push their understanding
          •  Interested in designing learning tools that focus on learning through discovery and allow 

for formative/summative data to be shared with teachers
          • Has been working with ST Math
Tara
          • Teaches Geometry and Algebra 2 to freshmen, sophomores, and juniors
          • Students are mostly minority from low-income communities; many are immigrants
          • Uses Desmos and Google Classroom
          • Sees math as a tool for social change and upper mobility for students
          • School is project-based, very open to innovation and collaboration
          •  Would love to explore new types of assessment and introduce new ideas that involve 

more games
Noah
          • Teaches Geometry and Algebra 2 to freshmen and sophomores at an independent school
          • Loosely follows Common Core curriculum
          • Students
o               ○ Majority struggled in math in the past
o               ○ Many had a variety of neurological and socioemotional challenges
o               ○ Many international boarding students
          • Uses both language-based differentiation and math differentiation
          • Aspiration: create environment that:
o               ○ Promotes math positivity
o               ○  Gives students the chance to use their personal strengths to access and apply the 

concepts
          •  Had an experience working with an EdTech company BlocksCAD to help school 

districts integrate coding and 3D design into traditional standards-based geometry 
curriculum

(continued)
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Table 18.1 (continued)

Bonnie
          • Teaches freshmen, sophomores, occasionally 8th and 11th graders
o               ○ Integrated math, science, technology class for 9th and 10th graders
o               ○ 2 hours/day, 2 teachers: 1 math, 2 science
o               ○ Integrated class examples:
                  ▪ Probability and genetics
                  ▪ Trig and projectile motion
          • School is portfolio based
          • Very heavy use of laptops and tech programs in classes
o               ○ EV3s and Carnegie Mellon’s Virtual World online tool/environment
o               ○ Attended summer program for educators at CMU for it
          • Involved in developing engineering, programming, and robotics classes
          • Sees technology as a way to level playing field
Melinda
          • Teaches 9th~12th grades: Algebra 1, Algebra 2, and quantitative reasoning
          • Students are “middle tracked” level
          • Uses Google Classroom and Desmos
          • Sees technology as having potential to:
o               ○ Engage students
o               ○ Let students interact with each other
o               ○ Act as equalizer (does not favor the most outgoing students)
o               ○ Give quick feedback
          • Excited to dig more into incorporating technology in her classroom
Clarissa
          • Teaches sophomores
o               ○ Geometry CP
o               ○ Inclusion Geometry CP
          • School predominantly white, middle-class, native English speakers
          • School has 1:1 iPads for students and MacBook Air for teachers
          • Participated in Shadowspect Pilot

 7. The data visualization should allow the teacher to question how the model was 
created.

4.2  Pedagogical Goals and Purposes

To determine a process of developing which analytics models and algorithms and 
accompanied visualizations, the research team also needed to consider what peda-
gogical goals and purposes teachers have in mind, i.e., how do they want to use the 
data and for what purposes? This helped to determine the scope and overall direc-
tion of the visualization tools. Also, depending on the goal, the qualities of analytics 
models and the scope of technical development (therefore, how to engage teachers 
in the process) vary.

The literature in game-based learning suggests three different pedagogical goals 
and purposes that are commonly observed in classrooms (Fishman et  al., 2014). 
First, games can function as formative assessment. When the goal is formative 
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assessment, teachers might need learning analytics models and visualizations that 
enable them to identify students who need support, i.e., where students are strug-
gling, and what is the cause or source of struggle. Therefore, for formative assess-
ment goals, providing descriptive and fine-grained analytics related to students’ 
performance in the game might be more appropriate than providing highly pro-
cessed decisions or predictions based on algorithms. Second, the teacher might 
choose to use the game as a motivational tool, especially for the students who typi-
cally do not like math. For this goal, instead of assessing “how well” the student is 
performing in the game, learning analytics models and visualizations should focus 
on various types of achievements beyond numbers of completed puzzles and quests. 
Third, the teacher might want to have students play the game as a form of summa-
tive assessment. For this use, the teacher will need high-level aggregate data that 
allow them to quickly gauge the overall performance of their students (e.g., Mike 
successfully solved 19 puzzles out of 20).

In our case, the teachers expressed their desires to use the game as a curriculum 
enhancement tool as well as a formative assessment tool. In addition, given the 
teachers’ intention to implement the game as part of regular math curriculum, they 
expressed the need to know how student performance in the game is related to the 
math standards and what potential misconceptions students might hold. In our case, 
the team aimed to develop visualizations and analytics models that allow the teacher 
to monitor how productively or unproductively students are making progress in the 
game and how their interactions with the game can inform a teacher’s understanding 
of how much students know about specific standards or how they might hold geo-
metric misconceptions. Furthermore, the visualizations and analytics models need 
to provide actionable insights or information for the teachers to use in the class-
room. For example, teachers would like to know the most common misconceptions 
students have, view representative video playbacks of when these misconceptions 
were demonstrated (see Fig. 18.3), and bring that knowledge back to the classroom 

Fig. 18.3 A screenshot of the video playback on the Shadowspect dashboard. In this example, 
student 424 has made a total of 32 misconceptions across 2 puzzles. The video is displayed when 
the user clicks on “Show Full Replay” on the right panel for any of the puzzle attempts
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to facilitate whole-class discussion, or “puzzle talks,” as one of our co-design teach-
ers would like to call them.

Additionally, given that every teacher’s context is unique, it was critical for the 
research team to invite teachers in the collaborative process early on to identify their 
values and priorities, particularly related to what to measure. For example, early on 
in our collaboration in the set of metric introduction exercises to gauge teacher pri-
orities, we included metrics as abstract as “persistence” to ones that are concrete 
and specific, such as “sequences of player actions within a puzzle.” In midst of the 
widely varying metrics, the teachers identified persistence as one of their most 
highly valued metrics that they would like to explore and investigate in the game 
context.

In our case, it was clear that the co-design teachers (as well as our target audi-
ence) can look beyond the most immediate, traditional “math scores” and value 
nontraditional, process-oriented skills that become assessable and accessible 
through the game-based learning context. In fact, the co-design teachers believed 
persistence to be a great metric to consider because it is an “invisible” (Chris) skill 
that students can use “throughout their life” (Bonnie) and “beyond the math class-
room” (Stacy). It is an important lifelong skill transferable beyond the game and 
something that the co-designer teacher believes educators must foster in students. 
As one teacher puts it, “persistence in the face of challenge is what leads us to suc-
cess” (Clarissa). At the same time, though, the positive desire for insights into stu-
dents’ persistence was juxtaposed with a need for action. As mentioned and 
illustrated earlier, the teachers want recommendations and next steps to bring back 
to the classroom. Some teachers (e.g., Chris) are apprehensive about how they can 
help students with “low persistence” as they acknowledge that there could be other 
life circumstances that prevent the students from playing the game consistently and, 
therefore, persistently. Therefore, they would like the dashboard to provide meta 
information such as when the students log in—if they do so at all—to have a more 
comprehensive picture of students’ engagement and situation beyond a sim-
ple metric.

4.3  Data Affordances

Depending on game mechanics, genres, single play vs. multiplayer collaborative, 
cooperative vs. competitive, how the player can progress in the game environment 
(i.e., linear or nonlinear), and how teachers might implement these games, the kinds 
of data one can acquire from gameplay can vary (Groff, 2018). Therefore, data visu-
alizations in the context of game-based learning and assessment should consider 
possible skills and outcomes that the game is best suited for, as well as how the 
game elements affect the classroom implementation (and, thus, data collection). For 
example, a single-player puzzle game like Angry Birds (Rovio Entertainment) can 
be great at measuring physics understanding, persistence, and problem-solving. 
However, it would be inappropriate to assess one’s collaboration skills using the 
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in- game telemetry data. Similarly, how the game is intended to be implemented in 
the classroom should be considered. For example, a game like Food Fight 
(BrainPOP) is a turn-based game that has only single-player log-in, and it is designed 
for a pair to share the monitor and use one mouse and take turns. For a game like 
Food Fight, actionable analytics might focus less on the individual players, but the 
overall qualities of the food web that was created at the end, which provides insights 
about the pair’s collective understanding of a Savannah ecosystem.

Communicating affordances of the game in terms of what is feasible to measure 
early on is key to create co-design activities. The co-design process should encour-
age the teachers to challenge and question what these constructs mean and what 
“evidence” will be considered to create learning analytics models and visualiza-
tions. Using our case as an example, the research team came up with a potential list 
of what is possible to model and measure, but a few co-design teachers cohort were 
aware that games can be a good context to further illustrate student effort, beyond 
whether they complete the work or not.

The process to communicate the affordances is often cyclical. After the potential 
list of what is possible to model and measure, we started out with early renditions 
of visualizations that we dubbed “tools to think with.” The goal of these tools was 
to facilitate the exploration of the data, which allowed the co-design teachers to bet-
ter grasp the kind of evidence available and what constructs can be created. Within 
those confines, the teachers were then able to illustrate the metrics they would most 
like to see presented on a dashboard.

For example, through the exploration of the early visualizations, it became clear 
that the co-design teachers had strong opinions on and understanding about the 
construct of persistence and were enthusiastic and capable of finding evidence for 
various “flavors” of persistence from data. These flavors were informed by their 
increased understanding of the data affordances, as they became aware of what the 
game data could tell them about students’ activity levels within a game, their types 
of activities in the game (e.g., submitting a solution, taking a snapshot of their con-
structed figures to check the silhouettes), and the active vs. passive time students 
spent in the game. As the co-design teachers investigated the visualizations, they 
also became adept at navigating through multiple levels and perspectives of data. 
Figure 18.4 is an example illustrating a flavor of persistence we called productive 
persistence. It was captured by a co-design teacher, Melinda, as she explored a radar 
chart (one of our “tools to think with”) at an individual student level, where the 
student’s performance is compared to the class average. Typical with usage in the 
classroom, comparison to the class average or across multiple students may be help-
ful to identify students who may be struggling—or persisting—more. Along this 
line, Melinda and the other fellows utilized our radar chart to identify students who 
were outliers. For example, Melinda described Student 262 as follows: “...it looks 
like this student didn’t check their solution very often, wanting instead to make sure 
that they have evaluated the correctness of this solution in every possible way before 
submitting it. This is evidenced by this student rotating the view many, many times, 
but not really ever checking the solution. It looks like this student is spending a lot 
of time attending to the precision of the object.”
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Fig. 18.4 An example of productive persistence by co-design teacher Melinda. Student 262’s 
actions in the puzzle Bird Fez as compared with the class average. The radar chart displayed here 
has been normalized

On a different strain, the co-design teachers were also interested in students’ 
individual progressions. In one example, a teacher, Bonnie, utilized the radar chart’s 
“puzzle view” function to investigate how a student progressed across puzzles of 
varying difficulty (see Fig.  18.5). In this case, the fellow noted that the student 
“seemed to complete the puzzle Pi Henge with ease. Bird Fez was harder for him, 
but he stuck with it with lots more manipulations and snapshots before completing 
it.” This progression of putting more effort into solving a more complex puzzle was 
indicative of the students’ persistence relative to themselves. Too often in typical 
classroom settings, students were being compared to their peers or class average 
that if the fellows did not investigate the data on this other level (i.e., relative to 
students themselves but across puzzles of varying difficulty), the insight would have 
been missed.

The co-design teachers utilized different digital tools to think with, uncovered 
the affordances of the data, and identified patterns that they believed resembled the 

Y. J. Kim et al.



413

Rotate View

Not Bird

Stranger Shapes

Bird Fez

Pi Henge

Rotate Shape

Move Shape

Snapshot

Create Shape
5.00

3.80

2.60

1.40

0.20

Check Solution

Scale Shape

Fig. 18.5 In examining a single student’s activities across multiple puzzles, design fellow Bonnie 
identified a flavor of persistence that hinges on putting in more effort on more difficult tasks

different “flavors of persistence” that they care about. The process resulted in five 
distinct patterns: (a) actions after failed submission, (b) checking solution or not, (c) 
precision and detail oriented (checking views), (d) more actions than others, and (e) 
miscellaneous (other flavors that were less common but still were identified, includ-
ing unproductive persistence and lack of persistence).

4.4  Co-design Methods

While analytics models and data visualization tools can be developed without teach-
ers actively participating in the process as collaborative partners, many argue that 
using participatory design methods with practitioners can increase the overall use-
fulness and usability of such tools in classrooms (Buckingham Shum et al., 2019). 
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Co-designing analytics models and visualizations with teachers, however, requires 
different levels of scaffolding mechanics, depending on the target audience’s assess-
ment literacy. This is because teachers often do not have technical skills that are 
required for model building as well as technology development. Considering spe-
cific aspects of assessment literacy and how competent the target audience is also 
can support the team’s decision-making regarding how to structure co-design 
sessions.

For example, early co-design activities such as metric definition reflections and 
storytelling showed to us that our co-design teachers had a good understanding of 
how to define persistence in a general sense, yet they also had both technically fea-
sible and non-feasible ideas about how to identify evidence for persistence based on 
gameplay and the existing design of the game mechanics. Some of the ideas were 
non-feasible because (1) the adequate data generated and/or collected by the game 
for those ideas are lacking or, (2) from a technical viewpoint, the process would be 
too complex or unclear to accomplish the proposed goals. Below is an excerpt from 
a storytelling activity where the research team asked the co-design teachers to come 
up with a story of how teachers and students might use Shadowspect in the 
classroom:

Norman is in Miss Greta’s class. The class is playing Shadowspect. Miss Greta is trying to 
monitor the class and the student’s progress. Norman completed 3 of the 4 puzzles that map 
onto the congruence standards. He’s doing well. We can tell this because Norman achieved 
2 out of 3 stars for the beginning puzzles on that standard. We see that they’re completing 
that standard, but not in a very efficient manner, suggesting that there is some guess and 
check and exploration still happening. The teacher then encouraged Norman to get back to 
play the puzzle more in order to get the 3 stars to “full” mastery. This also fits in nicely 
about persistence because he spent 100 moves to get to 2 stars, but he would return to it later 
to get to 3 stars by solving in fewer than 15 moves.

In the excerpt, co-design teachers Bonnie, John, and Stacy expressed the idea of 
students being able to receive full mastery of three stars and would treat students’ 
return to a puzzle—despite fewer moves later on—as a sign of persistence. While it 
is feasible for the game to track if and when a student returns to a puzzle, Shadowspect 
does not have a star rating system built in; it is therefore unfeasible to disentangle 
the reason for which a student may return to a puzzle (e.g., to solve a puzzle more 
efficiently, to show a friend).

This potential disconnect between the focus of the teachers’ design attention and 
the research team’s goals led to a series of follow-up co-design activities that 
engaged the teachers with a few rounds of collaborative generations of indicators 
specific to Shadowspect. First, to allow for a fuller understanding of the indicators 
we can draw from the data, we had the teachers explore with additional “Tools to 
Think With.” Like the radar charts showcased in the previous section, these digital 
data exploration tools allow teachers to try out different configurations to unveil 
what is working and what is not working. One of our tools was a “caterpillar chart” 
(Fig. 18.6) that displays the different types of student activities on a given puzzle 
against a time scale.
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Fig. 18.6 An example of a caterpillar chart. Co-design teacher Tara selected this student as she 
explored the tool because “[for] this particular puzzle, you can see the student persisted and try to 
solve the problem multiple times (4 submissions), you can also see the big gap between minute 
01:40 and 02:39, probably to consider other modifications, and the many attempts to manipulate 
the figure showed on number of red dots”

Fig. 18.7 (a) (the picture on the top) is the prompt that was provided at the beginning of a co- 
design session for persistence, and (b) (the picture on the bottom) is two teachers’ responses

Additionally, we introduced a “Mad Libs” prompt where the teachers re-clarified 
what their intended use of Shadowspect is (i.e., how they envision using it in their 
classrooms) and the relevant persistence information given their intended use 
(Fig. 18.7a). Based on their responses, the teachers worked as a pair to specify what 
kinds of indicators they would consider as evidence for persistence and how they 
would use them. This process involved a blend of both generation and “remix” of 
indicators the research team had extracted from literature and the teachers’ earlier 
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Fig. 18.8 The panel sorting activity by Noah and Melinda. The teachers added in a couple more 
panels for indicators that they believed would be useful in capturing persistence

inputs. (To clarify, in “generation,” the teachers come up with their own ideas from 
scratch. In “remix,” the teachers use existing ideas, modify them, and “remix” them 
to form different combinations of new ideas.)

Figure 18.8 displays a virtual panel sorting task where the teachers rated the 
usefulness of various potential indicators as well as some of the teachers’ own remix 
of indicators. Allowing teachers to see existing indicators and remixing them to 
generate their own ideas appeared to be a productive co-design method. As one 
teacher stated in a final reflection activity, “I really liked all the opportunities to 
‘remix’ because it allowed us to be creative, while being grounded! It also meant 
that we could quickly iterate because the art/design was there for us to use!”

5  Conclusion

In this chapter, we discussed a framework that the research team developed to create 
learning analytics and visualizations tools that enable teachers to use gameplay data 
to support student learning in classrooms. The goal of this framework is to guide 
game designers and analytics researchers to consider four interconnected dimen-
sions—assessment literacy, pedagogical goals and purposes, specific data affor-
dances of the game, and co-design methods—to develop learning analytics models 
and visualization tools. Based on what we learned from using this framework to 
plan both research and development activities, we further illustrated how each 
dimension is connected to each other using examples from the Shadowspect dash-
board project.
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Our goal with this chapter is to encourage researchers to apply this framework 
and document their process, so the field can continue to grow this body of knowl-
edge. We also hope that by providing various use cases from different games, the 
field can build a greater body of knowledge about how to make design decisions 
with teachers as co-designers, which can be easily buried in the process or not well- 
documented. Particularly, we hope that this is the beginning of work where we can 
expand what teacher assessment literacy means in the era of big data as well as 
educational technology in the context of open-ended learning environments 
like games.

We foresee multiple directions of this work in the future. First, the current frame-
work does not explicitly describe teacher learning. However, we believe how these 
co-design learning analytics models and visualization tools can help teachers to 
reflect and modify their existing assessment practices should be considered to eval-
uate the effectiveness of these tools. Xu and Brown (2016 p.156) describe that the 
process of “becoming assessment literate is fundamentally a transformative, 
consciousness- evoking one. However, teachers may be content to have conceptions 
and practices of assessment that are entirely consistent with external contexts with-
out casting doubt on their own practices.” To what extent these visualizations allow 
teachers to reflect and challenge the current practices can be an additional element 
of this design framework. In addition, the process of engaging teachers in the pro-
cess can be also a professional development opportunity for them to build their 
assessment literacy skills. Future work can investigate different applications of this 
framework across different contexts and different types of co-designers and target 
users. Second, in the Shadowspect project, we aimed to build visualization tools that 
are targeting the teachers who are already on board with the pedagogical affor-
dances and values of the game. Future work should investigate how different defini-
tions of assessment literacy can lead to different co-design activities as well as 
visualization tools and data models. Finally, future work should investigate data 
visualizations and assessment models that can broaden teachers’ beliefs about 
games as a tool for assessment and learning.
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Chapter 19
Visualization of Learning for Students: 
A Dashboard for Study Progress – 
Development, Design Details, 
Implementation, and User Feedback

Philipp Leitner, Martin Ebner, Hanna Geisswinkler, and Sandra Schön

1  Introduction

At Graz University of Technology (TU Graz), the organizational unit Educational 
Technology has intensive experience in learning analytics and visualizations, 
including for our Austria-wide MOOC platform iMooX.at (Maier et  al., 2019; 
Leitner et  al., 2020), for the university-wide learning management system 
TeachCenter (Leitner et  al., 2019), and through numerous international research 
cooperation (De Laet et al., 2018a, 2018b). When students expressed the wish to get 
a better and easier overview of their study progress, we were happy to comply.

Not only TU Graz students share this wish. Reimers and Neovesky (2015), for 
example, asked German students (N = 194) what they want at their dashboards. 
Their findings are as follows: “Nearly all questioned students stated that they would 
like to see all information relevant to their studies in one central place. 93% 
expressed agreement by selecting 1 or 2 on the scale. Almost as many (85%) agreed 
(selecting 1 or 2) on wanting an overview of deadlines to better organize their stud-
ies.” Building up on their investigations of typical LA dashboard available for stu-
dents, very often using the learning management system, but no student information 
system with grades, the authors complain: “Yet, none of the online platforms dis-
cussed above provides these two features” (p. 403).

In this article, we trace the development of the TU Graz students’ study progress 
dashboard and present its design aspects in detail. We as well refer to our experi-
ences and lessons learned so that practitioners could take our approach as blueprint 
and get helpful insights into our challenges.
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2  Initial Situation and Addressed Objectives

At Graz University of Technology (TU Graz), the learning management system 
(Moodle) is called TeachCenter, and together with the campus management sys-
tem – called TUGRAZonline – it is the main infrastructure for teaching. As central 
instances for both teachers and students, various services and support for teachers 
and students are offered. The information students could find there, concerning their 
study progress in 2019, were the courses successfully completed to date and ECTS 
achieved, including data on other examination candidates (e.g., failure rate for a 
particular examination). The design of this information was largely based on textual 
information spread across several pages (see Fig. 19.1).

The TU Graz study progress dashboard for students is intended to provide a help-
ful overview of students’ activities, for example, their academic performance in 
ECTS compared to the average of their peers, their own study progress, and the 
official study recommendation as well as the progress in the various compulsory 
and optional courses. By visualizing learning data, students should keep an eye on 
their own learning process, which can ultimately lead to an improvement in their 
learning success. The advantages and objectives for students should be in detail (TU 
Graz, 2021):

• Students can see their learning achievements graphically.
• Students can regularly check their own learning progress.

Fig. 19.1 A screenshot of students’ information from the campus management system. (Source: 
TU Graz)
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• Students determine their individual learning status on the basis of a compari-
son group.

• Students can optimize their learning process.
• Each student only sees his/her own results.

Teachers as well as the university administration of Graz University of 
Technology should also benefit from the use of learning analytics (TU Graz, 2021): 
The visualizations and evaluations help to better understand teaching and learning 
processes, reduce dropouts, lead to more transparency, result in higher examination 
activity, make an important contribution to the optimization of study departments 
and student counseling, and are the subject of research and the careful handling 
of data.

3  Students’ Dashboards and Design Considerations

As described above, we could build upon several years of experience and research 
in the field of LA in higher education. Basically, we are aware of potential chal-
lenges: Greller and Drachsler (2016) have developed a well-known framework 
model for the development and deployment of LA applications. From our perspec-
tive for the higher education context (in particular building upon Ferguson et al. 
(2016)), we see seven challenges as crucial (Leitner et al., 2019): purpose and ben-
efits of learning analytics, privacy protection, development of a clear procedure with 
regard to desired and undesired scenarios (ethics), the data, infrastructure, develop-
ment, and operation (incl. estimation of foreseeable costs), as well as other activi-
ties, e.g., training of supervisors.

Building upon this, we decided, for example, to only use data which is practi-
cally already available for students, for example, the results of lectures with more 
than 5 years. This way we can be sure that no new examinations could arise for the 
use of the data.

At the same time, we had to make sure that only students could receive the infor-
mation on their grades and study status, as nothing else has been provided for so far. 
We did this to as well be aware that students do not appreciate their data being used 
for student counseling purposes: West et al. (2020a) asked more than 2000 Australian 
students about their view on learning analytics, and more than a half of them had 
concerns that their data could be used “to trigger support services to contact you” or 
“trigger academic staff to contact you” or “your data being used by the university 
for research” (among other options, p. 80).

With regard to the design and visualizations, we were able to draw on corre-
sponding previous work and developments: A literature review of the state of the art 
of research on learning dashboards by Schwendimann et  al. (2017) included 55 
papers, primarily focusing on learning dashboards in learning management systems 
and MOOC platforms. Concerning their analysis, 14 papers (25%) describe dash-
boards which builds upon data of several platforms. 28 papers (51%) are about 
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dashboards in general and also for students. Further, the literature review gives 
insights into visualization types used. We have selected the results for papers that 
see students as dashboard users and present them in Fig. 19.1. However, we do not 
know how many of these papers deal with study dashboards (Fig. 19.2).

The study shows that bar charts, line crafts, tables, and pie charts are very often 
used in dashboards for students. Study dashboard has a focus on study results and not 
on learners’ activities, for example, their interaction with other learners or procrastina-
tion time. Therefore, visualization at a study dashboard might use different or special 
visualization schemes. The type of visualization can be related with the aim of the 
dashboard and the addressed learning support (see Sedrakyan et al. (2018)).

In our case, it is of deeper interest what kind of visualization is used for which 
data in existing dashboards. For example, Charleer et al. (2018) developed “LISSA.” 
With this tool, students and student counselors receive visualizations of students’ 
grades and study status, also in comparison with their peers. Further, the LALA 
project describes several study dashboards, partly inspired by LISSA (Henriquez 
et al., 2020). In Fig. 19.3 we show the abstract visualisation approach of three dif-
ferent dashboards implemented by LALA partner universities to visualise students’ 
progress. Colours are used to mark the status of the students (passed, failed, in 
progress), as well as different needs to show grades or the format of the lectures.

In all three cases, clicking on a particular lecture gives an overview of the grades 
for all students, including previous years. These are typically provided as bar charts 
of cumulative results with lines or dots for the individual student. It is important to 
emphasize that all of these dashboards described are not intended for the students 
themselves, but for counselors.

Nevertheless, for us here the students were a central partner in the development, 
and we planned from the outset to involve them strongly in the development (see de 
Laet et al. (2018b)). With this, we would like to create a helpful tool that meets with 
as little rejection as possible (Schumacher & Ifenthaler, 2018). Generally, this focus 

Fig. 19.2 Visualization types in dashboard addressing students in papers according to a literature 
review of 55 papers by Schwendimann et al. (2017). (Source: Own visualization of the results 
presented in Schwendimann et al. (2017) and Fig. 19.7, using the number of papers for this target 
group as a base (n = 28))
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Fig. 19.3 Three abstract versions of study dashboard visualizations from partner universities of 
the LALA project (from left to right: AvAc, TrAC, and SiCa). (Source: Own visualization based 
on screenshots in Henriquez et al. (2020))

is demanded again and again, but not so often implemented: Although the learning 
analytics field “acknowledges the central role of students,” West et al. (2020b) state 
that “much of the literature reflects an academic, teacher-centric or institutional 
view” (from abstract).

With regard to the visualization to be developed, we were aware that visualiza-
tions are not per se understood by everyone – legends and assistance must be pro-
vided (e.g., Stofer (2016) for maps). So, we were aware that we always had to 
question whether what we were visualizing was actually understood in the way we 
thought. We as well know that especially comparisons with other students are not 
always motivating and can as well arise feelings of superiority (Teasley, 2017). Very 
exact positioning, especially at the worse end or also at the better end of the student 
distribution, or a clear ranking should be avoided. But we can also imagine that 
visualizations with clear rankings might be less problematic in cultures where stu-
dents are used to that.

4  Development and Challenges

This chapter describes the development and implementation of the students’ dashboard 
for the TU Graz over time as well the challenges we have encountered along the way.

4.1  Development and Implementation Over Time

Our development was planned and implemented within a time frame of 2 years. In the 
following we describe the process from the first idea development till the current status.

As can be seen in Fig. 19.4, stakeholder involvement, especially student involve-
ment, was a core feature of the development process. Design and technical develop-
ment were developed in the “Educational Technology” team together with colleagues 
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Fig. 19.4 Students’ dashboard development to university-wide implementation over time

from the IT Services at TU Graz. Information and communication issues for stu-
dents were developed by the “Higher Education and Program Development” team.

• March 2019: The Educational Technology teams organized workshops with in 
summary seven students and faculty representatives from five disciplines on 
 general creative ideas on enhancing the study support and situation: Among 
many other ideas, students highlighted that a better overview about their study 
process would be helpful.

• March 2019–October 2019: We did a first analysis of data structures and origins 
and development of visualizations.

• July 2019–September 2019: We organized co-design workshops for the interme-
diate dashboards with student representatives.

• November 2019–December 2019: We did several tests in the internal testing 
phase in small groups of students.

• February 2020–March 2020: Several meetings were organized with stakehold-
ers, including student representatives, teachers, vice-rector for academic affairs, 
works council, and legal department. In parallel, information materials for stu-
dents were developed (TU Graz, 2021).

• June 2020: Eighteen months after the first vague idea, we implemented the new 
dashboard for study progress for all BA students at the Faculty of Computer 
Science. We collected user feedback and made small revisions.

• December 2020: After 6 months of test phase, we did the university-wide imple-
mentation for all BA students, including several information materials, setup of 
advisory structure, user feedback, and small revisions.

The development of the dashboard was delayed by a few weeks over time due to 
the closure of the university in March 2020, as all resources were needed at short 
notice to provide the necessary technical support for emergency teaching (Ebner 
et al., 2020). Overall, however, in retrospect, the implementation took place quickly 
and smoothly, probably also due to the existing experience with similar projects.
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4.2  Development of Design and Visualization

As shown, our visualization and design team co-designed the dashboard together 
and within several meetings with the key (and only) user group, which are students. 
The design decisions are aimed at making it as easy as possible for users to get 
started and to understand the visualizations correctly. Design considerations were 
done concerning the needed information, the available data, main type of data chart, 
colors, as well as additional information such as labels and legends. Within the stu-
dents’ co-design workshop, we worked in smaller groups and asked for a brain-
storming concerning the question on needed, wished information and visualization 
on a perfect students’ dashboard (see Fig. 19.5 left). Afterward, we asked the groups 
to make a first sketch (see Fig. 19.5 middle). In a later phase, we asked students for 
feedback with the help of paper prototypes (see Fig. 19.5 on the right).

Concerning the design, we checked for familiar color schemes and chart styles 
that are used already at other parts of the TU Graz pages for students. The color 
scheme of red, orange, yellow, and green as signal color, related to the traffic light 
scheme, was one of the first options which made it through the development pro-
cess. These colors help to identify difficult courses, conflicts, and the need for action 
at a glance. No signal colors are gray and blues.

Although there are several types of visualizations of the concept “parts to a 
whole” (Ribecca, 2021; see Fig.  19.6), only some are well-known and easy to 
understand according to the students’ feedback within our workshops: Bar and pie 

Fig. 19.5 Artifacts from the co-design with students’ sessions and feedback rounds. Left, stu-
dents’ needs and first ideas; middle, a first sketch; right, annotated paper prototype

Fig. 19.6 Selection of a donut chart from several possible visualizations of parts to a whole. Own 
illustration of the collection by Ribecca (2021)
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charts are the two best-known and easy to understand chart types. The donut chart, 
a variant of the pie chart, can be as well used as optical boundary.

As it will be shown later, the donut chart serves in our dashboard as a good delin-
eation of different courses: Important key figures are arranged radially in the mid. 
This makes it easier to recognize and understand related data. A cluttered user inter-
face is prevented by displaying labels and legends primarily via “mouse-over” (a 
graphical element that is activated when the user moves or hovers the pointer over a 
trigger area). This minimalism contributes to clarity and is intended to reveal the 
functions to the user step by step.

4.3  Challenges in Implementation

Again, and again, smaller challenges arose. With regard to the available data and its 
quality, or challenges in visualization, the following are among them:

• It is not clear whether students study according to the current study regulations 
or according to the older ones that may still be valid.

• If students are registered for several study programs (up to four are possible), it 
is unclear to which study program the representations should refer.

• Some degree programs are partly carried out at Graz University of Technology, 
partly at the University of Graz. In some cases, students are free to choose their 
courses. A data comparison with the University of Graz is not directly possible, 
also because different systems are used.

• Finally, we found several data issues such as flaws in the course lists of study 
programs or grading entries, which normally do not interfere with perception, as 
they tend to be hidden but are presented more clearly in the new overview.

Within the user involvement and discussion, the following issues were part of our 
discussion:

• Whether students need to compare themselves with other students and how this 
comparison might affect student motivation and study behavior. We decided to 
include this information, as it is already available due to transparency issues for 
all students.

• Whether students can “so easily” see information about the pass rates in the last 
exams of a course when they take it. We decided again that these data are avail-
able anyhow already, so we do not see why we should not show it.

• Whether teachers and counselors should or should not be allowed to view stu-
dents’ dashboards with or without the consent of the student.

However, despite recurring discussion with students and teachers, the agreed 
objectives were not changed, or, for example, insights into professors’ examination 
data were restricted.
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5  Dashboard Design and Visualization Details

The students’ dashboard design and its several features will be described within the 
following paragraphs.

5.1  Dashboard Overview

The dashboard is displayed to all students of Graz University of Technology who 
are in current bachelor’s program (Fig. 19.7). It is accessible as well for some and 
individual selected discontinuing bachelor’s degree programs. The dashboard was 
designed to provide students with visualization to assist with the following:

• Students can see their success in their studies: The dashboard shows which 
courses have been completed and how the student has performed in detail. At the 
same time, it shows which achievements are still missing for graduation.

• Students can plan their study progress: Students can better assess their perfor-
mance status and plan further learning steps with the help of the recommended 
semester target.

• Students focus on courses: Students can see the grade distribution of all courses 
in their degree program so far in the dashboard. The grade distribution can help 
them focus on courses that other students have found particularly challenging.

Fig. 19.7 A screenshot of a TU Graz students’ dashboard. (Source: TU Graz)
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• Students can compare their performance. The dashboard allows students to com-
pare their performance with their peers. They can find out if they are ranked in 
the top ten for individual courses or where their performance compares to stu-
dents in their year.

5.2  Details of the Dashboard Visualization

The dashboard is divided into the following functional areas (see Fig. 19.8): study 
selection (1), year of study ECTS (2), semester recommendation (3), course of 
study (4), courses (5), history (6), legend (7), support (8), log-out (9), and feed-
back (10).

By clicking on different components, further detailed evaluations can be dis-
played. The selection of the degree program (1) is only possible for students who 
are enrolled in several bachelor’s degree programs.

The section “Academic Year ECTS” (2) shows the achievements in the current 
academic year in the form of ECTS credits (Fig. 19.9). The displayed total number 
of ECTS (a) ranks in the scale of study progress (b). The values 16, 30, and 60 
describe ECTS points to be achieved: From 16 ECTS onward, students are consid-
ered to be exam-active. Achieving 16 ECTS is linked to the entitlement to Austrian 
family allowance for students. Thirty ECTS are the extent of a semester; 60 ECTS 
are the extent of an academic year. In addition, students see where they stand in the 

Fig. 19.8 Different parts of the TU Graz students’ dashboard. (Source: TU Graz)
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Fig. 19.9 The “Academic Year ECTS” part of the TU Graz students’ dashboard. (Source: TU Graz)

Fig. 19.10 The “semester recommendation” part of the TU Graz students’ dashboard. (Source: 
TU Graz)

Fig. 19.11 The “course of studies” part of the TU Graz students’ dashboard. (Source: TU Graz)

context of a semester or the entire academic year but also in comparison to the per-
formance of fellow students (cohort) (c).

Under “Semester Recommendation” (3), the recommended courses per semester 
are displayed (see Fig.  19.10). The section is structured as follows: ECTS total 
number of studies (a), all semesters of studies (b), and electives and optional sub-
jects of your studies (c).

The course of studies (4) shows the courses completed per semester (see Fig. 19.11). 
It is structured as follows: The tile shows how many ECTS have been completed in the 
course of the bachelor’s degree; in the example it is 82 ECTS (a). Under “Recognitions” 
(b) you will find all courses that have been completed at Graz University of Technology 
or at other educational institutions and have been recognized for the degree program 
at TU Graz. The completed semesters are mapped according to the course of study (c). 
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Fig. 19.12 Different ways to show lectures at TU Graz students’ dashboard. Completed course 
with more than five participants (left), completed course with less than five participants (middle), 
recommended but not yet completed course (right). (Source: TU Graz)

To display the completed courses per semester, the student has to click on the corre-
sponding semester. The last tab (d) in the course of studies is always the current 
semester. Since the current semester is selected by default, courses completed in this 
semester are automatically displayed in the Courses section.

Courses are marked with either a colored, a blue, or a gray circle. Colored circles 
indicate the distribution of grades from 1 (“very good”) to 5 (“unsatisfactory”; see 
Fig. 19.12 left). Blue circles refer to completed courses with a group size of less than 
five persons (see Fig. 19.12 in the middle). For data protection reasons, the breakdown 
of grades and the number of participants is not permitted for such small groups. 
Courses that have not been completed are marked with a gray circle (see Fig. 19.12 
right). Within the circle, students will find details of their grades (colored small cir-
cle); die number of ECTS; the number of entries; the number of participants; an indi-
cation of whether the student is in the top 10%, 20%, or 50% (not here); and an 
indication of the format of the course. Clicking on a course opens its history and dis-
plays the distribution of grades from all previous courses. This function is intended 
above all to help students better assess challenges when planning the semester.

A detailed guide helps students to use all the functions and understand the infor-
mation presented (TU Graz, 2020). In addition, further support and counseling ser-
vices are pointed out. The guide as well addresses that the visualization cannot take 
account personal circumstances, “such as caring responsibilities, employment or 
other studies you are pursuing. Study progress is very individual, so you should 
interpret this information accordingly” (TU Graz, 2020, p. 12, own translation).

6  Implementation and User Feedback

In summer term 2020, the dashboard was made accessible for all bachelor’s studies of 
the Faculty of Computer Science and Biomedical Engineering at TU Graz. This intro-
duction was accompanied by further information on the dashboard and communicated 
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through emails and teachers. By 9th of June 2020, 743 students have had access to the 
dashboard. Twenty-seven students had taken the opportunity to provide feedback on 
the dashboard. The feedback was requested as free text. An analysis showed that more 
than half, namely, 54%, were clearly positive and reported minor errors or made sug-
gestions for improvement and 38% others did not comment positively or negatively 
on the dashboard and only made suggestions for improvement. The suggestions for 
improvement refer to improvements in the legend up to the optimization of the mobile 
version. Only 8% of the responses were negative, with students saying it was unneces-
sary or that they did not understand the point of it because the information already 
existed. The comparison between students was also rejected. Among the explicitly 
positive feedback are those that emphasize that the dashboard helps to better assess 
one’s own performance and to get a good overview.

After this successful start, the dashboard was made available university-wide in 
December 2020.

7  Recommendations and Outlook

Finally, the authors will present recommendations as guidelines for similar projects 
based on their experience and students’ feedback and an outlook for future develop-
ment and research:

 1. Limit to data and information that are already available. When developing 
the dashboard, focus on the things data and information that are already avail-
able to students but, for example, are on different systems or several pages or 
mainly in text form. This avoids many discussions about “what students should 
see in the first place,” because the information is already available to them. At 
least we were able to focus more on the visualization or technical aspects in all 
the discussions.

 2. Limit the access to all who had it already. In our case at TU Graz, teachers or 
students’ service has no full access of student study progress. Although we had 
some discussion about this issue, we stayed focused on a service and visualiza-
tion only for the individual student. In this way, we were able to take a clear 
position on this issue and did not open up a discussion space that could distract 
from the actual plan and implementation of the student progress dashboard.

 3. Use existing pattern and colors. Concerning visualization, all organizations as 
well as cultures have a more or less formally (corporate identity) or informally 
established specifications and pattern. Checking existing tools, pages, and online 
services, in our case, especially such for students, makes it easier to decide for 
colors and more. Practically, we use as well the traffic light colors as they are 
used in other existing study dashboards as well (see Fig. 19.3).

 4. Try unusual visualization type. As the literature review of Schwendimann 
et al. (2017) showed, the donut data visualization is not very common in learning 
dashboards for students (see Fig. 19.2). Nevertheless, the donut was highly sup-
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ported by our students. We see that the students not only liked our rather unusual 
solution but that they also understood it well.

 5. Co-design with students. This recommendation is not only based on the insight 
that key users can also provide valuable feedback, but on the experience that they 
are highly engaged and sometimes surprisingly competent (visually and techni-
cally, we are a technical university). We have the impression that the strong 
involvement of the students made the process not only more effective but also 
significantly more efficient.

 6. Do not underestimate data management and integration of stakeholders. In 
our case, we were able to carry out the described implementation relatively 
smoothly, but we already knew the data and its origin, as well as the systems and 
possible challenges, and we were also aware of which intentional units abso-
lutely had to be involved and at which stage of the process. If a dashboard devel-
opment is the first measure in the field, significantly greater efforts should be 
expected here at a large university.

From the perspective of the student dashboard, there are still some limitations 
that we have already described above, but for which no solutions are currently fore-
seeable, for example, for the necessary data exchange with the university with 
which we offer joint degree programs. We have therefore not planned any major 
further developments, also in view of the positive feedback on the dashboard. The 
extent to which other forms of support for studying and learning can be used and 
have an effect for students is something we will initially investigate primarily at our 
learning management system at the level of individual courses or individual MOOCs 
on the MOOC platform.
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Chapter 20
Visualization of Student-Item Interaction 
Matrix

Tomáš Effenberger and Radek Pelánek

1  Introduction

In digital learning environments, students do not just passively consume learning con-
tent but also actively interact with various educational items. In this work, we focus on 
visualizing these interactions. We consider item as a general term encapsulating, among 
others, multiple-choice questions, fill-in-the-blank and drag-and-drop exercises, inter-
active simulations, or programming assignments. We consider particularly items for 
which the student interaction can be automatically evaluated as correct or incorrect.

Data on student-item interaction are valuable for many stakeholders. For stu-
dents and teachers, the data can provide insight into the state of the learning process. 
For developers of learning environments, the data can give impulses for the improve-
ment of their environments. For researchers, the data can provide inspiration for the 
design and evaluation of personalization algorithms.

Student-item interaction can be analyzed and visualized in many ways. To put the 
techniques discussed in this work into a context, it is useful to consider whether the 
visualization is concerned with single or multiple students and items. Figure 20.1 pro-
vides illustrations for different combinations. The figure uses simplified versions of 
visualizations and hypothetical data about student interaction with programming items.

• Single student, single item. The most detailed visualization, focusing on indi-
vidual actions of a single student while solving an item. The provided example 
visualizes student’s edits and submits while solving a programming assignment.

• Single student, multiple items. This visualization shows the behavior of a single 
student across multiple items, e.g., as a bar chart showing the activity of a given 
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Fig. 20.1 Examples of visualizations of student-item interactions depending on the number of 
students and items

student through time. Other examples of this type of visualization are MasteryGrid 
without social features by Brusilovsky et al. (2016), the summative visualization 
of student activity using Chernoff faces (France et al., 2006), and line chart dis-
playing progress and responses to test items in chronological order (Costagliola 
et al., 2008).

• Multiple students, single item. For a single item, we can visualize the activity of 
multiple students to show different approaches to solving the item. This can be 
done, for example, using an interaction network with nodes representing possi-
ble partial solutions and edges representing frequent transitions between them 
(Johnson et al., 2013).

• Multiple students, multiple items. Finally, we can consider both multiple students 
and multiple items, which naturally lead to a matrix-based visualization. This 
approach is the focus of this chapter.

We focus on student-item interaction visualization taking into account multiple 
students and multiple items, particularly in the form of a student-item matrix with 
rows and columns corresponding to students and items. This type of visualization 
can be found in the literature under various other names: student-problem matrix 
(Khajah et al., 2014), student-problem chart (Wang & Chen, 2013), lesson overview 
(Molenaar & Knoop-van Campen, 2017), and even just heat map (Confrey et al., 
2017). None of these publications provides a systematic discussion of the student- 
item matrix. Each of them uses one particular variant of the student-item matrix 
(e.g., students and items ordered by their skill and difficulty, cells displaying binary 
correctness) for a specific purpose (e.g., providing feedback to teachers about strug-
gling students).
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Analogous matrix visualization has been used to display the interaction of students 
with other entities as well. For instance, the columns can correspond to knowledge 
components (Brusilovsky et al., 2016; Mazza & Dimitrova, 2007), courses (Bowers, 
2010), errors (Fu et al., 2017), or types of learning activities (Lee et al., 2016).

Another variation on the standard student-item matrix is to use time as the hori-
zontal axis, resulting in a sparse dotted chart instead of the dense heat map (van der 
Aalst et al., 2013; Sedrakyan et al., 2014; Trcka et al., 2010). Such visualization can 
be considered as a (nonstandard) student-item matrix only if the cells still corre-
spond to individual student-item interactions. Aggregating the interactions, e.g., as 
the number of interactions per day, can be useful, but we do not call such visualiza-
tion a student-item matrix since we cannot make inferences about the individ-
ual items.

Other research areas use closely related techniques. In recommender systems, a 
key data structure is a user-item matrix with ratings (e.g., movie ratings); Monti 
et al. (2019) uses 3D visualization of this matrix. In process mining, similar meth-
ods are used to visualize a resource-activity matrix (Janssenswillen et al., 2019).

This chapter presents a systematic treatment of the visualization of student-item 
matrices. The student-item matrix has many applications (Sect. 20.2), and each appli-
cation leads to specific requirements that should be taken into account when designing 
the visualization. Although several studies already used this visualization, they do not 
focus on the student-item matrix per se and do not provide any guidance to its design. 
We provide a systematic discussion of different aspects of the visualization and also 
describe variations and extensions (Sect. 20.3). The chapter includes a case study with 
data from introductory programming, which illustrates different variants of the stu-
dent-item matrix and discusses the insights they provide (Sect. 20.4).

2  Applications

The general aim of visualizing the student-item matrix is to get an understanding of 
data and insights into underlying behaviors and consequently to make informed 
decisions that will lead to the improvement in student learning. More specifically, 
the goal is to understand the behavior of students, algorithms, and their interactions. 
This is nontrivial since student’s behavior is complex and noisy, personalization 
algorithms are adaptive, and interactions can have surprising effects.

The visualization can serve several different specific needs, depending on the tar-
get audience (students, teachers, developers, researchers). We outline several of these 
applications. To illustrate them, we use the matrix shown in Fig. 20.2. This example 
visualizes student answers to a reading comprehension exercise, where a student reads 
a text and then answers several multiple-choice questions. The matrix is hypothetical, 
i.e., it is not based on real student data but artificially constructed in order to show in 
a compact space many potential applications. Nevertheless, all the discussed patterns 
are based on our experiences with real data. Real data are, of course, noisier and we 
do not see so many aspects of student behavior in such a small sample.
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Fig. 20.2 Hypothetical student-item matrix for reading comprehension exercise. The color is 
based on the correctness of student answers

2.1  Feedback to Students and Teachers

Teachers can use the visualization during a class to decide what to do, e.g., to give 
feedback to a particular student or to discuss something with the whole class 
(Confrey et al., 2017; Molenaar & Knoop-van Campen, 2017). In our illustrative 
example in Fig. 20.2, a teacher may quickly conclude that student s1 works mostly 
well, student s11 needs help, and student s12 is completely disengaged. Molenaar 
& Knoop-van Campen (2017) describe how teachers use the student-item matrix 
and other visualizations during class; they confirm that these visualizations influ-
ence their actions.

The visualization can be incorporated into an open learner model in order to help 
students to develop metacognitive skills while simultaneously serving as navigation 
through the system (Brusilovsky et al., 2016).

2.2  Understanding Behavior, Decision Support

Student-item matrix visualization can provide system developers and content 
authors with an understanding of student behavior. How are students interacting 
with the content? Is the interaction as expected? Can we detect different types of 
students? Do we need to modify or extend the available content (e.g., add more 
items or add easier items)? Consider the illustration in Fig. 20.2. Here we can see 
that item 4 is probably too easy, whereas item 7 is very difficult and many students 
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stop the practice at this item. This is clearly a critical point that requires attention 
and suitable modification.

Previous work used related techniques and visualizations with similar aims, e.g., 
detection of student clusters based on sequences of their actions (Desmarais & 
Lemieux, 2013), visualization of data about student behavior in MOOC courses 
(Coffrin et  al., 2014), or visualization of data about player behavior in games 
(Wallner & Kriglstein, 2013).

2.3  Detecting Counterproductive Behavior

Students do not always use learning environments in the productive fashion intended 
by designers. There are many types of counterproductive behavior, e.g., cheating, 
systematic guessing, or gaming the system (hint abuse) (Baker et al., 2008; Northcutt 
et al., 2016). There are many types of counterproductive behavior, and students are 
often surprisingly creative—we have, for example, encountered cases of intensive 
exploration of HTML source code or JavaScript console outputs. Visualizations can 
often provide indications of suspicious activity (Costagliola et al., 2008). Once we 
spot unexpected patterns in the visualization, we can build detectors to quantify 
them and find them systematically.

In the illustration in Fig. 20.2, students s3 and s6 are probably cheating. At the 
beginning of the sequence, they struggle to answer items correctly. At the end of the 
sequence, they have a long sequence of excellent and very fast answers. We can also 
see that students 12 is just guessing, which is another form of counterproductive 
behavior.

2.4  Understanding Biases in Data

The data from learning environments are typically skewed and may contain various 
biases (Nixon et al., 2013; Čechák & Pelánek, 2019), e.g., mastery attrition bias 
(students who know a topic are leaving earlier than weak students) or ordering bias 
(items presented at the beginning of a sequence are solved by many more students 
and under different circumstances than items presented later). These biases can sig-
nificantly influence the evaluation of student models and learning environments 
(Pelánek, 2018). Visualizations can help us understand the biases and skews present 
in a particular dataset and to make informed decisions concerning the proper evalu-
ation methodology, e.g., splitting the dataset into a training and testing set or the 
approach to the computation of metrics.

The illustration in Fig. 20.2 shows a typical skew in the distribution of answers 
due to item order. Items 9–13 are solved by only a small subset of students and these 
students are not a representative sample (only good or cheating students).
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2.5  Inspiration and Intuition for Student Models

Learning environments often provide adaptive behavior that is guided by student 
modeling (Pelánek, 2017). Based on student activity, a student model provides an 
estimate of a student state. Student models can take many forms and use many types 
of input data; the choice of a suitable model depends on a specific situation. 
Visualizations of interaction can often provide guidance and inspiration for the 
design of student models. For example, in data from one system, we noticed quite 
frequent consecutive sequences of incorrect answers. Based on this observation, we 
built a simple predictor of next answer correctness, which was competitive with 
more sophisticated student models (Řihák & Pelánek, 2016). A specific application 
is the choice of performance data to use. There are many aspects of student perfor-
mance that can be used in student modeling (e.g., the correctness of answers, 
response times, the quality of solutions, absolute timestamp, class membership). 
Student-item matrix can capture multiple aspects of performance, providing insight 
into how these performance aspects are related, which of them are noisy, and which 
carry a consistent signal about the student. It is useful to have intuition before one 
plunges into modeling. For example, for the data depicted in Fig. 20.2, it seems that 
response times may be indicative of affective state (disengagement) and cheating 
but probably would not be very useful for modeling cognitive state (at least without 
nontrivial filtering).

The student-item matrix visualization is also used for the illustration of method-
ological issues in student model evaluation (train-test data split) (Khajah et  al., 
2014; Pelánek, 2018; Reddy et al., 2016). After performing the modeling and evalu-
ation, visualizations can be useful for checking the validity of results and providing 
interpretation.

3  Design of the Matrix Visualization

The student-item matrix is similar to heat maps and scatterplots but requires addi-
tional decisions concerning filtering, grouping, and ordering of the students and 
items. A large number of parameters makes the student-item matrix a rich and ver-
satile visualization but can be intimidating the first time you use it. To help design a 
suitable student-item matrix, this section provides a systematic overview of the 
parameters and available options.

3.1  Standard Student-Item Matrix

In the standard student-item interaction matrix, rows correspond to individual stu-
dents, columns to individual items, and cells to interactions between them. Each of 
these three graphical components—rows, columns, and cells—has a number of 
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Fig. 20.3 Parameters of rows, columns, and cells in student-item interaction matrix, together with 
an example set of options (printed in italics)

parameters, which are shown in Fig.  20.3. In the following, we discuss typical 
options for these parameters.

3.1.1  Rows: Students

There might be several orders of magnitude more students than we can fit into the 
visualization, so we must choose just a subset of them. In addition to the selection 
of students, the second key parameter is the ordering, which can often greatly 
enhance the intelligibility of the visualization.

• Unit: individual student, group of students (class, cluster)

• Typically, we want to see individual students, but lower granularity is certainly 
possible. Each row would then represent a set of students, e.g., a cluster of stu-
dents with similar behavior.

• Select: filter by condition, random sample, top N
• First, we can filter students satisfying a specific condition, e.g., students from a 

specific class or students who attempted at least ten items. Then, if there are still 
too many students, we take a random sample, possibly stratified (e.g., an equal 
number of male and female students) or blocked (e.g., students with activity 
within one randomly chosen week). Alternatively, we can select top N students 
with respect to a criterion such as the number of answers.

• Group: grade, class, school, or another categorical attribute
• If we want to compare multiple groups of students, we can put the rows of the 

students from the same group together and insert a small gap (or simply an empty 
column) between the groups.

• Order: activity, skill, or another numerical attribute
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• A reasonable default choice is a summary of a student’s activity, such as the 
number of interactions, success rate, or a skill estimated by a student model. 
Sometimes, other orderings are more appropriate. For instance, ordering by the 
time of students’ first (or last) activity may reveal group cheating or the impact 
of new items. A more sophisticated way to put similar students close to each 
other is to define the similarity between two students and use 1D dimensionality 
reduction or dendrogram resulting from hierarchical clustering (Lee et al., 2016).

• Label: ID, name, or another categorical attribute

• Identifying individual students is important when the matrix is used as an over-
view for a teacher, but for most of the other applications, labels are not needed.

3.1.2  Columns: Items

There are typically much fewer items than students, so it might be feasible to show 
all of them. If not, we can either aggregate them to larger units or select just a subset 
of items. As for the students, the ordering of items is an important decision.

• Unit: individual items, steps, item sets, knowledge components, courses

• The default choice is individual items, but both lower and higher granularity are 
possible; e.g., units of higher granularity are steps within an item, and units of 
lower granularity are item sets.

• Select: all, filter by condition, random sample
• If there are too many items, we can select a group of closely related items such 

as an item set or a knowledge component. Alternatively, we can use a random 
sampling strategy, analogically as for students.

• Group: item set, type of item, or another categorical attribute
• There are often natural groups of items, such as item sets or item types (e.g., 

multiple-choice vs. free-response questions). It might be helpful to visually sepa-
rate these groups.

• Order: presentation order, difficulty, or another numerical attribute
• If the items have some predetermined ordering within the system, it is natural to 

use the same ordering also in the student-item matrix. For some use cases, 
 alternative orderings might make sense, e.g., by difficulty (e.g., success rate) or 
by the time when the item was created. Using per-student ordering of items is 
possible (e.g., in the order they solved the items), but then columns do not cor-
respond to unique items; this is discussed separately in Sect. 20.3.2.

• Label: ID, or another categorical attribute

• There is not much space in the header for each item. If we want to show the 
names (or even complete item statement), we need to either rotate the labels, 
transpose the matrix (i.e., dedicate rows to items), or use interactive features such 
as mouse hover.
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3.1.3  Cells: Interactions

Given a student-item pair, we can display various data about their interaction:

• Student’s performance (e.g., correctness, solution quality, response time, the 
number of attempts or requested hints)

• Time of the interaction (e.g., date, the time within a day, the time from the first 
student’s interaction, the order of the student’s interaction)

• Prediction of a student model (e.g., the predicted probability that the student 
solves the item, that he is frustrated, or that he is cheating)

These data attributes can be mapped to any subset of the cells’ graphical attri-
butes shown in Fig. 20.3: color, shape, size, and text. The graphical and data attri-
butes are nearly orthogonal and can be combined in many ways. One constraint is 
that some graphical attributes are only suitable for categorical data attributes. It is, 
however, possible to discretize a numerical attribute into a few categories, e.g., 
using “short/long solution” instead of the continuous length of the solution.

• Color: performance, time, any categorical or numerical attribute

• Changing the color is the least disruptive way to vary the appearance of the cells 
without making the matrix more difficult to navigate. Color can represent both 
categorical data (using a qualitative colormap) and numerical data (using a 
sequential colormap). It is even possible to show multiple performance aspects, 
either by mapping separately hue and lightness to two different aspects (e.g., cor-
rectness and response time) or by combining multiple aspects into a single cate-
gory, e.g., “weak performance” when either the response time is high or the 
quality of the solution is low. Recommendations on how to perform such answer 
classification in various domains exist (Pelánek & Effenberger, 2020).

• Shape: suspicious behavior, correctness, or another categorical attribute
• If the matrix is dense, using multiple shapes would produce unintelligible visu-

alization. This graphical attribute can be useful if there are a few interactions that 
we want to highlight, e.g., detected cheating. Another example might be using 
crosses for serious unfinished attempts in a problem-solving exercise where 
nearly all of the items are eventually solved.

• Size: response time, or another numerical attribute
• We can either change just the width or height of the shape or both dimensions 

simultaneously. For example, we can scale crosses representing unfinished 
attempts proportionally to the response time in order to make the nonserious 
attempts less prominent.

• Text: item ID, or another categorical or numerical attribute
• If there are not many interactions and the cells are large enough, we might be 

able to fit a short text (letter, two-digit number) in each cell. However, in a more 
typical scenario, there are many interactions and the cells are thus too small. A 
possible remedy is to use interactive features—showing the text on mouse hover, 
click, or after sufficient zoom-in.

• Multiple: composing graphical attributes, nesting shapes, stacking cells

20 Visualization of Student-Item Interaction Matrix



448

• Often, we want to directly compare two data attributes, e.g., two aspects of per-
formance, predicted vs. actual performance, or the performance vs. the difficulty 
of the item. The most obvious way to show multiple data attributes for each 
interaction is to vary multiple graphical attributes of the cells. For instance, a 
shape can denote correctness and color response time. There are two other 
approaches, which might better preserve the grid regularity: nesting and stack-
ing. Figure 20.2 illustrates nesting multiple shapes in a single cell. The nested 
shape might not be just a binary indicator; it can possess any of the discussed 
graphical attributes.

3.2  Nonstandard Student-Item Matrix

In the standard version of the student-item interaction matrix, each row corresponds 
to a unique student, each column to a unique item, and each cell to the interaction 
between them. If we drop the requirement on the rows and columns but insist that 
each cell still corresponds to a student-item interaction, we obtain a much broader 
set of visualizations, which we call nonstandard student-item interaction matrices.

A prominent class of nonstandard student-item interaction matrices uses the x-axis 
to display time instead of to identify the items. Such visualization is called dotted 
chart in the process mining community (Janssenswillen et al., 2019; Song & van der 
Aalst, 2007). It is useful when the temporal aspect is important, e.g., for debugging a 
student model or investigating possible cheating before the homework deadline.

There are many notions of time to consider, and the appropriate choice depends 
on the specific application. There is a fundamental trade-off between the fidelity of 
the time axis and the compactness of the visualization, which is illustrated in 
Fig. 20.4. Three basic choices are absolute, relative, and logical time.

• Absolute time: The columns represent discretized absolute time. To avoid over-
lapping interactions, we may use just absolute dates, using the specific time only 
to order the interactions within the day. To avoid too wide visualization, we can 
decrease the width of each cell; this strategy is used in Fig. 20.9.

• Relative time: Absolute time becomes impractical if the times for the set of 
selected students differ widely. In such a case, we might use time relative to a 
given student, e.g., nth day since the student’s first interaction.

Fig. 20.4 Comparison of standard and nonstandard student-item interaction matrices. The non-
standard versions use three different notions of time for the x-axis
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• Logical time: The most compact—and least faithful—visualization is obtained 
by keeping only the information about the ordering of the interactions, i.e., nth 
column corresponds to nth interaction for a given student. The resulting time- 
ordered student-item interaction matrix is dense, with no empty cells between 
interactions; see Figs. 20.7 and 20.8.

Other variants of nonstandard student-item interaction matrices are possible but 
much less frequently useful. For instance, if new content was added to our learning 
system and we want to explore how this change impacted performance on the exist-
ing items, we could use rows to identify items (instead of students) and the x-axis to 
display time before and after the content update.

3.3  Extensions

Figure 20.5 shows examples of additional graphical elements that can be added to 
the student-item interaction matrix.

3.3.1  Facets

Comparing multiple student-item matrices might bring a deeper insight than look-
ing at just one matrix. We can compare sets of students (e.g., control vs. treatment 
group), sets of items (e.g., code comprehension vs. code writing), or time periods 
(e.g., June vs. November). In some cases, the comparison can be performed within 
a single matrix, using either groups or stacked cells (e.g., to compare predictions of 
multiple student models). If a single matrix is not sufficient, we can always arrange 
multiple matrices into a facet grid.

3.3.2  Margins

Any relevant student/item attributes can be added to the margins of the matrix. 
These attributes can be summaries of the displayed values in the rows and columns, 
facilitating the exploration of multiple levels of abstraction. Various summary 

Fig. 20.5 Four examples of student-item interaction matrix extensions
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curves can be seen as a projection of a specific student-item matrix. For example, a 
survival curve (Eagle & Barnes, 2014) is a projection that counts the number of 
interactions in columns of a time-ordered matrix, and an item ordering bias curve 
(Čechák & Pelánek, 2019) is a projection that averages columns in a time-ordered 
matrix with values set to the item presentation order. Figures 20.7 and 20.8 show 
these two summary curves represented as heatlines, which are a compact alternative 
to point plots or bar charts.

3.3.3  Annotations

When the matrix is used to deliver a message (e.g., in a research paper), we may 
want to highlight or delineate some parts. Examples of such annotations include a 
line showing a homework deadline, background highlight in columns of new 
items, and icons with exclamation marks put on the cells corresponding to interac-
tions where a student model made a huge error in the predicted performance.

3.3.4  Interactivity

Interactive features can greatly simplify exploration on multiple levels of abstrac-
tions, readily providing details on demand (e.g., hovering over or clicking on a cell). 
Dropdowns and sliders can allow to easily select different subsets of data and 
change all the parameters of the student-item matrix discussed in previous sections. 
A valuable feature for debugging student models would be an option to interactively 
change the data, such as the observed performance of a student, to see how it would 
impact the model behavior.

4  Case Study

In this section, we show several examples of student-item matrices using real-world 
data from an online learning system for learning programming. For this case study, 
we selected a single high-school class (28 students) and 5 item sets from a Python 
programming exercise (51 items in total). Each item asks students to write a short 
function, e.g., to compute a factorial or to detect a palindrome. In contrast to 
multiple- choice questions, these programming items take much longer to solve and 
most attempts are eventually successful. Also, the binary success is not the only 
relevant aspect of performance: the speed of the students and the quality of the code 
matter as well. Effenberger and Pelánek (2021) showed that considering these other 
aspects of performance is necessary for valid and reliable student models in this 
context.
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4.1  Standard Student-Item Matrix

Figure 20.6 shows a standard student-item matrix for this data. Cell colors represent 
the performance of a student on an item, considering both the product quality (code 
length) and fluency (speed of the student). The thresholds for each performance 
category are computed per item, using the length of the author’s solution and data 
from all students (not just the single selected class). Unsuccessful interactions that 
took less than 1 min are labeled as not serious. Effenberger and Pelánek (2021) 
demonstrated that for this programming exercise, such performance measure leads 
to valid and reliable estimates of skills and difficulties, while binary correctness 
does not. Computing the mean performance—which is shown in the margins—
requires specifying a mapping from the discrete performance categories to numbers.

To the teacher, this visualization confirms that the selected exercise was a rather 
good fit for the class: neither were the items trivial for the students nor is any student 
extremely struggling. There are not huge differences in skills—the mean perfor-
mance of all students is similar—but a few students did not even try to solve most 
of the items, indicating a lack of motivation.

Some topics are worth further practicing with the whole class: logic expressions, 
loops, and strings. A quick glance at the bottom margin suggests specific items that 
the teacher can analyze with the whole class (e.g., item 11 from the logic item set). 
In the last two item sets, the students managed to solve the items, just with a too 
long code, so the teacher can prepare an activity to specifically address this short-
coming, e.g., letting the students find a shorter solution to one of these items.

The same visualization would provide different insights to the developers and 
content authors, although they should select a larger and random sample of students 

Fig. 20.6 Standard student-item matrix for one class of students and a programming exercise with 
51 items. Students are ordered by the number of attempted items. Items are grouped by item sets 
and ordered as in the learning system. The color of each cell represents performance and margins 
show mean performance for each student and item
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to get a more representative picture. Had this been a random sample, we would 
conclude that some items are too difficult (e.g., item 11). We then could either make 
these items easier (e.g., by adding a hint or scaffolding) or make the students who 
encounter them more skillful (e.g., by moving the item at the end of the item set or 
adding similar but easier items to pretrain students).

Observing the frequency of too long programs, we might want to help the stu-
dents to write shorter solutions. First, we should dig deeper and find what causes the 
excessive length. For example, in the logic item sets, many students fail to use 
“return (logic expression)” idiom instead of a four-line if-else block. With this 
knowledge, we can think of many possible interventions: adding scaffolded items 
demonstrating the use of this idiom, adding code refactoring items, showing a tar-
geted feedback message to students who fail to use this idiom, and possibly even 
enforcing usage of this idiom by item structure, e.g., limiting the length of the pro-
gram or the available code structures.

Yet different insights would this visualization provide to researchers who would 
like to use this data for student modeling. There are only a few unsolved attempts, 
rendering most of the current student modeling techniques useless since they focus 
on predicting the correctness of answers (Pelánek, 2017). A useful student model 
would need to consider also the other aspects of performance. Looking at the 
student- item matrix, we can guess which information is necessary for any student 
model to perform well. In our case, there is more variability across items than across 
students, and the item-average model seems like a reasonable baseline.

4.2  Time-Ordered Student-Item Matrix

For student modeling, the information about the order in which the students solved 
the items is crucial. In the time-ordered student-item matrix (Figs. 20.7 and 20.8), 
we can see which information is already available to the student model—just the 
previous cells on the same row—which can help us to understand its performance. 
Figure 20.7 shows the information used by a student model that disregards items 
and uses just the series of previous performances. While using only binary success 
for adaptation would be hopeless, there are streaks of the same performance cate-
gory. We could use stacked or nested cells (discussed in Sect. 20.3.1) to simultane-
ously show the difficulty of the attempted item or the prediction of a specific student 
model that we debug.

Figure 20.7 also reveals that the data are skewed, i.e., the number of interactions 
differs considerably between students; the bottom margin corresponds to the sur-
vival curve. Figure 20.8 uses the same ordering but different aspect of the interac-
tions: the presentation order of the item in the learning system. We can clearly see 
strong item ordering bias (Čechák & Pelánek, 2019), i.e., a high correlation between 
the presentation ordering and the order in which the students solve the items.
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Fig. 20.7 Time-ordered student-item matrix for the same class and items. Each cell represents one 
student-item interaction and its color denotes the student’s performance. The columns correspond 
to the within-student order of the interactions. Margins show the total number of interactions

Fig. 20.8 Time-ordered student-item matrix illustrating ordering bias. Each cell represents one 
student-item interaction; its column corresponds to the within-student order of the interaction, 
while the color corresponds to the presentation order of the item. The bottom margin shows the 
mean presentation order, and the right margin shows the correlation between the presentation order 
and the within-student order
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Fig. 20.9 Absolute-time student-item matrix for the same class. Each cell represents one interac-
tion; its horizontal position corresponds to the date, color to the relative speed of the student

4.3  Absolute-Time Student-Item Matrix

Instead of using the time just to order the interactions, we can directly place the 
interactions according to the specific date they happened. The resulting visualiza-
tion is much less compact but gives a more complete picture of the student behavior 
over time. We can even see possible interactions between the students. Figure 20.9 
illustrates such an absolute-time student-item matrix. Unlike the previous examples, 
here we use relative response time to color each interaction so that we can see suspi-
cious streaks of fast solutions. It seems that there was a deadline on November 15 
and many of the students might have been cheating. To confirm our suspicion, we 
looked at the submitted solutions of the suspicious students before the deadline. 
Indeed, many of these solutions were identical or unlikely similar.

5  Summary

In this chapter, we provided a detailed discussion of the visualization of the student- 
item interaction matrix, which is one of the approaches to visualizing interaction 
between students and educational items, focusing on a global overview of student 
activity (“multiple students, multiple items” view).

In practical applications of this visualization, it is important to start with the 
clarification of the purpose. The student-item interaction matrix can be visualized in 
many ways; the purpose of the visualization should guide the design choices. To 
facilitate these choices, we provided a systematic discussion of visualization aspects 
and design options.
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The visualization is also useful for researchers. Before applying statistical or 
machine learning techniques, we recommend inspecting data using the visualization 
of student-item interactions. This visualization provides insight into the biases and 
peculiarities of the dataset. It can also be useful for understanding and explaining 
results.

There is also a potential for future research on the visualization itself. In Sect. 
20.3.3, we outlined several extensions of the basic visualization approach; most of 
these deserve further attention and elaboration. Another important direction is the 
evaluation of visualization. The usefulness of a particular visualization depends on 
a particular use case and a dataset, so we cannot expect simple, universal evaluation 
results. However, the description of evaluation methods and specific case studies 
would certainly be useful.
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Chapter 21
Discovering Generative Uncertainty 
in Learning Analytics Dashboards

Ha Nguyen, Fabio Campos, and June Ahn

1  Introduction

K–12 schools in the United States have experienced a proliferation of data-driven 
decision-making (DDDM) tools and routines (Schildkamp, 2019). Learning dash-
boards can serve as a DDDM tool that fits into classroom routines to provide data 
about student interactions with one another and with learning artifacts, student per-
formance in quizzes, or time spent on tasks (Verbert et al., 2013). An example of a 
routine is instructional coaching, where experienced educators (coaches) support 
school teachers in generating insights based on classroom data (Nelson & Slavit, 
2008). Within this context, we aim to understand the sensemaking strategies that 
coaches and teachers enact when using a learning dashboard. In this chapter, we 
explore sensemaking by observing how educators frame an instructional scenario 
from data, explain the patterns, and reflect on their action or propose follow-up 
actions that may bring about instructional changes.

Our initial data exploration, gathered through a series of interviews and think- 
aloud sessions with teachers and coaches, revealed fine-grained, multifaceted sense-
making actions that are emotional, analytical, and intentional (Campos, Ahn, 
DiGiacomo, Nguyen, & Hays, in press). This sensemaking framework allows us to 
explore a combination of response patterns that different types of K–12 educators 
(teachers and coaches) present when viewing dashboards, which helps us better 
understand the rich experiences people have with dashboards. Our guiding question 
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is: What patterns of sensemaking does our framework reveal, and how are these pat-
terns potentially conducive to instructional improvement?

A core idea that is vital to our analysis is the phenomenon of “not knowing.” 
Within teaching and learning, researchers have argued that “not knowing” when 
trying to make sense of information may be productive if it opens up space for 
reflection (Schön, 1987). The uncertainty of not knowing may trigger question ask-
ing and conversations, key practices when making sense of data and taking action 
upon the data (Horn et al., 2015; Knight, 2011; Wise & Jung, 2019). Our field obser-
vations of coaches and teachers in their daily practices also revealed that their inter-
actions were often inquiry-driven, where coaches guided teachers to formulate 
questions rather than prescribing a path of improvement. However, extant LA 
research has not examined how to foster productive forms of not knowing when 
approaching learning data, which is important to help educators revisit existing 
practices, uncover novel instructional insights, and open up opportunities to explore 
different pedagogical moves to enrich student learning. Exploring how LA dash-
boards can support uncertainty for deeper reflection became the motivation for this 
chapter.

Our approach reveals a particular pattern of sensemaking: the combination of 
asking questions and other analytical actions that is potentially productive in sus-
taining inquiries about what data represents and leading to conjectures about 
instruction. We term this pattern generative uncertainty, an intentional ambiguity 
that may lead to further judgment and inference, in LA dashboards. We illustrate 
what generative uncertainty looks like from the perspective of K–12 educators and 
discuss the design for uncertainty in LA dashboards, to bridge the gap between 
insights from data and action (Verbert et al., 2020).

With this chapter, we make two contributions. First, we explore the notion of 
generative uncertainty and its implications for human-centered learning analytics – 
the development of LA tools and practices that take into account a diverse range of 
human factors (Buckingham Shum et al., 2019). Second, we offer conjectures for 
future design experiments, with special attention to dialogic protocols that might 
facilitate generative uncertainty. To that end, we present theory and empirically 
driven recommendations for improving LA dashboards.

2  Theoretical Background

2.1  Data Sensemaking with LA Dashboards

The design and evaluation of learning dashboards is a major area of inquiry in LA 
research (Duval, 2011; Verbert et al., 2013). LA dashboards typically support and 
augment human decision-making by offering visualizations of learning data (Verbert 
et  al., 2020). For example, many dashboards provide information about student 
progress and learning behaviors, which can be useful for students to reflect on their 
learning or for teachers to augment their practice (Schwendimann et al., 2016).
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As dashboard tools proliferate, researchers have focused on how sensemaking 
occurs with such tools. In general, sensemaking describes a broad array of practices 
and cognitive processes, which people undertake to comprehend, interpret, and 
attach meaning to data visualizations (Klein et al., 2007; Lee et al., 2015). Ultimately, 
the hope is that more productive sensemaking with dashboards may lead users – in 
our case, educators – to develop insights and that well-designed interfaces or user 
experiences with data may promote these insights (Yi et al., 2007).

Prior research has illuminated the innovative potential for dashboards to organize 
educators’ reflection and prevent teachers from “driving blind” (Duval, 2011). At 
the same time, researchers have argued that dashboards may fall short in transform-
ing classroom insights into pedagogical action (Few, 2013; Verbert et  al., 2020; 
Wardrip & Shapiro, 2016; Xhakaj et al., 2017). Just showing data to stakeholders is 
not enough. Even if teachers or students interpret the data correctly, they may fail to 
understand the “call to action” or make meaningful changes to their behaviors 
(Greller & Drachsler, 2012).

Researchers have argued that making sense of data involves analytical reasoning, 
where users interact with the information at hand and create a plausible narrative for 
the data (Echeverria et al., 2018). Thomas and Cook (2006) define analytical rea-
soning as a process to generate insights that, combined with the user’s judgment, 
create an overall narrative about the phenomenon described by data. This analytical 
act often combines multiple data sensemaking operations such as comparing, moni-
toring, or exploring information (Voyiatzaki & Avouris, 2014). Even in learning 
dashboards that provide teachers with direct recommendations for action, such as 
alerting teachers to groups in need of support, researchers observe that teachers still 
try to acquire as much information about other groups and classroom contexts as 
they could before making decisions (Martinez-Maldonado et al., 2020; van Leeuwen 
& Rummel, 2020).

In sum, educators’ sensemaking of data likely involves not only recall and report-
ing of events but also the ability to notice and contextualize these data. There are 
limited examples in LA that have attempted to distill these sensemaking patterns, 
especially in K–12 schools. To this end, we draw from the education research in 
teacher noticing and data use in schools to illuminate the different ways that educa-
tors may interact with learning dashboards.

2.2  Data Use in K–12 Schools

Using data to inform instruction is a common practice in K–12 schools, and the 
unique organizational features of K–12 schools influence the sensemaking process 
(Means et  al., 2011). Educators’ interpretations of snapshots of student learning 
data contain multiple parts: identifying the notable moments, bringing in contextual 
knowledge to reason about classroom interactions, and making connections between 
classroom observations and teaching and learning principles (Borko et al., 1990; 
van Es & Sherin, 2006; van Es & Sherin, 2008). Educators may apply different 
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frames of reference, for example, drawing from past experiences of familiar situa-
tions, recounting classroom events, or thinking about broader principles of teaching 
and learning (Borko et al., 1990; Dervin, 2005; van Es & Sherin, 2002). Interpretive 
acts combine multiple responses, to examine what triggers the noticing act and how 
educators analyze what they notice.

Educators improve their noticing for instructional improvement when they move 
from simply recounting events to analytical and responsive comments on instructional 
practices (van Es & Sherin, 2008). Asking questions and building narratives around 
data is central to moving from recounting to analyses of evidence of student learning 
(van Es & Sherin, 2002). In fact, several frameworks on improving teacher noticing 
emphasize the importance of question prompts that direct teachers to consider evi-
dence of student thinking and make connections between their practices and student 
understanding (Santagata, 2011). The act of questioning moves teachers away from 
focusing on their individual practices and, instead, opens space for connecting the 
dots to explain student learning and participation patterns and building conjectures for 
alternative instructional practices (Santagata, 2011; van Es & Sherin, 2008).

In K–12 schools, educators often form interpretive communities around class-
room data to inform future instructional moves (Bocala & Boudett, 2015; Cobb 
et al., 2020). This collective sensemaking process is particularly significant when 
conducted between classroom teachers and their instructional coaches (Horn et al., 
2015; McCoy & Shih, 2016; Nelson & Slavit, 2008). Coaches are experienced edu-
cators who collaborate with classroom teachers on learning content and pedagogy 
to improve student learning (Knight, 2011). Coaches and teachers can work together 
in one-on-one routines or group mentorship between a coach and several teachers. 
In either case, asking the right questions during the conversation between coaches 
and teachers is key to effective coaching (Knight, 2011). For example, coaches and 
teachers can pose questions around certain student learning patterns and devise a 
concrete action plan to address those patterns. Such practice may support and aug-
ment educators’ data sensemaking (Murnane et al., 2005; Nelson & Slavit, 2008) 
and even improve student achievement (Marsh et al., 2010).

2.3  The Role of Uncertainty in Sensemaking Process

How can we support educators to “ask the right questions” and build narratives 
around data, given the importance of such practices in effective teacher noticing and 
coaching (Knight, 2011)? To answer this question, we bring in insights from educa-
tion and data visualization research. Scholars of teaching and learning have empha-
sized how uncertainty may be conducive to teachers’ reflection and questioning 
(Floden & Clark, 1987; Helsing, 2007). Teachers experience uncertainty regularly 
when they determine which content to include, how difficult the content can be for 
different student groups, or how to improve teaching. In fact, “teaching is a profes-
sion characterized by inherent uncertainty, and learning to cope with uncertainty is 
a major part of developing professionally” (Munthe, 2003, p.  801). Floden and 
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Clark (1987) argue that the appropriate responses to uncertainty should not be a 
discouragement. Rather, teachers should use uncertainty to reflect on pedagogical 
choices and take “the best bets” (p.  11). Alternatively, they can seek additional 
information to reduce uncertainty and arrive at better teaching practices.

Data visualization researchers have highlighted similar needs to recognize uncer-
tainty and visualize it to inform practice (Johnson & Sanderson, 2003; Thomson 
et al., 2005). Visualizations can denote uncertainty using a range of techniques, such 
as blurring the data points that are less certain than others, showing deviation, or 
leveraging graphical distance (i.e., the closer two data points are, the more related 
they are; Epp & Bull, 2015; Potter et al., 2011). Questioning data certainty, like how 
credible and consistent different data sources are, can help to produce less biased 
analyses and more informed decisions (Thomson et al., 2005). However, in a review 
of 106 visualizations of educational data, Epp and Bull (2015) find that uncertainty 
has a minimal presence in those visualizations. Wiring cues and opportunities for 
questioning data displayed by learning systems can provide additional information 
to improve users’ decision-making (Epp & Bull, 2015).

In sum, research on teacher learning and data visualizations both suggest the 
need to denote uncertainty as a means to improving insights and future actions. In 
our research, we did not focus on specific techniques to visualize uncertainty. 
However, we examined specific patterns of responses from educators that suggested 
recognition of and responses to uncertainty, to illuminate their roles in teacher- 
facing LA dashboards. These responses included recognition of opportune moments 
that contradict a priori knowledge or assumptions, finding the appropriate time to 
ask questions and seek information, or envisioning potential actions (Floden & 
Clark, 1987). These patterns become our starting point to frame how educators 
respond to uncertainty when interacting with dashboards.

3  Methods

In this chapter, we draw from a larger, mixed-method study where we attempt to 
create a typology of sensemaking patterns when looking at data from a LA dash-
board (Campos et al., in press). We first outline the study context and the overall 
analytical approaches from the larger study. Then, we illustrate the affordance of 
delving into code co-occurrences to reveal finer-grained sensemaking patterns, as 
opposed to looking for the presence of single codes.

3.1  Study Context

This study takes place in part of a larger network of four research-practice partner-
ships (RPP) between four universities, designers, and four school districts in differ-
ent regions of the United States (South 1, South 2, Northwest, and West). This 
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context gives us a unique way to deeply explore how sensemaking happens from 
different vantage points of teachers and coaches in coaching cycles. The goal of the 
RPP is to develop practical measures (PMs) of classroom instruction for teachers 
and instructional coaches in sixth- to eighth-grade Mathematics classrooms. PMs 
are frequent, formative measures that aim to support teachers’ daily practice by 
providing actionable data to inform instructional practice (Yeager et al., 2013).

In this study, PMs come in the form of a survey on student opinions of the quality 
of whole class and small group discussions, as a proxy of their mathematical think-
ing (Jackson et al., 2016). An example of survey questions is “In your small group, 
did listening to other students help you make your thinking better?” (Fig. 21.1). 
Student responses are collected electronically (via Google Forms) or with pen and 
paper, anonymized, and communicated to educators via Edsight, a dashboard that 
our research team developed with educators from the RPP during the course of 
3 years (2018–2020).

Figure 21.1 presents example visualizations from the dashboard. A range of 
visualizations invite educators to conduct queries of student learning in single or 
multiday reports, make comparisons of student responses to different instructional 
strategies, and take notes for future pedagogical decisions. The dashboard is focused 

Fig. 21.1 Example visualizations in our LA dashboard
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on PMs and does not include information such as student grades and attendance. 
Still, the rich interface provides a space for teachers and coaches to reflect on 
instruction.

3.2  Participants

Participants included nine middle-school Mathematics teachers and nine instruc-
tional coaches, who were sampled by convenience from the partner school districts 
(South 1, South 2, Northwest, and West). We purposefully recruited coaches and 
teachers, because both roles collaborate in different settings (e.g., one-on-one 
coaching or department meetings) and may thus offer complementary sensemaking 
perspectives of data visualizations. Most of the sample was female (15 female, 3 
male). The majority of participants, except one coach, reported no experience with 
visual LA tools. Participants were distributed as follows: six teachers from South 1 
district, five coaches from South 2 district, three teachers and two coaches from 
Northwest district, and two coaches from West district. On average, participants 
reported 4 years of experience in their current roles.

3.3  Data Collection

Data sources included think-aloud sessions and semi-structured interviews, con-
ducted through video call (n = 12) or in person (n = 6). All sessions were conducted 
by our research team and took approximately 1 h. Sessions were video and audio 
recorded and automatically transcribed, with research team members checking each 
transcript’s quality.

We invited participants to engage in the think-aloud tasks and the interviews 
individually, rather than having teachers and coaches look at data together. In col-
laborative interactions, individuals can influence one another’s interpretation to co- 
construct understanding (Knight et  al., 2013). Because our goal was to capture 
potential differences in how each professional role made sense of the visualizations, 
we opted for the individual procedures.

In each session, we asked participants to think aloud as they interacted with a 
series of visualizations of student survey data (Fig. 21.1). The visualizations came 
from teachers’ own data (when the participating teachers and coaches had adminis-
tered the surveys to their students) or exemplar data (modeled to parallel actual, 
anonymized classroom data, when teachers’ own data were unavailable). Prior to 
the think-aloud tasks, we confirmed with our RPP educators that the exemplar visu-
alizations reflected their work contexts. In addition to the think-alouds, we asked 
open-ended, semi-structured questions to understand whether the visualizations of 
student surveys reflected participants’ work contexts.
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We chose think-aloud (TA) protocols as our primary method for data collection 
because these protocols can reveal heuristics involved in participants’ data sense-
making (Fonteyn et al., 1993; Liu & Stasko, 2010). TAs permit participants to use 
their own language and contextual references when reacting to stimuli (Charters, 
2003). Moreover, TAs are often utilized when participants need to engage in 
problem- finding and/or problem-solving tasks, such as when using visualizations to 
make inferences (Fonteyn et al., 1993). In our study, we asked participants to ver-
balize their thoughts as they navigated through the dashboard and interacted with 
graphs. To avoid biasing the data, we refrained from directly guiding or stimulating 
participants’ responses (Van Es & Sherin, 2002). Instead, we provided minimal 
guidance with prompts such as “What did you notice in this report?” and “What 
does this data tell you?”. If participants remained silent for longer than a few sec-
onds, we reminded them to “please, keep thinking aloud.”

Meanwhile, the open-ended interview questions aimed to capture contextual fac-
tors that may influence participants’ sensemaking. Example questions included 
“Walk us through a normal day at work for you. What does it look like?”, “In what 
ways is the information presented in the dashboard helpful to you?”, and “In what 
ways does this information reflect your work context?”.

3.4  Analyses

Our data analyses consisted of five phases, which we describe in more detail in 
Campos et al. (in press). In phase one, we identified interpretive acts from the tran-
scripts. Each interpretive act consisted of a complete reaction to a visualization or 
the data report as a whole. Our decision to divide the data into smaller excerpts is 
grounded in the research on teacher noticing (Sherin & Russ, 2014; van Es & Sherin, 
2006; van Es & Sherin, 2008). The following excerpt illustrates an interpretive act 
from Coach P. (District Northwest) when viewing a single graph:

If the teacher is doing a lot of showing the process and everything, this is something that 
we've really worked hard trying to switch. The students are doing more of the talking than 
the teacher. So this would also be one that I would try and watch overtime with this teacher 
to see if we can increase student talking.

In phase two, we grouped response types into three overarching categories: emo-
tional, analytical, and intentional. The emotional dimension captured participants’ 
affective responses, such as feelings of confusion (e.g., “I am not sure what this 
means”) or positive surprise (e.g., “I was pleasantly surprised that students for the 
most part thought they were contributing to discussion”). We built on prior work in 
LA and organizational studies and included the emotional dimension, which has 
noted the importance of attending to participants’ emotions when reacting to visu-
alizations (e.g., Wise & Jung, 2019). The analytical dimension reflected responses 
focused on reasoning and creating narratives with data. This dimension included 
question asking behaviors, comparisons, and connections to contextual information 
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beyond what was displayed by the dashboard. Finally, the intentional dimension 
indicated whether participants communicated intentions or plans for instructional 
adjustments (Borko et al., 1990). We did not include a “Pedagogical Action” cate-
gory, because we did not capture actual instructional practices following partici-
pants’ interactions with the visualizations.

After defining the analytical dimensions and units of analyses, in phase three, we 
engaged in an open coding process to generate descriptive codes for each dimension 
(Miles & Huberman, 1994). Several codes emerged from this stage, for example, 
“empathy for students,” under the emotional dimension, “recalling events,” in the 
analytical dimension, or “improvement plan” under the intentional dimension.

In phase four, the research team refined the list to generate a final codebook. We 
discarded or merged codes with low frequencies into more significant codes. 
Table 21.1 presents the final codes and their definitions.

Finally, phase five involved a new round of coding, where the team applied the 
final codebook to all excerpts. Each excerpt received codes for all three dimensions: 
one for emotional, up to two for analytical (due to participants’ focus on reasoning, 
compared to the other two dimensions), and one for intentional responses. In all 
three categories, a “No response” code was included, indicating either no evident 
emotion, analysis, or intention. We established substantial inter-rater reliability 
(Cohen’s k = 0.82) and resolved code disagreements through discussion.

3.5  Examining Code Co-occurrences

We argue that a more granular understanding of educators’ data sensemaking can 
provide key insights into how K–12 teachers’ and coaches’ different vantage points 
may render distinct heuristics when facing learning data. While it is expected that 
professionals with distinct roles might approach data differently, we were curious 
about how coaches  – who are typically recruited from pools of more seasoned 
teachers – would engage in data inquiry (e.g., conjecturing about underlying causes 
of a given result) in comparison with classroom teachers.

To observe how such professionals responded to learning data, we added a final 
layer of analysis by building a matrix of code co-occurrence per excerpt, consider-
ing all three dimensions (emotional, analytical, and intentional). For example, we 
counted the frequency of “asking questions” (analytical dimension) and “planning” 
(intentional dimension) for each professional role (i.e., teachers and coaches). While 
this matrix provided a myriad of different cases, in this study we focused our analy-
sis on how educators manifested uncertainty towards data (Fig. 21.2). We focused 
on question asking because it is a key practice to building conjectures around data 
and contributing to more effective DDDM (Knight, 2011; Santagata, 2011; van 
Leeuwen & Rummel, 2020). We paid close attention to diverse patterns (co- 
occurrence of codes and not single codes) involving question asking (which we 
associated with uncertainty). In the following section, we illustrate and analyze the 
most salient cases.
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Table 21.1 Framework of educators’ responses to visual data

Dimension Response type Definition

Emotional Positive surprise Educators see results superior to expectations
Negative surprise Educators see results inferior to expectations
Satisfaction Educators are satisfied with what the data shows
Empathy Educators consider what motivated students to provide a certain 

answer
Distrust Educators distrust the data, the instrument of collection, or the 

visualizations
Responsibility Educators feel directly responsible for the results
No response Educators do not express any emotion related to the data

Analytical Restating Educators restate what is represented by the data in their own 
terms

Asking questions Educators ask further questions from data
Recall Educators remember or backtrack to past events from data
Attribution of 
causes

Educators attribute the cause of the result to something external 
to the data

Confusion Educators are confused by what the data displays
Gap filling Educators fill in the gap of what the data displays with 

opinions, beliefs, stances on teaching, etc.
Connecting the 
dots

Educators connect multiple instances or aspects of the data

Comparing Educators compare more than one instance or feature of the 
data

Part vs. whole Educators interpret a part of data as representative of the whole, 
or vice versa

Prediction Educators predict how results would happen under different 
conditions

Multiple lenses Educators consider that data can be analyzed from multiple 
lenses

Judgment Educators formulate an opinion (about teachers, other students) 
based on data

Confirmation Educators confirm a belief or prediction based on what they 
interpret

No response Educators do not convey any form of analysis of the data
Intentional Action intention Educators communicate the intention of improving their (or 

someone’s) instruction
Planning Educators list actions they would like to take in order to 

improve instruction
Seek information Educators communicate the need to know more (e.g., causes) to 

act upon the data
No response Educators don’t mention potential actions of instructional 

change

Adapted from Campos et al. (in press)

H. Nguyen et al.



467

Fig. 21.2 Co-occurrences of asking questions and other sensemaking actions, by professional roles

4  Illustrative Cases of Uncertainty

4.1  Asking Questions and No Plan

Asking questions, with no intention plan, was one of the most common patterns 
among both coaches and teachers (coach, 10 occurrences; teacher, 13 occurrences). 
We used this pattern to differentiate between uncertainty that could be generative; 
that is, leading to further meaning-making and potential action, versus responses 
that may not lead to clear plans. In one case, teacher L (District South 2) was asking 
questions about several items in the same survey, looking for the same pattern of 
student participation (e.g., “are students sharing? are they comfortable”):

Did students share how they solved it or not? Just to know that at least they are sharing in 
the same way of looking at the one asking if they're comfortable or not. Are they sharing? 
Are they comfortable? Then you can try to figure out if they are sharing, let's see what else 
I can get them to share. That's good. That's good. I think this on that same line, what do they 
feel like they're getting out of it? Then this one I was getting to. Let me glance over this one 
more time. Yeah, I would say as far as what's guiding my instruction the most, I would say 
this one, truthfully.

We highlighted this instance, because even though educators may ask questions as 
they interacted with data dashboards to make sense of the data, they may not push 
the questions further to reflect deeply on their practices or gain new insights. Teacher 
L’s questions, for example, were meant to confirm his beliefs about how students 
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responded to his instructional practices. We contrasted the case with the following 
excerpts, which illustrated the deeper engagement of educators when facing 
uncertainty.

4.2  Asking Questions and Connecting the Dots

Our data analysis revealed a notable pattern, where educators asked questions to 
make sense of the data trends and link multiple data instances to form narratives. 
This behavior was observed among both coaches (six co-occurrences) and teachers 
(three co-occurrences). In one instance, Coach A (District West) articulated a “dis-
connect” when comparing the data patterns in two questions. She pointed out that in 
this context, the teachers were likely giving direct instruction and doing a majority 
of the talking. She immediately noticed that this hypothesis would not fit with how 
students answered another question, with half of the students stating that listening 
to other students helped their thinking. This dissonance led the coach to ask follow-
 up questions: “Like why, I want to know why. Why are students responding in this 
way”. Teachers also expressed the potential of connecting the dots across multiple 
survey instances.

One of the things I would want to see over time would be, how comfortable my students are 
with sharing their thinking in class. I think that as the school year goes on that we’re build-
ing that sense of community and that they’re more comfortable sharing. And so if it’s a 
consistent question on all the surveys that would be actually just easy to see with the whole 
class discussion. And then I would like to compare their comfort, or their level of comfort 
with sharing [in] whole class versus small group [survey]. (Teacher M, District Northwest)

In this example, teacher M identified students’ level of comfort in sharing their 
thinking as the focal point of inquiry. She raised questions about how this comfort 
level may change over time, as well as how it may differ between different learning 
situations (i.e., whole group versus small class). We note that such wondering may 
open up further opportunities for information seeking and reflection in ways that 
facilitate teachers to improve their instructional practices.

4.3  Asking Questions and Gap Filling

This pattern was particularly prevalent among coaches (eight co-occurrences, com-
pared to one occurrence from teachers). When looking at survey results from a 
question that asked whether students were comfortable sharing their thinking, 
Coach D raised several points of inquiries:

And today’s whole class discussion so 20% said yes. And I wonder who is doing the talking. 
And how many students were really doing the talking. And what their statuses in the class-
room and how again, we could shift that. (Coach D, District Northwest)
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As she raised those questions, she attempted to draw from her experiences, values, 
and beliefs about classroom experiences and shifting the learning responsibilities 
from teachers to students, an important noticing shift for improvement (van Es & 
Sherin, 2008).

So students are making meaning together. And then really start thinking about how to help 
the teacher values student discourse and looking at ways to shift that responsibility for 
learning to students. (Coach D, District Northwest)

Triangulating observation from data with external explanations (i.e., one’s own 
experiences) can serve as the first step towards insight generation (Wise & Jung, 
2019), which in this case promotes an improvement intention to investigate ways to 
encourage teachers to value student-driven discourse.

4.4  Asking Questions and Seeking Information

Asking questions and seeking information was among the most frequent co- 
occurrences along the analytical-intentional dimension (17 co-occurrences). When 
educators wondered about the data contexts or the underlying reasons for students’ 
survey patterns, they naturally expressed an intention to seek additional informa-
tion. This pattern was more frequent among coaches (15 occurrences) than teachers 
(2 occurrences). For example, Coach A (District West) expressed an intent to con-
sult the teacher’s ideas to understand the classroom contexts and see if their ideas 
about student learning aligned.

I think I would, I would ask her what she did. Had she seen this data. That’s my first ques-
tion. What are her questions that came up for her and looking at his data because I already 
know the question that came up for me, but it may not be the same question that she asked. 
I want to ask her what she thinks about. … And, what did she think about this % of students 
who said that it was helpful to hear other people in the classroom. And what did that look 
like and sound like to her in her classroom.

Collective inquiry between teachers and coaches requires a common language that 
accounts for the range of potential reactions to data that teachers and coaches might 
have. The initial questions that Coach A has in this question can serve as the starting 
point to facilitate dialogue and reflection with teachers while highlighting the need 
for further information and respect of the diverse stances across multiple profes-
sional roles.

4.5  Asking Questions and Action Intention

We observe that inquiry-oriented questions in response to the data co-occur with 
improvement action intention, most notably among coaches (eight co-occurrences, 
compared to teachers, two co-occurrences). Take an example of Coach P (District 
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Northwest), who transitioned from asking a series of questions around the data, for 
example, “What kind of lessons are they doing on those days?”, to pinpointing the 
areas of focus for improvement:

... these two days here that they’re gaining a better understanding when other kids are shar-
ing. So that’s good, so this might be something to kind of celebrate. But then, maybe even 
be asking, Okay, so what happened on these two days you’re doing these, all the rest look 
fabulous. But you know what’s going on these days that we could move this further along.

In sum, our vignettes highlight the different ways educators engage with data repre-
sentations. The desire to make data inquiries or triangulate different data aspects 
tends to co-occur with an intent to seek future information or act upon the data. 
Interestingly, we observe more patterns of asking questions – action intent and ask-
ing questions – information seeking among coaches than teachers. This difference 
points to potential variance in frames of reference between the professional roles 
and highlights the design opportunities to facilitate more interpretative acts in LA 
dashboards.

5  Discussion

5.1  Generative Uncertainty

When writing about how individuals think, Dewey (1910) observed that uncertainty 
is the antecedent of judgment and, by extension, inference. In his words, “Unless 
there is something doubtful, the situation is read off at a glance; it is taken in on 
sight, i.e. there is merely apprehension, perception, recognition, not judgment” 
(p. 102). Revisiting what Dewey suggested a century ago, we propose that to encour-
age insight generation and data sensemaking habits among educators, we may do 
well to promote generative uncertainty in our systems and tools of visual analytics. 
We define generative uncertainty as an intentional analytical stance, a within- 
boundary ambiguity about the data that may benefit further meaning-making and 
exploration.

Our illustrative cases illuminate the different patterns of question asking and 
hypothesizing that K–12 teachers and instructional coaches manifested when react-
ing to LA visualizations. Uncertainty as revealed by question asking, in combina-
tion with other analytical and intentional acts, was more prevalent within coaches 
who were typically more experienced teachers. These responses denote a degree of 
uncertainty towards the data and often lead to instructional intent, whether to seek 
more information or to pinpoint action areas for improvement. Such reactions may 
stand in opposition to others such as showing no additional actions, recounting 
classroom events, or attributing causes, which suggest certainty about what data 
represents and leave less room for further inquiry. These actions suggest a certain 
“knowing” stance, which were more common among teachers in our study. Because 
uncertainty is inherent in the teaching profession (Munthe, 2003), recognizing and 
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supporting the uncertainty of “not knowing” is crucial because it can push educators 
towards deeper reflection of their instructional practices.

5.2  Design Requirements for Generative Uncertainty

How do we promote generative forms of uncertainty in LA tools? We offer a few 
conjectures as inspirations for future design.

First, system designers should consider how to build routines for generative 
question asking. Our analyses reveal that a combination of question asking and 
analytical responses such as connecting the dots, gap filling, or action intention is 
potentially a relevant habit to be encouraged by a digital learning dashboard, to 
facilitate productive emotional, analytical, and intentional reactions from users. 
This finding parallels what Wise and Jung (2019) found when studying sensemak-
ing in the higher education sector: learning dashboards need to support sustained 
question generation across multiple sessions of use. Question asking routines might 
be especially applicable towards classroom teachers, who appeared in our data set 
to be more assertive in finding explanations, thus leaving less space for filling gaps 
or imagining new questions to pursue, compared to instructional coaches.

Tools that promote question asking may stand in contrast to recommendation 
systems that prescribe specific instructional actions based on the data (Bocala & 
Boudett, 2015). Thus, the most effective dashboard design may need to strike a bal-
ance between automating recommendations and stimulating the development of 
new mental models of the data (Liu & Stasko, 2010). Consonant with the extant 
HCI literature, our analyses point to the potential of interactive tools and function-
alities, such as screen annotation and information juxtaposition, in ways that pro-
mote user question generation, reflection, and insights (Grammel et  al., 2010; 
Romat et al., 2019; Srinivasan et al., 2018).

Second, generative uncertainty may also be promoted by scaffolding inquiry- 
driven, dialogic interactions between users and platforms. In a school setting, data 
sensemaking might benefit from sustained and structured dialogue among peers. 
This view is supported by Verbert et al. (2020) who suggest that LA researchers 
need to pursue conversational systems that facilitate analytical reasoning and move 
away from “one-way” awareness dashboards. In one sense, our think-aloud protocol 
served as a tool to promote reflection and dialogue for the teachers and coaches in 
our partnership. Our protocol balanced neutrality with open-ended probes to encour-
age reflection and spur insight. We often started the interviews with low inference 
questions such as “what do you notice? ”, “what’s the story here?”, and “what else 
do you see?”. This open-ended structure allowed us to capture potential pedagogical 
implications following data interpretation. We also intentionally stimulated the 
users with follow-up probes such as “what might this mean for your practice?” and 
“why is this important for you?”. We found that both neutral questions and follow-
up probes were beneficial for keeping the flow of sensemaking and that these two 
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communicative moves might serve as models for also designing meaningful prompts 
in data dashboards.

Considering that human mediation will not always be available, designers and 
researchers may need to intentionally develop communicative interventions to pro-
mote sensemaking. Scaffolding communicative prompts into learning dashboards 
requires attention to the nature of interactions between educator and machine. It 
requires a deliberate, designed reframing of communication processes (Dervin, 
2005). Van Es and Sherin (2002), through their work with video-recorded classroom 
data, found that scaffolding interactions among educators was key to facilitating 
sensemaking. In a dashboard, this could take the form of simple question prompts, 
annotations, or shared notes between users. For example, Echeverria et al. (2018) 
found that teachers who were exposed to exploratory data – charts infused with nar-
rative text and highlights – were more likely to articulate thoughts and insights, as 
well as make connections to potential improvement strategies, and then those 
exposed to simple data visualizations. Through shared annotations placed over data 
points, or intentionally designed narrative elements, simple graphs might convert 
into storytelling tools to encourage data sensemaking.

Such critical examination of how to scaffold inquiries in data dashboards is espe-
cially important given that educators’ sensemaking can be overshadowed by biased 
views about students’ abilities. We contrast these biases with productive forms of 
generative uncertainty  – sensemaking acts that can invite subsequent meaning- 
making and exploration. Each of the illustrative cases that we draw on in this chap-
ter can take a counterproductive direction, such as when teachers ask questions and 
fill in the gap to construct a deficit-oriented narrative (Bertrand & Marsh, 2015; 
Garner et al., 2017). Bertrand and Marsh (2015), for example, observed teachers’ 
making sense of student learning data and noted that teachers’ questions and inter-
pretation about next steps for instruction frequently focused on student characteris-
tics. These practices may reinforce low expectations for certain student groups, such 
as exceptional students or English language learners. Wise et al. (2021) proposed 
alternative stances in learning analytics, such as prompting users to develop counter 
narratives that reflect on and recognize the different strengths of minoritized groups. 
We call for future research to consider how to detect and design for combinations of 
asking questions that are generative, as opposed to exacerbating biases.

6  Conclusion

Our data suggests that the vantage points from teachers and coaches are reflected by 
distinct patterns of response to dashboard data visualizations. We find that some of 
these patterns may represent what we termed  generative uncertainty, o r an inten-
tional and potentially productive ambiguity that may lead to further judgment and 
inference. Considering that learning dashboards still often fall short in transforming 
insights into action (Verbert et al., 2020), we see generative uncertainty as a key 
stance to information delivered through learning dashboards, and one that can be 
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intentionally designed for. We offer insights for future design needs, such as to build 
explicit routines for question asking and to scaffold inquiry-driven, dialogic reac-
tions. We hope that these first steps towards exploring and designing for generative 
uncertainty offer a critical space for future research to foster data sensemaking and, 
ultimately, meaningful instructional improvement upon data.
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Chapter 22
Designing and Developing a Learning 
Analytics Dashboard to Support 
Self- Regulated Learning

Mehmet Uysal and Mehmet Barış Horzum

1  Introduction

In recent years we have witnessed increased technology use in education. The 
importance of online and blended learning has increased (Allen & Seaman, 2016). 
They are not just alternative forms of education; they are the only available form of 
education in emergencies such as COVID-19. In these digital learning environ-
ments, it is easier to capture learners’ interactions with the system. Therefore, we 
have more data, which accumulates quickly and is in diverse formats. However, its 
authenticity is questionable (Behrens & DiCerbo, 2014; Behrens & DiCerbo, 2014). 
This situation led to the emergence of learning analytics, which will tackle these 
issues with the data.

One of the most widely used definitions of learning analytics has been done dur-
ing the First International Conference on Learning Analytics and Knowledge 
which is:

the measurement, collection, analysis and reporting of data about learners and their con-
texts, for purposes of understanding and optimising learning and the environments in which 
it occurs.

Brown (2011) defines learning analytics as the collection and analysis of usage 
data associated with student learning with the purpose of observing and understand-
ing learning behaviours in order to make appropriate interventions. Ifenthaler 
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(2015) points out the nature of the information that can be static or dynamic and 
states that learning analytics aim to optimise learning processes, learning environ-
ments, and educational decision-making. Administrators, policymakers, managers, 
and content creators become important stakeholders of learning analytics by includ-
ing educational decision-making. A common theme in these definitions is the desire 
to understand and improve learning. Opening up the black box of learning will 
enable us to adapt learning and its environments for individuals’ needs.

Learning analytics is an emerging field, but it can grow on well-established 
learning theories. However, learning analytics applications do not take advantage of 
this situation (Matcha et al., 2019). One of the prominent learning theories is SRL 
which is also widely adopted in learning analytics dashboard research (Jivet 
et al., 2018).

This chapter will introduce how SRL theory can guide designing and implement-
ing a learning analytics dashboard. First, we will present SRL theory and its synergy 
with learning analytics. Then we will introduce the design process along with the 
developed learning environment and the dashboard.

2  Self-Regulated Learning

Today, learning happens everywhere. Institutions’, schools’, or classrooms’ physi-
cal limitations do not constrain learning. Also, unlike a few decades ago, even a 
university degree will not set a person for life. Students learning how to take control 
and the responsibility of their learning will be more ready for tomorrow. In other 
words, students need to have “will and skill” to learn without the strict guidance of 
parent/teacher/computer (Pintrich & De Groot, 1990).

Technology empowers students to be more active in their learning, but it can 
have a negative impact on learning as well. It is very easy to be distracted by mobile 
phones, social media, computer games, and other digital tools. Learners who lack 
regulatory skills will have a hard time continuing their education with these con-
stant distractions. Research in SRL reveals that learners often do not make use of 
self-regulatory skills during learning, which results in inferior learning outcomes 
(Azevedo, 2009; Winne & Hadwin, 2008; Zimmerman, 1990, 2002, 2008). If stu-
dents employ more SRL strategies, their academic achievements will improve 
(Zimmerman & Schunk, 2001).

Winne (2017) suggests that when learners self-regulate their learning, they are 
active in their learning process. They try to find ways to learn and monitor if their 
learning goals are met and how they can vary their approaches to learning. 
Zimmerman and Schunk (2001) also point out that learners are active when they 
self-regulate. Accordingly, self-regulated learners define their goals, make plans to 
achieve these goals, continuously monitor their progress towards these goals, and, if 
needed, revise their plans. Hattie and Donoghue (2016) showed that SRL is one of 
the most effective methods for reaching learning goals in his meta-analysis.
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Zimmerman et al. (1996) suggest that students can avoid being a victim of learn-
ing by taking control of their learning process. Teachers can help their students in 
their personal journey to succeed, but the ultimate responsibility lies with the stu-
dent. Students should realise that learning is a personal experience, and they should 
be active, informed, and dedicated in their participation. In short, learning is not 
something that can be done for students; rather it is something that is done by them.

One category of technology-enhanced learning solutions is adaptive systems and 
intelligent tutoring systems that can customise their content and behaviour accord-
ing to the needs and preferences of the learners (Brusilovsky & Millán, 2007). 
However, self-regulated learners need to be more responsible and never give com-
plete control to the system. In addition, the original vision for intelligent tutoring 
systems is changing, and they are being designed in a way to leverage human intel-
ligence (Baker, 2016). Supporting SRL is a balance between freedom and guidance. 
Learners need enough freedom while not feeling overwhelmed by lack of any guid-
ance (Nussbaumer et al., 2015).

SRL has cognitive, metacognitive, behavioural, motivational, and emotional 
aspects, and there are several models which focus on different aspects. Panadero 
(2017) reviewed and compared six of the most relevant SRL models that form an 
integrable and consistent framework that can be used in research and education.

One of the research areas in SRL is the measurement of it. As Lord Kelvin sug-
gests, “You cannot improve something you cannot measure”. Measuring SRL 
started with self-reports. Questionnaires, scales, and interviews are used to deter-
mine students’ perspectives and beliefs (Panadero et al., 2016). There are funda-
mental problems with using self-reports for dynamic processes, so better, more 
observational and performance measures were needed to measure SRL (Zeidner 
et al., 2000).

There was a shift of understanding of SRL at the beginning of the new millen-
nium. SRL viewed as events that are unfolding during learning rather than aptitude 
enabled new forms of measurements such as think-aloud protocols, error detection 
tasks, trace methodologies, and observations of performance (Winne & Perry, 
2000). In digital learning environments, especially in online learning environments, 
collecting and working on clickstream data became valuable. In the third wave of 
measurement of SRL, methods and instruments used together to foster SRL while 
measuring students’ progress (Panadero et al., 2016).

SRL theory got special attention from learning analytics researchers. SRL and 
learning analytics research have a great synergy since monitoring the learning pro-
cess and accordingly adjusting actions is important in both of them. The Journal of 
Learning Analytics (Gasevic et al., 2015) and Journal of Educational Data Mining 
(Winne & Baker, 2013) published special issues for SRL. Both issues point out the 
possibilities of advancing research on motivation, metacognition, and SRL using 
the vast amount of readily available educational data (Roll & Winne, 2015; Winne 
& Baker, 2013).

Learning analytics research that is grounded on SRL goes through similar steps. 
First the SRL construct is defined; then events logged in the system are mapped to 
that construct. However, alignment of the SRL theory with the data digital sensors 
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produce is required for better learning analytics results (van der Graaf et al., 2021). 
Kim et al. (2018) have chosen three critical self-regulated skills in asynchronous 
online learning. First is the time investment in content learning, which consists of 
online lecture study time and online lecture access frequency. Second is the study 
regularity of the students. Indicators for this skill are LMS login interval regularity 
and online lecture access interval regularity. Lastly, help seeking, which has contra-
dictory findings in the literature (Aleven et al., 2016; Papamitsiou & Economides, 
2019), was tied to questions and answers board with frequency, time spent, and the 
number of postings. Montgomery et  al. (2017) studied SRL in flipped blended 
learning setting for music teacher education by assessing the association between 
categorical variables and academic achievement. In their SRL construct, they have 
chosen activating-type SRL behaviours (location on-off campus, day of the week, 
time of the day), sustaining-type SRL behaviours (LMS access, module view), and 
structuring-type self-regulated behaviours (regularity logins per week). Access fre-
quency and day of the week were the strongest indicators for student success. More 
examples can be found in Siadaty et al. (2016), Kizilcec et al. (2016), and Kizilcec 
et al. (2017).

In short, students will be more willing to take responsibility when they recognise 
they are capable of achieving on their own (Zimmerman et al., 1996). If students 
become successful self-regulators, they will be more successful in the twenty-first 
century. Although research on learning analytics is in its infancy, with the help of 
more established learning theories such as SRL, it is possible to design and develop 
learning environments more suitable for students’ and teachers’ need.

3  Learning Analytics Dashboards

The word dashboard was initially used to define a panel that was placed in horse- 
drawn carriages to stop dirt/dust from getting inside. Later dashboards are used in 
most vehicles (land, sea, air), giving information about the status of the vehicle and 
the surrounding environment (“Dashboard”, 2020). Dashboards are an integral part 
of the vehicles that ensure a safe and comfortable journey. The situation is also simi-
lar when considering learning analytics dashboards that support learners in their 
learning journey.

The computing power of digital devices has increased enormously over the 
years. They can beat humans in games like chess and go which were considered 
impossible previously. But still, the human visual system is considered superior to 
any hardware and software combination for understanding visuals. The eye and the 
brain form a massively parallel processor that is connected to human cognition. For 
humans, perception and cognition are closely interrelated, even so, that in some 
languages such as English and Turkish, the words “understanding” and “seeing” are 
synonymous. Visualisations can be an effective strategy for supporting users in 
knowledge and information-heavy situations (Ware, 2019).
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Few (2006) defines dashboards as “a visual display of the most important infor-
mation needed to achieve one or more objectives that has been consolidated on a 
single computer screen so it can be monitored at a glance”. There are three key 
points in this definition; they can be transformed into questions for learning analyt-
ics dashboards:

 1. What is the most important information for learning/teaching?
 2. What are the objectives of learners/teachers?
 3. How can we present the data so it can be understood at a glance?

Trying to answer these questions is a good starting point for designing and 
implementing learning analytics dashboards. First two questions are fundamental to 
learning sciences. For the last question, an understanding of the human visual sys-
tem is needed.

There are mainly two approaches for using the vast amount of data for enhancing 
learning. First one focuses on automated decision-making on behalf of learners, 
teachers, and/or other stakeholders. In the second one, with modest computing 
(Verbert et al., 2013), data is used to support learners’, teachers’, and/or other stake-
holders’ decision-making. In the context of learning analytics dashboards, automo-
bile analogy is being used to exemplify these approaches. Data mining applications 
in education, like self-driving cars, use the strength of computer hardware and algo-
rithms to come up with best moves, while dashboards use visualisation techniques 
in order to activate outstanding perceptual abilities of human sight. One advantage 
of activating students’ cognitive processes with visuals is that students can only 
develop the much needed twenty-first century skills such as critical thinking, com-
munication, collaboration, and creativity only if they have the freedom to do so 
(Klerkx et al., 2017).

Information visualisation techniques can be put into practice so that teachers can 
have a better teaching experience and students can have a better learning experi-
ence. The design of visualisations needs to be goal oriented and can include resource, 
activity, and people recommendations (Duval, 2011).

Dashboards visualise the key information in a way that can be understood quickly 
and easily. Research on learning analytics dashboards focus on finding this key 
information and aggregating and then displaying it to enhance learning and teach-
ing. Learning dashboards can increase awareness, support control and observation, 
promote reflection, and evoke understanding in a visual manner by summarising the 
data stored in the learning environments. The data come from virtual sensors which 
report user actions within the system (Verbert et al., 2014). Learning analytics dash-
boards visualise the progress of learning by investigating the traces left behind by 
the learners and/or teachers interacting with the system (Duval et al., 2012). Yoo and 
others (2015) prefer the term “educational dashboard” and then define it as a display 
that visualises educational data mining results in a useful way. Using education 
instead of learning implies that these dashboards can be utilised by other stakehold-
ers in education, such as managers, admins, and policymakers.

Learning analytics dashboards can have an important role for teachers and stu-
dents, especially in the context of online learning. Teachers can monitor all the 
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students’ learning almost in real time since data can be summarised and visualised 
accordingly. Students can get great value out of dashboards as well since they can 
monitor and reflect upon their learning before it is too late. In general, learning 
analytics dashboards can provide feedback and support decisions and reflection 
while increasing engagement and motivation (Klerkx et al., 2017).

Matcha et  al. (2019) reviewed the 29 empirical studies on learning analytics 
dashboards looking through SRL perspective using Winne and Hadwin’s SRL 
model. The main finding of the review is existing learning analytics dashboards 
were rarely grounded in learning theories. This is somewhat expected since early 
research is exploratory and there is complexity in mapping SRL indicators with 
digital traces. In addition, learning analytics dashboard research was limited in sup-
porting metacognition, informing about learning strategies, and in their evaluations 
of the research conducted.

4  Moodle

This part of the chapter will introduce the features of the learning management sys-
tem Moodle which can be valuable in creating more suitable learning analytics 
dashboards. Moodle is an open-source learning management system written mostly 
in PHP language. Although its initial development was done by Martin Dougiamas, 
as a graduate thesis, as of 2021, it has over 560 contributors listed on its GitHub 
page. Moodle is an acronym for modular object-oriented dynamic learning environ-
ment. Moodle’s modularity enabled the platform to grow gradually. Plugins can be 
integrated into Moodle to answer the specific needs of teachers, students, and other 
stakeholders.

Romero et al. (2008) exemplified what can be done with Moodle’s log data. They 
have used classification, clustering, and association rule mining techniques. Romero 
et al. (2013) developed a Moodle block plugin to visualise data mining results. Luna 
et al. (2017) have integrated a data mining framework written in PHP to Moodle by 
using a block plugin. Casey and Gibson (2010) used interaction data in Moodle and 
found out that daily course view is a good indicator for student performance and 
state that Moodle usage patterns by teachers and students affect the relation of data. 
Froissard et al. (2019) used assessment, forum, grade book, and login activities as 
indicators for finding out at-risk students. Akçapınar and Bayazit (2019) developed 
a tool that can be used for data mining analyses on Moodle logs using the R 
language.

As it can be seen, researchers have been exploring the possibilities of Moodle 
extensively because it is free to use and relatively easy to adapt and extend. However, 
the capabilities of Moodle’s core and plugin APIs are not fully utilised to unlock the 
features that will help with answering the users’ needs and the alignment of SRL 
theory and Moodle logs. In other words, virtual sensors that are available in stock 
Moodle configuration lack the complexity needed to map SRL actions to log data.
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4.1  Moodle Logs and Reporting

Moodle reporting of its events is not static. It depends on which plugins are installed 
and used in the courses. Moodle was designed to be modular from the ground up, so 
there are over 50 plugin types1 and 1800 individual plugins2 available as of 2021. 
Themes, blocks, activities, assignments, question types, and reports are among the 
most used plugin types.

Block-type plugins are common for visualising Moodle log data since it is easier 
to implement with Moodle API and JavaScript libraries. Romero et al. (2008) used 
GISMO for visualisation, Şahin and Yurdugül (2019) utilised blocks in Intelligent 
Intervention System (In2S), and Kokoç and Altun (2021) showed that learner inter-
action with dashboards affects academic performance. One downside of block-type 
plugins is that they are not supported in Moodle mobile application as of 2021.

Activity plugins, such as interactive content (H5P), Zoom meeting, 
BigBlueButtonBN, Virtual Programming Lab, and wikis, are fundamental teaching/
learning components of Moodle. Each course can be designed with a selection of 
these plugins according to the needs of the instructors and students. Assignment 
plugins can be used to adjust the submission – feedback processes. New types of 
questions and question behaviours can be included with question-type plugins. 
Report-type plugins can be a stepping stone for using data in decision-making in 
education (Dalton, 2015).

A list of events that are recorded in Moodle logs can be found under Moodle site 
administration/reports/events list. As it can be seen in Fig. 22.1, it is possible to filter 
events available in Moodle according to components/plugins. In addition, Moodle 
categorises events by using education level such as teaching, participating, and 
other. Participating usually means events fired during student interaction, while 
teaching corresponds to instructional activities by teachers/admins.

StudentQuiz3 (Albrecht, 2018), an activity type plugin, is given as an example 
here. It enables students to create their own questions and quizzes. Students can also 
see their peers’ questions, create a quiz from a selection of those questions, com-
ment, and rate the questions. After installing this plugin, Moodle logs will include 
the records of the events fired during the usage of the plugin.

It should be noted that although StudentQuiz plugin enables students to assess 
their own learning and assess their peers’ learning by commenting on their ques-
tions or by rating with stars, none of these actions are reported back in the Moodle 
logs. This is a contradiction to the belief that every single mouse click and move-
ment is recorded in digital media (DiCerbo et al., 2014). There should not be any 
doubt that these actions are invaluable for SRL, but they are missing in the logs.

The number and variety of recorded events depend on the components installed 
in Moodle. Core components, which are readily available in Moodle installations, 

1 https://docs.moodle.org/dev/Plugin_types
2 https://moodle.org/plugins/
3 https://moodle.org/plugins/mod_studentquiz
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are usually better in this regard. For example, wiki component reports 14 different 
types of participating event. Unfortunately, third-party components, even the H5P, 
which is the most installed plugin, neglect recording actions of the users to the 
Moodle logs. This situation impacts the quality of log data and hinders mapping log 
data with users’ actions/intentions. One of the reasons for H5P’s poor reporting 
might be the fact that it employs xAPI. As of the 3.9 version of Moodle, H5P has 
been included in the core. This is a promising step; new developments can be seen 
in this area, such as xAPI becoming a standard in Moodle or a better log output from 
H5P component. Equally, not all recorded data in the logs are meaningful for edu-
cational purposes (Iglesias-Pradas et al., 2015).

At this point, Moodle events and logging API might help resolve this issue. 
Moodle events API enables plugin developers to implement new events that can be 
recorded in Moodle logs. Since Moodle itself and most of the plugins available are 
open-source, their code repository can be found easily. First, a new event class must 
be implemented by extending \core\event\base class from the Moodle events 
API. The new file will be under the classes/events folder. In this class, we have to 
implement a few methods like initialising the event data, giving a name to our newly 
created event, describing it according to context, enabling easy access to the URL 
the event fired, etc. (Fig. 22.2). Moodle tried to standardise this process by adding 
naming conventions, verbs to be used, etc., similar to Tin Can API, xAPI. More 
details are available in the online documentation of Moodle events API.

After the implementation, these new types of events can be recorded in Moodle 
logs by creating new instances of this class. For example, in the checklist, an activ-
ity type plugin, which can be initialised by teachers and modified/completed by 
students, no event is recorded when students add or edit their own items. So first, we 
create the event class (similar to Fig. 22.2) and then find the appropriate place in the 
code to trigger this event. For this example, the appropriate place in locallib.php file 
can be found around line 600 (Fig. 22.3). This approach heavily depends on the 
readability of the source code available in the code repository.

These code snippets are given to showcase what is possible with Moodle 
API.  After selecting the components which are best for students’ and teachers’ 
needs, and making appropriate adjustment in their reporting, it can be expected to 
have better reporting of students’ actions/behaviours.

5  Yet Another Learning Analytics Dashboard?

In this study, in order to design and develop a learning analytics dashboard that can 
support SRL of the students, design-based research have been employed. Design- 
based research enables a stronger connection between educational research and 
real-world problems (Amiel & Reeves, 2008). This part of the chapter reports the 
steps of analysis, design, development, and implementation details.
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Fig. 22.1 Moodle events list for StudentQuiz component

5.1  Needs Analysis

In this step, systematic literature review and focus group discussions helped us iden-
tify students’ needs for improving SRL.  For literature review, Kitchenham and 
Charters (2007) steps were followed. Google Scholar, ISI Web of Knowledge, and 
Scopus databases were queried for studies that included “self-regulated learning” 
and “learning analytics” in their title. Editorials, reviews, and critics were elimi-
nated and only empirical studies were included in the selection. After the selection 
process, 20 empirical studies were investigated according to publication date, coun-
try/region, subject matter, analytics used, SRL model employed, learning environ-
ment, participants, and data sources. The most striking finding of the literature 
review was the fact that even though the studies were based on SRL, there was not 
enough information to identify the model or the theory of SRL (12 of the 20 stud-
ies). Four studies employed Pintrich’s (2000) SRL model, three Zimmerman’s 
(2000) model, and one Winne and Hadwin’s (1998) model. The other significant 
finding was 15 out of 20 studies developed their own specific learning environment 
system. Since these environments are mostly developed for that research, they are 
exploratory and short lived. Only three studies made use of the open-source learning 
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Fig. 22.2 An example event class extending base event class

Fig. 22.3 Code snippet for triggering the newly created event

management system Moodle. There were promising findings as well. True to SRL 
theory’s nature, numerous subjects including science, education, computer science, 
language, medicine, music, psychology, design, and workplace education were 
studied. This finding shows that, by improving SRL of the students, better results 
are expected almost in any subject area. The other promising finding was the variety 
of learning analytics methods employed in the studies. Process mining, clustering, 
regression, social network analysis, Bayesian networks, and coherence analysis 
were used to analyse the collected data.

Focus group discussions were conducted to analyse students’ needs for SRL in 
online learning environments. Three sessions of focus group discussions hosted a 
total of 21 students. Semi-structured open-ended questions based on Zimmerman’s 
(2000) cyclical three-phased SRL model (Fig.  22.4) allowed students to express 
their needs for SRL. Recordings of the sessions were transcribed for content analy-
sis. Results of the content analyses revealed that students need specific tools for 
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Performance Phase

Self-Control
Task strategies
Self-instruction
Imagery
Time management
Environmental structuring
Help-seeking
Interest incentives
Self-consequences

Self-Observation
Metacognitive monitoring
Self-recording

Self-Reflection Phase

Self-Judgement
Self-evaluation
Causal attribution

Self-Reaction
Self-satisfaction/affect
Adaptive defensive

Forethought Phase

Task Analysis
Goal setting
Strategic planning

Self-Motivation Beliefs
Self-efficacy
Outcome expectations
Task interest/value
Goal orientation

Fig. 22.4 Zimmerman’s cyclical self-regulated learning model

each separate phase, and these tools change according to the subject matter of 
the course.

5.2  Design and Development

The needs analysis results showed that the learning analytics system that supports 
SRL should be flexible enough to accommodate the specific needs of each SRL 
phase. The first column of Table 22.1 summarises the needs of students for each 
SRL phase, the second column shows how the system should satisfy that need, and 
the third column is the specific Moodle component that can achieve the proposed 
solution.

The initial form of this table was shared with 11 academics from the field of 
Computer Education and Instructional Technologies. They have commented on the 
appropriateness of the proposed solution and the Moodle components. For inter- 
rater reliability, Cohen’s kappa was calculated. It was between 0.82 (9/11) and 1.00 
for each component. In addition, experts’ suggestions, such as including ice- 
breaking activities in forums, were followed.
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Table 22.1 Results of needs analysis, corresponding solution proposals, and system components

Needs analysis result Solution proposal System component

Forethought Forethought Forethought
   Expectations from 

students should be 
clear

Identifying goals Checklist:

   Open learning 
process

   Help students identify goals    Teachers can identify learning 
goals; students can add more goals 
or edit existing items

   Reminding important 
dates

   Listing of learning outcomes Forums:

   Relating subjects to 
real-world 
applications

   Scheduling of learning 
process

   Motivating students

Planning    Appropriate communication and 
discussion platform

   Support students in planning Calendar
   Reminding deadlines and 

important dates
   Important dates

   Motivating students by 
giving real-world examples

   Deadlines
   Reminders
Lesson:
   Learning strategies

Performance Performance Performance
   Appropriate 

discussion 
environment

Environmental structuring H5P

   Sharing different 
types of files

   Appropriate communication, 
discussion, and working 
environment

   Interactive videos learning 
dashboard

   Privacy, anonymity Task strategies    Information and tips about SRL 
phases

   Interactive contents    Informing students about 
learning strategies

   Promoting use of all components

   Unlimited navigation/
access

   Supporting students to 
effectively use system 
components

   Promoting regular usage chat/big 
blue button

   Shared places to 
enable collaboration

Time management    Synchronous communication
   Encourage students to use 

the system regularly
   Question/answer

Help seeking
   Provide opportunities for 

finding help
Self-reflection Self-reflection Self-reflection
   Evaluating student 

effort
Self-evaluation StudentQuiz

   Different metrics    Support reflection    Self-evaluation

(continued)
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Table 22.1 (continued)

Needs analysis result Solution proposal System component

   Indicators    Provide assessment and 
evaluation opportunities

   Peer evaluation quiz

   Clearer learning 
process

   Peer evaluations    Evaluation opportunities

Fig. 22.5 Polar area chart that corresponds to each SRL phase and an example for more detailed 
info upon clicking on the get ready part

System components for Moodle environment were carefully selected, and after 
experts’ opinion, they were modified to trigger events for better representations of 
students’ behaviours.

Finally, a block plugin is developed using Moodle API and Chart.js JavaScript 
library that shows polar area representation of the SRL phases. Labels get ready, 
study, and reflect were used instead of forethought, performance, and self- reflection. 
Clicking on the chart’s sections will take the student to a page with more informa-
tion about her/his SRL processes (Fig. 22.5; the messages were translated to English 
for this publication).

Learning analytics dashboard block was configured using a JSON data structure. 
The configuration enables teachers/admins to adjust blocks appearance and the data 
it visualises. Top level of the JSON includes details about the chart, different sug-
gestions for different levels of SRL. Under the phases, details about the factors and 
then events associated with those factors are represented. This structure of the 
block’s configuration enables teachers/admins to adjust the dashboard according to 
the needs and the setup of their Moodle installation. Figure 22.6 shows the structure 
of the block’s configuration JSON.

Building the learning system with components that are specific to each phase of 
SRL and then using JSON configuration to map each phase/factor with specific log 
event enabled fine-tuned observations. Figure 22.7 details the hierarchical structure 
of the SRL configuration.
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Fig. 22.6 Structure of the JSON configuration for LAD

5.3  Findings and Results

After the design and development, the system was tested with Sakarya University 
Education Faculty students in two iterations. In both cases, the Online Self- 
Regulated Learning Questionnaire (OSLQ) (Barnard et al., 2009) was used to assess 
change in students’ use of SRL strategies. OSLQ is a 5-point Likert scale that con-
tains 24 items in 6 subscales: goal setting, environment structuring, task strategies, 
time management, help seeking, and self-evaluation.

5.3.1  Pilot Study

Three hundred and five students who are taking the Assessment and Evaluation in 
Education course used the developed system for 5 weeks. Data for students’ use of 
SRL strategies were collected with OSLQ at the start of the course and after 5-week 
period. A total of 64 students completed both pre and post questionnaires. Although 
there was a slight increase in mean values in post-test, t-test result was not 
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Fig. 22.7 Structure of the SRL JSON configuration
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Table 22.2 t-test result for pilot study OSLQ

Pretest Post-test t(63) p
M SD M SD

OSLQ 75.75 13.44 79.11 15.78 −2.00 0.05

Table 22.3 t-test results for second iteration OSLQ

Pretest Post-test t(52) p
M SD M SD

OSLQ 81.62 14.07 90.25 13.75 −4.70 0.00

significant – pretest (M = 75.75, SD = 13.44), post-test (M = 79.11, SD = 15.78), 
t(63) = −4.7, and p = 0.00.

The findings of the pilot study were not conclusive. The duration of the system 
use might be a limiting factor, so for the second iteration, the system was used for 
the whole 14 weeks.

5.3.2  Second Iteration

For the second iteration, a Moodle book activity that contains more information on 
SRL strategies and how the system components can be utilised was added to 
the system.

After refinements, the system was tested in the Internet-Based Education course 
with 62 students. Data for students’ use of SRL strategies were collected with 
OSLQ at the start and after 14 weeks at the end of the course. In the second itera-
tion, there was a significant difference in the mean values of OSLQ in the start of 
the course (M = 81.62, SD = 14.07) compared to the end of the course – (M = 90.25, 
SD = 13.75), t(51) = −4.7, and p = 0.00.

Initial results showed that students found the dashboard insightful and helpful 
but wished they could modify it for their own purposes.

5.4  Discussion

This chapter has introduced a learning analytics dashboard that supports students’ 
SRL in a learning environment that was specifically designed to include compo-
nents to promote SRL. In addition, each component was customised to report appro-
priate messages to logs. Design-based research enabled to install missing digital 
sensors for better learning analytics results.

Schumacher and Ifenthaler (2018) have investigated students’ expectations from 
learning analytics and showed that these features could be categorised under the 
SRL theory. Similarly, literature reviews showed that SRL is an important driver for 
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learning analytics dashboard research (Jivet et  al., 2018; Matcha et  al., 2019). 
However, the alignment of log data with SRL construct is challenging. The main 
reason behind setting up a custom learning environment and fitting it with appropri-
ate virtual sensors was to feed a better data to be used in learning analytics dash-
board. As customary in learning analytics dashboard studies, an analogy with car 
dashboards can be made here. A dashboard from a Tesla Model S will not be much 
used for 1980s’ classic car with diesel engine.

5.5  Limitations

The developed system was tested with a small number of participants. Although 
configuring learning dashboard via blocks global configuration parameters enabled 
easy adaptation and modifications, for larger groups, the number of database que-
ries might be too much to handle for the server.
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Chapter 23
User-Centred Guidelines for the Design 
of Curriculum Analytics Dashboards

Ed de Quincey and Martyn Parker

1  Introduction

Higher education institutions (HEIs) often have processes for continual review and 
development of their curricula (Jessop, 2012). These reviews typically aim to evalu-
ate effectiveness and identify areas for improvement (Advanced HE, 2018). HEIs 
usually capture a yearly “snapshot” of their curricula’s performance quantitatively 
through data proxies such as student module feedback, accreditation requirements 
and outcome statistics and qualitatively through academic’s reflections. In the 
majority of UK HEIs, data is in disparate places, available at different points of the 
year or simply not available in a usable format. Furthermore, these review processes 
generally do not include consideration of other student learning data such as atten-
dance, virtual learning environment or library/reading list usage. These challenges 
encourage focus on individual modules rather than the overall curriculum’s effec-
tiveness and means academics often review their modules based on their own view 
of the limited data available (which is often anecdotal and highly subjective) impact-
ing the accuracy and effectiveness of reflection. Consequently, effective curriculum 
evaluation is limited. To illustrate these difficulties, “cohort effect” claims are often 
used year-on-year to explain module outcomes. It is unclear how these claims arise, 
but data analysis within the School of Computing and Mathematics at Keele 
University shows that in most cases these claims are often unsubstantiated and 
incorrect (Parker, 2017, Personal communication). A review of data and exam board 
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minutes demonstrated simultaneously the same cohort being described as “weak” 
and “strong” (Parker, 2017, Personal communication). The lack of data-informed 
decision-making, inference and reflection means curriculum review is inherently 
qualitative and prone to psychological bias. This leads to a lack of evaluation based 
on evidence, and subsequent curriculum enhancements are restricted to modules 
and thus lack in-depth strategic curriculum analysis.

Research demonstrates that designing informed and optimal curricula requires 
integrated and aggregated learning-related data across multiple sources (Mangaroska 
& Giannakos, 2017).

Nevertheless, as noted, current approaches usually forces focus on 1 year in iso-
lation without adequate mechanisms to support stakeholders objective review, 
meaning forming a true picture of the “health” of the curriculum and comparing it 
over several years to see longitudinal change and impact is therefore difficult.

This chapter addresses deficiency in current approaches by describing how cur-
riculum analytics tools and dashboards can be designed with academic stakeholders 
at the centre of the design of their own curriculum review and enhancement pro-
cesses. The outcomes are guidelines for curriculum analytics dashboards that reflect 
the needs of those driving enhancements.

2  Literature Review

This section reviews common terminology and introduces relevant work in the field.
Higher education employs different terminology for closely related ideas. For 

instance, the terms “programme” and “curriculum” have multiple interpretations 
(HESA, 2011). To prevent ambiguity, in this chapter, a programme consists of mod-
ules (compulsory or optional) containing learning material that combines to form 
the programme’s curriculum. Completing the programme leads to the award of a 
qualification, usually a degree. Programme teams are the academics responsible for 
leading and administering the programme and taking responsibility for its quality. 
HEIs quality assurance and enhancement processes typically utilise a continual 
enhancement model that aims to annually review a programme’s curriculum. 
Different methodologies are utilised across the sector (Berrett, 2011) with work 
such as the Standards and Guidelines for Quality Assurance in the European Higher 
Education Area  (ENQA, 2015) that set out potential approaches and the UK Quality 
Code for Higher Education, Chapter B8 providing “indicators of sound practice” 
(QAA, 2018b). Nevertheless, little evidence exists showing how stakeholders data 
needs are supported during these reviews.

Dashboards analyse and visualise data. It has been found that dashboard can help 
students and academics understand engagement with learning activities (Charleer 
et al., 2016). This collection, analysis and reporting to enhance learning is collectively 
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defined as learning analytics (Siemens & Gašević, 2012). These learning analytics 
dashboards focus almost exclusively on student-facing dashboards or those for indi-
vidual modules, although exceptions do exist (de Quincey et al., 2019; Matcha et al., 
2020). Dashboards supporting curriculum reviews are normally a secondary consider-
ation and can merely take the form of spreadsheet data, or simply do not exist. Whilst 
some programme teams may be able to navigate and bring together information and 
data to perform curriculum reviews, many are unsupported, and reviews are con-
strained in nature. Consequently, new approaches are required.

Learning design is a methodology that provides a framework in which pedagogy 
informs decisions that make a design process explicit and shareable. A key feature 
is gathering evidence during the development of new resources (Maina et al., 2015). 
Research has started to show how learning design (Koper, 2005) and curriculum 
enhancement can be supported by learning analytics to improve teacher inquiry and 
reflection (Persico & Pozzi, 2015). However, integrating learning design tools and 
strategies with learning analytics tools and dashboards for monitoring and analysis 
is a challenge (Rodríguez-Triana et al., 2015) with Burgos (2010) suggesting that 
the failure of some of the major learning design projects is due to a low degree of 
user-friendliness of the representations proposed. Persico and Pozzi (2015) found 
that despite efforts to support the work of “learning designers”, i.e. lecturers, the 
communities formed so far around some learning design tools or approaches find it 
difficult to grow and sustain themselves, meaning that the embedding of learning 
design and learning analytics approaches within traditional university curriculum 
review procedures is uncommon. A contributing factor is the shortage of studies on 
how educators are planning, designing, implementing and evaluating learning ana-
lytics decisions (Rienties & Toetenel, 2016) and the need for explicit guidance on 
how to use, interpret and reflect on learning analytics findings to refine and redesign 
learning activities (Mangaroska & Giannakos, 2017).

Persico and Pozzi (2015) suggest that a direction towards closing this gap is to 
consider establishing a participatory culture of design, and a habit among educators 
to see learning design as an inquiry process and learning analytics as a part of the 
teaching culture. Bakharia et al. (2016) identified the dimensions temporal, com-
parative, tool specificity, cohort dynamics and contingency for the types of analytics 
that are useful in evaluating a learning activity.

Building on Bakharia et  al. (2016) work, this chapter describes research that 
investigated how curriculum analytics tools and dashboards can be designed by 
combining aspects of learning design and learning analytics, with the stakeholders 
at the centre of the design of the curriculum review and enhancement processes.
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3  Aims and Objectives

The aims of this research were to investigate the types of questions users want to ask 
of learning data, how best to support reflection with analytics and visualisation and 
how this can be used to inform learning design and curriculum review. This work’s 
objectives are to:

 1. Identify questions module staff and programme leads need to answer when 
reviewing and reflecting module/programme delivery.

 2. Identify forms of analytics and visualisation/representation to support review 
and reflection, focussing on ease of use and interpretation.

 3. Create user-centred and data-informed module and programme-level “health 
reports” that aggregate information from a variety of sources such as attendance, 
mark distribution, student feedback, virtual learning environment (VLE) usage, 
historical performance and module comparison.

 4. Create a set of programme-level student journey visualisations (considering dif-
ferent types of student).

 5. Evaluate the effectiveness of the “health reports” in supporting reflection, review 
and learning design/curriculum enhancement.

 6. Create a set of guidelines for embedding learning analytics into annual curricu-
lum/module review and learning design.

4  Methodology

We used a variation of the user-centred design approach which is underlined by a set 
of specific principles and based upon an explicit understanding of users, tasks and 
environments (Assistant Secretary for Public Affairs, 2018a). The process is itera-
tive and involves users throughout the design and development phases via user 
research methods such as think aloud, co-design and prototyping, making it ideal 
for both research and technology development.

For the initial analysis stage, we conducted think alouds (a verbalised description 
of an individual’s thinking during a process) and contextual interviews with lectur-
ers to determine the process they currently go through when creating their module 
evaluation reports and how learning analytics metrics and representations could 
then be integrated into this process.

We then iteratively designed and implemented a tool that creates a module 
“health report” that aggregates learning data from a variety of sources identified 
previously (de Quincey et al., 2019). These utilise appropriate representations iden-
tified from the literature and based on feedback from lecturers in the initial analy-
sis stage.

An evaluation of the tool was then conducted using contextual interviews and 
think alouds to gather qualitative feedback.
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4.1  Interview Protocol

The combination of contextual interviews (Assistant Secretary for Public Affairs, 
2018b) and think alouds (Nielsen, 2014) has been used for both the initial user 
research sessions and the follow-on evaluation sessions to avoid common issues 
with techniques such as interviews with questionnaires relating to the elicitation of 
tacit and semi-tacit knowledge (Rugg et al., 2008). These types of knowledge are 
expected to be used when academics are performing tasks that are either infre-
quently performed (in the case of annual module review) or rely on skills passed on 
via a community of practice (e.g. teaching practice and learning design) and as such 
are not codified and may not necessarily be easily expressed (Chugh, 2015). 
Sessions took place in participants’ university offices, helping to ensure a typical 
environment for the task. Specific questions were prepared in advance to guide ses-
sions around topics such as sources of information they use/would like to use; 
examples of good practice they have seen; types of representation they would prefer 
analyses/visualisation that should be included in the report; and whether they felt 
that this form of report would enhance their ability to reflect more objectively. 
Table 23.1 sets out the initial user research and evaluation session procedure.

This study was approved by the University Ethical Review Panel (Ref: 
NS-190012) with all participants receiving a participant information sheet and sign-
ing a consent form.

Table 23.1 Initial user research and evaluation session procedure

Step Protocol

Initial user research session

1 Participants were shown a guided demonstration of the think aloud technique
2 Audio recording of the session was started
3 Participants were asked to access a blank module evaluation report template that is used 

within their subject area (or equivalent module evaluation practice). If one was not 
routinely used, an example template was supplied

4 Participants were then asked to think aloud whilst looking at the template, imagining that 
they were filling it in for a module they had taught this year

5 Participants were then shown a mocked-up version of a prototype module evaluation 
report that had been created by the authors and again asked to think aloud whilst looking 
through each section

Evaluation session procedure

1 Participants were shown a guided demonstration of the think aloud technique
2 Audio recording of the session was started
3 Participants were shown the prototype module evaluation tool and asked to think aloud 

whilst looking through each visualisation. They were asked to try and imagine that this 
was their module, and they were about to fill in a module evaluation report/form
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Table 23.2 Number of respondents by university faculty/centre and discipline

University faculty/centre School Respondents

Foundation year n/a 1
Humanities Business 1

History 2
Law 2
Politics 1

Natural sciences Chemistry 6
Computer Science 6
Geography 1
Mathematics 4
Neuroscience 1

5  Results from Initial User Research Sessions

5.1  Respondent Profile

There were twenty-five respondents with the majority currently teaching within one 
of the two main university faculties, shown in Table 23.2 below.

5.2  Thematic Analysis

To identify patterns and themes, all sessions have been transcribed verbatim and 
imported into NVivo 12 and a Thematic Analysis undertaken, following the process 
outlined by Braun and Clarke (2006) and the guidance provided by NVivo (QSR 
International, 2019) for coding and mapping. This has included both authors famil-
iarising themselves fully with the transcripts; the generation of a combined set of 
codes by each looking at a subset of the transcripts (13/12 split); searching for com-
mon themes within the list of codes; and then reviewing them by discussing and 
identifying coherent patterns. A set of 16 themes have then been named and defined 
(from an initial set of 28 created by both authors) and are outlined in Table 23.3, 
along with a brief description to clarify meaning.

The following sections describe four themes examined in more detail that are 
relevant to dashboard design (i.e. data sources) and use (i.e. its purpose and the 
process it supports).
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Table 23.3 Main themes identified from thematic analysis

Theme Description

Impact on staff Negative impacts on staff due to the review process
Analysis/statistics Questions people want to ask of the data
Challenges Issues that impede the review process
Data Potential sources of information to inform the review
Design and usability Suggestions for design of the system and usability issues with the 

current/prototype system
Ethics Ethical issues or concerns identified
Good practice Examples of good practice seen at other institutions
Graphics/
representation

Methods of visualisation of data or analysis

Interventions Potential uses of data and subsequent interventions for students
Pedagogy Specific mentions of pedagogy/theory
Process The review process and how it fits into other university processes
Purpose Comments related to the purpose of the review process
Reflection Reflections on data and changes to curriculum based on the review
Student feedback Comments related to student feedback on modules
Timing Issues related to the current timing of the review process or suggestions 

for improvements

Table 23.4 Key data sources used for curriculum reviews

Data type Description

Module 
outcomes/
marks

For some respondents (such as chemistry and history), module marks and in 
particular the mean/median mark and the distribution were the focus and driver 
for reflection. If marks were too high, the lecturer would reflect on the level of 
challenge, if too low, on the content, delivery, and suitability of assessment

Attendance A general impression of attendance levels was mentioned as a proxy for levels 
of engagement. If the engagement was poor, then changes to delivery would be 
considered or whether any external factors contributed, e.g. timing of sessions

Intangibles Several people relied on their own memory of what happened and how 
delivery went, combining things like their own sense of student engagement 
and perception of the quality of the work students produced

Reports/
feedback from 
externals

For some disciplines, the feedback provided by the external examiner for their 
degree programmes was considered, e.g. comments made on exam scripts or 
marking

Student voice 
meetings

There are several meetings during the year where students are asked to bring 
up issues they are having related to their studies. If specific issues were raised 
about modules, this feedback would be taken on board by the lecturer during 
delivery but also at the module review stage

Feedback from 
teaching team

Where modules are taught in teams, informal feedback would be collated by 
the module lead and feed into the review process. This, however, was not an 
official requirement and was mainly done ad hoc
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Table 23.5 Key data sources currently unavailable for curriculum reviews

Data type Description

Entry grades 
and types of 
qualifications

Some respondents wanted to be able to combine things like attendance and 
module marks with the entry qualifications students came to the university 
with. This could then identify potential gaps in students’ prior knowledge/
experience and provide appropriate support

Components The ability to view assessment component mark breakdowns (and potentially 
who marked them) was mentioned by several staff (some create this manually 
themselves already). This would indicate which specific components of 
assessment, e.g. exam or coursework, might need reviewing

Benchmarking Almost all respondents were keen to be able to know how students were 
performing on their module compared to the others they were taking. It was 
noted that there were potential issues with this related to ethics and the effect 
on staff

Resource usage Some respondents mentioned that they try and infer some usage of online 
materials, but it is currently often guesswork. Respondents were very 
interested though in being able to see how the digital materials they made 
available, e.g. lecture slides, lecture capture and things like library books, 
were being used. It was also suggested that as certain sessions and resources 
were more important than others, there should be some way of highlighting 
these to analyse their usage and impact on outcomes. Interestingly, although 
these data are seen as standard in the learning analytics community, the term 
“learning analytics” was not mentioned by any respondents

Student feedback 
on assessment

Several respondents spoke about issues with the timing of the student 
feedback collection process and suggested that they would want some student 
feedback on the assessment itself by students once completed and they have 
their marks

Comparison to 
previous years

Interestingly, very few people spoke about referring to the previous year’s 
reports, but the majority mentioned that more longitudinal data was needed to 
be able to infer whether changes worked and to determine issues such as 
cohort effects

Other issues Extenuating circumstances requests, how many cases of plagiarism, incidents 
in the exam hall, timetabling/rooming and assessment deadlines were all 
mentioned as useful bits of information that may affect delivery

Pool of good 
practice

One respondent mentioned that it would be useful to have examples of good 
practice available, embedded somehow within the module evaluation form 
itself so that they could judge their own practice and to also find possible 
alternatives that could be used to tackle the issues they had identified

Directions of 
travel

Again, although only mentioned by one respondent and not a specific form of 
data, an interesting point was raised regarding the importance of trying to 
keep in mind the university vision and strategies when reviewing the 
curriculum

5.2.1  Data

All participants reported they focused on certain data types during module reviews. 
Student feedback (discussed in the following section) was the primary source of 
information to support reflection and inform module changes; however, there were 
several other sources of data that people relied on to determine how well delivery 
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had gone and what could change for future instances. Table 23.4 sets out key data 
types. There were also several sources of data that people mentioned that would be 
useful but currently do not have access, see Table 23.5.

5.2.2  Student Feedback

Unsurprisingly student feedback in a variety of forms was talked about by all 
respondents as a key influence on the module review process and subsequent 
changes to module design and delivery. This ranges from the required survey-based 
student feedback on each module (using mostly standard questions across the uni-
versity) to more informal student feedback in the form of individual “chats” with 
students (either in tutee meetings or in labs/after lectures). Respondents stated that 
the feedback helps them understand problems and survey questions which ask stu-
dents to specify specific suggested improvements are the most useful. It was also 
mentioned that bad scores on certain questions feed reflection and subsequent 
changes. Even though student feedback was deemed as very important, there were 
however a number of criticisms related to response rates; self-selecting samples 
meaning the feedback was not representative, i.e. the students that had “survived” 
the module were the ones giving feedback; potential bias; questions do not get at the 
appropriate level of detail and therefore not helpful; all happens at a similar time of 
the semester and so students get survey fatigue; 12 weeks being condensed into one 
survey; not knowing which member of staff it is referring to (in team-taught mod-
ules); and whether students understand the question in the first place and know what 
is “good”, summarised by one respondent in the following quotation:

The way that students rationalise why they think something's good is even worse than the 
way we rationalise it.

5.2.3  Ethics

The ethics theme emerged explicitly and implicitly with the focus on data emphasis-
ing the need to consider both its collection and potential for misuse. Data collection 
beyond student attendance data raised concerns with some respondents. One respon-
dent described in detail their ethical concerns when asked about data use beyond 
student attendance data:

Students can reasonably expect to have their attendance recorded, and coursework marks 
and so on…. If one attempts to monitor their use of the library, VLE, then I think it becomes 
rather intrusive.

And I think I wouldn't countenance that unless the students have specifically opted into that 
diagnostic tool. For their benefit.

In contrast, others were open about data availability and use but did not seem to 
consider the potential ethical implications. Many respondents wanted an ability to 
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anonymously link current disparate information together, for example, module 
marks, attendance and module evaluation responses. A typical response was:

it would be nice to know how much of the negative feedback comes from poorly performing 
students' or that the data should be anonymous, but joined together.

Such responses map onto a desire to create a rich cohort picture, but there is a 
lack of awareness regarding the ability to use this picture and the “metadata” it pro-
vides to determine student identities. The main cause of this appears to be frustra-
tion with the ability to contextualise student module feedback and the inability to 
engage in constructive dialogue with a specific student (who may have given a nega-
tive response or has demonstrated a clear misunderstanding). However, it is irrele-
vant how the desire to create a clear picture arises, it is more important to recognise 
the ethical considerations this brings.

5.2.4  Purpose

Respondents spoke about the purpose of module evaluation. Several felt they were 
completing it because they had to, but they did not know how their responses were 
used and the outcomes. One respondent’s comments emphasised a juxtaposition 
between the reviews they completed as part of the curriculum review process and 
their actual reflections on their modules. A typical response to the formal process is 
“Why should I complete this form?” compared to how they “tend to do personal 
reflection over the summer, rather than in the form”. The lack of purpose and iso-
lated nature of each module review creates a feeling that this is just a process that 
needs completing:

I don’t take it seriously…. I don’t have a clear picture of where the information’s going… 
there isn’t any year-on-year kind of feeling about it. So, each one feels quite kind of iso-
lated, it’s just something that you get out the way some time after you finished teaching 
the module

Despite this lack of clear purpose, these views were supported even by respon-
dents with responsibility for utilising this information as part of the curriculum 
review. One commented on the outcome:

… all this paperwork, it goes into a big folder, it never really gets used again. Some of it gets 
pasted into the annual [curriculum] review reports. I feel like we do generate a lot of paper 
that we don’t ever really use in any useful kind of way.

This view was further emphasised by the utility of the process: “thousands and 
thousands of…. Word documents that can contain all of this data is probably not that 
useful”. The importance placed on this review process is therefore undermined by a 
lack of knowledge and clarity around its purpose.
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5.2.5  Process

The final theme discussed here highlights the bespoke processes created to imple-
ment module reviews. Schools create their own review processes, but the role and 
responsibilities of staff varied with some respondents highlighting the role of their 
administrators: “our administrator on the programme fills in that part for us, and she 
generates these graphs, mean module marks, the distribution in the different catego-
ries”. In contrast, other staff had to organise meeting with their teams, synthesise 
data and then comment. The processes’ bespoke nature meant significant time is 
spent on tasks that could otherwise be automated. Many commented that current 
processes lack of continuity between years: with one commenting that the reviews 
“focused… experience within that year”. This is emphasised by respondents that 
took on new modules: “I also would want to look at, where we were last year, and 
any information that the previous module leader has used to develop the module”. 
The ability to monitor the impact of changes across year is important, for example: 
“proposed actions, how did they work?” It was felt that the focus on in-year experi-
ence and lack of continuity mean that the curriculum-level reviews are utilitarian 
and cannot be used to drive long-term developmental change. Some respondents 
knew the process did not support long-term action planning but did not know how 
to resolve the problem:

… some sort of… not a calendar function, but some sort of system where you got an email 
that said, … please make sure you complete these changes by a certain date.

There was consensus regarding the flaws with current processes and how they 
related to the overall aim to improve programmes, some suggested the use of a 
“dashboard” that is automatically populated as the module progress to provide a 
real-time process, rather than annual process:

some sort of a dashboard so people can quickly sort of go through, find out what’s going 
well and what’s going wrong would be a good thing… can you remember what happened 
before Christmas? No.? So, it’s almost a pointless system doing it like that.

This resonates with the general feeling that the entire process is rushed and thus 
lacks effectiveness and that current bespoke processes fail to create space and 
opportunity to deliver meaningful longitudinal module and programme reflection.

6  Tool Implementation

Following the first round of user sessions, we analysed the feedback related to the 
analysis/statistic; data; design and usability; and graphics/representation themes 
and formulated some specific requirements for analytics and visualisation including:

• Summary statistics and visual representation for each individual assessment 
component
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• Module benchmark chart (plot average grade over all modules vs the current 
module for each student)

• Learning analytics data showing VLE click data, absences, and lecture capture 
data over a semester

• Comparison chart for the learning analytics data to show relationships with stu-
dent (e.g. absences vs grade, lecture capture views vs grade etc.)

• Method for highlighting students on learning analytics comparison chart so they 
can track them for different learning analytics features

• Show the relationship between scores and free-text comments for each question 
on the student feedback.

6.1  Technical Architecture Overview

The curriculum analytics dashboard consists of an analysis module and a web/inter-
action module. The analysis module (written in Python) takes assessment grades, 
student feedback ratings/comments and learning analytics data in CSV format and 
produces histograms and simple analytic charts as well as summary statistics. All 

Fig. 23.1 Module outcome data, broken down into components
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Fig. 23.2 Module performance comparison chart

charts are formatted according to the Vega specification. All the statistics and charts 
from the analysis module are output in JSON format. The web module is a simple 
single-page web application built using HTML5 and JavaScript that shows the 
charts and the summary statistics for the assessment data and learning analytics data.

6.2  Curriculum Analytics Dashboard Overview

The screenshots below show the version of the curriculum analytics dashboard that 
was shown to participants in the evaluation sessions. In this version of the dash-
board, users are shown a succession of visualisations in one “document”.

Figure 23.1 shows a representation of student performance for a module, with 
individual components and overall outcomes included. Below this are summary sta-
tistics including the median mark and the number of students in different mark cat-
egories (these categories were based on feedback from the initial user sessions).

Figure 23.2 shows the module performance comparison chart which supports 
benchmarking of modules across a cohort. On the X-axis is the average grade for a 
student for all modules (not including the one currently being viewed) and on the 
Y-axis is the student’s grade for this module. If a student is above the red line, their 
module mark is higher than their average mark on other modules.

23 User-Centred Guidelines for the Design of Curriculum Analytics Dashboards



510

Fig. 23.3 Learning analytics data charts

Figure 23.3 shows the learning analytics data charts. The first one shows the 
distribution of certain learning analytics features of a semester. Users can access 
each feature by using the drop-down menu shown in Fig. 23.4 below.
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Fig. 23.4 A dropdown menu showing the different features users can view

Fig. 23.5 Comparison functionality for all learning analytics features

The second chart allows for comparison of each learning analytics feature against 
the student grade. This is so the user can start to explore potential correlations/rela-
tionships between activity and attendance and student outcomes.

Figure 23.5 shows how a user can also select any of the learning analytics fea-
tures to compare against each other. This then enables users to look for relationships 
beyond just with the grade, e.g. comparing absences and lecture capture views.

Figure 23.6 shows how individual or groups of students can now be highlighted 
(see red circle) so that when switching between features, they can still be identified. 
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Fig. 23.6 Highlighting students for each feature
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Fig. 23.7 Example results for a single question from student module feedback

Table 23.6 Number of respondents by university faculty/centre and discipline

University faculty/centre School Respondents

Foundation year n/a 1
Humanities Business 1

Politics 1
Natural sciences Chemistry 5

Computer Science 3
Geography 1
Mathematics 3
Neuroscience 1
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This is so the user can view how an individual or group of students behave across a 
variety of different metrics, for instance, do some types of students (e.g. those who 
fail) have different attendance and engagement characteristics?

Figure 23.7 shows an example of the summary results for a single question from 
the student module feedback questionnaire (currently collected via Google Forms, 
a CSV of which is then used to create the summary by the tool). Under each free- 
text response is the score that the student who wrote the response gave for this ques-
tion. This was mentioned by several people as being important due to the need to try 
and infer what was meant by some of the more obtuse responses. Showing the score 
then gives context to the reply.

7  Curriculum Analytics Dashboard Evaluation

As described in Sect. 3.1, the evaluation of the module evaluation tool was con-
ducted using the same method as the initial user research sessions, but with the 
focus being on the version of the tool described in Sect. 5.1.

7.1  Respondent Profile

It was decided to recruit participants for the evaluation from the original 25 people 
who took part in the initial user research sessions. Although we appreciate that there 
are disadvantages to this related to potential biases respondents may have, we felt 
that due to the qualitative and iterative nature of our approach and the fact that it was 
clear that for some areas (relating to learning analytics) they had little pre-existing 
knowledge or opinions, this would be appropriate.

Sixteen participants were recruited from across three faculties shown in 
Table 23.6 below.

7.2  Results

The results described in this section are based on a thematic analysis of the record-
ings of each session following the process outlined by Braun and Clarke (2006). 
Nine main themes were identified and are outlined below.
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7.2.1  Module Outcome Data

There was discussion related to whether a single chart was best for representing the 
different assessment components or whether this should be split into separate charts. 
The universal opinion though by all respondents was that a single chart including 
assessment components and the overall grade was preferred as this would enable 
immediate trend comparison (even though there were some comments that it may 
become too crowded with lots of assessment components). Some respondents asked 
about how “hidden” assessments would be considered, e.g. when a portfolio con-
taining several individual assessments is recorded as one final mark in the university 
student records system. The colour scheme chosen to depict components and over-
all grade needs to be clearer so that users can focus more clearly. Some form of 
interactive UI design or shading was suggested to highlight a particular area.

The overall positive opinion though regarding this feature is exemplified by the 
following quote:

So, this is the data that I need to create for myself using my CSV file. Having this upfront 
is very useful and a time saver.

7.2.2  Previous/Longitudinal Data

Like the initial sessions, there were some comments about wanting to compare to 
past data and the ability to measure change (3  years was commonly mentioned 
although it is not clear why this number is chosen). This is a key requirement for a 
system like this, but for some forms of data, currently we do not have access to 
these, or they may not exist.

7.2.3  Values and Measures

A common theme related to the choices of measures we had chosen and how best to 
represent them. For example, there was confusion in the summary statistics related 
to whether numbers represented percentages or number of students. Similarly, in the 
learning analytics data, averages for some of the measures were not useful, e.g. 
what does 0.25 of an absence mean? What does 0.28 of a lecture capture mean? 
“Clicks” were whole numbers so were clearer and it was suggested that totals were 
used for measures like absences, rather than averages.
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7.2.4  Benchmarking

The consensus was that the module performance comparison chart was incredibly 
useful. Interestingly, during the initial user research sessions, a mocked-up version 
of this required explanation in all sessions. After some additional explanatory word-
ing was added (relating to what above and below the line means), this did not require 
any explanation this time. This could be because they had seen this form of repre-
sentation in the previous sessions, but as this was 8 months later, it is promising that 
this was now clear as to how to interpret it. Like comments made in the initial user 
research sessions, it was noted that this should not be used for staff performance 
management.

For data where people had no prior access or experience with, e.g. VLE usage 
data, it was mentioned by several respondents that some sort of baseline is needed 
to inform comparison/reflection. For module marks, respondents would confidently 
talk about grade distributions they would expect to see but for the other sources of 
data; this “expectation” is absent due to not having the opportunity to view it before 
and to build up experience of what is “normal”. This was highlighted by one respon-
dent asking, “What is a virtual absence?”, i.e. what is the virtual equivalent of a 
student not attending a session (trying to relate their experience of absence in the 
classroom to online and what that would look like)? One suggestion to build this 
initial baseline would be to create something like the module performance compari-
son chart but for the learning analytics data.

7.2.5  General User Interface

Although there were few issues with people navigating and interpreting the infor-
mation/layout of the page, there were some specific potential improvements noted:

• People often missed the drop-down menu to select the features of the learning 
analytics data. Whether this is because people are used to static views of this kind 
of information or this is down to inexperience with this kind of system needs 
further investigation and refinement.

• The student feedback is currently displayed as seven different charts, one under 
another. It was mentioned that this was a lot of scrolling and so potentially a tab 
interface could be used instead and is more in line with a traditional dashboard 
representation.

7.2.6  Analysis/Statistics

Some additional forms of analysis that people mentioned included:

• If students miss a class, then detect how long it is until they watch the corre-
sponding lecture capture material.

• Ability to create testable predictions.
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• Significance (both in the statistical sense and more generally) and wanting to try 
and quantify some of the relationships between factors and automatically high-
light significant issues, e.g. What is the most important factor that could be 
affecting the grade? Does lecture capture intervention make a difference?

7.2.7  Additional Data

Interestingly, when asked about additional sources of data, most respondents were 
not able to suggest many others. Those that were mentioned were:

• Timetabling and temporal information were mentioned as being important as this 
would affect the distribution of activities over a semester (for some subjects not 
all weeks have the same timetable). Similarly, the ability to slice the data between 
different types of session, e.g. lab, lecture and workshop. This context is needed 
to inform the analysis of things like absences and VLE interaction.

• Engagement with feedback on Turnitin (so a comparison between viewing feed-
back and grade could be made).

• Engagement with the reading list and associated materials.

7.2.8  Embedding into Practice

There were several suggestions as to how this tool could be used to then inform 
module evaluation reports. These related to embedding the form that lectures fill in 
when evaluating their modules, within the tool itself so that people are asked to 
comment on each individual section of the report. This would then be seen as an 
interactive document that leads people through the data, asking them to reflect on 
specific areas (perhaps with significant issues/successes being automatically high-
lighted by the tool itself).

Although not an explicit way of embedding this into practice, several people 
mentioned that just because of the significant amount of individual effort and time 
this process currently takes would mean that there is a clear reason for people to use 
this and so uptake would occur naturally.

7.2.9  Supporting Reflection

All respondents were clear in their belief that it would help reflection with them all 
wanting to use it. Several respondents whilst using the prototype tool in the analyt-
ics section gave oral reflections on the module data and began interrogating and 
generating hypotheses that they wished to test, developing new analytics require-
ments, e.g.
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We have the lecture capture data for each lecture, we know if an individual was absent, so 
for a given absence, was the corresponding lecture capture viewed?

The general level of feeling can be best summed up by this respondent when 
asked whether they felt this tool would help support them reflect more objectively:

Oh, 100%. Absolutely, yeah, yeah. This would be pretty transformatory. Making sure first 
of all that all the information is clearly illustrated and presented to you in one particular 
place. I think at the moment you get bits of information all over the place. You need to go 
to this Google Sheet to get this particular bit of information, or this bit of paper. To have all 
of the information that you need to prompt module reflection in the one spot would be really 
useful. I think it would help me as a consequence be more clear and systematic in terms of 
my appraisal of the performance of that module. Then as you end up moving through the 
University structure, at Programme level, School, Faculty then University, then that’s when 
it becomes particularly powerful. It would provide you with an opportunity to get a full 
sense of what is going on, instead of a list of random modules where we are concerned 
about the module average. That doesn’t really tell you anything, whereas if you have the 
opportunity to go into that module and find out what the real issue is, you’d be able to build 
up a picture of what the issues might be.

8  Discussion and Conclusion

Fundamentally, curriculum reviews are processes that require appraisal of disparate 
data sources with the aim of enhancing programmes of study, with many countries 
setting minimum quality assurance standards for such processes (QAA, p. 4, 2018a). 
With the emphasis on data, learning analytics should be central to this process. Our 
respondents’ current practice though challenges this assumption. Although some 
data sources are available, they are often poorly presented and available in a manner 
that prevents comparative analysis, or the means to achieve such an analysis are so 
time-consuming that can be viewed as impossible. For example, a simple compari-
son between mark data and attendance data is universally absent but desired by all 
respondents. A key barrier is one system records marks and an entirely separate 
system records attendance. Thus, a simple comparison requires time-consuming 
manual user intervention. Significantly the rich potential that learning analytics 
presents are all but absent in the curriculum review’s analysis phase.

Confronting the key curriculum review aim, our study raises fundamental ques-
tions for those interested in educational process management and data-informed 
curriculum design and enhancement. Whilst universities may feel their processes 
are clear, articulate and serve a clear purpose, our participants’ experiences empha-
sise that current practices fail to create long-term strategic plans that enhance edu-
cational value. Criticism focused on both the absence of apparent purpose and the 
underlying processes. It appears that process management is delegated to individual 
schools and that data processing is often delegated further to individuals. Although 
respondents were clear in their aims, the disparate processes did not support their 
aims. More holistically, the delegation means the curriculum review’s purpose is 
opaque, and significant work is undertaken with an apparent outcome that states 
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little more than the process has been completed. There is, therefore, a need for better 
data management tools that are suitable for a wide and varied audience and support 
clear strategic planning and monitoring, generating long-term value.

When asked about their data needs in the first set of user research sessions, 
respondents listed few data sources, but more importantly little consideration was 
initially given to how to present this data to generate the greatest potential for deep 
analysis. In many cases, respondents simply stated that they didn’t know what they 
wanted. Examining this more deeply, they wanted a process and system that met 
their needs and facilitated their reflection, but they did not know in what form. 
Returning to aim (1) in Sect. 2, our respondent data illustrates a lack of clarity 
around the questions staff and programme leads want to answer. Similarly, aim (2) 
(relating to forms of visualisation and representation to support review and reflec-
tion) demonstrates a knowledge gap, where the respondents did not know what they 
needed or how it might be presented. It is apparent that many respondents wanted 
the ability to create a clear “picture” of their “students’ journey”. Until such a “pic-
ture” is available though, surface analysis will prevail. This raises a design issue that 
the respondents are from a diversity of disciplines and any learning design tool must 
provide the flexibility for respondents to create this “picture” in a manner that makes 
the “student journey” self-evident to them.

The respondent data did raise some underlying tensions. Firstly, the lack of pur-
pose meant some respondents were uneasy with providing open and honest reflec-
tions fearing that such reflections could provide management leverage against them. 
Secondly, and potentially related to the first, there appeared to be an underlying 
need to relate negative student responses with poor student performance. It is pos-
sible that there is a similar desire with positive comments, but the respondents were 
clear in their focus on areas where they could face criticism. It is unclear how 
respondents would feel and act if the data did not reveal a clear relationship. Within 
this discussion, it is important to recognise the ethical implications raised and the 
potential for data misuse.

Research often shows the benefits of learning analytics; however, a contribution 
of this study is that, at present, learning analytics is poorly utilised, if at all, within 
the curriculum and development process. Staff desire learning analytics type infor-
mation, but as learning analytics is not part of the operational processes, the entire 
curriculum review has limited business purpose. The lack of focus on business pur-
pose means data use is surface level and lacks a longitudinal view, fundamentally 
impacting the curriculum review’s value in strategic and evidence-based reflection 
and subsequent learning (re)design. With these observations in mind, it is clear there 
is a need to invest and understand how to utilise and embed, through appropriate 
processes, learning analytics for operational productivity that creates self- evident 
business purpose in curriculum review and curriculum development. Without this, 
the state of learning analytics and its benefits may well be best summed up by the 
following quote:

I’m sure that there are [benefits], but that’s because I don’t know what I don’t know.
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Table 23.7 User-centred guidelines and metrics to support the design of curriculum analytics 
dashboards

Theme Principle

Assessment and 
grades

Assessment components should be included in any module outcome charts 
and summary statistics
Present components and overall module outcomes on one chart
Provide the ability to compare module performance across a cohort

Data Provide context for data include timetabling information so that patterns can 
be linked with activities
Do not assume that people understand the term learning analytics or are aware 
of the production/collection of usage data. Until you show people, they do not 
know what can be done
The numeric representations of data need to relate to people’s understanding 
of them. Averages are appropriate for some measures, but totals are better for 
others. It needs to be made clear what values mean, for example, is a higher 
number a “good” or “bad” indicator
Provide the ability to compare data to previous years to infer whether changes 
worked and to determine issues such as cohort effects
Provide indications of significance/confidence level for data where 
appropriate

Benchmarking Benchmarking is important when including new sources of data that people 
might not be experienced with or have a mental model of, e.g. VLE usage
However, academics can create their natural baselines which create a bias that 
might be invalid and should be questioned, e.g. an “appropriate” distribution 
of module marks

Required data Attendance is seen as a proxy for levels of engagement and should be 
included
Provide details about online resource usage such as views of lecture slides 
and lecture capture and whether library books are being used
Provide the ability to consider the greater importance of some sessions and 
resources to analyse their usage and impact on outcomes.
Student feedback is the main driver of reflection, but it is important to supply 
context for free-text responses
Student feedback, although useful, is contentious due to issues such as the 
timing of collection, the representativeness of the sample and the ability of 
students to rationalise the delivery of a module
Other forms of feedback could be considered such as from externals 
examiners, student voice/rep meetings and other members of the teaching 
team
Entry grades and types of qualifications could be used in combination with 
other metrics to identify potential gaps in students’ prior knowledge/
experience and provide appropriate support
Other issues should be considered for inclusion such as extenuating 
circumstances requests, how many cases of plagiarism, incidents in the exam 
hall, timetabling/rooming and assessment deadlines

(continued)
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Table 23.7 (continued)

Theme Principle

Curriculum 
review

Provide the ability to explore relationships between measures such as grades, 
attendance, VLE usage, lecture capture views, etc.
Recommended good practice/interventions could be embedded within the 
module evaluation form/system itself to tackle the issues identified
Embed the review process within the data itself. Make reports interactive 
documents that lead people through the data, asking them to reflect on 
highlighted/benchmarked/significant issues and successes
Encourage people to make testable interventions and supply data to evaluate 
their impact. Ensure these actions are embedded in the following year’s 
report to encourage further reflection on the impact

Table 23.8 Guidelines for embedding curriculum analytics dashboards into curriculum and 
module review

Theme Principle

Ethics Module reports and associated data should not be used as part of staff performance 
review but could be used to identify training needs
The process must be developmental and not considered by either the university or staff 
as potentially punitive. For this reason, universities must make clear how staff 
reflections and data are used at all institutional levels
Module reports and associated data could be used as evidence for promotion cases and 
applications for awards such as HEA fellowship. The types of questioning embedded 
in the form must elicit reflections and responses that naturally align with future staff 
development
Ethical use of data must be considered at all stages and guidance provided (or access 
limited) as not all staff appreciate the issues with data aggregation

Process The review process must be operational rather than management based where staff are 
clear how their reflections and feedback are used and acted on at all university levels. 
Staff must see the value in the process through subsequent actions and developments 
arising from the process
Real-time access to data may negate the need for annual review processes and may 
provide more effective interventions and developments
Bespoke processes create a significant amount of manual effort and should be replaced 
where possible with automated/digital methods of data collection and aggregation. 
Staff must be engaged at the start of this process to ensure the outcomes have value, 
promote deep reflection and reduce staff workload, providing time and space where 
staff focus entirely on educational development
Facilitate longitudinal review though datasets that permit interrogation of a cohort’s 
journey through their programme

What is promising though is the response of academics in the evaluation ses-
sions. When presented with a fuller “picture”, and with examples of data that they 
previously “didn’t know”, they were then able to start to see the advantages and 
benefits of having access to this information. What was even more pleasing was the 
level of reflection that was shown, as respondents started to realign their opinions 
and generate new lines of questioning and reasoning. For example, there is a feeling 
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that academics create a natural baseline against which they judge various measures 
and calibrate their reflection, e.g. an academic might know when overall module 
marks are “good” or in need of consideration. These baselines are often not informed 
by anything more than “personal” judgement or inherited by their community of 
practice where expectations are passed on to newer staff by mentors. The result is 
the previous mentioned and ill-informed comments about a “cohort effect”.

This is, however, an opportunity. As new metrics and sources of data emerge, 
with which people have no previous experience in analysing or reflecting on, pre- 
existing “baselines” and potential biases can be challenged. Academics will have to 
start to formulate data-informed baselines to create meaning in relation to their 
practice. An example of this behaviour is the question one respondent posed “What 
is a virtual absence?”, that is, what is the virtual equivalent of a student not attend-
ing a session. These new lines of questioning demonstrate the benefits of not only a 
tool that aggregates and represents data but also an iterative user-centred design 
process which has effectively also acted as training in learning analytics for the 
respondents.

With regard to how learning analytics in this form can be embedded within mod-
ule and curriculum evaluation and design, respondents were clear that a module 
evaluation tool must include questions that promote reflection as they engage with 
the data. In certain cases, a dashboard-like tool might tailor questions to encourage 
reflection around a particular piece of data, for example, successes in terms of out-
comes, engagement with groups of students or where the results are particularly out 
of line with other modules. The tool then becomes an interactive document and 
future resource for academic discussion and development. In cases where a module 
is transferred to another or new academic, they have an immediate resource that 
contextualises past student journeys through the module.

8.1  Guidelines

From analysing the results of all user sessions and the production of the tool itself, 
we are proposing the following sets of guidelines for other researchers in the area, 
developers of learning analytics services that support learning design and curricu-
lum review and universities who are trying to implement and embed similar tools 
and reflective review processes into their modules and programmes. Table 23.7 sets 
out user-centred guidelines and metrics (potential sources of data and representa-
tions) that should be implemented in dashboards to support curriculum review and 
reflection. Table 23.8 sets out guidelines for embedding curriculum analytics dash-
boards into curriculum and module review.
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8.2  Conclusion

The research’s outcomes signal the significant benefits of engaging academics in a 
partnership to design curriculum analytics dashboards and visualisation types that 
are centred around their needs. It is important however for the design of these dash-
boards and visualisations to not only be driven by users and the questions they want 
to answer but also to be embedded within appropriate processes that have their 
purpose made clear. This combined approach can bring about transformational 
engagement with learning analytics, generating a novel approach to deep reflection 
and decision-making around positive programme development and curriculum 
review. It is here where we see a key future research direction in learning analytics, 
with the process and purpose of its use being recognised as important as its visual 
and technical design.
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Chapter 24
Learning Analytics Dashboards 
in Educational Games

Seyedahmad Rahimi and Valerie Shute

1  Introduction

Digital games, including educational games, can be suitable vehicles for assessing 
and improving students’ knowledge, skills, and other attributes (Clark et al., 2016; 
Gee, 2003; Shute & Ke, 2012). For instance, Clark et al. (2016) conducted a meta- 
analysis to investigate the effects of playing digital games on K-16 students’ learn-
ing. Results from that meta-analysis (69 studies and collectively 6868 participants) 
showed that digital games significantly improved students’ learning compared to 
nongame conditions with a moderate to strong effect size. However, despite the 
empirical evidence for digital games being useful for students’ learning, the use of 
educational games in classrooms is still low (Chaudy & Connolly, 2018; Papadakis, 
2018). One missing piece of the puzzle could be explicitly connecting gameplay 
and learning and making that visible for various stakeholders (e.g., students, teach-
ers, parents) (Alonso-Fernández et al., 2019; Calvo-Morata et al., 2018; Chaudy & 
Connolly, 2018). Such visual representations of gameplay and learning are impor-
tant parts of learning analytics (LA) dashboards in educational games.

According to the Society for Learning Analytics Research, the LA field is shaped 
around “…the measurement, collection, analysis, and reporting of data about learn-
ers and their contexts, for purposes of understanding and optimizing learning and 
the environments in which it occurs” (Siemens & Gasevic, 2012, p. 1). LA dash-
boards are useful tools—for both teachers and students—as they summarize 
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students’ complex learning-related data. There is ample research done regarding LA 
dashboards used in online learning platforms (e.g., MOOCs, learning management 
systems). However, little is known about the design and effects of LA dashboards in 
educational games. Our chapter addresses this issue. In this chapter, we (1) define 
LA dashboards and discuss who can benefit from them, (2) review the relevant lit-
erature and theories about LA dashboards in general, (3) discuss recommendations 
about the design of LA dashboards based on the literature, (4) present examples of 
LA dashboards in some educational games, (5) detail the design of a particular LA 
dashboard in an educational game called Physics Playground, and (6) conclude 
with suggestions for future research regarding the LA dashboard in Physics 
Playground.

1.1  What Is an LA Dashboard and Who Can Benefit from It?

LA dashboards are useful tools that include visual elements (e.g., graphs, colors, 
and charts) generated from students’ interactions in the digital environment. The 
data can be presented at various grain sizes and relate to different stakeholders’ 
needs (e.g., teachers and students). According to the literature, students can benefit 
from LA dashboards by allowing them to set personal goals, see progress toward 
their goals, obtain feedback about their learning, become motivated by receiving 
immediate feedback, and make decisions about what to do next (Bodily et al., 2018; 
Jivet et al., 2017; Schumacher & Ifenthaler, 2018; Sedrakyan et al., 2020). The type 
of feedback that LA dashboards provide to students can be seen as formative. 
Decades of research on formative feedback show that it is crucial to improve stu-
dents’ learning (Black & Wiliam, 1998; Shute, 2008). Through formative feedback, 
LA dashboards can help learners make better decisions in the learning process 
themselves in contrast with environments where computers make the decisions for 
learners (e.g., via adaptive learning environments). Such environments can help 
learners take ownership of and consequently improve their learning via the forma-
tive feedback within LA dashboards (Charleer et al., 2016; Shute et al., 2008; Shute 
et al., 2020).

In some cases, dashboards permit learners to compare their progress to other 
students (currently in their class or historical data). Thus, LA dashboards can either 
show progress relative to oneself or relative to others (i.e., intrapersonal vs. interper-
sonal frames of reference, respectively). Choosing an appropriate frame of refer-
ence depends on a student’s particular learning goal orientation. Generally, there are 
two goal orientations: performance orientation which refers to norm-referenced 
comparisons (i.e., when students compare their performance to other students) and 
mastery orientation which refers to criterion-referenced comparisons (i.e., when 
students compare their performance against a certain level of mastery) (Dweck & 
Leggett, 1988). Research on various LA dashboards shows that including a norm- 
referenced (interpersonal) frame of reference should be used cautiously. In contrast, 
criterion-referenced (intrapersonal) dashboards consistently show positive impacts 
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on students’ motivation and learning (e.g., Jivet et  al., 2018). We discuss these 
frames of reference in more detail later in this chapter.

Besides students, teachers can also benefit from LA dashboards by monitoring 
their students’ progress and evaluating the effectiveness of the learning resources 
they use (i.e., learning supports and materials) and their instructional methods (e.g., 
Alonso-Fernández et al., 2019; Calvo-Morata et al., 2018). As a result, teachers may 
decide to change their teaching strategy (e.g., when they see most of their students 
struggling on a topic) or replace some learning resources that appear ineffective. 
Moreover, LA dashboards can help automate various types of feedback that teach-
ers like to provide to their students in real-time, thus saving time and effort for 
teachers in large classes. Importantly, dashboard data can help teachers quickly 
identify and help students who are struggling and intervene accordingly.

The foregoing research relates to LA dashboards that currently exist within 
learning environments (e.g., MOOCs or LMSs). However, our focus is on educa-
tional games as effective environments that can also benefit from rich LA dash-
boards. Designing such dashboards in educational games can benefit from the 
research done in other learning environments. To understand where these benefits 
are rooted, we discuss the theories behind LA dashboards next.

1.2  Theories Behind LA Dashboards

Research on LA dashboards occurs at the intersections of various disciplines, 
including the learning sciences, information science, learning analytics, educational 
data mining, psychology, and data visualization (Schwendimann et  al., 2017). 
Therefore, LA dashboards should be designed based on the theoretical foundations 
from these disciplines to achieve the optimal outcomes for students and teachers 
(Sedrakyan et al., 2020). The following are the most important theories related to 
the design of LA dashboards.

According to the literature (Jivet et al., 2017, 2018; Kim et al., 2016; Sedrakyan 
et al., 2020), the most common learning theory underlying LA dashboards is self- 
regulated learning theory (SRL; Zimmerman, 1990). SRL refers to the metacogni-
tive processes and strategies that a learner adopts to maximize and optimize their 
learning. These strategies include planning, goal setting, organizing, self- monitoring, 
reflecting, and adapting at various stages of learning. A self-regulated learner is self- 
aware, knowledgeable, and decisive in their approach to learning (Zimmerman, 
1990). Learners who are self-regulated report high levels of self-efficacy and intrin-
sic motivation—i.e., doing something because it is internally rewarding and satisfy-
ing (e.g., Borkowski et  al., 1990). One approach to help students become 
self-regulated learners is to teach them about strategies they can adopt (e.g., goal 
setting, time management, resource management). However, Zimmerman (1990) 
asserts that only knowing a particular strategy is not enough for a long-lasting 
impact of those strategies. Instead, self-regulated learning strategies should be 
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facilitated. LA dashboards are suitable tools that can facilitate self-regulated learn-
ing (Jivet et al., 2018; Sedrakyan et al., 2020).

Similarly, LA dashboards align with the self-determination theory (SDT; Black 
& Deci, 2000). According to SDT, people feel intrinsically motivated when they 
gain a perception of competence, autonomy, and relatedness. Using LA dashboards, 
learners can monitor their progress and strategically march toward their goals, lead-
ing them to achieve high levels of competence in the targeted skills they need. 
Through self-awareness about their learning progress, learners can decide what to 
do next and gain high levels of autonomy through various choices coupled with the 
high level of control available in the learning environments (e.g., educational games 
or MOOCs). Therefore, LA dashboards can enable, rather than inhibit, student 
autonomy and enhance learners’ intrinsic motivation.

If LA dashboards are poorly designed, learners will not (or very seldom) use 
them, and thus, none of the positive effects of LA dashboards will be achieved. One 
reason given for not using LA dashboards is the perception that they are too clut-
tered, confusing, and hard to understand (Jivet et al., 2017). Theories from the fields 
of information and communication can help make LA dashboards easier to under-
stand. For example, sense-making theory (Dervin, 1998) indicates that “knowledge 
is the sense made at a particular point in time-space by someone” (p. 36). Moreover, 
Weick, Sutcliffe, and Obstfeld (2005) note that “sense-making involves turning cir-
cumstances into a situation that is comprehended explicitly in words and that serves 
as a springboard into action” (p. 409). If the information provided to the learners 
through LA dashboards does not make sense to them, no proper action (e.g., work-
ing more on the skill or knowledge they lack) will occur. Another example of poor 
design of LA dashboards is when poor computational processes lead to information 
that the learners disagree with. It does not make sense to them (e.g., the learners feel 
competent in a given skill, but the LA dashboard shows otherwise). This discrep-
ancy can make learners lose trust in what they see on their dashboard and stop using 
it (Jivet et al., 2018). Therefore, it is essential to conduct various usability studies 
and work closely with the target audience of LA dashboards to ensure that what is 
presented to learners makes sense (e.g., Bodily et  al., 2018; Schumacher & 
Ifenthaler, 2018). The application of various theories and the associated research 
provides the basis for various recommendations relative to designing high-quality 
LA dashboards.

1.3  Recommendations for LA Dashboard Design

Although these recommendations come from LA dashboard design research within 
online learning environments, they may be useful for LA dashboard design in edu-
cational games, as educational games can also be considered learning environments. 
However, students might be more intrinsically motivated to play an educational 
game compared to completing an online course containing the same content. 
Therefore, the effects of the recommendations we propose here on students’ 
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learning should be examined when used in educational games. We discuss how each 
recommendation relates to educational games at the end of each part and begin with 
choosing the appropriate frame of reference.

1.3.1  Choose the Frame of Reference Thoughtfully

Research has shown that learners need at least one of the following frames of refer-
ence to be able to interpret the LA they see in a dashboard: (1) social, which allows 
comparisons with peers (e.g., comparing one’s own score with the average score of 
the class); (2) achievement, which indicates one’s distance from their goals; and (3) 
progress, which allows visual self-comparison over time using their data history 
(Jivet et al., 2017). LA dashboards can include all three frames of reference and 
allow students to choose the frame in which they feel most comfortable. Providing 
a frame of reference by force should be done cautiously as different learners (e.g., 
high-achievers vs. low-achievers) may react differently to various frames of refer-
ence. Specifically, Jivet et  al. (2018) reported in their literature review that low- 
achieving students who used a social frame of reference often became demotivated 
(i.e., stopped using the LA dashboard) when they saw that they were behind other 
students. Similarly, some high-achieving students who used the social frame of ref-
erence could become demotivated and stop working if they felt that they were better 
than others and did not need to do more. However, other high-achieving students 
found that the social frame of reference was motivating, as it provided for healthy 
competition. In contrast, low-achieving students who did not know how other stu-
dents were doing (i.e., they were using an intrapersonal frame of reference) reported 
that using LA dashboards was motivating. Consequently, one recommendation 
from this literature is to permit learners to choose the frame of reference where they 
feel most comfortable and motivated. For example, students can choose to compare 
themselves with their classmates’ average scores (i.e., social) or completely deacti-
vate that feature and compare current performance/learning with that from an earlier 
stage in their learning (i.e., progress). This recommendation about using a frame of 
reference comes from the literature on LA dashboards in online learning environ-
ments. One could argue that using a social frame of reference could be a natural 
decision as games already have a competitive nature. Alternatively, since we are 
talking about educational games, an achievement or progress frame of reference 
could be helpful to students with a goal orientation, permitting them to focus on 
their own learning. Clearly, more research is needed to evaluate this recommenda-
tion in the context of educational games.

1.3.2  Remember that LA Is About Learning

LA dashboards use various data sources (e.g., log data from learners’ interactions 
with a learning environment). Usually, LA dashboards visualize the data related to 
those interactions without emphasizing how learners are doing regarding their 
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learning goals. These LA dashboards focus more on progress made (e.g., the num-
ber of learning modules completed in a MOOC or the number of game levels com-
pleted in an educational game) rather than learning (Gašević et al., 2015). There is 
a need, especially in educational games, to include psychometrically sound assess-
ments of students’ learning in educational games. The idea of LA dashboards focus-
ing on learning relates to the open learner model (OLM) (Bull et  al., 2013). By 
visualizing the inferences about students’ learning and showing the learning analyt-
ics to the stakeholders (i.e., students and teachers), metacognitive behaviors (e.g., 
reflection, planning, self-awareness, self-monitoring) can be enhanced. Therefore, 
visualizing students’ performance analytics from their interaction data is not 
enough—inferences about students’ knowledge, skills, and other attributes are also 
needed. Moreover, information is needed that provides clear suggestions about how 
students can do better. LA dashboards in educational games, like in commercial 
games, tend to focus on the analytics (e.g., displaying information from log data 
such as minutes spent per game level). But educational game designers and research-
ers also need to pay close attention to the learning part by linking students’ behav-
ioral data to specific and pre-identified competencies (i.e., knowledge, skills, and 
other attributes).

1.3.3  Include “How Can I Do Better?” Functionality

Most LA dashboards focus on the “how am I performing?” question rather than 
“how can I do better?” (Sedrakyan et al., 2020). After a successful sense-making (or 
“aha!”) moment when using an LA dashboard, the student will then need to take 
some action (Weick et al., 2005). For example, based on an analysis of a student’s 
current understanding of Newton’s first law of motion, a learning environment (e.g., 
an educational game) can provide behavioral instructions (e.g., “You need to solve 
five levels with Newton’s first law as their primary concept”) if the LA show that the 
student has not played enough Newton’s first law levels. Alternatively, the game can 
suggest cognitive supports (e.g., “You need to watch this video explaining Newton’s 
first law”) if the player played enough targeted levels but his or her estimates are 
low. Providing the right formative feedback can help learners find the LA dashboard 
effective in which case they would use the dashboard more frequently (Kim 
et al., 2016).

1.3.4  Seek Feedback from Stakeholders Throughout the LA Dashboard 
Design Process

The main stakeholders of LA dashboards in educational games that we are focusing 
on in this chapter are students (or learners in general). According to the literature, 
conducting usability and evaluation studies when designing LA dashboards is infre-
quently done (Jivet et al., 2018; Sedrakyan et al., 2020). As LA dashboard designers 
and researchers, we need to include what learners need and expect to see in LA 
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dashboards (Schumacher & Ifenthaler, 2018). Moreover, we need to make sure that 
the content in LA dashboards makes sense to the students. In this vein, some 
researchers have suggested including mechanisms in the learning environment to 
collect data about students’ opinions on elements included in the LA dashboard 
(Jivet et  al., 2018). For example, a rating system can be employed that quickly 
allows learners to provide feedback about various aspects of the LA dashboard in 
use. This recommendation can be used in educational games as well. For example, 
after including students throughout the design process, educational game designers 
and researchers can embed quick rating questions about different parts of the LA 
dashboard. The questions would seek input on whether students understood the 
information provided to them and if there were alternative formats that should be 
used. Next, we briefly discuss some examples of LA dashboards in educa-
tional games.

1.4  LA Dashboards in Educational Games

Most of the studies that we reviewed have focused on LA dashboards for teachers, 
not students (e.g., Alonso-Fernández et  al., 2019; Martínez-Ortiz et  al., 2019). 
Although some of those findings may be used to design student-focused LA dash-
boards in educational games, there is a gap in the literature related to studies focus-
ing explicitly on students-aimed LA dashboards. The issue discussed earlier (i.e., 
collecting and reporting performance data rather than learning-related data and 
inferences) also exists in LA dashboards in educational games. For example, 
Chaudy and Connolly (2018) conducted a review on game-based learning analytics. 
They reported that the type of data collected in the studies they reviewed (most of 
them created for teachers) were time-related data, counts, game actions, scores, and 
player data (e.g., demographic and academic). One could argue that game perfor-
mance and learning are positively related; however, we would expect to see much 
stronger effects on student learning if the LA in educational games were more 
focused on learning than performance.

We reviewed several studies that detailed the design, development, and testing of 
LA dashboards in educational games for students. Here we describe two of these 
studies. Seaton, Chang, and Graf (2019) created a game (the name of the game was 
not mentioned in the article) to improve students’ skills (i.e., problem-solving, asso-
ciative reasoning, organization and planning, and monitoring work for accuracy). 
This game included ten sub-games targeting the cognitive and metacognitive skills 
mentioned above. Each sub-game generated a score for the targeted skills in per-
centages based on the players’ performance. There were also multiple opportunities 
for earning game money, badges, and points. The LA dashboard employed in this 
game used line graphs to visualize skill scores over time (i.e., progress), and scat-
terplots to visualize the relationship between performance scores and time of the 
day. The LA dashboard was interactive and allowed players to select a particular 
skill and a specific time of day or a specific sub-game to see their data 
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visualizations. These visualizations could help players understand how their play-
ing habits impacted their performance (e.g., using the scatterplot, the players could 
see how playing a sub-game at different times of the day could positively or nega-
tively affect their performance). Also, the players could identify their strengths and 
weaknesses. The authors conducted a proof-of-concept evaluation using gameplay 
data collected over 3 months from four players. The authors claimed that the LA 
dashboard did provide useful information to the players. However, these results 
need further investigation as only four players participated in the evaluation study. 
Also, this evaluation study examined if what was shown to the players was mean-
ingful and useful to them. We can argue that the LA in this study was based on 
performance data rather than inferences about learning. Moreover, based on what 
the authors provided, there were no instructions available for the students on how to 
interpret the line charts and scatterplots, potentially causing extraneous sense- 
making issues. Therefore, more rigorous studies are needed (with larger samples) to 
make valid conclusions about the usefulness and effectiveness of the LA dashboard 
in this game relative to learning.

Another example of an LA dashboard for students was developed in a game 
called Selene (Reese, 2016) about the Earth and space. In this game, players get to 
create their Moon by simulating an accretion process (i.e., causing collisions that 
can produce space debris, and then the particles would accumulate to create a mas-
sive object—a Moon). Not all types of collisions can create moons in space. Players 
must learn how to create collisions that include a careful balance among velocity, 
heat, density, and radioactivity proportions. After players learn how to create a 
Moon, they can then try to replicate the surface of our own Moon (created over 
about 4.5 billion years) by colliding meteors and flooding the Moon’s surface with 
lava. Reese (2016) indicated that Selene was designed after detailed cognitive task 
analyses completed by subject-matter experts and then cognitive science structure 
mapping (Gentner, 1983). Reese claimed that “the game is the procedural analog of 
what is invisible inside experts’ heads” (p. 236). This approach is very similar to the 
evidence-centered design (ECD; Mislevy et al., 2003) approach for designing an 
assessment. In ECD, a competency model is elaborated first (answering the ques-
tion of “what is it that we want to assess?”). Then, the environment in which we can 
elicit evidence for the competency model is designed and developed (we will dis-
cuss ECD in more detail later in this chapter). Following this approach, students’ 
performance data, shown on the LA dashboard, were directly linked to their mastery 
of the knowledge represented in the game (Reese, 2016). On Selene’s LA dash-
board, players could see their achievements (i.e., when a player completed a game 
level and met certain criteria), progress, and highest game score.

In both of these examples described above, players could see leader boards and 
compare their performance to other students (i.e., the social frame of reference), 
which may lead to competition rather than knowledge and skill mastery (Alonso- 
Fernández et al., 2018). In the next section, we discuss an example of a student- 
focused LA dashboard in an educational game called Physics Playground, which 
uses an achievement frame of reference and focuses on mastery, not competition.
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2  Physics Playground

Physics Playground (PP; Shute et al., 2019a) is a 2D web-based game created to 
help middle- and high-school students learn Newtonian physics (e.g., Newton’s 
laws of force and motion, energy, linear momentum, and torque). For all the game 
levels, the goal in this game is to direct a green ball to hit a red balloon. There are 
two level types: sketching and manipulation (Fig. 24.1).

To solve sketching levels, students draw simple machines (i.e., ramps, levers, 
pendulums, and springboards) to guide the ball to the target balloon (Fig. 24.1a). To 
solve manipulation levels, students interact with various sliders to change physics 
parameters (i.e., gravity, air resistance, mass, and bounciness of the ball) and also 
manipulate external forces exerted from puffers or blowers to hit the balloon—no 
drawing is allowed in manipulation levels (Fig. 24.1b). PP’s number of game levels 
is dynamic—we have created about 150 game levels covering nine physics compe-
tencies (Fig. 24.2). We can add game levels to the online version of PP at any time 
using the game’s level editor.

2.1  Stealth Assessment

To assess students’ physics understanding in real-time for each of the nine compe-
tencies, PP employs stealth assessment (Shute, 2011). Specifically, PP’s stealth 
assessment machinery gathers student-gameplay data in log files, automatically 
scores and accumulates the collected data using statistical methods (e.g., Bayesian 
networks), and makes real-time inferences about the current level of students’ tar-
geted competencies related to understanding Newtonian physics (see recommenda-
tion 1.3.2). Then, PP uses those estimates to (a) adapt game level challenges to fit a 
student’s current competency level (for the adaptive version of the game), (b) pro-
vide appropriate learning supports to students, and (c) inform students of their prog-
ress in the game and relative to targeted physics concepts via an LA dashboard 
called My Backpack (discussed in more detail later).

Stealth assessment is based on the evidence-centered design framework of 
assessment (ECD; Mislevy et al., 2003). ECD’s primary purpose is to structure the 

Fig. 24.1 Sketching level (a) and manipulation level (b)
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Fig. 24.2 Physics understanding competency model in PP

collection of evidence needed to make valid claims about students’ competencies 
(i.e., knowledge, skills, and other attributes). ECD includes a framework of concep-
tual and computational models that work in harmony. The three core ECD models 
are the following: (1) the competency model (CM), operationalizing the construct 
we want to assess (e.g., conceptual physics understanding) and defining the claims 
to be made about student competencies; (2) the evidence model (EM), automati-
cally scoring and accumulating valid evidence (i.e., observables) of a claim about 
student competencies (i.e., unobservables); and (3) the task model (TM)—detailing 
the nature and form of the tasks (e.g., game levels) that will elicit the evidence 
needed for the EM.

In stealth assessment, specific gameplay behaviors are dynamically linked to the 
CM. As students interact with the game environment, they generate a continuous 
stream of data captured in the game’s log files. Then, the stealth assessment tools 
identify and extract evidence related to the CM—in real-time—i.e., the evidence 
identification (EI) process. The EI’s output is the input data (e.g., scores, tallies) for 
the evidence accumulation (EA) process, which statistically updates the claims 
about relevant competencies in the CM (e.g., the probability of a student being low, 
medium, or high on a given competency; see Almond et al., 2020 for more detail on 
these processes). The more evidence a student generates during gameplay, the more 
accurate the estimates of competency levels. As mentioned, competency-level esti-
mates can be used for various purposes (e.g., adaptive delivery of game levels, tar-
geted feedback, relevant learning supports, and updating the LA dashboard—My 
Backpack). We have reported the design, development, and evaluation of various 
aspects of PP in other papers (e.g., Kuba et al., in press; Rahimi et al., 2021; Shute 
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& Rahimi, 2020; Shute et al., 2019b, 2020). Next, we discuss the features of the LA 
dashboard in PP—My Backpack.

2.2  My Backpack: PP’s LA Dashboard for Students

We designed a multipurpose dashboard in PP called My Backpack where students 
can see their progress—shown at the top part of Fig. 24.3 (i.e., the number of levels 
they solved, the number of gold or silver coins they collected, and the amount of 
money they earned). Each gold coin (given for an elegant solution for a game level) 
earns the student $20, and each silver coin (given for a solution that did not meet the 
criteria needed for a gold coin) earns $10. Students can use their game money to 
purchase items and customize features of the game in PP’s store.

In addition to showing game progress (e.g., 6 out of 22 sketching levels solved), 
students can monitor their level of physics understanding (Fig. 24.3) based on the 
current stealth assessment estimates. These estimates are for (a) each of the specific 
nine competencies (shown in Fig. 24.3 with the orange bar charts) and (b) their 
overall physics understanding (shown at the bottom of Fig.  24.3 in green). My 
Backpack also includes a store (see Fig. 24.4) where students can spend the game 
money they earned through gameplay to customize their game by “buying” new 
background music, background images, and different ball types. We designed My 
Backpack through an iterative process considering various design decisions that we 
mentioned in the introduction.

Fig. 24.3 My Backpack’s physics tab with indicators of student’s level of competency
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Fig. 24.4 Game store in My Backpack which includes music, background, and ball stores

S. Rahimi and V. Shute



539

2.2.1  Design Decisions Behind My Backpack

The first decision we needed to make was regarding the frame of reference (see 
recommendation 1.3.1)—social, progress, or achievement. For this version of PP’s 
LA dashboard, we decided to include an achievement (intrapersonal) frame of refer-
ence. Students can monitor their gameplay progress through the progress bars, the 
number of coins, and the amount of money earned (note that this is also an achieve-
ment frame of reference since students do not have access to their data history to see 
progress over time). Moreover, using bar charts for the nine physics competen-
cies—the most commonly used data visualization in LA dashboards (Jivet et al., 
2018; Schwendimann et al., 2017)—students can see how close they are to mastery 
per competency. We specifically used the word “Mastery” on top of the bar charts 
related to physics understanding estimates to emphasize that students should have a 
mastery goal (i.e., complete the bar charts) rather than a competition goal with other 
students. Also, because the BN estimates are dynamic (they can go up and down), 
students learn that if they provide negative evidence for one concept (e.g., perform 
poorly on a game level related to the concept that Energy Can Transfer, ECT), their 
level of understanding related to that particulate concept decreases. This functional-
ity helps students build a type of mindset that they need to keep learning and doing 
well throughout gameplay. Consequently, they may be motivated to revisit some 
concepts to deepen their knowledge and achieve mastery (i.e., to complete the bar 
charts).

To provide various opportunities for the students to visit My Backpack, we 
made it easy to access (i.e., at the end of each game level, they would see a sum-
mary pop- up window indicating what money they earned in that particular level 
and an option to click on and visit My Backpack). In addition, we provided other 
reasons to visit My Backpack besides monitoring progress or achievement (i.e., 
we included the store that could incentivize students to use My Backpack more 
frequently). These decisions align with the principles underlying self-determina-
tion theory—i.e., providing opportunities for building competence and achieving 
autonomy.

We needed to translate the Bayes net estimates to a form that was understandable 
to students (so they can make sense of the information and then take proper actions; 
see recommendation 1.3.4). Consequently, we simplified the estimates. That is, 
instead of using three probabilities (associated with being high, medium, or low) per 
competency, we computed a single number (i.e., the expected a posteriori, or EAP 
value) ranging from −1 (low) to 1 (high) and presented that data in a bar chart (see 
Fig.  24.3). The EAP value for a competency is expressed as P (θij  =  High)  – P 
(θij = Low), where θij is the value for student i on competency j, and [1 × P(High)] 
+ [0 × P(Med)] + [−1 × P(Low)] = P(High) – P(Low). Finally, to make this value 
even more understandable, we normalized it on a scale ranging from 0 to 1 (using 
this formula: (EAP + 1) ÷ 2) and showed it to the students using the orange bar 
charts. In our usability studies, students found My Backpack’s design intuitive and 
easy to use. Also, by providing the EAP estimates (computed via the stealth assess-
ment machinery) to the students, we addressed the issue that LA should also be 
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about learning—not just performance (Gašević et al., 2015). The stealth assessment 
process and updating of My Backpack is possible via PP’s complex architecture—
discussed next.

2.3  PP’s Architecture

A full explanation of PP’s architecture is outside of the scope of this chapter. 
Therefore, we only focus on the parts related to the stealth assessment processes and 
how My Backpack gets updated during gameplay. PP uses two separate servers: the 
PP Server (shown in Fig. 24.5 on the left) which hosts the game engine and the 
Assessment Server (shown in Fig. 24.5 on the right). The Assessment Server has two 
main components: (1) the Dongle component which is responsible for providing a 
student’s prior data and their latest statistics per competency (i.e., EAPs) and (2) the 
assessment engine which includes two processes: evidence identification (EI) and 
evidence accumulation (EA).

The Dongle includes the following: (1) Proc 4 MongoDB (see Almond et al., 
2020 for more details) is a filtered version of the log data, which is stored in the 
Learning Locker MongoDB (i.e., raw log files with much information that requires 
filtering; discussed below); (2) PlayerStart.php which is PHP code responsible for 
providing the student’s previous data (i.e., levels played, coins collected, and money 
balance for the student) in a JSON format and interacts both with the Proc 4 
MongoDB and the game engine via a POST request coming from the game engine; 
and (3) PlayerStats.php which is responsible for providing the student’s EAPs for 
the nine physics competencies and overall physics understanding. These estimates 
are the output of the assessment engine.

Fig. 24.5 Physics Playground architecture
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The assessment engine has two components: (1) evidence identification (EI) 
whose goal is to find relevant, useful evidence in the stream of events coming from 
the Learning Locker and transform them into a few key observable outcomes (e.g., 
the coin a student received when playing a level—gold, silver, or none) and (2) 
evidence accumulation (EA) which is responsible for scoring the stream of observ-
ables coming from the EI process (using a Bayes net-based system) and impor-
tantly, updating the student’s competency model. Using the physics understanding 
estimates, an adaptive algorithm in the adaptive version of PP—written in the game 
engine—selects the next level for the student (see Shute et al., 2020 for a full report 
about the effect of adaptivity on students’ learning) and updates the student’s LA 
output in My Backpack.

Learning Locker is a Learning Record Store (LRS) that stores statements gener-
ated by the xAPI-based learning activities (in this case, gaming interactions). We 
first specified the events or activities we needed to send to the Learning Locker. 
Next, we wrote various xAPI-compliant functions in the game engine when those 
events occurred in the game (e.g., when a level was solved and a coin was achieved). 
These events were sent in the form of xAPI statements to the Learning Locker. An 
xAPI statement consists of actor (i.e., user), verb (i.e., event), object (i.e., an object 
that the event is linked to), and extensions (which is a place for inserting extra data 
related to the event at hand—e.g., the level’s name in which a particular event 
occurred). Learning Locker uses MongoDB, which is a document database storing 
data in JSON format. The Assessment Server copies and filters the raw data stored 
in Learning Locker—filtering out some of the xAPI metadata—for assessment pur-
poses. Next, we discuss our plans regarding improving the LA dashboard in PP.

3  Future Directions for PP’S LA Dashboard

We envision PP as an engaging educational game used in classrooms (or at home) 
worldwide, to measure and support the learning of Newtonian physics. In one future 
version of PP, a teacher would be able to independently (without the need of pos-
sessing programming skills) create as many versions of the game with as many 
levels as desired for their students to play individually or collaboratively. This par-
ticular feature of PP (i.e., its modularity, which refers to its dynamic design capa-
bilities) can address one of the main hurdles for using educational games in classes. 
That is, too often, educational games are viewed as unmodifiable black boxes that 
do not allow teachers to change any aspects of the game they want to use in their 
classes (Chaudy & Connolly, 2018). When teachers have this level of control over 
the game, that will instill some sense of ownership toward the game (Chaudy & 
Connolly, 2018), leading to more use and a higher impact on student learning.

Another logical next step with the game will entail building a dashboard for 
teachers to monitor their students’ progress with the possibility of intervening in 
real time (e.g., sending feedback to students if needed). The dashboard for teachers 
can contain various learning analytics that can further help the teachers monitor 
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their students’ progress and learning. For example, teachers will be able to monitor 
progress of students individually as well as at the classroom level. Moreover, teach-
ers could receive analytics about the effectiveness of the game resources (e.g., the 
efficacy of various learning supports and specific game levels). This future version 
of PP will allow teachers to dynamically add or remove any resources to and from 
the game based on the LA about the resources. The teacher’s LA dashboard will be 
accessible outside of the game via an admin website to independently monitor their 
students’ learning and progress.

To make the dashboard interpretable for teachers, we need iterative usability and 
experimental studies. We recommend following the suggestions from the literature 
about how to make LA dashboards in educational games understandable for teach-
ers. For example, Calvo-Morata et al. (2018) suggested to (1) make LA dashboards 
simple rather than complex, (2) involve teachers in the dashboard design process, 
(3) add pop-up descriptors for complex data visualizations, and (4) add supports 
that can make teachers aware of undesired situations (e.g., use of alerts for statistical 
deviations of students from a baseline).

We also envision an advanced version of the current student dashboard in a future 
version of PP. Specifically, the student dashboard could be made to be customizable 
and personalized, to some extent. For example, a written interpretation/summary of 
the bar charts can be generated in the future to help students interpret their progress 
toward mastery (see recommendation 1.3.1). These features can give freedom to the 
students regarding their goal orientation (performance or mastery), leading to higher 
levels of autonomy and internal motivation (Black & Deci, 2000). To address the 
“how do I do better?” question (see recommendation 1.3.3), we will provide recom-
mendations for the competencies under a certain threshold. For instance, if a student 
was estimated as being below some threshold relative to a concept (e.g., the EAP of 
ECT was less than 0.2), a pop-up menu could direct the student to either play a 
prescribed set of levels to enhance their knowledge about ECT or watch a targeted 
learning-support video about ECT before playing their next level.

Any of these future features would need to be subjected to rigorous usability and 
experimental testing to show relative effectiveness toward learning and performance 
before applied at scale. To date, testing the efficacy of the LA dashboard in PP has 
not been a primary goal. Therefore, despite following most of the recommendations 
about LA dashboard design, we have not collected data on the effectiveness of the 
LA dashboard in PP in terms of enhancing learning. However, we plan to conduct 
such studies in the future, which are intended to further help students become aware 
of and maximize their learning. For example, we plan to include in-game collec-
tions of usability data from students (see recommendation 1.3.4)—as suggested by 
Jivet et al. (2018). That is, using a simple five-star rating system, we can ask stu-
dents what they think about the LA dashboard’s features as they interact with each 
one. We will also investigate the relationship between time students spent viewing 
the dashboard and their motivation and learning. These investigations can shed light 
on how LA dashboards should be designed in educational games. In addition, in 
future versions of PP, we plan to follow the four recommendations we discussed in 
Sect. 1.3.
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4  Conclusion

Educational games are promising tools for assessment and learning. Currently, little 
is known about the optimal design and effects of LA dashboards in educational 
games. Typically, the dashboards in educational games provide visual and textual 
information about learners’ game performance rather than their learning. LA dash-
boards are tools that can help learners become aware of their learning progress and 
monitor their goals. There is much research around LA dashboards in online learn-
ing environments with many lessons that educational games developers and 
researchers can learn from. However, we need more research in this area. We 
addressed this issue in this chapter by reviewing theories related to LA dashboards, 
discussing recommendations that can be used when designing LA dashboards for 
educational games, reviewing LA dashboards in educational games, and finally, 
walking through an example of a LA dashboard in Physics Playground. The gap in 
research about LA dashboards in educational games—mainly for students—is still 
fairly wide. We believe that the return on investment for investigating how LA dash-
boards can affect students’ learning in educational games will be large. Therefore, 
we invite our colleagues in both LA and game-based learning research areas to 
come together and fill this gap.
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Chapter 25
Maximizing Student Achievement Through 
the Collection and Visualization 
of Assessment Data

Creating an Equitable Learning Opportunity  
for Underrepresented Populations

Tandra Tyler-Wood and Deborah Cockerham

1  Introduction

High-stakes testing continues to serve as the primary criteria for admission into 
special education classes, gifted education classes, college programs, and many 
career opportunities. Often, students either doubt their ability to succeed on a test or 
lack confidence because of previous test challenges. These factors may cause stress 
and anxiety that impact test performance, limit opportunities, and disrupt future 
educational planning. In addition, if tests are scored at a distance, test scores may 
not be received until weeks or months after testing. With such a delay, students and 
teachers have little opportunity to receive feedback and make critical changes in 
learning.

Technology-based dashboards that can monitor progress and provide imme-
diate access to detailed information can offer immediate feedback from a 
broader perspective. With data visualization through dashboards, students can 
receive timely and understandable insights into their learning. This information 
can support appropriate modifications for addressing learning deficits and pro-
vide information for tailoring instruction to the student’s learning needs. 
Students receive feedback on an ongoing basis, so scores on high-stakes testing 
do not come as a surprise. Because multiple points on student achievement can 
be obtained, ongoing formative assessment provided through dashboards has 
the potential to provide a more accurate and well-rounded picture of a student’s 
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true academic ability. The stress associated with using a single test to determine 
a student’s future can be minimized.

2  Assessment in Education

2.1  A Brief History of Uses of Assessment

As humans, we instinctively conduct informal assessments. Informal assessments 
such as observations have most likely been around since humans dwelled in caves. 
Surely, early individuals noticed differences in skill sets such as hunting, building 
fires, and constructing dwellings.

In contrast, formal assessments are more structured and are designed to provide 
information on the attainment of skills or objectives. Around the turn of the twenti-
eth century, Alfred Binet worked to identify children who had difficulties learning 
in the Paris, France school system. Although his goal was to identify children who 
might need assistance in school, the intelligence test he developed had far-reaching 
effects, and the assessment began to take on a life of its own as it became the foun-
dation for the construct of “intelligence” (Carson, 2014). Binet’s vision for the test 
was positive, but the test was soon used to categorize individuals, which led to 
granting and denying opportunities. In the United States during World War I, Binet’s 
intelligence test was used to identify individuals who might become officers. Those 
who received lower scores on the test were deemed to be less intellectually capable 
and were often sent to the “front line” (Schlenoff, 2015).

Through the years, Binet’s construct of intelligence has played a major role in 
society. Intelligence tests were used at Ellis Island to either admit or deny entry to 
individuals who hoped to immigrate to the United States (Schlenoff, 2015). Because 
intelligence tests were administered in English rather than in the individual’s native 
language, those from English-speaking countries such as England, Scotland, and 
Ireland attained the highest scores. From its earliest days, assessment seemed to 
veer from supporting individual needs to influencing societal policy.

Hernstein and Murray’s Herrnstein & Murray, 1994 “Bell Curve” asserts that 
there are quantifiable differences among the intellectual abilities of groups from 
different regions and races. Interestingly, this theory takes little notice of the ten-
dency for test takers who resemble the test creators to score higher. Even with this 
gap, Hernstein and Murray’s (Herrnstein & Murray, 1994) book provides evidence 
of measurable differences between the scores of subgroups in our population. For 
example, Herrnstein and Murray report that Asian Americans have a higher mean 
IQ than white Americans, who in turn outscore black Americans. Categorizations 
such as this, which determine an individual’s potential by a single high-stakes intel-
ligence test, lack equity and have been a source of strife among the American peo-
ple. Well-documented examples of differences in income and opportunity within 
subgroups of our population abound. It is difficult to say what role history, opportu-
nity, and income play in the scores obtained by students on assessments.
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2.2  Common Uses of Assessment

While the overarching goal of educational assessment is to strengthen student learn-
ing (Baroudi, 2007), assessments are prepared for a wide variety of purposes. The 
design of an effective assessment reflects its particular purpose, with most assess-
ments aimed at helping teachers, administrators, students, policy-makers, and other 
educational stakeholders involved in the learning process to understand current stu-
dent learning and make decisions for future learning (Broadfoot & Black, 2004; 
Crisp, 2012; Pellegrino, 2012).

Assessments may be used to measure student progress or determine the need for 
student intervention. In the K-12 classroom, assessment often addresses specific 
academic areas such as math, reading, or science. Classroom assessment is usually 
administered by teachers and may influence student learning more than any other 
type of assessment (McMillan, 2013). Both formative and summative assessments 
are frequent, and teachers may invest up to 50% of their work hours in assessment 
preparation, implementation, and analysis (Fives & Barnes, 2020). Mavrommatis 
(1997) suggests that classroom assessment consists of a four-step sequential process 
that is developed as teachers and/or researchers (1) gather information, (2) interpret 
results in the light of testing standards, (3) respond to students based on interpreta-
tions, and (4) observe impacts of the responses on students. The results of classroom 
assessments not only provide the teacher with information on individual student 
comprehension and mastery of skills but also suggest if student intervention is 
needed and may offer insights on how to improve the learning experience.

Standardized testing that is administered within K-12 classrooms or in university 
settings often involves high stakes for either students or schools. For example, state- 
required tests that assess grade-level proficiency through the use of knowledge- 
based questions may impact school status and funding opportunities. While such 
standardized tests can keep learning focused on relevant standards and necessary 
skills, an overemphasis on test results and norms may move instruction from activi-
ties that build the twenty-first-century skills such as higher-order thinking and cre-
ativity to worksheets that drill students on test-like items (Herman & Golan, 1993).

In addition, the use of high-stakes standardized testing to raise school standards 
often becomes competitive as schools try to match or exceed minimum standards. A 
punitive testing approach may result, interfering with the ability of assessments to 
empower students in taking charge of their own learning (Airasian & Gregory, 
1997; Firestone, 1998, cited in Broadfoot & Black, 2004). Often referred to as 
“teaching to the test,” such a strategy makes a student’s immediate and temporary 
performance on standardized tests the educational focus, disrupting the opportunity 
to enhance learning and prepare students for future success (Herman & Golan, 
1993). This “teaching to the test” effect appears to be much more pronounced in 
schools with high proportions of disadvantaged students (Herman & Golan, 1993).

The student selection process for many universities and colleges is based upon 
standardized tests such as the American College Test (ACT) or Scholastic 
Assessment Test (SAT). Results from these tests are used to determine which 
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applicants may be the most promising students. Both the ACT and the SAT appear 
to be highly related to general intelligence, and both have been shown to predict first 
year college students’ grade point averages (Coyle & Pillow, 2008). However, the 
tests only provide a one-time assessment of a student’s potential, similar to a snap-
shot. Unexpected test day circumstances such as illness, anxiety, or family issues 
are not considered in determining test scores and may limit the accuracy of results. 
Overall performance in high school has been suggested as a more accurate measure 
for selecting incoming college students, since the national standardized tests add 
little information to the high school record (Rooney & Schaeffer, 1998). When col-
leges depend on national tests to determine the best student candidates, high schools 
who try to prepare students often overemphasize the importance of multiple-choice 
tests, diluting the quality of high school educational programs. In addition, using the 
tests as primary admission criteria limits equity for students who struggle with test- 
taking or understanding the culture, leading to a less-diversified student population 
(Rooney & Schaeffer, 1998).

2.3  Self-monitoring Behavior

Self-monitoring skills are often weak in students with disabilities, and assessments 
that function as interventions have been used successfully to support development 
of these skills (Briesch et al., 2019). Self-monitoring has been considered an assess-
ment process, as it requires an individual to observe personal actions and note prog-
ress related to the targeted behavior or skill (Korotitsch & Nelson-Gray, 1999). 
Around 90% of psychologists report that they have implemented self-monitoring 
interventions (Briesch et al., 2014). However, intervention strategies vary widely. A 
meta-analysis of self-management strategies (Briesch et  al., 2019) found that 
prompted self-monitoring is the most frequent intervention approach. In prompted 
self-monitoring, students receive a signal that reminds them to take action toward 
the desired behavior. For example, Rosenbloom et  al. (2019) used a smartphone 
app, I-Connect, to improve on-task, disruptive, and task completion behaviors in 
four adolescent boys with autism spectrum disorder (ASD). While the sample size 
was small, the authors note improvements in on-task and task completion behaviors 
for the boys. Authors suggest that the I-Connect app may increase task accomplish-
ment when used by individuals with ASD.

In another study (McDougall et al., 2012), students with attention-deficit/hyperac-
tivity disorder and emotional disorder used tactile-cued self-monitoring (TCSM) to 
improve academic productivity. The TCSM mechanism was a device similar to a pager, 
which the student kept in his pocket. Each day during a 10-min classwork period, the 
device, called a MotivAider, vibrated every 90 s. At this signal, the student assessed if 
he was focused or not and marked the answer on a self-recording form placed near his 
worksheet. Work output improved significantly for students involved in the study.

Assessments integrated with interventions have also been used successfully for 
building academic skills such as reading comprehension (Kim et  al., 2012). 
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Self- monitoring is considered an important source of information related to diagno-
sis, assessment, and intervention for individuals with disabilities. The level, types, 
and speed of feedback to students with disabilities can be greatly enhanced through 
appropriate data visualization.

3  Technology in Education

3.1  Learning with Technology

Technology plays a more integral role in current K-12 education than it has for any 
previous generation. The heavy infusion of technology into education supports 
opportunities to collect ongoing data documenting students’ learning knowledge, 
strengths, and weaknesses (National Research Council, 2000). As teachers learn to 
use data to enhance and improve student learning, they can visualize and chart prog-
ress toward learning goals. Individual academic plans that previously were only 
provided for students with special needs can now be constructed for any student.

Technology supports the identification of data sources that can be used for devel-
oping an individual educational plan (IEP) for any student. Ultimately, the data 
collected on student achievement could be used to provide IEPs for all students, 
preventing the stigmatizing impact of labeling for those who receive IEPs (Citizen 
Contributor, 2017). In addition, individual goals allow students to move through the 
curriculum at a faster or slower pace than their classmates. Technology-based learn-
ing utilizing collected data has the potential to maximize learning opportunities for 
all students.

3.2  Technology-Based Environments and Data Visualization 
for Teachers

Today’s classroom teacher is often under pressure to justify instruction (Berliner, 
2018). Scores from state-mandated tests are publicly accessible, and schools are 
ranked on the outcomes of these assessments. Administrators, legislators, and par-
ents demand accountability not only for the test scores but also for instructional 
practices that may impact test scores. In addition, parents and other stakeholders 
seek assurance that each student is receiving a high-quality education.

Technology-based data collection displayed through dashboards offers an oppor-
tunity to document comprehensive student progress with minimal effort. Using 
data-driven educational decision-making, educators can examine assessment data to 
identify student strengths and deficiencies and can better understand and adapt 
instructional approaches to meet student needs (Mertler, 2007). The process of criti-
cally examining curriculum and instructional practices relative to students’ actual 
performance on standardized tests and other assessments yields data that supports 
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teachers in making more accurately informed instructional decisions (Mertler & 
Zachel, 2006). Many types of assessment (e.g., classroom tests, norm-referenced 
tests, criterion-referenced assessments, and formative assessments) can be used to 
inform instruction.

Information visualization allows users to view “computer-supported, interactive 
visual representations” that can clarify and increase understanding of data (Card 
et al., 1999). Whereas early definitions of information visualization noted that these 
graphics only represent abstract data (Card et al., 1999), more recent writings refer 
to visualizations of physical or material data (Sorapure, 2019). The unique perspec-
tives offered by information visualization can assist the viewer in finding meaning-
ful patterns and drawing insights from data (Sorapure, 2019). Using this theoretical 
framework, we can explore how data can be leveraged to support equal access and 
equal educational opportunities. The challenge remains to provide teachers with the 
knowledge and training needed to visualize and maximize data for appropriate 
instructional usage.

3.3  The Role of Dashboards in Teaching and Learning

Technological advancements have generated a strong interest in exploring learner 
behavior data through learning analytics. Based on these data, dashboards can pro-
vide learners and teachers with relevant formative feedback for meeting a variety of 
learning goals (Sedrakyan et al., 2020). While most dashboard feedback is based 
only on learner performance indicators, effective feedback should also include the 
self-monitoring skills underlying learning processes and an awareness of the stu-
dent’s learning goals. A dashboard design that visualizes the relationship between 
assessments and the learning sciences may enhance the cognitive and behavioral 
process-oriented feedback to learners and teachers (Sedrakyan et al., 2020).

Dashboards offer the opportunity to return assessment to its original goal: to pro-
vide individuals with information that offers timely insights into their own learning 
and skill sets. The ultimate goal is for students to use this knowledge to maximize 
career and life goals. Although the full range of learning support that dashboards can 
provide is still unknown, dashboards are already providing teachers with tools that can 
help maximize student learning potential (Ramaswami et al., 2019).

4  Benefits of Learning Dashboards

4.1  Increasing Test Scores Through Educational Programs

Data indicate that children living in poverty show progressively lower test scores as 
they get older (Campbell et  al., 2002). However, with appropriate educational 
opportunities, children in lower-income subgroups have shown increases in test 
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scores. Early childhood programs that provide preschoolers with appropriate, struc-
tured curriculum and services appear to support not only higher test scores but also 
stronger long-term educational outcomes (Barnett & Belfield, 2006). The 
Abecedarian Project (Goldstein et al., 2013) provides evidence of the positive long- 
term effects of high-quality early childhood education. In this project, at-risk pre-
schoolers received nutrition, health care, social services, and opportunities to 
participate in high-quality educational games and activities from infancy to kinder-
garten. Measures of intelligence quotient and academic achievement were docu-
mented and compared between children who received preschool treatment and the 
control group of preschoolers who received no services. Goldstein et  al. (2013) 
reviewed the project and noted that, at the beginning of the study, mean scores on 
many subtests were subaverage, indicating that the programs were reaching at-risk 
children. The preschoolers who received the preschool treatment significantly 
increased their standard scores in three areas: cognitive skills, receptive vocabulary, 
and social-emotional development. Findings suggest that the quality of the program 
greatly influences the children’s progress. The researchers concluded that children 
who attend a structured, achievement-oriented, publicly supported, and community- 
based pre-K program could make notable gains in school readiness.

Clearly, preschool children may not be able to interpret the cognitive and achieve-
ment data that might be provided through a dashboard. However, as children prog-
ress through the curriculum, those who have developed the ability to self-monitor 
and self-assess, with support from visualizations and dashboards, might be able to 
avoid the “wash-out” effects one often sees as participants progress through school 
and benefits of the program recede (Cooper & Lanza, 2014).

4.2  The Teacher’s Role in Data Interpretation

In today’s information age, teachers are given a plethora of information, but not all 
information is pertinent or credible. Teachers can facilitate learning as they provide 
relevant data and guide students to critically evaluate information. Too often, data 
has been used to categorize students and to justify limiting student learning oppor-
tunities, a practice that has led to denied access to learning opportunities (Bainbridge, 
2020). For example, a mathematics pre-test is often used in the United States and 
other countries to determine which students can take algebra at an early age and 
which students should remain in a general mathematics curriculum. Without the 
opportunity to take algebra, students’ future educational opportunities are stifled. A 
comprehensive evaluation of a student’s previous work, rather than information 
from a single test score, could support a more accurate determination of such high- 
stakes decisions.

Teachers may need support in their understanding of data visualization. Ratner 
et al. (2019) proposed a plan to assist teachers with understanding data visualiza-
tions as contingent, situated, and socio-material achievements that consider teachers 
as data users. When designers take the time to identify and understand teacher-user 
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needs for data, they may be able to develop more usable data visualizations. Since 
visualizations shape teachers’ interpretations of test data, it is equally important that 
teachers understand the capacities and limitations that impact the development of 
the visualization (Ratner et al., 2019).

Designers’ representations of data do not ultimately determine the actual use of 
visualizations, since digital technologies may be reconfigured in unique or unusual 
ways. To provide appropriate and usable data to classroom teachers, designers and 
teachers need to work in a collaborative formative process to achieve data visualiza-
tions with needed and usable information about students’ learning. Visualization 
design should not be a one-way process in which the power to shape the develop-
ment of data visualizations is attributed only to experts in the field of data design. 
Instead, all stakeholders must collaborate when designing data visualization that 
abstracts, summarizes, or categorizes assessment data (Santen et al., 2020).

In a study that brought academics, researchers, software developers, and K-7 
educators together, Carter and Crichton (2014) worked to better understand the 
impact of a suite of assessment tools upon the twenty-first-century K-7 classroom 
learning environments. The resources examined in this study provided educators 
with digital assessment and feedback tools for gathering, curating, and documenting 
meaningful learning artifacts from classroom activities. As researchers worked with 
data interpretation experts, they explored a participatory approach for developing 
data visualizations that helped map the twenty-first-century learning and assess-
ment practices, tools, and technologies. Through professional collaboration, the 
team created a template for providing usable data that could impact classroom 
learning (Carter & Crichton, 2014).

In a Queensland, Australia study, issues with testing were seen after scores on a 
national assessment identified this location as “low-performing” (Hardy & Lewis, 
2018). Project 600, an intervention designed to target and improve the scores of “invis-
ible” students, was implemented to raise scores. “Invisible” students were defined as 
average students not typically warranting remediation or special attention to improve 
achievement. Average students were targeted for intervention because administrators 
believed that improving their scores was the easiest method for improving district 
scores. Project 600 sought to provide visualization of educational data in order to 
impact the learning of “invisible” or average students. The authors discussed the com-
plex and contradictory ways in which so-called “invisible” students were made “visi-
ble” through data. Average students typically out-number other students in a school 
district, so increasing their scores could greatly improve the district’s overall scores. 
The teachers indicated that the individual data visualizations of students’ scores enabled 
teachers to see average students as individual learners, without pressure to enhance 
overall student results on standardized testing. The targeted “average” students became 
“visible” because of the potential to increase their individual test scores and thereby 
increase the overall standing of the school and district. Focusing upon particular stu-
dents deemed worthy of attention through data, the researchers questioned whether 
these students were “visible” as learners in and of themselves rather than as mere “data 
points” amenable to further intervention for what their scores might contribute to over-
all state results. The study demonstrates the importance of remembering that students 
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are individuals with a critical stake in their own successful learning and do not merely 
represent data points for providing program evaluation data.

4.3  Empowering Students Through Data Visualization

To provide valuable feedback obtained on pertinent educational data, many educa-
tional dashboards have been devised in recent years. For example, dashboards based 
on performance data have been used successfully to provide medical students with 
critical feedback to support informed self-assessment and ongoing learning (Hardy 
& Lewis, 2018). These individual student learning dashboards were found to deliver 
timely and continuous feedback on performance, accurate visualizations, and user- 
friendly interpretations of performance data.

Dashboards can also facilitate ongoing performance monitoring and personal-
ized learning plans that help students move toward developmental milestones. The 
ongoing information they provide about skill attainment can support students in 
preparing for high-stakes, highly competitive testing. Dashboards can summarize 
and integrate data from multiple evaluation sources to provide insights into the stu-
dent’s targeted competencies and performance trajectory. When designing dash-
boards, Hardy and Lewis (2018) recommend that developers:

• Base the dashboard on standardized assessment data and up-to-date information.
• Include quantitative and qualitative data from a variety of sources.
• Consolidate key performance metrics using at-a-glance data visualizations with 

the capability to drill down for more detail.
• Identify and display performance benchmarks.
• Clearly display areas of concern and recommend resources for improvement.
• Provide ongoing coaching and support for learners on how to interpret and act 

upon information in the dashboard.

The appropriate use of learning dashboards can provide critical data that is 
needed for students to gain control and increase overall learning. When entrance 
into a field is based upon high-stakes testing, one poor assessment score can jeopar-
dize continued pursuit of the career. Ongoing feedback on skills can be displayed 
though dashboards to provide a more valid evaluation of a potential student’s skill 
set and overall competence.

4.4  The Role of Data Visualization in Behavioral 
Self-management

Shatri and Buza (2017) indicate that since the dawn of humanity, visual imagery 
has been an effective way to communicate both abstract and concrete information. 
In the early 1990s, Presmeg (1992) indicated that visualization facilitates 
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understanding data. In addition, Gangwer (2015) suggests that data visualization 
can be a tool to help teachers make instructional decisions. Data visualization 
assists teachers in determining instructional approaches, strategies, and content. 
Visualization offers a method of bringing critical data reflecting academic prog-
ress into the forefront of learning and provides insight into the time required to 
master key concepts. Visualizations can also provide ongoing information as to 
what needs to be taught next. For the learner, appropriate visualizations of data 
can communicate insights into critical learning information that may be intuitive, 
but that is difficult to comprehend without an added visualization (Arcavi, 2003). 
Clarifying the relationship between visualization and mastery of content increases 
learning and creates opportunities for application of what is taught (Janitor 
et al., 2010).

Kanfer and Goldstein (1980) define behavioral self-management as a technique 
for shaping learned behavior. Behavioral self-management is the process of modify-
ing one’s own behavior by systematically managing cues, cognitive processes, and 
contingent consequences (Kanfer & Goldstein, 1980). When personal assessment 
data is provided to students through data visualization, a powerful teaching tool can 
be harnessed. Personal visualizations of current learning status can provide the data 
needed for acquiring new knowledge. Behavioral self-management is an approach 
to learning and behavioral change that depends on the individual taking the initia-
tive to control the change process. Data visualization, used as a tool to provide 
individual achievement data, can provide ongoing information on cognitive pro-
cesses such as efficacy in acquiring new information. Data visualizations can pro-
vide input for behavioral self-management.

Social cognitive theory (Bandura, 1989) provides a basis for behavioral self- 
management (BSM) as it emphasizes the dynamic interaction between people 
(personal factors), their behavior, and their environments. Self-regulation is a 
key component of social cognitive theory. Bandura (1989) indicates that self-
regulation operates through a set of psychological subfunctions that must be 
developed and mobilized to implement self-directed change. Neither intention 
nor desire alone has much effect if people lack the capability for exercising 
influence over their own motivation and behavior (Bandura & Simon, 1977). 
When Bandura first discussed self-regulation, technology was not capable of 
providing the opportunity for ongoing feedback through the use of data visual-
izations. Currently, data visualizations can provide initial and ongoing informa-
tion concerning the gains made in mastering the skill set that the learner seeks 
to master. Although similar to behavior modification, BSM differs in one impor-
tant respect: there is a heavy emphasis on cognitive processes, reflecting the 
influence of Bandura’s social cognitive theory and emphasis on the importance 
of self-regulation in the learning process. Through data visualizations students 
can develop a strong sense of learning their strengths and weaknesses. By pro-
viding easily interpreted and ongoing feedback, data visualizations of current 
levels of achievement can be used in a self-management approach for improving 
understanding of curricular materials.
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Teachers play a critical role in the students’ use of data visualizations for self- 
management of learning behavior. To implement an effective BSM, teachers must:

• Provide instruction in the use of both visualizations and the learning manage-
ment system.

• Make sure that ongoing assessment data is available for each student as the stu-
dent progresses through the curriculum.

• Ascertain that the data provided through visualizations is reflective of learning 
objectives.

• Facilitate students’ understanding of the relationship between classwork and 
achievement gains reflected through the self-management system.

• Monitor student progress and provide assistance as needed.
• Determine the overall effectiveness of the self-management system as a teach-

ing tool.

Teachers who are appropriately trained and have good understanding of both 
data visualization and BSM can eliminate the reliance many educational systems 
place on high-stakes testing. The data visualization/BSM approach suggested offers 
many advantages over high-stakes testing. Advantages include:

• Reliance on a comprehensive work record as opposed to one single data point 
(high-stakes test).

• Continuous and up-to-date information on each student’s academic progress.
• A convenient method to provide acknowledgment of achievement to parents, 

institutions of higher learning, and other stakeholders.
• Less stress on teachers and students as they are evaluated on long-standing, com-

prehensive data that provides a thorough look at academic accomplishments as 
opposed to relying on data gathered during a single point in time that can be eas-
ily influenced by outside sources.

In order to implement a continuous assessment system within the classroom, 
educators will need to be provided with appropriate curricular resources, technol-
ogy, and training. Initially, the move to the proposed system could prove time- 
consuming and expensive; however, the equity objectivity proposed by such a move 
far out-weights the initial inconveniences and time spent implementing a new system.

5  Conclusions

Research on data visualizations and dashboards has been available for over a decade. 
This chapter reviewed the use of these tools in the context of the impact they can 
make for providing equitable educational opportunities. Historically, high-stakes 
tests have been used to make life-changing decisions for students. Admission to 
academic programs, universities, and even careers has been governed by the out-
come of a single test. This chapter suggests that an educational decision based on 
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one test may not be as reliable or equitable as a decision based on multiple data 
points, particularly when these are available through data visualization. In many 
situations, information provided through high-stakes testing has been used to limit 
learning and career opportunities for some students. However, with data visualiza-
tions and dashboards, assessment data can be used to enhance learning and increase 
educational opportunities for all students.

In addition, self-monitoring behavior can be strengthened as data visualizations 
and dashboards increase available self-monitoring data and learning opportunities. 
Data visualizations and dashboards can be especially impactful in providing learn-
ing opportunities for students with special needs, as timely feedback supports these 
populations in understanding skill sets and developing self-awareness.

The use of dashboards and data visualizations offers unique technological oppor-
tunities to provide data that builds more equitable educational and job opportunities 
for all students. Through the use of these technologies, stressful high-stakes testing 
can become a remnant of the past. Immediate feedback can provide students with 
information on their ongoing progress, and students can have a “picture” of what 
needs to be learned each day. Specific learning and behavioral needs can be more 
thoroughly addressed through the use of self-monitoring behavior. Additional 
research in this area can provide insights into the effectiveness of dashboards and 
data visualizations for enhancing equitable educational opportunities.

 Glossary

Assessment refers to the wide variety of methods or tools that educators use to 
evaluate, measure, and document the academic readiness, learning progress, skill 
acquisition, or educational needs of students.

Dashboards display concrete performance data with cutting-edge visualizations on 
a single platform, enabling users to access, monitor, and synthesize information 
efficiently for the purpose of performance improvement.

Evaluation is a systematic determination of merit, worth, or significance, using 
criteria governed by a set of standards. Evaluation can be used to determine the 
success rate or value of situations, individuals, or programs.

Formal assessments provide structured approaches to gathering information on the 
attainment of skills or objectives.

Formative assessments monitor and continuously evaluate student learning. 
Formative assessments provide ongoing feedback that can be used by students 
and teachers to facilitate and strengthen student learning. Formative assessments 
can help students self-identify their strengths and weaknesses. Such assessment 
targets areas that need work. A formative assessment refers to the continuous 
assessment of progress toward a long-term objective; therefore, it is ongoing and 
should be collected throughout the school year (Pemberton et al., 2006). In addi-
tion, formative assessments can help teachers recognize where students are 
struggling. As a conveyor of ongoing information about learning, the informa-
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tion gained through formative assessments can be summarized into an effective 
learning dashboard for both students and teachers. Formative assessments are 
generally low stakes. Few if any long-term educational decisions are based on a 
single formative assessment score. Low-stakes testing such as formative assess-
ments can reduce the stress often associated with the assessment process.

Group test can be administered to a large group of individuals at one time or across 
settings and time. Group tests have the advantage of allowing comparisons of an 
individual’s score to a group. In addition, smaller groups such as a classroom can 
be compared to a larger group such as all third graders who participated in the 
test. Group tests can provide valuable information on program assessment, but 
typically do not provide day-to-day information on an individual student’s learn-
ing achievements and needs.

Group tests meet a pressing practical need. Because they can be administered to a 
large group at one setting, group tests are often preferred over individual tests. 
Group tests not only permit the simultaneous examination of large groups but 
also use simplified instruction and administration procedures. Less interpretation 
is needed on the part of the examiner, so less training is needed. As a rule, group 
tests are much less expensive when compared to individual tests. However, group 
tests are often considered less valid and reliable than individual tests.

High stakes indicates that major educational decisions such as passing a grade or 
admission into college are based on scores obtained by the student. In high- 
stakes testing, assessment results or outcomes are used to make decisions that 
have either a significant positive or negative impact on an individual’s future 
opportunities.

Individual tests can be administered to only one person at a time. Many individual 
tests require oral responses and/or the manipulation of materials. Specific 
prompts and probes are administered to the test taker. Extensive training and 
certifications are required of the professionals who administer individual tests. 
Because of the need for training and the limited number of tests that one exam-
iner can administer, individual tests are usually much more expensive to admin-
ister than group tests. However, individual tests are often preferred because they 
allow more interaction between the examiner and examinee. Examiners can 
evaluate behavior during the administration of the test. Scores on individual tests 
are often not as dependent on reading ability as group tests are, often resulting in 
a more accurate assessment of the construct being measured. Individual tests 
often measure constructs such as achievement, intelligence, and creativity.

Both individual and group tests can provide important information for a learner or 
an educator. Many testing companies offer information gathered from group and 
individual tests that can be accessed through a dashboard.

Informal assessment involves observations of a person’s skill sets. Often rubrics or 
checklists are used in formative assessment so that a record of the data obtained 
during an observation can be made.

Normative data shows the average of a large representative group of assessment 
scores. Normative data is typically provided so that a student’s scores can be 
compared against a group of students who have also completed the assessment.
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Standardized test scores are metrics used to compare the distance of an observa-
tion (e.g., test score) from the population mean (or sample mean) measured in 
standard deviation units. Standard scores enable us to determine where a given 
score falls relative to the comparison sample.

Summative assessments typically are used to evaluate student learning at the end 
of an instructional unit. Student scores are often compared against a standard or 
benchmark (Pemberton et  al., 2006). Summative assessments may be “high 
stakes,” meaning that scores can play a major role in permitting or denying 
access to specific educational or career opportunities. Summative assessments 
can play a major role in program evaluations and, as such, can be very useful in 
decision-making concerning the worth of specific practices or programs. 
Providing summative assessment data through a dashboard could amplify critical 
decision- making data. However, such data may not facilitate the day-to-day 
learning needs of individual students because instructional objectives may not be 
provided.
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Chapter 26
Linking Assessment Results and Feedback 
Representations in E-assessment: 
Evidence-Centered Assessment Analytics 
Process Model

Sinan Keskin and Halil Yurdugül

1  Introduction

Observing an object, skill, or knowledge and showing the results of the observation 
with numbers or symbols are explained with the concept of measurement; and con-
sidering these numbers and symbols according to certain criteria and reaching a 
decision and judgment are explained by the assessment concept (Turgut & Baykul, 
2012). Education and teaching activities have predetermined goals. Measurement 
and assessment are the process of measuring and making judgments to what extent 
these goals have been achieved for both learners and teachers. In the traditional 
approach, measurement results are usually presented to users using numerical val-
ues (exam scores). However, with the e-learning and e-assessment that are becom-
ing widespread today, measurement results have begun to be presented to the users 
via analytics dashboards that contain easy to understand and meaningful informa-
tion beyond simply displaying a numerical value. Analytics dashboards enable the 
visualization of the learning data obtained from the learning and assessment analyt-
ics. Assessment analytics refers to the generation of meaningful patterns from data 
based on students’ interactions with assessment tasks or feedbacks in an e-learning 
system or e-assessment system and the use of these patterns in the context of assess-
ment for/as learning. Thus, it provides learners and teachers to monitor and reflect 
on their online teaching and learning patterns. The prime purpose of this chapter is 
to linking e-assessment results with learning analytics dashboards. For this purpose, 
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e-assessment, the assessment analytics framework, evidence-centered assessment 
analytics process model, measurement theories and analysis methods used in the 
assessment, and data visualization representations were explained in this chapter.

2  E-assessment

E-assessment can be defined as the implementation of information communication 
technologies in assessment applications to measure students’ learning (Shute & 
Kim, 2012). With the implementation of information technology in the assessment, 
the e-assessment is conceptualized in different ways such as computer-based assess-
ment, computer-assisted assessment, online assessment, and web-based assessment. 
The common feature of these different concepts is that they draw attention to the use 
of different digital technologies in the assessment. The technologies used in assess-
ment have evolved because of advancements in information and communication 
technologies, and this development has resulted in the emergence of new concepts. 
In the literature, there are various classifications for assessment. One of these clas-
sifications is based on the purpose of the assessment. According to its purpose, it is 
addressed as a formative and summative assessment (TGAT Report, 1988). While 
formative assessment aims to shape and develop students’ competencies; on the 
other hand, summative assessment aims to reveal the students’ success status 
(Sadler, 1989).

To make literal assessments in e-learning environments, a flexible assessment 
approach is needed following the distance education approach rather than tradi-
tional approaches. In face-to-face teaching environments where traditional assess-
ment approaches are adopted, learners are subjected to a midterm and a final exam. 
However, in distance education, multi-metric assessment frameworks should be 
used. When it comes to using conventional assessment methods in distance educa-
tion, the measurements made fall short of producing reliable and valid results. 
Although assessment tasks are planned to measure learning performance, especially 
formative assessment tasks contribute significantly to students’ learning processes. 
The main purpose of formative assessment is to improve learning performance. In 
formative assessment, learner performance is assessed, and assessment feedback is 
provided to learners in order to help them improve their performance (Clarke, 2001; 
Earl & Katz 2006; Sadler, 1989). Learners can only access information about their 
learning performance through well-structured system feedback because there is no 
direct learner-teacher interaction in e-learning environments (Vasilyeva et al., 2007). 
Feedback informs students about expected learning performance. Thus, feedback 
has a critical role in adaptive e-assessment and e-learning systems. Another argu-
ment worth mentioning at this point is that feedback should be directly related to 
learner performance (Mory, 2003). Accordingly, feedback should have an informa-
tive and motivating role regarding the learner’s performance after a certain learn-
ing task.
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Feedback types provided in adaptive systems differ in accordance with learner 
characteristics, learning goals, and types of knowledge (Shute, 2008). In terms of 
knowledge types, feedback in e-learning environments can be classified as cognitive 
and behavioral feedback. Cognitive feedback provides information on learners’ 
understanding of the subject, while behavioral feedback provides learners with pro-
cedural information on organizing learning (Sedrakyan, 2016). Similarly, feedback 
differs based on learner characteristics including achievement and learning orienta-
tion (Narciss, 2008; Shute, 2008). Feedback can be presented immediately after 
each item or at the end of the test. Taking these various learner and task characteris-
tics into consideration while giving feedback ensures that formative assessment sys-
tems are more adaptable. These characteristics are also important inputs for the 
assessment analytics. Dashboard components have an important role especially in 
the design of effective test-based feedback. In addition, process-oriented feedback 
created using process analytics has come to the fore today. Beyond providing sum-
mative knowledge to learners about their learning performance, it seeks to clarify 
the learning pathways, provide hints for smoother learning, and inform learners 
about procedural steps of the learning process (Sedrakyan et al., 2019).

3  Assessment Analytics

Assessment analytics is used to monitoring the learners and learning process, track-
ing, and recording assessment data, provide feedback, predict the future state of 
learners, and especially make progress in learning outcomes by using assessment 
data (Papamitsiou & Economides, 2016). During an e-learning process, learners 
leave different tracks by interacting with different activities such as learning, com-
munication, and assessment. Assessment analytics are carried out using especially 
assessment data obtained from the e-learning process. Assessment data consists of 
the interactions of learners with assessment activities and the results (grades, points) 
they obtained from these activities. As in learning analytics, data are transformed 
into analytics based on a model (Nouira et al., 2017). In other words, analytics are 
performed by using an assessment modeling that includes assessment data, learner, 
and task characteristics. Consequently, assessment analytics may be described as an 
attempt to improve learner performance by utilizing learner psychometric data and 
assessment feedback (MacNeill & Ellis, 2013). Static data (user characteristics, fea-
tures, stored data, etc.) as well as dynamic interaction data can be used in assess-
ment analytics. In systems where dynamic data is used, feedback is also dynamically 
delivered to users.

Modeling in the assessment analytics is carried out with an analytics engine just 
as in the learning analytics process. Assessment activities and learner characteristics 
data are used as inputs to the assessment analytics engine. The metadata definitions 
determine the scope and detail level of these data. Unlike a basic learning activity, 
assessment activities have different properties such as assessment type, item type, 
item number, technique, feedback type, and task session. For this purpose, Nouira 
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et al. (2017) proposed an ontological data model for assessment analytics as well as 
defined metadata properties for this model. Ontological modeling is used to define 
the concepts, relationships, and basic properties of a particular domain explicitly 
and formally (Guarino, 1995). In Fig.  26.1, we summarized the basic metadata 
classes and properties that an assessment activity should have according to the 
assessment analytics ontological model.

An e-assessment activity is expected to have seven basic data classes as seen in 
Fig. 26.1. Each data class has subclasses, properties, and attributes. For example, an 
assessment activity can be created in diagnostic, formative, and summative forms 
according to its purpose. Among these seven data classes, the statement and object 
classes provide the most important information for the assessment engine. A state-
ment explains the student who is participating in an assessment activity, students’ 
actions, and the outcomes of those actions. For example, the expression “John suc-
cessfully completed quiz 2 with 80 points in 20 minutes” can be handled as a state-
ment definition for an assessment task. The object class defines the properties and 
attributes of the assessment task objects. Assessment item author (creator), item 
subject (module), item difficulty level, and feedback messages are stored in this 
class. As can be seen, assessment activities have some metadata definitions different 
from other e-learning activities. In summary more complex and detailed data defini-
tions are needed. Therefore, while defining e-assessment activities, it is recom-
mended to create activities based on data models appropriate to their nature.

Assessment analytics is a system where different data sources described above 
are used as input, these data are processed with different approaches, and the results 
are presented to the users. In the next section, this system is discussed in detail with 
the assessment analytics process model.
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Fig. 26.1 Seven basic data classes of the assessment activities
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4  Evidence-Centered Assessment Analytics Model

In e-learning or e-assessment, assessment analytics refers to the creation of mean-
ingful patterns from data based on students’ experiences with assessment tasks or 
feedbacks. If considering assessment analytics as a process, the ontological model 
proposed by Nouira et al. (2017) can be used to describe the process’s inputs. In the 
next process stage, how analytics are to be carried out are discussed. In other words, 
the process stage can be named as the analytics engine where input data is processed 
and outputs are produced (Papamitsiou & Economides, 2016). In the final stage, the 
outputs of the analytics and the presentation method of the outputs are explained. 
Giving the patterns obtained as a result of the analytics to the instructor to improve 
the instructional design was expressed as the assessment for learning. Presenting 
analytics results to the students to increase their learning awareness and shape their 
learning experiences was expressed as the assessment as learning (Earl & 
Katz, 2006).

Various measurement models (IRT, CTT, SATO, etc.) have been developed to 
ensure that the assessment is carried out systematically. However, these models 
serve, especially for summative assessment purposes. Along with new assessment 
approaches, much more complex, diverse, and comprehensive data started to be 
produced. Mislevy, Almond, and Lukas (2003) developed the evidence-centered 
assessment design (ECD) model for the design of educational assessment (Fig. 26.2). 
Each component in the model defines the inputs, operations, and outputs of the 
assessment process. The student model describes what is to be measured such as 
learner knowledge, skills, and abilities. The evidence model explains how to make 
this measurement. That is, it defines the observable and latent variables related to 
learner performance. The task model defines the place (where?) of the measure-
ment. The task definitions for measuring the performance indicators are determined 
with this component. With the assembly model, it is decided how many times the 
measurement will be made. In other words, it is the model that defines how the stu-
dent, evidence, and task model will work together to create the psychometric struc-
ture of the assessment. The relationships between the three models are defined by 

Student 
Model(s)

Assembly 
Model

Presentation 
ModelTask ModelEvidence 

Models

Fig. 26.2 Evidence-centered design model
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the assembly model. Finally, the presentation model explains how the assessment 
will be delivered to the users.

In our research, we propose a new model called “evidence-centered assessment 
analytics process model.” Based on the generic model proposed by Mislevy et al. 
(2003), this model aims to explain the process for current e-assessment designs. Our 
model outlines the technological developments observed in the e-assessment sys-
tems and the benefits of data analytics with an integrated process model.

Evidence-centered assessment analytics process model describes the adventure 
followed from the design of the assessment to the assessment analytics dashboard 
design (Fig. 26.3). The basic input to the assessment process is the student and com-
petency model defined in the learning management systems (LMS). LMSs are web- 
based applications that bring together online learning activities such as content, 
discussion, and assessment. These systems keep records of students, instructors, 
and learning activities, ensuring that they are processed in an orderly manner. The 
student model includes psychometric, e-learning behaviors, and demographic data 
about students. On the other hand, the competency model explains what is expected 
from the student, the relationships between subject-competence, and acquisitions. 
The competency model defines the specific knowledge and skills required to suc-
ceed in a particular subject. Mislevy et  al. (2003) explain the task model as the 
environment in which the assessment task is performed. Nowadays, e-assessment is 
carried out employing testing and learning tasks in LMS. Therefore, testing, assess-
ment interactions, and learning tasks are taken into consideration while making 
measurements in the assessment analytics process. The evidence model can be used 
to make the assessment task definitions in accordance with the competency defini-
tions. The information obtained so far is processed by using the assessment analyt-
ics engine. At the end of the assessment analytics process, feedback messages are 
given to learners regarding their performance. Interactions with these messages are 
also used as an input to this process. Therefore, feedback is both input and output of 
the process. Feedback is presented to users through a presentation model, directly 
through written messages, or through an assessment analytics dashboard.

LMS

Competency
Model

Student
Models

Testing Tasks

Assessment 
Analytics

Evidence 
Models

Feedback Presentation 
Model

Fig. 26.3 Evidence-centered assessment analytics process model
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In the next section, basic measurement theories, methods, and algorithms used in 
the analysis of educational data will be briefly explained to explain how to perform 
analytics. Then, in the last section, dashboard components that can be used to pres-
ent meaningful information obtained from the process stage to users are explained.

5  Assessment Analytics Engine

In the previous section, the assessment analytics process, ontological model, and 
basic data sources are explained. In this section, data analysis approaches are dis-
cussed to explain how the obtained data sources will be examined. Sedrakyan et al. 
(2019) stated that three basic data analysis approaches are adopted in the learning 
analytics process. These are (I) summary representations based on statistics, (II) 
sequential representations based on process analytics, and (III) prediction algo-
rithms for making future predictions (Sedrakyan et  al., 2019). In line with this 
approach, we discussed statistical methods, measurement models, and algorithms 
frequently used in the analysis of e-assessment data in this section.

5.1  Basic Statistics Methods

E-learning and assessment behaviors are recorded as log data in the system. When 
the data of more than one learner comes together, a data set is formed. Descriptive 
statistics are used to summarize and organize the general characteristics of the 
numerous observations in the data set. Central tendency and distribution measures, 
frequency, percentage, and outlier detection can be given as examples of descriptive 
statistics. In summary, a diagnosis of the group is made with descriptive statistics.

Central tendency measures are used to determine the central value from which 
the variable values are collected. The most used measures for this purpose are mode, 
median, and mean. The mode is preferred for nominal and ordinal level measure-
ments, the median for ordinal and ratio level measurements, and the mean for inter-
val and ratio level measurements. The central distribution measures aim to reveal 
how much the measurements in a particular variable differ from each other. Variance 
and standard deviation can be given as examples of distribution measures. Standard 
deviation, the most used distribution measure, is used to show how far the observa-
tions deviated from the arithmetic mean.

The data sets where the mode, median, and mean values are equal and the obser-
vations accumulated close to the mean are normally distributed. Data represent 
behaviors, as they move away from the normal distribution; these data are called 
outliers (Keskin et al., 2019). These data may occur as a result of system errors, 
deliberate manipulation, or actual learner behavior. Especially detecting real learner 
behaviors as an outlier is an important data source for intelligent learning systems, 
because these outlier observations indicate students who are ahead or behind the 
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Fig. 26.4 Box plot graphs

group. Outlier analysis guides the practitioners in identifying the students who show 
a better learning performance than the group in general or who fall behind the class 
and who are likely to dropout the course. Z, Grubbs, Rosner, box plot, and Hampel 
methods can be given as examples of statistical methods used in determining outli-
ers (Keskin et al., 2019). Among these methods, Z statistics are recommended to be 
used in e-assessment systems because it is relatively easy to calculate, and box plots 
are both an easy calculation method and produce easy-to-understand graphic out-
puts (Fig. 26.4).

5.2  Measurement Models

Measurement models are used to score psychological test results. We can use mea-
surement models for scoring paper-pencil tests and contemporary e-assessment 
tasks. In this section, we presented classic test theory, item response theory, and 
SATO caution index.
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5.2.1  Classical Test Theory (CTT)

Classical test theory is a measurement theory that aims to explain the relationship 
between the observed characteristics of the learners and their unobservable charac-
teristics with a linear model (Lord & Novick, 1968). According to the classical test 
theory, observed features always contain some error. The true score can be obtained 
when this error is subtracted from the observed measurement. Since it is not possi-
ble to reduce the error to zero and directly measure the true score, CTT helps to 
predict true scores based on observed measurements.

CTT is often favored by practitioners because it is conducted using simple statis-
tical methods. The test score of the individuals is obtained by adding the scores 
obtained from the items. Statistical calculations are carried out using the total score 
and item scores. While calculating the total score in CTT, the items are added up 
without weight. The most important disadvantage of CTT is that the calculated total 
score is affected by the difficulty level of the test. In CTT, four item statistics are 
used: item difficulty index, item discrimination index, item variance, and item reli-
ability coefficient. The item difficulty index calculated for maximum performance 
tests is an item statistic calculated by dividing the number of people who answered 
an item correctly by the number of all people who took the item. As a result of the 
item difficulty index, it is decided the relevant item is difficult or easy. If the calcu-
lated difficulty index is close to 1, it is interpreted as the item is easy. The power of 
an item to reveal the difference between individuals in terms of its measured feature 
is expressed as item variance. Item variance is calculated by multiplying the item 
difficulty index (p) with the inverse of the item difficulty index (1–p). Item variance 
reaches the highest value for medium difficulty items. Accordingly, items with 
medium difficulty have high discrimination in achievement tests. Item validity, in 
other words, item discrimination index, expresses the power of an item to distin-
guish students with different knowledge levels (low/high) from each other. Finally, 
item reliability index is a parameter related to the contribution level of the item to 
explain the difference between ability levels.

5.2.2  Item Response Theory (IRT)

The item response theory (IRT) tries to explain the relationship between individu-
als’ non-observable abilities and their responses to test items with a mathematical 
model (Hambleton et al., 1991). Unlike CTT, the test scores of the students depend 
on the characteristics of the item and the student (Yurdugül, 2010). The competen-
cies of a student who answered an easy item and a student who answered a difficult 
item are not the same. For this reason, it is recommended to consider the item dif-
ficulty and discrimination parameters instead of scoring the items equally. The 
probability of each person responding correctly to one item in the test is indepen-
dent of the other people taking the test. For IRT, item difficulty, item discrimination, 
and prediction parameters are used. The item knowledge function is used to explain 
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the contribution level of an individual’s performance on an item in determining his 
ability level (Crocker & Algina, 1986).

When compared to CTT, IRT has advantages such as item parameters are inde-
pendent from the sample, responses to items can be in two or more categories, and 
item weights are taken into account when calculating the total score. The most 
important disadvantages of IRT are that it is relatively difficult to calculate and 
interpretation of results requires expertise.

5.2.3  Sato’s Caution Index

Sato is a caution index that is used to diagnose students and aims to determine the 
learning status of students through their response patterns to items (Chen et  al., 
2005). By using this caution index, students’ success and ability levels are tried to 
be determined. The total test score is calculated by coding the students’ answers to 
the items as 1/0. Then the students are ranked according to their scores and the items 
according to their difficulty levels. A series of calculations are performed to obtain 
student and problem indexes. The calculated caution indexes are evaluated in six 
subclasses for students and in four subclasses for problems. Sato index makes a 
classification according to the performance of the student in the group. Accordingly, 
Sato caution index is a norm-referenced assessment. Çüm (2019), who analyzed 
Sato, CTT, and IRT psychometrically, revealed that Sato produced consistent, valid, 
and reliable results like other measurement theories. There are some studies using 
the Sato caution index in e-learning. For example, Şahin and Yurdugül (2019) used 
the Sato caution index in presenting the instructional feedback in the intelligent 
intervention system. Similarly, Bayrak and Yurdugül (2016) used the Sato caution 
index to classify students in a web-based self-assessment system. In summary, Sato 
is an alternative measurement model that can produce action-oriented outputs in the 
context of assessment analytics, and it generates valid and reliable result like other 
measurement theories.

5.3  Sequential Analysis

Sequential pattern mining is an approach that aims to reveal sequential patterns of 
user behavior recorded in the database (Mabroukeh & Ezeife, 2010). These analyses 
aim to discover sequential relationships between different objects by examining the 
frequencies of repeating patterns (Tarus et al., 2018). Sequential events are not inde-
pendent of each other, and preliminary measurements affect the results of the final 
measurements (Gottman & Roy, 1990). When the data are analyzed sequentially, it 
is possible to better predict the events that will occur later. Various sequential analy-
sis algorithms are utilized in the process of revealing sequential patterns. Markov 
chain, lag sequential analysis, and generalized sequential pattern can be given as 
examples.
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Content Discussion Assessment

Fig. 26.5 Sample sequential pattern

An example sequential pattern is given in Fig.  26.5. To draw the arrows (➔) 
representing the transitions between the system components, the frequency of these 
transitions must have reached a certain density. Sequential analysis tests whether 
these densities are statistically significant. Significant transitions are shown with 
arrows as shown in Fig. 26.5. Another advantage of sequential analysis is that it can 
work with real-time data such as machine learning algorithms. Thus, decision- 
making processes based on real-time data can be supported. There are various stud-
ies investigating navigation patterns in e-learning environments with sequential 
analysis. For example, Şahin et al. (2020) revealed in their research that e-learning 
navigations differ based on learner characteristics. Fatahi, Fami, and Moradi (2018) 
showed that using sequential behavior patterns, learners’ learning styles can be pre-
dicted with high accuracy. Tarus et al. (2018) utilized sequential pattern mining in 
context-sensitive recommender system design. Massa and Puliafito (1999) con-
ducted a study to predict the dropout behavior of university students using Markov 
chains. When looking at the literature, it’s clear that sequential analysis is a signifi-
cant guide for practitioners in decision-making processes. Besides, feedback about 
the learning process and learning goals obtained from the sequential analysis are at 
least as effective as those that explain the learner’s current performance (Sedrakyan 
et al., 2019). Process-oriented feedback presented as a result of the sequential analy-
sis, enhancing teachers’ and learners’ engagement and achievement by helping the 
regulation of the learning process.

5.4  Classification Algorithms

Another approach that can be used in the analysis of e-assessment data in the con-
text of machine learning is classification algorithms. Classification algorithms aim 
to make inferences by using a set of independent variables related to the target vari-
able. In this section, naive Bayes, decision trees, K-nearest neighbor, and linear 
classification algorithms are briefly mentioned.

5.4.1  Naive Bayes

Based on basic probability principles, naive Bayes is an algorithm that can be easily 
created, is useful for large data sets, and can be applied without the need for com-
plex iterative parameter estimates (Sayad, 2010). Naive Bayes is performed with 
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two groups of data called training and test data. Probability calculations are per-
formed over the training data that each observation belongs to a class and is categor-
ical, and as a result of these calculations, the classification probability values for the 
categories are obtained. The process carried out so far is called training. The cate-
gory of test data is tried to be determined by using the probability value obtained 
during the training process. The number of observations used in the training process 
has a significant effect on the accuracy of the predictions to be made during the test 
phase. Therefore, training data is expected to be as much as possible. The consis-
tency of the analysis results performed on these two data sets increases the classifi-
cation accuracy parameter, which shows the power of the classification.

5.4.2  Decision Trees

Decision trees are a widely used classification method to create classification rules 
in tree form, which are simple, understandable, and easy to use. It is used to create 
rule sets for the predefined target variable by using the independent variables. The 
variables included in the analysis can be continuous or discrete. When continuous 
variables are used, appropriate cut points are determined, and classes are created 
according to these cut points. These classes can consist of two categories or more. 
The obtained rule sets are used in the decision-making phase and to create recom-
mender systems. Different algorithms such as ID3, C4.5 (j48), Gini, Sprint, CART, 
REP tree, and random forests are used in the creation of decision trees. Training and 
test data are needed as in naive Bayes. The tree structure is created using the training 
data and the classification accuracy of the tree is determined with test data.

5.4.3  K-Nearest Neighbor (KNN)

K-nearest neighbor (KNN) is a density-based classification algorithm in which the 
class of the new observation to be included in the data set is decided by looking at 
the nearest k neighbors. Observations take place on a plane according to their quali-
ties. When a new observation is added to the data set, the distance between the new 
observation and the predetermined k closest neighbors is measured. This measure-
ment is performed by using different distance measurement methods such as 
Euclidean, Manhattan, Mahalanobis, and Hamming distance. After the distance cal-
culation, the class of the new observation is decided by looking at the nearest 
neighbors.

5.4.4  Linear Classification: Logistic Regression

Logistic regression is one of the methods commonly used to predict the dependent 
variable. When it comes to regression analysis (linear), the first thing that comes to 
mind is quantity estimation. However, a linear classification (attribute estimation) 
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can also be made using regression analysis. The method used for this purpose is 
called logistic regression analysis. In logistic regression analysis, the dependent 
variable is a discrete class variable that can only take two values. Examples of two 
values that dependent variables can take are yes/no, successful/unsuccessful, com-
plete/dropout, etc. Prediction of the dependent variable can be done with one or 
more independent variables. Considering that the data produced in e-learning envi-
ronments are discrete, it’s clear that logistic regression analysis is a good prediction 
solution.

6  Assessment Feedback

Feedback is the information about learner performance that is produced as a result 
of the interaction with learning and assessment task (Narciss, 2008). Feedback aims 
to reveal the real situation of the learning and direct the learning processes. With 
feedback, new teaching is provided to learners in a different form. To demonstrate 
learner performance, assessment feedback is delivered into two forms: test- and 
item-based. With the developing of e-assessment applications, feedback is offered 
to learners regarding their test performances and system interactions. Accordingly, 
in the context of assessment analytics, feedback can be explained in two basic cat-
egories, namely, experience and performance feedback (Fig. 26.6).

Performance-oriented feedback can be presented to learners immediately at the 
end of a task (item-based) or the end of a series of tasks (test-based). Item-based 
feedback can include messages about the performance of learners’ response to an 
assessment item. Examples of item-based feedback are verification, correct 
response, topic contingent, response contingent, misconception, etc. (Shute, 2008). 
Verification and correct response feedback can be visualized using the dashboard. 
However, other elaborated feedback types such as topic contingent and response 
contingent are conveyed to learners directly through instructional and motivational 
messages. Topic contingent and misconception feedback is structured based on the 
competency model defined in the LMS. Another type of performance-oriented feed-
back is the test-based feedback that is presented after learners complete all sub- 
tasks within an assessment task. This kind of feedback provides information about 
learners’ general test performance and learning deficiencies, prominent knowledge, 
and skills.

New types of feedback that provide information about learners’ e-assessment 
experiences have emerged since the adoption of assessment analytics. Experience 
feedback is created by using data on assessment tasks and feedback interactions. 
This feedback focuses on the student’s interaction with the assessment task rather 
than test performance. As seen in Fig. 26.6, there are two types of experience feed-
back, descriptive and predictive. Descriptive experience feedback is used to explain 
the current learning situations of learners by using basic statistical methods and 
measurement models. On the other hand, predictive feedback uses assessment inter-
action data for predicting learners’ future learning situations. Data is processed 
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Fig. 26.6 Assessment feedback

using sequential analysis and classification algorithms, and predictive results are 
presented to users via dashboards and predictive experience feedback messages.

7  Assessment Analytics Data Visualization Options

Learning analytics are mostly presented to users through dashboards. Dashboards 
are designed to provide learners with various information and guidance about their 
current performance. In this context, cognitive and behavioral feedbacks are tried to 
be presented to users through self- or peer-regulated messages, the accuracy of 
learning, motivational/affective feedback, task completion rates, and user effort 
indicators to regulate the learning process of learners (Sedrakyan et al., 2019). The 
feedback frequently used in the e-assessment guides the learners in completing their 
cognitive deficiencies and in detecting errors in learning behavior. Analytics serve 
the purpose of learning regulation by visualizing learning goals and activities, 
directing them to cooperation between learners, and providing information on learn-
ing strategies and time planning.

As a result of applying the measurement theories and algorithms explained in the 
previous section to the assessment data, the analysis findings are mostly obtained in 
the form of numerical tables. Data visualization representations are used to present 
the findings in a comprehensible way to all users. With the visualization of data, the 
decision-making processes of learners, trainers, and managers are supported. 
Visualization makes it possible to easily monitor the learning process and to identify 
potential problems (Sedrakyan et al., 2019). Data visualization is expected to be 
understandable, simple, and catchy by the target audience (Sedrakyan, 2016). The 
right visualization representations should be used to ensure that the message reaches 
the target audience clearly and reliably. The purpose of the data visualization 
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usually determines the visualization representations. Data are visualized to show 
comparison, relationship, distribution, and composition (Abela, 2020). Table 26.1 
summarizes some data visualization options based on their purpose. Comparison 
charts serve the purpose of comparing observations, observing change over time, 
and comparing data sets. Relationship graphs are preferred to summarize the rela-
tionships and correlations between variables. Composition charts are used for visu-
alization of part-whole relationships. Finally, distribution charts are used to 
determine the distribution of variables over time, trends in data, and outliers.

Table 26.1 summarizes the commonly used graphics and charts for visualizing 
the e-assessment results. Column, line, bar, pie, and Mekko charts are preferred for 
visualization of comparisons. Column, bar, and line charts are the simplest chart 
types used to visualize the distribution and comparison of data. Bar chart is used in 
analytics dashboard to visualize planned and actual students’ achievements 
(Sedrakyan et al., 2019). They are also suitable graph types for observing changes 
over time. Bar and line charts visualize the change of a limited number of observa-
tions/variables over time or the distribution. In cases where the number of variables 
and time periods are many (if there is a transition toward a continuous variable), it 
is recommended to prefer a line chart instead. Such graphs showing the change over 
time offer clues to learners in managing and guiding the learning process (Sedrakyan 
et al., 2019). It is thought that it will significantly contribute to the early prevention 
of any adversities that may occur in the learning process. Besides, it is possible to 
present the average performance of the peers and make individual-group compari-
sons with a second variable to be added to the graphics. Thus, learners are provided 
with the opportunity to make a comparison with norm reference. In addition, these 
charts are an effective visualization representation tool for the purpose of compar-
ing expected and observed performances of learners.

A composition chart is preferred to highlight proportions of parts within a data 
set (Wilke, 2019). For this purpose, stacked charts, pie chart, Mekko chart, and area 
chart can be used to visualize whole-part relations. The number of parts and whether 
observations have changed over time are considered when deciding the visualiza-
tion option. For example, if there is a limited number of items (such as gender, 

Table 26.1 Graphs and charts used in data visualization and their purpose

Type Compare Composition Distribution Relation

Column + +
Stacked column +
Line + + +
Bar + +
Stacked Bar +
Pie + +
Scatter plot + +
Bubble + +
Mekko + + +
Area +
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education level), pie charts can be used. However, as the number of independent 
parts increases, it is not possible to visualize them clearly with pie charts. In a nut-
shell, it is appropriate to use pie charts to emphasize simple fractions such as quar-
ters and half. Stacked charts are better suited to visualize trends over time. For 
example, a stacked bar chart can be preferred to visualize the change over time. In 
this case, time series presented on the x axis and relative proportion on the y axis. 
Area chart, a type of line chart, is another option used to visualize data composition. 
It serves to visualize part-whole relations like pie charts. While static data is visual-
ized in pie charts, the area chart is preferred for displaying part-whole relations of 
the data that has changed over time. If the variables used are continuous, it is recom-
mended to choose area graphs. On the other hand, when a continuous variable (age, 
exam grade, etc.) is used instead of gender, a switch from stacked charts to area 
charts is recommended. Area charts are usually preferred to emphasize the magni-
tude of change over time, compare expected and observed performances of learners, 
and draw attention to trends. In an educational context, these graphic types are suit-
able for visualizing completing portfolio tasks and monitoring progress. Using visu-
alizations that provide teachers with general summaries about the classroom 
supports them in classroom orchestration (Charleer et al., 2017). For example, it can 
guide the instructors in determining the lagged students who need feedback. 
Regulation needs in the e-learning process can be easily captured through time- 
varying graphs (Sedrakyan et al., 2020).

Another important issue about a data set is how the observations are distributed 
in terms of a particular variable. Column, line, bar, scatter plot, and bubble charts 
are preferred to visualize the distribution of data. Managers and educators need 
distribution charts especially to understand and summarize the situation of the target 
audience. When it is necessary to visualize more than one distribution in a single 
chart, the stacked representation of the available chart types can be used. Finally, to 
visualize the relationships between variables, line, scatter plot, and bubble charts 
are used. While relation charts are better for visualizing structures that we assume 
to be linked, they can also help users to find unexpected patterns and group corre-
lated structures. The scatter plot is mostly preferred to show the relationships of two 
variables and to visualize the distributions. It shows similarities and differences 
within the data set. Thus, outlier observations in the data set can be easily identified. 
Outliers represent extreme behaviors, so they can guide instructors to identify lag-
ging or leading students (Keskin et al., 2019; Martinez-Maldonado et al., 2014). The 
relationship between the three variables can be visualized using a bubble chart. 
Observations are shown on a two-dimensional plane as in a scatter plot. Unlike the 
scatter plot, the observations are not simply represented by a point, but in circles 
(bubbles) of different sizes, parallel to the size of the third variable. It is an effective 
option that can be used to offer a quick glance to instructors or institution about 
learners (Martin & Ndoye, 2016). In addition to standard relationship graphs, mod-
ern graphic formats such as network diagrams, connection maps, brainstorm graphs, 
and tree diagrams can also be used to illustrate connections.

S. Keskin and H. Yurdugül



581

8  Conclusion

Assessment analytics aims to improve assessment process and student learning. The 
input of analytics process is data which is derived from student, competency mod-
els, and interactions with assessment tasks. The data pass through a process stage 
called the assessment analytics engine. In the assessment analytics engine, data are 
examined with descriptive, sequential, and predictive analysis. The outputs obtained 
from this stage mostly present to users through dashboards and instructional mes-
sages. As a result of assessment analytics, three different types of feedback classi-
fied as summative feedback, real-time feedback, and predictive feedback are 
presented to users (Schumacher & Ifenthaler, 2018a). Summative feedback can be 
explained as providing feedback on learning situations using previously recorded 
log data. Real-time feedback, on the other hand, are informing users instantly about 
their learning behavior. Finally, predictive feedback refers to the use of classifica-
tion algorithms to predict future learning situations of learners based on current 
learner data. Studies in the literature indicate that only performance-oriented feed-
back decreases intrinsic motivation to learn, and learners should be supported with 
guiding feedback regarding the learning process (Lonn et  al., 2015; Sedrakyan 
et  al., 2019, 2020). In other words, assessment analytics dashboards should be 
designed for not only performance-oriented but also process-oriented and emotional 
support (Hassan et al., 2019; Schumacher & Ifenthaler, 2018b; Sedrakyan, 2016). It 
is clear that the assessment analytics process requires a complex interrelated pro-
cess with many variables. In this chapter, evidence-centered assessment analytics 
process model has been proposed and explained in detail.

Data visualization representations are used to present the outputs of analytics 
engine. Data visualizations provide designing understandable messages, summarize 
complex and large amounts of findings, clarify the user behavior, and identify the 
issues that need attention. For the message to reach the target audience clearly and 
accurately, it is necessary to choose the right representations. The most important 
determinant in making this choice is the purpose of the visualization. Data are basi-
cally visualized to show comparison, relationship, distribution, and composition. As 
a result of analytics, users can be given action-oriented suggestions, visualized sum-
maries, and interventions. These different outputs presented to learners affect cogni-
tive, affective, and behavioral learning outcomes at different levels (Aguilar et al., 
2021). It is recommended to conduct experimental evaluation that explain the rela-
tionship between different visualization options and learning outcomes.

In this chapter, an evidence-centered assessment analytics process model pro-
posed and data visualization options that can be used in this process are presented 
with their purposes. Similarly, there are various studies in the literature to explain 
the learning analytics process (Chatti et al., 2012; Ifenthaler, 2017; Lal, 2014). The 
studies put forward on the assessment and learning analytics process dealt with 
analytics mostly in their context. In future research, there is a need for interface 
models that will connect two fields and define reciprocal linkages. Our study is 
limited to explaining how the assessment analytics process can be carried out. 
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Efforts need to be made to increase the accuracy of the analytics’ predictions. For 
this purpose, studies can be conducted in which the most appropriate analysis 
approaches for different input data of the assessment analytics process can be deter-
mined. Adaptive assessment system designs require models that represent user pref-
erences and behaviors. Determining learners’ visualization preferences with various 
psychometric features will be a valuable source of knowledge for adaptive system 
designers. Finally, current dashboard research mostly focuses on presenting indica-
tors related to learner performance (Sedrakyan et al., 2020). It is also known that 
providing continuous regulation messages to learners reduces their intrinsic motiva-
tion (Lonn et al., 2015). As a result, we invite further assessment analytics research 
to better understand and assist learners’ emotional states.
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Chapter 27
Visualization and Dashboards: Challenges 
and Future Directions

Muhittin Sahin and Dirk Ifenthaler

1  Introduction

Instructional technologies provide researchers with significant opportunities in 
order to facilitate learners’ learning and design more effective learning environ-
ments. Nowadays, it is seen that especially digital learning environments are used 
intensively as instructional technology. Large amount of data about the learning 
experiences of learners are recorded in digital learning environments. Log data con-
tains important information for learners, instructors, institutions, and decision- 
makers (Yoo et al., 2015). Thus, learning experience of learners in digital learning 
environments is being improved (Sin & Muthu, 2015). There are some major chal-
langes in digital learning environments such as lack of quality log data, and analyz-
ing, and understanding data (Kuosa et  al., 2016). At this point educational data 
mining and learning analytics give researchers various opportunities. Educational 
data mining is a method used to discover meaningful structures and latent patterns 
in e-learning environments (Baker & Siemens, 2014). Educational data mining 
enables to discover meaningful patterns based on the system usage of learners, 
instructors, and administrators in order to increase the quality of online learning 
environments (Romero & Ventura, 2010). Learning analytics use dynamic data in 
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digital learning environments and enable (a) real-time modeling about learners and 
learning, (b) estimation and optimization of learning processes, and (c) assessment, 
revealing, and analysis of data for learning environments and educational decision-
making (Ifenthaler, 2015). Analyzing of log data can present some opportunities as 
supporting self-regulation, more effective learning experience with personalized 
learning, and increasing awareness of the learning process (Drachsler et al., 2014). 
The aim of learning analytics is to present highly adaptable and personalized learn-
ing environments (Ifenthaler & Widanapathirana, 2014).

One of the important issues in digital learning environments is visualization of 
the patterns in a way that learners or instructors can understand it (Duval, 2011). 
Patterns which are related to the learning experiences of learners in digital learning 
environments are presented via dashboards. A dashboard is a learning analytics 
application that used to support learning processes of learners by providing infor-
mation about learning experiences (Yoo et  al., 2015). Most of the studies about 
dashboards aim to (i) support awareness and reflection, (ii) self-regulation, and (iii) 
monitoring (Jivet et  al., 2017). Expectations of learners from dashboard system 
which are based on learning analytics include (a) support planning and organiza-
tion, (b) adaptive recommendation, (c) individual analysis of learning process, and 
(d) providing self-assessment opportunity (Schumacher & Ifenthaler, 2018).

On the other hand, many studies have been mentioned that there are deficiencies 
in the field of visualization and dashboard (Bodily et al., 2018; Sarikaya et al., 2018; 
Sedrakyan et al., 2019). Within the scope of this chapter, (a) detailed information 
about visualization and dashboard is given, (b) researches in the field of literature in 
the context of visualization and dashboards are examined, (c) design principles are 
introduced, and (d) visualization and dashboard existing challenge and its future 
directions are discussed.

2  Background

2.1  Visualization

Looking into the history of visualization, it is possible to see that it is expressed as 
“information visualization.” “Information visualization is the use of computer- 
supported interactive visual representations of abstract data to amplify cognition” 
(Card, Mackinley, & Shneiderman). The aim of information visualization helps to 
discover relations among data via visuals (Herman et al., 2000). In other words, 
information visualization aims to present unstructured information in databases/
data warehouses with various visual techniques in a way that individuals can under-
stand. Nowadays ICT can facilitate visualization but the activity that happens in the 
mind (Mazza, 2010). The important factors of visualization effectiveness are data, 
task, internal representation, and cognitive ability (working memory capacity, 
domain knowledge, etc.) (Zhu, 2007). As can be seen, visualization is related to 
many fields. Many principles should be taken into consideration when selecting and 
presenting visualization techniques. Visualization should be familiar and interesting 
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to the learner in order to help learners to understand and interpret data (Kuosa et al., 
2016). Within the scope of this research, visualization is discussed in the context of 
digital learning environments. Having a visual overview about the learner’s learning 
experience can be useful for instructor and learners (Duval, 2011). Visualization 
helps to promote not only problem-solving but also reflection (Rieber, 1995). In 
addition, learners’ awareness of the learning process increases through visualization 
(Khan & Pardo, 2016). It is easy to use visualizations in digital learning environ-
ments for students who have knowledge of visualization techniques (Sedrakyan 
et al., 2017). The use of these visualization techniques in digital learning environ-
ments has become widespread especially with learning analytics. Learning analyt-
ics use algorithmic analysis or information visualization in order to increase 
self-awareness and reflection based on tracking learning activities (Duval et  al., 
2012). Information of learners’ learning experiences and learning performances in 
digital learning environments are presented to stakeholders via dashboards.

2.2  Dashboard

Dashboard is a rich computer interface with reports, visual indicators, and warning 
mechanisms that gather information dynamically in the field of business (Malik, 
2005). Technologically, dashboards are multilayered applications built on business 
intelligence and data integration infrastructure (Lempinen, 2012). In this section, it 
is handled as the learning analytics application for the learning experiences of learn-
ers in digital learning environments. Dashboards that used in digital learning envi-
ronments are structured based on three research areas as information visualization, 
learning analytics, and educational data mining (Schwendimann et al., 2016). Latent 
learning patterns of learners in e-learning environments can be discovered with edu-
cational data mining algorithms, and these patterns are presented to learners using 
visualization techniques and dashboards through learning analytics. In this way, 
e-learning environments can be improved and made more effective. Dashboard 
presents visual representation of the learner’s or course’s current and historical sta-
tus for flexible decision-making in learning environments (Few, 2006). Thus, dash-
board research aims to identify which data is meaningful to different stakeholders 
in education and how the data can be presented to support meaningful processes 
(Schwendimann et al., 2016).

In addition, through information on the dashboard, students’ performance pat-
terns can be explored, problems can be estimated and focused on this problems, and 
motivational structures can be identified (Podgorelec & Kuhar, 2011). Dashboards 
provide learners with real-time feedback, suggestions, and/or visualizations in order 
to support student reflection and knowledge awareness (Bodily et al., 2018). In the 
literature, dashboards were presented to the learners for comparison with peers, 
monitoring achievement of learning outcomes, and self-monitoring (Jivet et  al., 
2017). The benefits of dashboards in digital learning environments are summarized 
below (Yoo et al., 2015):
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• Allow teachers to know students’ learning situations in a real-time and scal-
able way.

• Improve student’s self-knowledge levels.
• Make more intelligent decisions with the help of data mining algorithms.
• Help students improve their motivation and self-directed learning ability and 

achieve their learning goals.

Initial examples of research studies are Course Signals (Arnold & Pistilli, 
2012) and GLASS (Gradient’s Learning Analytics System) (Leony et al., 2012). 
Course Signals is a system that can give appropriate feedback to students and 
provide information about students’ performance via signal lights. The other 
example is GLASS and it was developed so that learners can compare themselves 
with the peers with visualization of the learners’ performance. In addition to these 
studies, SAM (Student Activity Meter) (Govaerts et al., 2012) visualization tool 
for awareness and self-reflection, LOCO-Analyst (Ali et  al., 2012), and eLAT 
(Dyckhoff et al., 2012) can be given as examples of initial studies of dashboards. 
It is possible to see that many studies on dashboard have been conducted after 
these years. The purposes of the dashboard studies in the literature are presented 
below (Sedrakyan et al., 2019):

• Increase awareness about the learning process.
• Support cognitive process.
• Identify the student at risk.
• Provide immediate feedback.
• Monitor achievement status.
• Provide procedural information.
• Support decision-making.
• Inform.
• Display learner relations.
• Compare.
• Reflect.

Frequent visualization techniques utilized in dashboard studies are bar charts, 
line graphs, tables, pie charts, indicators, alert mechanisms, and network graphs 
(Podgorelec & Kuhar, 2011; Schwendimann et al., 2016). Frequent studies focus on 
learners (Arnold & Pistilli, 2012; Jin, 2017; Khan & Pardo, 2016; Papanikolaou, 
2014; Park & Jo, 2015; Şahin & Yurdugül, 2019), instructors (Ali et  al., 2012; 
Dyckhoff et al., 2012; Mottus et al., 2015; Van Leeuwen et al., 2015; Zhang et al., 
2018), both learners and instructors (Sedrakyan et  al., 2018; Kuosa et  al., 2016; 
Govaerts et al., 2012; Leony et al., 2012), and other stakeholders, such as adminis-
trators (Rienties et al., 2016). In addition to these studies, it is seen that there is also 
research conducted in mobile dashboard design (Fulantelli et  al., 2019; Kuhnel 
et al., 2018; Seiler et al., 2019).

For determining how and to what extent dashboard information will contribute 
to stakeholders, a benefits matrix may help as suggested in Table 27.1. The indi-
vidual cells may be completed from individual perspective and provide a first 
decision point for implementing dashboard features (Ifenthaler, 2020).
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Table 27.1 Dashboard benefit matrix

Dashboard goal/stakeholders Learner Instructor Administrative Researchers

Increase self-awareness
Support cognitive process
Determine dropout learner
Instant feedback
Display achievement status
Present procedural knowledge
Support decision-making
Reflection
Comparison
Participant relations
Increase participation

3  Challenges and Future Directions

Learning analytics were presented as an emerging topic for adoption within 
4–5  years in the 2011 Horizon Report prepared by the New Media Consortium 
(Johnson et al., 2011). Learning analytics are still part in the 2020 Horizon Report 
as “Analytics for Student Success” (Brown et al., 2020). Dashboards are used in 
order to support decision-making and increase awareness, motivation, and learning 
(Sarikaya et al., 2018). Graphics, tables, and visuals on the dashboards can be con-
figured through visualization techniques. However, inappropriate designs and digi-
tal learning environments can negatively affect the learning processes of the learners. 
There are also findings that visualization techniques can produce undesirable effects 
or strengthen negative beliefs about learning and teaching (Gašević et al., 2015). In 
order to prevent undesirable effects, appropriate visualization techniques and dash-
board designs should be developed. In this context, there are some difficulties in 
visualization and dashboard design. The difficulties encountered about visualization 
and dashboard design in the literature are presented in Table 27.2.

As can be seen in Table  27.2, some difficulties were expressed by different 
researchers. These difficulties and some solution proposals are as follows.

3.1  Linking Learning Theories

In the literature there is a gap between dashboard design and learning sciences 
(Sedrakyan et al., 2016; Sedrakyan et al., 2019). Several research related to dash-
boards consider a final design evaluation of the dashboard, while the design and 
development process is ignored (Bodily et al., 2018). In order to make dashboard 
designs more effective and to improve digital learning environments, dashboard 

27 Visualization and Dashboards: Challenges and Future Directions



590

Table 27.2 Challenges of visualization and dashboards

Challenges Research

Linking learning theories Bodily et al. (2018), Sedrakyan et al. (2016), Yoo et al. 
(2015)

Determining effective metrics and 
effective visualization techniques

Ahn et al. (2019), Sarikaya et al. (2018), Sedrakyan 
et al. (2018), Yoo et al. (2015)

Data security and privacy Sarikaya et al. (2018), Dabbebi et al. (2017)
Adaptive dashboard design Schumacher and Ifenthaler (2018)
Amplifies cognition Ahn et al. (2019), Yoo et al. (2015), Card et al. (1999)
Acceptance structures Sedrakyan et al. (2018)

designs should be associated with learning theories, instructional design, and learn-
ing design (Ifenthaler et  al., 2018). Learning theories are important in order to 
explain learning phenomenon and also help to design principles for learning envi-
ronments, content, and tasks (Ertmer & Newby, 1993). In addition, more appropri-
ate instruction and learning design can be structured through linking between 
learning analytics and learning theories (Ifenthaler et al., 2018; Wong et al., 2019).

3.2  Determining Effective Metrics and Effective 
Visualization Techniques

Another challenge in dashboard design is which visualization techniques to be used 
and which learner metrics to show. It is important to identify which metric from 
students’ data is valuable to show (Yoo et al., 2015). A large amount of data about 
learners are stored unstructured in digital learning environments. However, it is nec-
essary to determine which of these metrics are effective on the learner performance 
and present them to the learners. In order to determine these metrics, feature selec-
tion algorithms used in the pre-process stage of educational data mining can be 
utilized. Feature selection contributes to reducing the number of metrics/variables 
(Şahin et al., 2017). It is important to identify the metrics that are important for 
learners’ learning experiences or learning performances, as well as presenting them 
with appropriate visualization techniques and visuals. In this context, the most 
important question is which visualization techniques are more appropriate and can 
be utilized. For this purpose, it is necessary to conduct research on which of the 
visualization techniques are more appropriate for students and to examine this situ-
ation (Sedrakyan et al., 2018). In order to make an effective dashboard design, a 
theoretical link should be established with human cognition and perception, situa-
tion awareness, and visualization technologies, and it should be structured based on 
this theoretical framework (Yoo et al., 2015). In addition, contextually appropriate 
presentations, visual language, and social framing issues should be taken into con-
sideration in dashboard design (Sarikaya et al., 2018).
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3.3  Data Security and Privacy

The other issues that should be discussed in the design of the dashboard are data 
design, sharing, security, reliability, and confidentiality (Sarikaya et al., 2018). This 
issue appears to be discussed not only in dashboard designs but also in learning 
analytics (Mah et al., 2019) and in related fields (Bertino & Ferrari, 2018; Chen & 
Zhao, 2012; Song et al., 2012). Which information will be used for learners, who 
will be enabled to access, and obtaining the permissions of the users can be given 
as examples which should be discussed under this topic (Ifenthaler & 
Schumacher, 2019).

3.4  Adaptive Dashboard Design

Dashboards shall be configured to allow a high level of customization (Schumacher 
& Ifenthaler, 2018). In other words, dashboards that are appropriate for the needs 
and characteristics of learners should be presented to the learners. For example, 
comparison with the group to the learners who have high external motivation and 
the learners who have high internal motivation can be presented with their daily 
individual performance. However, in order to develop adaptive designs, learning 
patterns, profiles, or preferences should be discovered based on the individual char-
acteristics of the learners. Personality types, motivation sources, learning strategies, 
etc. could be indicators for individual characteristics of learners. In addition, adap-
tive dashboard designs can be structured specific to individual or to groups.

3.5  Amplifies Cognition

Cognitive concepts such as paying attention to cognitive load, human perception, 
and data literacy, avoiding visual clutter, and dividing data into interpretable sec-
tions have direct effects on design (Ahn et al., 2019). Therefore, the visuals and 
graphics that are presented should amplify the cognition of the learners. (a) 
Increasing resources, (b) reducing search, (c) enhancing recognition of patterns, (d) 
perceptual inference, (e) perceptual monitoring, and (f) manipulable environment 
amplify cognition (Card, Mackinley, & Shneiderman). In this context, it is neces-
sary to develop designs such as presenting information related to each other together, 
presenting both visual and textual notifications, meaningful information, presenting 
different visuals and information according to the learners, and presenting graphics 
that are easy to use by the learners. It is possible to say that the visualization prin-
ciples of proximity, similarity, enclosure, closure, continuity, and connection intro-
duced by Gestalt in the dashboard designs still remain valid (Few, 2013). Concepts 
such as ease of use or perceived usefulness are within acceptance structures, and 
information on this concepts are included under the next topic. The presentation of 
different visuals or information to the learners is part of the adaptive dashboard.
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3.6  Acceptance Structures

The structures in the technology acceptance models should be taken into consider-
ation in the dashboard designs (Sedrakyan et al., 2018). The findings about why 
stakeholders use the developed e-learning environment or why they do not use it can 
be revealed through their acceptance structures. By determining these reasons, it 
will shed light on more appropriate environment designs. The important point is not 
only to develop a learning environment but also to use the developed environment 
by its stakeholders in accordance with its purpose. Davis (1989) defined these struc-
tures “perceived usefulness” and “perceived ease of use” in the context of Technology 
Acceptance Model (TAM). Vankatesh et al. (2003) defined “unified theory of accep-
tance and use of technology (UTAUT)” as “performance expectancy,” “effort expec-
tancy,” “social influence,” and “facilitating conditions.” The learning environments 
should present some features to the learners such as being easy to use, having high-
level perceived usefulness, increasing learners’ performance, etc. from this perspec-
tive. These models can guide researchers as to which visualization techniques can 
be utilized or what information will be presented to the learners. In addition to 
these, present sequential pattern via dashboard, intervention design, and dashboard 
interaction as an interaction type can be shown as future directions of the dashboard. 
Monitoring learners their own sequential behavior or the behavior of successful 
students can guide what they should do in the next step. The ultimate purpose of the 
intervention is to increase student achievement or improve students’ learning expe-
rience (Pardo & Dawson, 2016). A structured intervention model that developed 
with learning analytics to support learning and teaching process can improve the 
learning performance of learners (Wu et al., 2015). At this point, intervention design 
and integration of this design to the systems are issues to be considered. In the digi-
tal learning environments, there are different types of interactions such as learner- 
learner, learner-instructor, learner-content, and learner-assessment. Besides, 
recently learner-dashboard interaction has also started to be considered as a type of 
interaction in the digital learning environments (Khan & Pardo, 2016; Rei et al., 
2017). Learners’ time spent in the dashboard, interaction behavior after interaction 
with the dashboard, charts and graphics that were seen by the learners, etc. can pro-
vide important information about the learning and teaching process.

4  Design Principles

There is no clear evidence about which features should be included in the design of 
visualizations (Zhu, 2007). It will be very useful to prepare some guidelines in order 
to design effective and goal-oriented visualizations (Duval, 2011). Guidelines and 
design principles can be contributed to the field such as (a) guiding the designers 
and researchers, (b) determining the issues to be considered in the design, (c) con-
tributing to the evaluation of the developed environments, (d) developing effective 

M. Sahin and D. Ifenthaler



593

and appropriate designs for the stakeholders, etc. Few (2013) suggest three design 
principles: (a) the most important information should stand out from others in a 
dashboard that usually fits limited space on a single screen, (b) the information on 
the dashboard should support the awareness of the students and aid prompt under-
standing using various visualization technologies, and (c) the information should be 
disseminated in a meaningful way, and the information elements should support the 
students’ decision-making goal and ultimate goal. Some design and evaluation prin-
ciples of the dashboard were defined by Yoo et al. (2015):

• Goal orientation
• Information usefulness
• Visual effectiveness
• Appropriation of visual representation
• User-friendliness
• Understanding
• Reflection
• Learning motivation
• Behavioral change
• Performance improvement
• Competency development

In this context, design principles have been put forth in order to guide researchers 
and designers as shown in Table 27.3.

Table 27.3 Design principles for visualization and dashboards

Design principle Design inquiry

Stakeholders For which stakeholder is the dashboard/visualization 
intended?

Responsive design On which device will the dashboard be displayed?
Presenting of essential information What is the purpose of the presented information?
Presenting data in the context with the 
interaction types

How does the visualization relate to specific data in a 
specific context?

Selecting the appropriate visuals for the 
context

What is an unbiased visualization of the underlying 
data?

Selection of color Are color codes included and can they be interpreted?
Dynamic update What is an appropriate time for updating the 

visualization?
Presenting of related information 
together

Which visualizations may benefit from combined 
representation?

Highlight of important information Is there information which requires special highlights?
Easy to use How can stakeholders access the visualization quickly 

and without barriers?
Inclusive design Is the design inclusive for any stakeholder?

27 Visualization and Dashboards: Challenges and Future Directions
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