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Preface

The International Youth Conference on Electronics, Telecommunications and Infor-
mation Technologies (YETI 2021) was organized by Peter the Great St. Petersburg
Polytechnic University (Saint Petersburg, Russia) and took place duringApril 22–23,
2021. The YETI 2021 conference provided an opportunity to young researchers and
early career scientists to share recent achievements, current trends and knowledge
as well as future prospects in the fields of development and design of nanoelectronic
and telecommunication devices, signal processing, material science and nanotech-
nology, photonics, optical and information technologies. This conference attracted 82
papers from eight countries, which generated lively discussions and fruitful debates.
As usual at Polytechnic University conferences, a contest for the best paper was held
to encourage the commitment of young scientists in conference activities.

The official conference Website is http://yeti.spbstu.ru/.
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Chapter 1
Synthesis and Analysis of Avionics
Functions Digital Twins Using Machine
Learning Classification Algorithms

Kseniya V. Trusova

Abstract Different industries have started to apply digital twins as digital copies of
physical objects or processes to provide the best solutions. The Aerospace industry
also has many best practices in this field especially for aircraft systems, Integrated
Vehicle Health Management processes, and others. The intelligent application of
digital twins is able to optimize different processes of the industry including failure
safety andmake themmore evident and qualitative. This paper describes a data-driven
approach to digital twins synthesis of avionics functions and their analysis bymachine
learning classification algorithms for such problems as function loss, behavioral
indication, and detection of function loss causes at the design and development
stages of an avionics lifecycle. “Avionics function” term is considered in this work
as the main part of the man–machine interface between flight crew and aircraft.
Avionics functions definition is the basis of the design stage of the avionics lifecycle.
The results of a decision tree, random forest, support vector machine, kernel support
vector machine, naive Bayes, and logistic regression classification are considered.
The classification results show which of the algorithms and dataset types match
the objective. The presented approach will be able to improve the understanding of
avionics design and development complex processes and become the basis for further
streamlining of data-driven digital twins design approach for avionics.

Keywords Avionics · Functions of avionics · Digital twin · Data-driven ·Machine
learning classification · Function loss

K. V. Trusova (B)
JSC RDC St. Petersburg Branch, St. Petersburg 195009, Russia

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
E. Velichko et al. (eds.), International Youth Conference on Electronics,
Telecommunications and Information Technologies, Springer Proceedings
in Physics 268, https://doi.org/10.1007/978-3-030-81119-8_1

3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-81119-8_1&domain=pdf
https://doi.org/10.1007/978-3-030-81119-8_1


4 K. V. Trusova

1.1 Introduction

1.1.1 General Approach

The concept of digital twins is widely applied in different spheres as a part of Industry
4.0 and a digitalization process. With the growth of design, development, and manu-
facturing opportunities in view of advanced technologies, the digital twins concept is
able to optimize processes of a product lifecycle including a qualification assessment
process.

The aerospace industry has also started using digital twins as digital copies of
physical products at different stages of a lifecycle including the design stage [1] as
well as a part of IntegratedVehicleHealthManagement (IVHM) to enableCondition-
Based Maintenance (CBM) [2].

Data-driven, operation principle and combined approach are possible methods
for the creation of a digital twin. A data-driven digital twin can be developed by
machine learning including consideration of such problems as health monitoring
and fault detection problems [3].

Machine learningfindswide application in the aerospace industry aswell as digital
twins [4].

This paper focuses on digital twins synthesis of avionics functions based on
the data-driven approach at the design and development stages of an avionics life-
cycle. Machine learning classification algorithms were considered as a data analysis
approach.

Digital twins help to research the different variants of a functions architecture at
the design and development stages of a life cycle before the creation of a mock-up
and physical asset saving the resources. The results can be used for hardware and
software requirements specification definition and correction. This flexible approach
to the development process allows designers and developers to arrange the more
integrated picture of possible object complex behavior and get more data.

Another highly important side of this approach is failure safety. The process of
failure safety follows through every stage of a life cycle. Failure safety require-
ments influence the complexity of design and development processes. Development
Assurance Level (DAL) specifies the design and development program. Different
forms of failure safety assessments are implemented at the stages of a life cycle
such as Functional Hazard Assessment (FHA), System Safety Assessment (SSA),
Fault Tree Analysis (FTA), Failure Mode and Effects Analysis (FMEA), Common
Cause Analysis (CCA), etc. [5]. Clear functions architecture and sufficient data of
functions behavior allow analytics to consider more possible outcomes and get more
qualitative assessments.
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1.1.2 The Difference in Operation Between Flight Crew
and Service Technicians

The operation of avionics systems is divided into operation by flight crew and
operation by service technicians.

The service technicians handle avionics equipment as a Line Replaceable Unit
(LRU). The service technicians use the failure and faults information of the LRU to
implement onboard maintenance (troubleshooting). If it is not enough to recover the
LRU, the service technicians remove LRU for deeper diagnostics and repair.

The flight crew handles aircraft functions such as a barometric altitude indication,
radio navigation aids adjustment, the input of landing heading, air speed indica-
tion, radio communication adjustment, etc. An avionics system is a set of functions
combined by similar features. Functions are implemented by distributed hardware
and software. Therefore, several LRU connected by a network can implement one
function. It should be pointed out that the health of the entire system has little signif-
icance for the flight crew. The analysis of every function is more relevant in terms
of operation because it gives information about which particular function the flight
crew can or cannot use on every flight stage.

The features of internal hardware and software health were considered in the
problem of LRU health detection [6–8]. The external network connections state was
not taken into account.

The early detection of a condition, when a loss of a function happens, is highly
significant for the flight crew in view of considering functions. Features related to
hardware and software health, network connections state, processed and transmitted
information state, which are used in the function implementation, are considered to
be indicators of function loss.

It should be noticed that not every hardware and software component health
of LRU testifies that the function is performed correctly. Some parts of hardware
and software components of LRU can be unused for some functions execution. It
describes a difference between function loss detection and LRU health detection
apart from network connections and information state.

This paper describes an approach to the synthesis of digital twins for avionics
functions and analysis of its capabilities by machine learning classification algo-
rithms. The objective of the research has been defined as to learn how to build the
digital twin of an avionics function at the design and development stages of the
avionics lifecycle, and to explore its relevance for solving such problems as function
loss, behavioral indication, and detection of function loss causes.

The paper is organized as follows. Section 1.2 describes the barometric correction
enter function architecture, its digital twin, and problems, which were researched
by machine learning classification algorithms. Section 1.3 presents the results of
problems research for the barometric correction enter and “pop-up” functions, and
a discussion of the results.
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1.2 Models and Methods

1.2.1 The Description of the Barometric Correction Enter
Function

The function of barometric correction enter is performed by three connected LRUs
and includes several operations (Fig. 1.1).

The flight crew enters the value of barometric correction by baro correction control
unit (BCU) from Instrument and Control Panels of Indicating/Recording Systems.
The BCU processes input value using the results of its own built-in-test procedure
(BCU health), and defines data validity by the results. On the next step, the BCU
transmits the input barometric correctionvalue,BCUhealth, anddata validity through
ARINC 429 aviation interface to the air data system (ADS).

The ADS from Flight Environment Data of Navigation verifies the BCU input
connection state and processes the received data. The ADS also uses the results of its
own built-in-test procedure (ADS health), and defines data validity by the results. It
is a standard procedure for avionics devices. If the received value is valid, the ADS
uses it for computation of its own parameters and transmits the received value, the
BCU health and data validity, the ADS health and data validity through ARINC 429
to the multifunctional display (MFD).

The MFD from Central Display Systems of Indicating/Recording Systems veri-
fies the ADS input connection state and processes the received data. This block is
highlighted in red in Fig. 1.1 because it selects the final type of indication depending
on the BCU and ADS health data (LRU health, data validity, and transmitter input
connection state), and MFD health. The flight crew sees this final indication as the
result of data processing performed by connected LRUs.

Fig. 1.1 The architecture of the barometric correction enter function
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The BIT blocks of the LRUs in Fig. 1.1 were the subject of the works [7, 8], and
were used as an accomplished part of the research.

The described architecture was considered as a framework for the digital twin
of the barometric correction enter function. The function has a relatively simple
structure thatmakes digital twin synthesis and analysismore obvious for the research.

A framework based on TheOpen Standard Architecture—Condition BasedMain-
tenance (OSA-CBM) was considered as a generalised methodology for developing
diagnostics for different aircraft systems [9]. The diagnostics for aircraft systems
followed the data-driven approach. This work researched digital twins of aircraft
systems as a part of OSA-CBM and used the profiles of continuous features for
solving classification problems.

Data-driven approachfinds applications for problems solving in different technical
areas including the classification of objects using channel state information [10].

1.2.2 The Digital Twin of the Barometric Correction Enter
Function

Data-driven digital twins can be built by different methods. Practical experience
shows that two methods are usually used at the development and testing stages of an
avionics system life cycle. The operating system software version of LRU (usually
Windows version) or operating system version combined with LRU emulator are
able to verify only some operations.

The above mentioned methods consider only the series of input value conversions
excluding health information. For some simple functions, it can be enough and correct
when extra code is not added. Complex functions require more detail consideration.
For example, the more computation of correlated parameters received from different
transmitters they perform, the more variants of final states they have. The neglecting
of health information leads to errors at the next stages of a life cycle and increases
the final cost of the product. Therefore, the digital twin of a complex function should
include health data.

Figure 1.2 demonstrates flow diagrams for either variations of the digital twins.
The health data on the flow diagram is highlighted in green including blocks. This

flow diagram shows how health data is involved in the decision-making process.
The “Data processing, state detection, indication type selection” block is high-

lighted in red and has the same meaning as “Received value processing+health data
analysis” block shown in Fig. 1.1. Possible final health states are specified under the
LRUs.

The digital twin including health data seems significantly more complicated than
the digital twin, which does not include this data. It can create an impression that
this complexity requires much more resources. In this case, resource expenditure
should be compared with the possible benefit of a digital twin implementation at the
considered stage of a life cycle and failure safety requirements.
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Health states:
- normal operation;
- loss of function: BCU failure + invalid data from BCU;
- loss of function: loss of connection from BCU;
- loss of function: ADS failure + invalid data from ADS;
- loss of function: loss of connection from ADS;
- loss of function: MFD failure;
- loss of function: combinations

Fig. 1.2 The digital twins flow diagram of the barometric correction enter function excluding and
including health data

The considered digital twins flow diagram describes the function explicitly
enough to research such relevant problems of avionics development as function loss,
behavioral indication, and detection of function loss causes.

1.2.3 Function Loss, Behavioral Indication, and Detection
of Function Loss Causes

The function loss.The function loss can be recognized by features extracted from the
digital twins flow diagram of the function including health data. The combinations
of discrete features describe the classes of the function state (Table 1.1).

The state of the function includes three classes. The features take discrete values
“0” or “1”. “Partial function loss” is detected by features with values “1”, which are
not used for “Total function loss detection”. “Normal operation” is detected by all
features with values “0”.

The research of this problem helps to analyze the influence of every feature and
emphasize the more significant features. The results also are useful for statistical
analysis of particular functions loss in view of failure safety processes.

The behavioral indication.The behavioral indicationmeans that the final indication
for the flight crew depends on the detected function state (the block “Health states”
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Table 1.1 The features of the barometric correction enter function loss

Features The barometric correction enter function state

BCU uCa reset, BCU uC checksum, BCU
secondary power supply, MFD FPGAb

checksum, MFD secondary power supply, MFD
CPU reset, MFD CPUc checksum

Partial function loss

BCU encoder fault: key stuck, BCU encoder
fault: signal error, BCU primary power supply,
MFD LCDd power supply, MFD LEDe break,
MFD LED short, MFD heat break, MFD
memory: data read/write, No data from BCU to
ADS, No data from BCU to MFD, Invalid data
from BCU to ADS, Invalid data from BCU to
MFD, ADS failure

Total function loss

All abovementioned features Normal operation

aMicro Controller Unit
bField-Programmable Gate Array
cCentral Processing Unit
dLiquid Crystal Display
eLight-Emitting Diode

in Fig. 1.2). The problem uses the same features as function loss and different classes
of indication (Table 1.2).

The flight crew sees this final indication at the MFD and initiates corresponding
actions. The results of this problem investigation have a wide range of applications
at the design and development stages of a life cycle and for failure safety analysis. For
instance, this information is used for the process of man–machine interface design.

The detection of function loss causes. The detection of function loss causes is
utilized for statistical analysis in failure safety processes. Table 1.3 presents features
grouped by types of operations on information.

Table 1.2 The features of the barometric correction enter function for behavioral indication

Features The type of indication

BCU encoder fault: key stuck, BCU encoder
fault: signal error, BCU primary power supply

BCU P0 failure

MFD LCD power supply, MFD LED break,
MFD LED short, MFD heat break, MFD
memory: data read/write

MFD failure

No data from BCU to ADS, Invalid data from
BCU to ADS, ADS failure

No P0a to ADS, standard P0 value is indicated
with yellow colour

No data from BCU to MFD, Invalid data from
BCU to MFD

No P0 to MFD, P0 value is not indicated (“--”)

aThe designation of barometric correction
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Table 1.3 The features of barometric correction enter function grouped by function loss causes

Features The cause of function loss

MFD LCD power supply, MFD LED break, MFD
LED short, MFD heat break

Indication issue

MFD FPGA checksum, MFD memory: data
read/write, No data from BCU to ADS, No data from
BCU to MFD

Information exchange issue

BCU uC reset, BCU uC checksum, BCU secondary
power supply, BCU primary power supply, MFD
secondary power supply, MFD CPU reset, MFD CPU
checksum, Invalid data from BCU to ADS, ADS
failure, Invalid data from BCU to MFD

Input value processing issue

BCU encoder fault: key stuck, BCU encoder fault:
signal error

Control or input value processing issue

The function loss, behavioral indication, and detection of function loss causes
operate in the same categories as the problems considered in works [6–8]. They
consist of sets aggregated by features, which are equivalent to classes. Therefore,
an approach based on aggregated models [6] can be employed for function loss,
behavioral indication, and detection of function loss causes.

1.2.4 Aggregated and Classification Models

The considered problems can be easily converted to aggregated models applied for
avionics objects description. Taking into account that the problems description was
considered in detail in 2.4, and its structure is closer to aggregated models structure,
the aggregated models themselves are not represented in this paper.

The function loss detection and behavioral indication are implemented by condi-
tional logic in physical assets. Conditional logic is easy to realize if a function is
uncomplicated. Avionics functions have many connections between each other and
they are not independent. Machine learning algorithms are going to become a good
alternative at least for researching such problems at the different stages of a life cycle
within the framework of digital twins.

Aggregated models are adapted to classification models for machine learning
algorithms implementation by sets transformation [7].

1.2.5 The Researched Algorithms of Machine Learning

The research of function loss, behavioral indication, and detection of function loss
causes problems by machine learning algorithms was implemented by resources of
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Python programming language and Google Colaboratory notebook using built-in
libraries.

The following machine learning classification algorithms were researched: deci-
sion tree, random forest, support vector machine (SVM), kernel SVM, naive Bayes,
logistic regression. The mathematical background of the mentioned methods was
briefly described in the work [7] and is not considered in this paper.

1.3 Research Results

1.3.1 Research Explanation

One of the research objectives consisted in the analysis of machine learning classi-
fication algorithms implementation for the function loss, behavioral indication, and
detection of function loss causes problems.

The aggregated and classification models of the barometric correction enter func-
tion were considered. The models of a “pop-up” function were considered addition-
ally. The architecture of this function and its digital twin flow diagram were not
described in this paper. They are based on the same approach as the architecture and
digital twin of the barometric correction enter function.

Several types of datasets were implemented for the classification algorithms
research. Separated dataset with a strictly determined training part was created to
investigate how determined combinations influence classification results. A deter-
mined combination is a combination where only one feature with the value “1”
corresponds to a particular class. Therefore, the determined part completely consisted
of combinations, which had one feature with value “1” and other features with values
“0”. Semi-determined data means that not every feature corresponding to a particular
class was included in the dataset.

This work also attends the training part using the paradigm of “interval teacher”
in the classical scheme of training neural networks [11].

The behavioral indication deals with detailed LRU health features, which are not
combined by LRU into one integral feature, as well as integral features themselves.
Therefore, both cases were considered in the research.

The test data in the separate dataset mostly consisted of combinations, which
were absent in training data. The combined dataset also included these unknown
combinations.

The accuracy of the classification and the number of incorrect recognitions (false
negatives and false positives) were used as the metrics of the classification.
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Table 1.4 The dataset description of the function loss problem

Number of classes Number of
features

Type of dataset Combinations
specifics

Sample size

Barometric correction enter function

3 20 Separated training
and test data

Strictly determined
training data

13 (test)

Combined - 44 (25%)

“Pop-up” function

2 27 Separated training
and test data

Strictly determined
training data

28 (test)

Separated training
and test data

Semi-determined
training data

30 (test)

Combined Strictly determined
part is included

64 (25%)

Combined Semi-determined part
is included

67 (25%)

1.3.2 The Function Loss Research Results

Table 1.4 describes the dataset of the barometric correction enter and “pop-up”
functions for the function loss problem.

Figure 1.3 shows the functions states detection results of the barometric correction
enter and “pop-up” functions.

For thebarometric correction enter function, all algorithms showedbetter accuracy
in the determined training data case than in the combined dataset. The naive Bayes
algorithm gave better accuracy in the combined dataset case.

For the “pop-up” function, the decision tree and randomforest showedgood results
only in the separated dataset case. Logistic regression, SVM, and kernel SVM did
not detect “Normal operation” function states in every case. These algorithms work
better on the combined dataset than on the separated dataset. Naive Bayes was robust
to any dataset changes.

1.3.3 The Behavioral Indication Research Results

The behavioral indication problemwas researched only for the barometric correction
enter function loss in view of data insufficiency for the “pop-up” function. Types of
indication were presented in Table 1.3. The combinations of these types were also
considered in the research. Table 1.5 describes the dataset of the barometric correction
enter function for the behavioral indication problem.

Figure 1.4 shows the indication types detection results of the barometric correction
enter function.
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Fig. 1.3 The functions states detection results of the barometric correction enter and “pop-up”
functions

Table 1.5 The dataset description of the behavioral indication problem

Number of classes Number of features Type of dataset Combinations
specifics

Sample size

Detailed features

9 20 Separated training
and test data

Strictly determined
training data

10 (test)

Combined – 42 (25%)

Integral features

11 7 Separated training
and test data

Strictly determined
training data

10 (test)

Combined – 24 (25%)

In the separated dataset case, test data included two new classes, which were
absent in training data. The algorithms did not recognize the new classes. However,
naive Bayes, SVM, decision tree, and random forest were closer to detecting correct
classes, which were defined by the similarity of the classes. This observation of algo-
rithms learnability is useful for further research. The methods showed relatively low
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Fig. 1.4 The indication types detection results of the barometric correction enter function

accuracies and a large number of incorrect recognitions for the behavioral indication
problem.

1.3.4 The Results of Function Loss Causes Detection

Table 1.6 describes the dataset of the barometric correction enter and “pop-up”
functions for the detection of function loss causes.

Figure 1.5 shows the results of function loss causes detection of the barometric
correction enter and “pop-up” functions.

For thebarometric correction enter function, all algorithms showedbetter accuracy
in the determined training data case than in the combined dataset as well as for

Table 1.6 The dataset description for the detection of function loss causes

Number of classes Number of
features

Type of dataset Combinations
specifics

Sample size

Barometric correction enter function

4 20 Separated training
and test data

Strictly determined
training data

23 (test)

Combined – 43 (25%)

“Pop-up” function

7 27 Separated training
and test data

Strictly determined
training data

17 (test)

Combined – 53 (25%)



1 Synthesis and Analysis of Avionics Functions Digital … 15

Causes of function loss (barocorrection), accuracy

0
10
20
30
40
50
60
70
80
90

100
A

cc
ur

ac
y,

 %

Methods

Barocorrection,
separated,
determined

Barocorrection,
combined

Causes of function loss, incorrect recognitions

Causes of function loss ("pop-up"), accuracy

0
10
20
30
40
50
60
70
80
90

100

A
cc

ur
ac

y,
 %

Methods

Pop-up,
separated,
determined

Pop-up,
combined,
determined

Pop-up,
combined,
determined,
cross-
validation

0
1
2
3
4
5
6
7
8
9

10
11

N
um

be
r o

f i
nc

or
re

ct
 

re
co

gn
iti

on
s

Methods

Barocorrection,
separated,
determined

Barocorrection,
combined

Pop-up, separated,
determined

Pop-up, combined,
determined

Log
ist

ic

 re
gr

es
sio

n

Log
ist

ic

 re
gr

es
sio

n

Log
ist

ic

 re
gr

es
sio

n

Fig. 1.5 The results of function loss causes detection of the barometric correction enter and “pop-
up” functions

the “pop-up” function. SVM, naive Bayes, and logistic regression showed the best
accuracy in the determined training data case for either function. SVM and naive
Bayes also gave 100% accuracy in the combined dataset case. For the “pop-up”
function, the algorithms showed low values of accuracy in the combined dataset
case.

1.3.5 Discussion

The research results showed that the algorithms handled separated and combined
datasets in different ways. The determinateness of feature combinations also influ-
enced the results. Table 1.7 contains a summary of recommendations that provide
information about which type of dataset and algorithm are suitable for the particular
problem.

Kernel SVM showed weak results that can be explained by the possible incorrect
choice of coefficients. The algorithm showed good results in works [7, 8], and should
be investigated more accurately in the terms of considered problems.

Some observations were pointed out during the research but they were not
analyzed in detail. The sample of the dataset also influenced the accuracy and the
number of incorrect recognition as well as the number of classes and corresponding
features. These unconfirmed conclusions require additional research.

Neural networks find a successful application not only in aerospace [12, 13] but
also in different spheres [14–17] including fault localization problem [18]. These
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Table 1.7 Summary recommendations

Problem Type of dataset Recommended algorithms

Function loss Combined Naive Bayes

Behavioral indication Separated, determined training
data

Decision tree, naive Bayes,
logistic regression as an
assumption. Further
investigation is required

Detection of function loss
causes

Separated, determined training
data

Decision tree, random forest,
logistic regression, SVM,
naive Bayes

Combined SVM, naive Bayes. Further
investigation is required

algorithms were not considered in this paper. It should be pointed out that the appli-
cation of adaptive software as neural networks is of limited use to date in the avia-
tion domain. However, Federal Aviation Administration (FAA) has accomplished a
research study of software assurance requirements for adaptive systems [19].

Therefore, neural networks are going to become one of the points of further
research.

1.4 Conclusion

The paper describes the digital twin synthesis of the barometric correction enter
function of avionics and machine learning classification results analysis of function
loss, behavioral indication, and detection of function loss causes problems of the
digital twin.

The obtained classification results clarified what particular algorithm and the type
of dataset are appropriate to work on mentioned problems. The significance of the
problems also was emphasized for the design and development stages of an avionics
lifecycle.

As was mentioned before, conditional logic has a simple implementation for the
function loss and behavioral indication problems in physical assets if a function
is uncomplicated. In other circumstances, the implementation of conditional logic
leads to errors. Avionics equipment is going to become more complicated, have
significantly more features, and its behavior is going to become more unpredictable.
As a result, the conditional logic is likely to malfunction because of implementation
complexity. Machine learning algorithms application expects additional research for
such challenging problems according to FAA requirements.

The digital twin of the barometric correction enter function is a relatively simple
example. Avionics and aircraft have many functions that are more complicated
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because they have large computation parts and a lot of crossfeeds between their oper-
ations and aggregated components. Maneuvering computation and hazards compu-
tation are the direct examples of such functions. The research of more complicated
avionics functions is a possible subject for further work.

Applying the formulated approach for consideration of every avionics or aircraft
function, the common parts between created functions digital twins can be defined.
These common parts will be able to become a basis for integrated digital twins,
optimizing created models and design, development, and failure safety processes.

Another advantage of digital twins application is increasing the remaining life of
LRU at the debugging and testing stages of a lifecycle. Therefore, a digital twin can
be used most of the debugging and testing time instead of a physical LRU.

The presented approach can become a flexible platform for design, development,
failure safety, and quality assessment processes in view of the further increasing
complexity of avionics.

It should be noticed, that the process of digital twin design and development can
expend a large number of resources, require more data, and increase the product
development cost. The required DAL, fidelity level of a digital twin, complexity of
the development, and its estimated cost should be analyzed in the decision-making
process.
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Chapter 2
On the Application of a Fully Connected
Neural Network for Multifrequency
Signals Demodulation

Anastasiia I. Semenova and Sergey V. Zavjalov

Abstract The paper presents a research of the effectiveness of using neural networks
to demodulate SEFDM signals when passing through a channel with AWGN. The
questions of choosing the architecture, the number of layers and the number of
neurons in the layers of a neural network for processing SEFDM signals with
different bandwidth compression factor between subcarriers are considered. Simula-
tion modeling and comparison with “classical” signal demodulation algorithms are
carried out.

Keywords SEFDM · Neural networks · Demodulation

2.1 Introduction

5-6G standards are focused on reducing the consumed and radiated power and
increasing the spectral efficiency, which is calculated as the ratio of the value of
the information rate to the occupied frequency band [1–4]. A decrease in the value of
the peak-to-average power ratio is associated with an increase in efficiency [5–7], an
increase in spectral efficiency can be achieved by using the SEFDM (Spectrally Effi-
cient Frequency DivisionMultiplexing) technology of signals [8–11]. The main idea
of this technology is a closer arrangement of the subcarrier frequencies, which leads
to an increase in spectral efficiency. However, in this case, bit error rate (BER) perfor-
mance degrades [12–16]. Multi-frequency spectral-effective signals are described by
the following formula [10–16]:
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where N is the number of subcarrier, α = �fT is the bandwidth compression
factor, �f is interval between subcarriers, T is the period of one SEFDM symbol,
si,n is symbol modulated on the n-th sub-carrier.

To solve the problem of degradation of BER performance of SEFDM signals,
it is necessary to use more complex algorithms, in the limit-full search algorithms
[12–17]. However, the computational complexity of these algorithms is high, which
requires large computational resources.

The application of neural networks for demodulating SEFDM signals can
allow us to obtain BER performance better than the algorithm of element-by-
element processing [17, 18]. However, as opposed to the full search algorithms,
the computational complexity of neural network approaches is lower.

As a result of the analysis of the literature [19–22], the prospects for using full
connected neural networks were shown. This architecture has the property of taking
into account interference between subcarriers, since all neurons of this architecture
are connected to each other [23]. Thus, it is possible to take into account interference
in the frequency domain to improve the BER performance.

The aim of the work is to evaluate the features of the use of neural networks for
demodulating SEFDM signals.

2.2 The Structure of Neural Network

Two structures were used to study the demodulation of multi-frequency signals using
a full connected neural network. The first network structure for demodulating multi-
frequency signals without intersymbol interference (ISI) is shown in Fig. 2.1. This
structure has one hidden layer with one neuron. The input of the network consistently
receives samples of the signals from the subcarrier frequencies.

Figure 2.2 shows the structure of a fully connected neural network to combat
intersymbol interference. The peculiarity of this architecture is the number of hidden
layers and neurons: three hidden layers of 5 neurons in each layer.

Fig. 2.1 Network structure with one hidden layer and one neuron
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Fig. 2.2 Network structure with three hidden layers and five neurons

Figure 2.3 shows a modified structure of a fully connected neural network that
takes into account the influence of a neighboring subcarrier. In addition to the demod-
ulated signal, the signal samples from the neighbor subcarrier frequency are fed to
the network input. First, a direct neural network pass is implemented. The input is
supplied with signal samples divided into real and imaginary components. Next, the
weighting and summation are performed.

Fig. 2.3 The structure of the network with three hidden layers and five neurons, taking into account
the samples of the signals of the neighboring subcarrier
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Fig. 2.4 A model of an artificial neuron. Direct passage

Fig. 2.5 The process of training a neural network. The example in the figure indicates a complex
count

The activation function calculates the output value and feeds it to the network
output in this example (Fig. 2.4). Note that an example is given without hidden
layers, for the convenience of understanding how a direct pass occurs. In this paper,
the hyperbolic tangent activation function was selected. The selection was made
taking into account the range of input data values in the range from –1 to +1.

To train the neural network, the built-in toolboxNeural NetworkMATLAB library
was used. The training process is performed until the minimum error is reached
(Fig. 2.5). The minimum error criterion is set before the start of training and is the
value of the error function (mse) ≤ 10–5.

2.3 Simulation Model

Firstly, procedure of training of the neural network (NN) is performed. The network
input is fed samples of the signal from the subcarrier frequencies sequentially after
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Fig. 2.6 Block diagram of the simulation model

the fast Fourier transform (FFT). Before entering the NN, the samples are divided
into real and imaginary components (Fig. 2.6). After the direct passage of the neural
network, the learning process takes place, which was carried out using the method
of back propagation of the error. During this process, the weight coefficients are
corrected. Training using the back propagation method of error consists in correcting
the weight coefficients so that the error at the output of the neural network decreases.
A network is considered trained if the minimum error at the network output is the
same over several iterations. The weight coefficients are adjusted in the opposite
direction, i.e., the weight coefficients are adjusted from the output layer to the input
layer. The weight coefficients can be any real numbers. The procedure for teaching
this architecture is described in detail in the following literature [23].

When analyzing the BER performance, the SEFDM signal is formed at the first
stage, which is superimposed with additive white Gaussian noise (AWGN) in the
range from 0 to 20 dB. At the input of the receiver, a direct Fourier transform is
performed, after which the samples are fed to the input of the neural network for
demodulation and error calculation. At least 106 information bits were transmitted
to each point according to the error probability.

2.4 Simulation Results

Figure 2.7 shows the BER performance curves of the SEFDM signal for different
values of the bandwidth compression factor α for a single-beam channel with AWGN
with the first network structure (consisting of one hidden layer and one neuron). Due
to a decrease in the compaction coefficient, the BER performance deteriorates, which
is caused by the influence of neighboring subcarriers on each other and the network
structure with one neuron does not cope with the ISI.

As can be seen in Fig. 2.7, in the case of a compaction coefficient of 0.9, the energy
loss is 5 dB for error probability equal to 10–3. Thus, it is necessary to complicate the
network structure, that is, to use the second presented type of structure, consisting
of three hidden layers, each with 5 neurons.
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Fig. 2.7 The BER performance of SEFDM signals in a channel with AWGN (one hidden layer and
one neuron)

Figure 2.8 shows the BER performance curves of the SEFDM signal for different
values of the bandwidth compression factor α for a single-beam channel with AWGN

Fig. 2.8 The BER performance of SEFDM signals in channel with AWGN (three hidden layers
and five neurons)
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Fig. 2.9 The BER performance SEFDM signals in channel with AWGN taking into account the
samples of the signals of the neighboring subcarrier (three hidden layers and five neurons)

with a second network structure (consisting of three hidden layers and five neurons
in each layer). It can be seen that the BER performance in the case of using NN has
improved, the energy loss for the case α = 1 is practically absent.

Figure 2.9 shows the curves of the BER performance of the SEFDM signal for
different values of compression ratio for single-beam channel AWGN given counts
of neighbor subcarrier signals. The network structure of such reception is shown in
Fig. 2.3. Based on the result in Fig. 2.9, we note that when taking into account the
samples of the neighboring subcarrier, this version of the demodulation algorithm is
more stable to the ISI compared to the algorithmof the element-by-element reception.
The energy gain at alpha 0.8 was 3 dB in terms of the probability of error 10–3.

Figure 2.10 shows the dependence of the error probability on the number of
subcarriers (1 demodulated and 1/2/3/4/5/6 neighboring) at a fixed SNR = 15 dB. If
5 and 6 neighbor subcarriers are considered, for the case α = 0.9, the error probability
is equal to 10–5. For the case α = 0.8, when using 5 neighbor subcarriers, the error
probability tends to 10–5.

Figure 2.11 shows the dependence of the error probability on the number of
subcarriers (1 demodulated and 1/2/3/4/5/6 neighboring) at a fixed SNR = 20 dB.
When 5 neighbor subcarriers are considered, for the caseα= 0.9, the error probability
tends to 10–7. For the case α = 0.8, when using 5 neighbor subcarriers, the error
probability tends to 10–6.



26 A. I. Semenova and S. V. Zavjalov

Fig. 2.10 The dependence of the error probability on the number of subcarriers at a fixed SNR =
15 dB

Fig. 2.11 The dependence of the error probability on the number of subcarriers at a fixed SNR =
20 dB



2 On the Application of a Fully Connected Neural Network … 27

2.5 Conclusions

In this paper, we have studied options for demodulating a multi-frequency signal
using a neural network, and compared the resultswith two types of network structures
and with demodulated signals without considering the neural network. A structure
consisting of 3 hidden layers of 5 neurons each is more resistant to ISI than a network
structure consisting of 1 hidden layer and 1 neuron.

The BER performance at the element-by-element reception is less resistant to
the ISI than the result considering the samples of the neighboring subcarrier. As
the network structure becomes more complex, the energy loss for the compaction
coefficient α = 1 decreases.

The most promising NN for combating ISI is the modified NN structure, which
considers the influence of signals from neighboring subcarrier frequencies (Fig. 2.3).
In the future, it is planned to implement the demodulator operation using neural
networks in a multipath channel.
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Chapter 3
Automated Power Amplifier Design
Through Multiobjective Bottom-Up
and Particle Swarm Optimizations Using
Neural Network

Lida Kouhalvandi and Ladislau Matekovits

Abstract This study presents an automated power amplifier (PA) design process
by optimizing the topology and values of design parameters, sequentially. The auto-
mated optimization environment is created with the combination of an electronic
design automation tool and a numerical analyzer. As a first step, the configuration of
the PA is generated using the bottom-up optimization (BUO)method, then the values
of the components are optimized using the particle swarm optimization (PSO) algo-
rithm that is employed with a shallow neural network. The PSO method is applied
for optimizing PA in terms of output power, power gain, and efficiency leading to
obtain optimal design parameters. The proposed optimization process is automatic
and compact leading to reduce interruptions of designers during the process. In order
to verify the effectiveness of the presented method, one lumped element PA includ-
ing GaN HEMT transistor is designed and optimized. The optimized PA reveals
higher than 45% power added efficiency with the linear gain performance between
10÷ 14.6 dB in the frequency band of 1÷ 2.3 GHz.
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3.1 Introduction

Future mobile networks supporting the sixth generation (6G) technology require
high performance systems that can manage high amount of data. For this case, power
amplifiers (PAs) play an important role in the wireless communication systems [1,
2] and they must be of high performance in terms of output power (Pout ), power
gain (Gp), and power added efficiency (PAE) [3]. Concurrently achieving these
three significant specifications is not straightforward and requires multiobjective
optimization-based methods.

Optimization-based approaches, opposite to the Knowledge-based approaches,
are divided into three techniques, namely: equation-based, simulation-based, and
learning-based approaches [4]. In the field of radio frequency (RF), there is a large
amount of data to be dealt with due to the non-linearity of active devices and harmonic
effects of passive and active components. Hence, learning-based method gets the
attention of researchers as this method can pave the ways of RF designs by modeling
the circuits. This type of learning provides the relationships between the input and
the output data that are design parameters and design specifications, respectively
[5, 6] by properly weighting the available design parameters. This method has been
recently applied for sizing the included design parameters (input) [7] and is employed
to optimize various design specifications (output) of PAs. From another point of view,
this type of learning provides an automated environment and reduces the dependency
to the designer’s experiences.

This work presents a two-phase optimization process that is performed automat-
ically and sequentially aiming to both configuring the structure and also predicting
the design variables. The first phase optimization is applied using the bottom-up
optimization (BUO) algorithm where the lumped element input and output matching
networks (MNs) are constructed. Then the multiobjective particle swarm optimiza-
tion (PSO) algorithm is employed for optimizing the design parameters of the con-
structed PA in the first phase. This algorithm is employed using the shallow neural
network (SNN) includes one hidden layer and optimizes three important specifica-
tions of PA that are output power, gain, and efficiency. As Fig. 3.1 represents, the
proposed method paves the way of RF designers to reduce the human interruptions
during the optimization process where by selecting the transistor model, both the
structure and values of design parameters are optimized automatically.

This paper is organized as follows. Section II provides in detail descriptions about
the optimization process. The validation of the method is provided in Sec. III by
designing and optimizing awideband lumped element PA. Finally, Sec. IV concludes
this work.
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Fig. 3.1 General flowchart of proposed optimization method

3.2 Proposed Automated Optimization Process

Our presented method is devoted to concurrently optimize i) the general structure of
the PA that includes reactive components (i.e., capacitor (C) and inductor (L)), and i i)
the optimal values of involved components. The first phase is performed by applying
the BUO algorithm and the second phase is executed using the multiobjective PSO
algorithm. The PSO method is employed using a shallow neural network (SNN).
More importantly, the entire optimization process is performed automatically in the
created environment that is the combination of electronic design automation (EDA)
tool, as ADS, and numerical analyzer, as MATLAB. Interested reader in further
details can refer to [8] for getting the view point of constructed optimization platform.
In this section, the detailed description of an automated optimization-oriented process
are given that leads to optimize the lumped element PA in terms of Pout , Gp, and
PAE .

3.2.1 Bottom-Up Optimization (BUO) Algorithm

Providing that the first structure of any PA includes input and output MNs, is an
important step in RF designs. In order to obtain the optimal structure and configura-
tion of the PA, theBUOmethod is employed in this paper. Thismethod startswith one
unit cell (that includes one capacitor and one inductor) in both input and output sides
of MNs; sequentially increases in the number of unit cells as Fig. 3.2 shows is then
performed. Regarding the depicted Smith chart in [9], inductor-capacitor networks
that are normalized to 50 � are used as the unit blocks of MNs.

Asmentioned above, theBUO starts with one unit cell in the input and outputMNs
and sequentially increases their number on both sides up to achieving the determined
design goals. The initial values of each C and L are determined by employing the
random optimization (RO) method presented in [8]. This optimization process leads
to generate the optimal configuration of the PA that consists of passive L and C
components and also provides an effective way of synthesizing the MN topologies.
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Fig. 3.2 BUO algorithm for configuring the structure of the PA design

3.2.2 Particle Swarm Optimization (PSO) Algorithm

After constructing the PA’s structure using the BUO algorithm, the optimal values
of design parameters (i.e., Cs and Ls) must be determined. For this case, the multi-
objective PSO algorithm [10] is employed for achieving the optimal variables. This
algorithm is based on the Pareto Optimal Front (POF) and aims to find the opti-
mal values achieved by trading-off between two functions namely f1 and f2. For our
problem, these two functions are represented as f1 = Gp(Pout ) and f2 = PAE(Pout )
where both Gp and PAE are functions of output power.

For employing this algorithm, we get benefit of learning-based approach that is
using the SNN. Figure3.3 shows the implementation of multiobjective PSO algo-
rithm using the SNN. This network consists of one hidden layer with several neurons.
For obtaining the optimal number of neurons, the rule of thumb approach is employed
[11].

3.3 Designed and Optimized Lumped Element PA

For validating the proposed optimization process, one lumped element 10W PA in
the operational frequency band from 1GHz to 2.3GHz is designed and optimized.
The used transistor model is Wolfspeed CGH40010 Gallium Nitride (GaN) high-
electron mobility transistor (HEMT) and the designed PA is implemented on Rogers
RO4350B substrate with relative dielectric constant εr = 3.66 and a thickness of
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Fig. 3.3 Employment of the
multiobjective PSO
algorithm through shallow
neural network for predicting
the optimal design
parameters; f1 = Gp(Pout )
and f2 = PAE(Pout )

0.508mm. The optimization process is performed on CPU execution environment
that has specifications as: Intel Core i7-4790 CPU @ 3.60GHz with 8.0 GB RAM.

Figure3.4 shows the optimized PA by using the BUO and PSO algorithms leading
to generate optimal structure with sizes of included components. As can be seen, the
BUO algorithm provides four unit cells in the input MN side and three unit cells in
the output MN sides. The initial reactive component values are achieved using the
RO method where the values are randomly increased or decreased.

After constructing the PA, it is time to achieve the optimal component values. For
this case, suitable amount of data must be created for training SNN. Randomly the
component values are changed and the corresponding PA responses (i.e., Pout , Gp,
and PAE) over the interested frequency band are achieved. In total 1000 training

Fig. 3.4 Optimized lumped element PA using the BUO for constructing the PA structure and also
the PSOmethod for optimizing the design parameters sequentially and automatically; The units for
each inductor and capacitor are nH and pF, respectively
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Fig. 3.5 S-parameter
simulation results of
optimized PA in Fig. 3.4
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data and 500 testing data are obtained and the rule of thumb approach is applied
for predicting the optimal neuron numbers. The number of neurons are achieved by
using the training/testing data and also applying the rule of thumb approach where
the simulation results reveal that when there are 100 neurons in the hidden layer, the
training and testing accuracy are 95.54% and 93.02%, respectively.

The optimized values of passive components are shown in Fig. 3.4 and the related
simulation results are presented in Figs. 3.5, 3.6, 3.7. Figure3.5 presents the S-
parameter simulation results in terms of S11, S22, and S21. For the optimized PA,
the S11 is lower than -30 dB in the whole operation frequency band. The PA achieves
a simulated S21 of 20 dB at 1GHz and it remains flat and higher than 14 dB in the
operation frequency band. The optimized three specifications (i.e., Pout , Gp, PAE)
are shown in Fig. 3.6 that are extracted at 3-dB gain compression. The automatically
optimized PA reveals around 40 dBm output power in the operation frequency band.
The minimum and maximum PAE values appears at 1.9GHz and 1GHz that are
45.28% and 61.54%, respectively. Additionally, the stability of the optimize PA is
reported in Fig. 3.7 that illustrates its well performance in the large signal operation
frequency band.

3.4 Conclusion

This work presents an automated optimization process for designing a lumped ele-
ment PA using the BUO and PSO algorithms sequentially. Firstly, the BUO method
is employed for configuring the structure of the PA. Then, the multiobjective PSO
algorithm is employed with a SNN for achieving the optimal values of reactive
components. The presented method is used for optimizing concurrently the output
power, gain, and efficiency specifications of the PA. This learning-based optimization
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Fig. 3.6 Pout , Gp , and
PAE results of optimized
PA @ 3-dB gain
compression
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Fig. 3.7 Stability factor of
optimized PA
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method is performed with the combination of ADS and MATLAB which provides
a fully automated platform. For validating the proposed method, one PA in the fre-
quency band 1÷ 2.3GHz is designed and optimized. The simulation results illustrate
that in the operation frequency band, the achieved power gain is flat and higher than
10 dB and also the efficiency can reach maximum 61.5%.
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Chapter 4
Investigation of Super-Resolution
Methods for Processing a Sequence
of Aerial Photographs

Alexander Y. Ivanov , Vitalii A. Pavlov , and Sergey P. Nuzhny

Abstract Today, one of the main problems in the field of small object detection is
the low resolution of the image because in most cases an object can only occupy a
small area of the frame (areas of 15× 15 pixels or 30× 30). Until recently, the main
way to improve the quality of images was to upgrade the technical characteristics
of the equipment installed on board the aircraft. However, the limitations created
by the element base increase the cost of such equipment. With a dramatic leap in
the performance of computing resources, it has become possible to apply digital
image processing algorithms. The challenges posed by the constraints imposed on
the installed hardware on board the aircraft are being overcome by machine learning
techniques. With the advent of the possibility of training neural networks, variational
methods and classical interpolation methods have faded into the background and are
practically not used due to their shortcomings. Algorithms that are used to improve
the visual quality of an image are called super-resolution methods. The task of the
methods is to search in a space of higher dimension for such an instance, which,
upon de-citation, is transformed into an original image of low quality. This article
compares some super-resolution methods in terms of quality / speed. Examples of
the best algorithms among the considered ones are given. Based on the analysis of the
results obtained, a conclusion is made about the advisability of using the investigated
methods aboard. Conclusions are given on the advisability of using neural network
approaches, at best based on compensation between personnel movements. Themain
advantages and disadvantages of existing approaches are noted.

Keywords Super-resolution · Variational method · Neural network methods
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4.1 Introduction

Super-resolution is a relatively new direction that began to actively develop with
the advent of convolutional neural networks. The use of super-resolution technology
makes it possible to analyze and process [1–8] images with improved quality in
computer vision systems.Analysis of the literature [9–12] showed that researchers are
mainly guided by the qualitative indicators of the developed method, in comparison
with other approaches that have proven themselveswell on the samedata set.Whereas
the assessment is performed on a small number of datasets. In addition, since in
most cases the dataset contains high quality images, it is difficult to say how well
a particular algorithm will perform on a sequence of aerial photographs. To date,
there are no studies aimed at a comprehensive study of the behavior of various super-
resolution methods in relation to video sequences received from an aircraft. The
purpose of this work is to study super-resolution methods for processing a sequence
of aerial photographs.

4.2 Existing Approaches

4.2.1 Classical Methods

Classical methods [13, 14] (interpolation) super-resolution are simple to implement
and do not require long processing [15]. However, processing time and simplicity
are the only advantages of this approach. The main problem of these methods is
to introduce negative effects into the image, in addition to those available after the
formation process:

(1) Distortions associated with image sampling are called aliasing or the effect of
superimposing high frequencies on low frequencies. If the sampling is incor-
rect, the high-resolution imagewill have noticeable artifacts - the aliasing effect
[16]. This effect is especially characteristic of images obtained by the nearest
neighbor method.

(2) The second negative artifact is the Gibbs effect, which consists in the appear-
ance of false lines near the object, repeating its contour, arises near contrasting
differences in the image. This effect manifests itself with bicubic interpolation
and when using Lanczos kernels [17].

(3) The third negative effect that interpolation brings (typical for interpolation
with a Gaussian kernel) is blurring. However, in addition to the negative effect,
Gaussian interpolation can reduce the noise level [18]. The variance parameter
sets the amount of blur.
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4.2.2 The Variational Approach

The variational super-resolution method consists in finding a solution to an incor-
rectly posed problem by introducing a regularizing stabilizer Bilateral Total Variation
[19] to minimize the L1 or L2 norm between the original and super-resolved images.
This approach is iterative, and after each pass of the cycle, the output image is
refined by calculating a certain stabilizing factor [20]. One of the fundamental tasks
in this method is the calculation of the operator for the movement of points, since the
accuracy of the super-resolved image directly depends on the deformation operation.

4.2.3 Neural Networks Approaches

Neural networkmethods [21] are by far themost popular ways to improve resolution.
If in classical approaches the result of super-resolution was only forecasting, then in
the case of deep learning methods the result is a complex mapping. The greater the
depth of the neural network, the more complex the mapping, and the more likely it
is to improve the accuracy of reconstruction [22]. The methods can be divided into
two groups according to the way the problem is solved:

(1) The first group - methods [23] based on models of convolutional neural
networks, the purpose of which is to find a function of mapping one space
to another of a higher order. The main problem of this approach is the smooth-
ness of the results obtained, since the loss function is often initialized with a
per-pixel function. Minimizing the error allows you to find the average prob-
ability solution for each of the pixels. However, the results of this approach
often have a poor quality of perception [24].

(2) The second group - methods based on generative adversarial networks. The
idea of this approach is to introduce adversarial learning and obtain images
close to a real set (photorealistic frames) [25]. The network consists of two
competing subnets - a generator and a discriminator. The generator’s task is to
apply such a transformation to the input image so that the discriminator cannot
distinguish it from a real high-quality image. The discriminator, in turn, learns
to distinguish forgery.

The following approaches to spatial information recovery are possible: single
image super-resolution (SISR); Ultra-high-resolution imagery (MISR). The idea of
the SISR method [23, 25, 39, 40, 42] is to use information inherent in a frame inde-
pendently of other frames in the video sequence. However, in this case, the neural
network learns to predict the missing information that the image contains. Since the
information that was removed during compression disappears without a trace. The
second approach is MISR [19, 26, 41], the idea of which is to search for an optical
stream (however, there are other approaches to implementing the search for inter-
frame displacement [27–29]) between a pair of frames (or more) of a video sequence.
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Thus, the redundant information contained in the sequence of low-resolution frames
is introduced by sub-pixel shifts between them. This approach is distinguished by
the plausibility of the restoration results, since the algorithm has the ability to find
information in a sample, and not in a single image. However, the disadvantage is
the significant processing time of the sequence, especially when the optical flow is
calculated with deep dependencies.

4.3 Research

4.3.1 Research Setup

To carry out the research, a universal software was implemented for the experimental
evaluation of various super-resolution methods. The software is implemented in C++
with support for theOpenCV [30] and TensorFlow [31] libraries. The program down-
samples the original dataset. In the future, the task is reduced to super-resolution,
comparing the original dataset with the super-resolved one and estimating the execu-
tion time. For comparison, the following similarity measurement methods were
selected: MSE, PSNR, SSIM [32], GMSD [33], BRISQUE [34].

The dataset [35], on which the testing took place, consists of 13 video sequences
(each video contains from 1000 frames to 7000), received from the aircraft cameras,
the duration of the video is on average one and a half minutes. Features of the
dataset: compression artifacts, blur due to camera shake, resizing of objects. Mostly
the dataset [35] consists of image sequences with a resolution of 640 × 480 pixels.
Also, in the set there aremany scenes with the presence of small objects. Calculations
were performed on a platform with the following characteristics: Core i7, 3.7 GHz,
RAM 32 Gb, GPU RTX 2080 TI.

4.3.2 Results

Table 4.1 shows the results of processing video sequences, averaged over the entire
dataset.

The analysis of the results obtained allowed us to conclude that neural network
approaches are suitable for solving the problem. However, the metrics MSE, PSNR
have a weak correlation with human perception. The resulting super-resolution
images are blurry because the dataset was initially affected by negative effects. It
is advisable to analyze the results obtained, focusing on the results of the GMSD
and BRISQUE metrics. Low-weight networks SRCNN (9–1-5), FSRCNN, ESPCN,
LapSRN have shown themselves well, if you look for a compromise between quality,
speed and computing resources, thiswill be the best choice. SRCNN(9–5-5), SRCNN
(9–3-5) and EDSR also performed well, but the problem is the low processing speed.
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Table 4.1 The results of processing video sequences, averaged over the entire dataset

Method MSE PSNR, dB SSIM GMSD BRISQUE Time, sec

AREA [14] 13.18 37.55 0.92 0.0256 36.94 0.0003

CUBIC [14] 8.50 39.54 0.94 0.0249 50.36 0.0005

LANCZOS4 [14] 8.38 39.59 0.94 0.0249 49.26 0.0019

LINEAR [14] 9.18 39.15 0.94 0.0264 54.91 0.0003

NEAREST [14] 13.18 37.55 0.92 0.0256 36.94 0.0002

PYRLK [36] 1268.13 18.35 0.43 0.1822 23.09 0.6202

BROX [37] 1231.54 18.54 0.46 0.1839 85.43 0.6537

FARNEBACK 1195.06 18.67 0.44 0.1815 40.72 0.5474

TVL1 [38] 1234.69 18.53 0.45 0.1821 53.54 1.839

LapSRN [39] 8.32 39.57 0.94 0.0246 49.01 0.4789

FSRCNN [40] 8.36 39.54 0.94 0.0244 44.80 0.1001

ESPCN [41] 8.52 39.42 0.94 0.0244 48.96 0.0397

EDSR [42] 7.96 39.76 0.94 0.0243 49.59 24.712

SRCNN (9–1-5) 8.19 39.64 0.94 0.0241 49.29 0.2669

SRCNN (9–3-5) 8.22 39.62 0.94 0.0241 49.63 0.8847

SRCNN (9–5-5) 8.23 39.62 0.94 0.0241 49.57 1.3203

The image obtained by the ESPCNmethod (Fig. 4.1) has become less contrasting;
its shape can distinguish the vehicle.However, there are difficultieswith the definition
of the class of the object. The image obtained by the FSRCNN method (Fig. 4.2)
is also less contrasting, as in the previous case, because of this, the shape of the
car’s surface becomes poorly distinguishable, the silhouettes of small-sized parts
(headlights) disappeared.

The EDSRmethod (Fig. 4.3) retained all contrasting drops and contours, however,
the image turned out to be less saturated, visually the surface texture became blurred.

The image reconstructed by SRCNN (9-5-5) (Fig. 4.4.) has a strong blurring of
the contour of cars, the red car becomes poorly distinguishable. The result of the
SRCNN method (9-1-5) (Fig. 4.5.) is similar to the original, but the shadows and
brightness of the image are lost, the contours become less clear.

4.4 Conclusion

For the problem of super-resolution and specifically for the restoration of aerial
photographs, the classical methods show low efficiency, since there is no information
content of the introduced data. Also, the appearance of negative effects on the image,
as a result of processing, such as: aliasing, blurring, false contouring.

Stabilizer-based method Bilateral full parameterization provides high perfor-
mance with optimal parameter selection. The advantage is the fact that the algorithm
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Fig. 4.1 On the left are original images (a, c), on the right are images (b, d) recovered using the
ESPCN method

Fig. 4.2 On the left is the original image, on the right is the image reconstructed by the FSRCNN
method

works with a selection from a video sequence, and not specifically with an image,
as a result of the re-construction is more plausible. Also, the disadvantages are: the
use of interpolation at the heart of the algorithm, as a result of which negative effects
are introduced (blur, false contouring); the accuracy of the reconstruction depends
on the accuracy of the calculation of the optical flow.

Neural network methods show the best results in terms of quality assessment
metrics, however, the more complex the network, the longer processing time is
required. Based on the results of the experiments, we can conclude that the best
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Fig. 4.3 On the left are original images (a, c), on the right are images (b, d) reconstructed by the
EDSR method

Fig. 4.4 On the left is the original image, on the right is the image reconstructed by the SRCNN
method (9-5-5)

options (in terms of quality/speed) are: SRCNN (9-1-5), FRSCNN, ESPCN. If we
compare the visual quality of restoration, then preference can be given to SRCNN
(9-5-5) and EDSR. These approaches do a good job of enhancing contrast and detail.
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Fig. 4.5 On the left is the original image, on the right is the image reconstructed by the SRCNN
method (9-1-5)

When applying the filter to the image, the influence of objects located outside the
field of view of the lens is not taken into account, the brightness at the edges of the
distorted image may be unstable. This circumstance leads to the appearance of edge
effects (false halos of high brightness) on the reconstructed image, which is typical
for all super-resolution methods and is a disadvantage.
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Chapter 5
On the Classification of OFDM Signals
Modulation Types Using Neural
Networks

Igor N. Gorbunov , Vitalii A. Pavlov , Sergey V. Zavjalov ,
and Dong Ge

Abstract Automatic classification of modulation types is an important step in the
development of a cognitive transceiver. In this paper, an algorithm was proposed
for the automatic classification of six types of OFDM signal modulations: BPSK,
QPSK, 16-, 64-, 256-, 1024-QAM. Themethod is based on the extraction of features,
for which the statistics of the deviation of the instantaneous value of the amplitude,
cumulants and adaptive wavelet entropy were used. In order to identify the algo-
rithm that gives the optimal result in terms of the classification quality and the work
speed, various combinations of used features were investigated. For each combina-
tion of features, simulation modeling was carried out, and characteristic curves of
the classification accuracy were obtained.

Keywords Neural networks · OFDM · Classification

5.1 Introduction

The active development of «Beyond 5G» and «Pre-6G» systems leads to the research
of various signal processing technologies. Variants of such development are the
ability to automatically classify the applied modulation schemes [1] and machine
learning methods. This is used in the construction of intelligent communication
systems, such as cognitive and adaptive radio receivers, as well as radio frequency
monitoring systems. Methods for automatic classification of modulation types can
be divided into two groups.

The first group includes methods based on calculating the likelihood function
(likelihood based). To make a decision on the type of modulation, a likelihood ratio
is calculated and compared with a threshold value. These methods make it possible
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to obtain an optimal solution [2] about the type of modulation, but they have high
computational complexity [3, 4]. This fact makes it difficult to implement, especially
on the SDR platform. An additional disadvantage of this method is the requirement
for a priori information about the signal parameters, which is undesirable for an
adaptive receiver. The second group includes methods based on the extraction of
features (feature based). Such algorithms, as a rule, consist of two stages: extrac-
tion of characteristic features from the received signal and their classification. This
approach shows good productivity with low computational complexity [5–11]. An
additional advantage is that there is no requirement for a priori information about
signal parameters and channel statistics.

Analysis of the literature has shown that in recent decades, various algorithms for
classifyingmodulations have been developed for single-frequency information trans-
mission systems [2, 5–7]. However, there is not much research on the development
of classification algorithms for multifrequency signals [12]. Multifrequency signals,
in particular OFDM signals, are widely used in broadband and local communication
systems Wi-Fi, WiMax, LTE, in digital television [13–19].

In this paper, we will focus on themethods for the classification of multifrequency
signals based on feature extraction.

A method for classifying QAM modulations based on statistical features was
proposed in [8]. The authors used such OFDM signal features as mean value, vari-
ance, skewness and kurtosis. This algorithmwas tested on amultipath channelmodel,
but it was not robust to time and frequency synchronization errors. In [9], for the
classification of QAM modulations, a method was proposed that uses the amplitude
moments and correlation between the subcarriers of the OFDM signal. The authors
have shown that their method remains reliable in the presence of a frequency shift
and its efficiency improves with an increase in the order of the amplitude moments.
An example of using a normalized fourth-order cumulant for the classification of
BPSK, QPSK, OQPSK, MSK and 16-QAM modulations is considered in [10, 11].
Themethod proposed by the authors is resistant to shifts in time, frequency and phase
and does not require a priori information about the signal parameters and channel
statistics.

The sets of basic types of modulations considered in these works are limited and
do not exceed six varieties. Also, the use of wavelet entropy as a feature for OFDM
systems remains unexplored. Meanwhile, this feature has shown good results in
single-frequency systems [20]. The purpose of this work is to develop a method for
classifying the types of modulations BPSK, QPSK, 16-, 64-, 256-, 1024-QAM in
OFDM systems.
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5.2 Description of Features for the Classification
of Modulation Types

A review of the literature has shown the promise of using features based on adaptive
wavelet entropy [20], statistics of the deviation of instantaneous amplitude values
[1] and cumulants of various orders [1]. Let’s take a closer look at these features.

5.2.1 Adaptive Wavelet Entropy

The features are based on adaptive wavelet entropy is charged in accordance with
the formula [20]:

E(s) = 1

N

N∑

i=1

|si |p, (5.1)

where p is the power that is selected in the range 1≤ p< 2, si are the approximation
or detail coefficients of discrete wavelet transform of OFDM symbol, N is the size
of OFDM symbol.

5.2.2 Statistical Features

In the following statistical features were used:

(1) The maximum spectral power density of the normalized and centered value of
the instantaneous amplitude:

γmax = max|DFT (Acn)|2
N

; Acn = A

μA
− 1, (5.2)

where Acn is the normalized and centered value of the instantaneous amplitude
of OFDM symbol, μA is the expected value of the instantaneous amplitude of the
OFDM symbol, N is the size of OFDM symbol.

(2) The logarithm of the variance of the absolute value of the normalized and
centered instantaneous signal amplitude:

L�2
aa = lg

⎛

⎝ 1

N

N∑

n=1

A2
cn[n] −

(
1

N

N∑

n=1

∣∣Acn[n]∣∣
)2

⎞

⎠. (5.3)
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(3) The standard deviation and the absolute value of the normalized instantaneous
amplitude of the signal centered:

σaa =
√√√√ 1

N

N∑

n=1

A2
cn[n] −

(
1

N

N∑

n=1

∣∣Acn[n]∣∣
)2

. (5.4)

5.2.3 Cumulants

In [21] fourth-order cumulants of a complex signal were proposed as features for the
classification of PAM, PSK, and QAM modulations:

Ĉ20 = 1

N

N∑

n=1

r2[n], Ĉ21 = 1

N

N∑

n=1

|r [n]|2,

Ĉ40 = 1

N

N∑

n=1

r4[n] − 3Ĉ20; Ĉ41 = 1

N

N∑

n=1

r3[n] ∗ r [n] − 3Ĉ20Ĉ21;

Ĉ42 = 1

N

N∑

n=1

|r [n]|4 −
∣∣∣Ĉ20

∣∣∣
2 − 2Ĉ2

21. (5.5)

5.3 Description of the Simulation Model

Consider the principle of the simulation model. On the receiving side, after the fast
Fourier transform, features are extracted, which are then transmitted to the input of
the classifier. As a classifier were tested varieties fully connected neural networks of
direct distribution, consisting of the three hidden layers. The number of neurons in
the input layer was chosen based on the number of input features used for training.
The training was carried out according to the Levenberg–Marquardt method [22].
This method has a high convergence rate and allows you to achieve the smallest
classification error. The hyperbolic tangent was used as the activation function for
the hidden layers of the neural network. The output layer has a linear activation
function applied. The root-mean-square error (MSE) method was used as the error
measurement function. The sizes of the training sample ranged from 3200 to 32,000
bits, depending on the type of modulation.

The training and testing of the network was carried out in accordance with the
scheme shown in Fig. 5.1. Testing of the trained neural network was carried out on
an information sample of at least 5 × 106 bits. Each OFDM symbol was fed to the
input of the classifier.
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Fig. 5.1 Block diagram of the simulation model

5.4 Simulation Results

In the work, a series of experiments was carried out for each of the five neural
networks trained on different sets of features extracted from the OFDM signal: (1)
14 dwt, (2) 14dwt + 3stat, (3) 14dwt + 3stat + 5cum, (4) 7dwt(A) + 5cum i (5)
7dwt(D) + 5cum, where.

• 14 dwt is 7 coefficients of approximation and 7 coefficients of detail of the discrete
Wavelet transform. 7dwt (A) and 7dwt (D)—coefficients of approximation and
detail separately;

• 3stat is 3 statistics of deviation of instantaneous amplitude values;
• 5cum is 5 cumulants of different orders.

At Eb/N0 = 5 dB (Eb is the transmitted bit energy, N0 is the spectral density of
the average noise power) three of the five networks under study show a classification
accuracy of more than 80% for all types of modulations (see Table 5.1).

With a value of Eb/N0 = 15 dB (see Table 5.2), only classifier 1 shows in some
cases an accuracy of less than 90%—for modulation types: QPSK, 16-QAM and

Table 5.1 Classification accuracy at 5 dB

BPSK QPSK 16-QAM 64-QAM 256-QAM 1024-QAM

14 dwt 0.6388 0.4947 0.9347 0.8801 0.9784 0.9855

14dwt, 3stat 0.7489 0.8966 0.9705 0.9802 0.9720 0.9755

14dwt, 3stat, 5cum 0.9951 0.9967 0.9670 0.9728 0.9792 0.9824

7dwt(A), 5cum 0.9995 0.9970 0.9914 0.9910 0.9949 0.9869

7dwt(D), 5cum 0.9992 0.9970 0.9908 0.9925 0.9891 0.9885
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Table 5.2 Classification accuracy at 15 dB

BPSK QPSK 16-QAM 64-QAM 256-QAM 1024-QAM

14 dwt 0.9975 0.8100 0.8990 0.8616 0.9690 0.9820

14dwt, 3stat 0.9994 0.9597 0.9864 0.9800 0.9699 0.9766

14dwt, 3stat, 5cum 1 0.9993 0.9906 0.9716 0.9797 0.9879

7dwt(A), 5cum 1 0.9987 0.9836 0.9849 0.9961 0.9901

7dwt(D), 5cum 1 0.9988 0.9816 0.9923 0.9888 0.9927

64-QAM. In other cases, all networks demonstrate classification accuracy above
95%.

Analysis of the results shows that the use of cumulants gives a good increase
in the classification accuracy, but an increase in the number of extracted features
increases the complexity of the algorithm, and it is not advisable to use the full set
of features. A classifier using cumulants with a truncated set of discrete wavelet
transform coefficients shows the result not worse (the difference is less than 3%)
compared to a classifier trained on a full set of features.

Comparing classifiers 4 and 5 (variants with separated coefficients of approxima-
tion and detail), we can conclude that the results of their work are almost the same
(in some cases, the accuracy values differ by less than 1%). Starting from Eb/N0 =
5 dB, the probability of making the right decision regarding the type of modulation
is ~99%. The result of the work of the best of the studied classifiers for the range
from −5 to 20 dB is shown in Fig. 5.2.

Fig. 5.2 Dependence of classification accuracy on SNR for the 4th set of features
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Table 5.3 Number of different operations needed for each classifier (for one OFDM symbol)

+ /– × ÷ /
√

log()

14 dwt 35 N - 14 35 N 14 N + 14 0

14dwt, 3stat 2N log2N + 42 N - 14 N log2N + 40 N 19 N + 17 1

14dwt, 3stat, 5cum 2N log2N + 49 N -13 N log2N + 52 N + 10 21 N + 23 1

7dwt(A), 5cum 24.5 N - 6 25.5 N + 10 9 N + 13 0

7dwt(D), 5cum 24.5 N - 6 25.5 N + 10 9 N + 13 0

The probability of a false alarm when using this classifier, already starting from
5 dB, turned out to be less than 0.3% for each type of modulation from the studied
set of signals.

Data on the computational complexity of the algorithms are given in the Table
5.3:

Here N is the size of the OFDM symbol.

5.5 Conclusions

In this work, a method was proposed for the automatic classification of OFDM signal
modulations, based on the extraction of the following features: adaptive wavelet
entropy (coefficients of approximation and DWT detail), statistics of the deviation
of instantaneous amplitude values and cumulants of the second and fourth orders.

Analysis of the results of simulation modeling showed that the worst-case classi-
fication algorithm is performed by an algorithm trained on only one type of features.
At the same time, the use of cumulants makes it possible to exclude the deviations
of the instantaneous amplitude values and half of the used DWT coefficients from
the set of statistics. The following combination of features turned out to be the best
for the classification of BPSK, QPSK, 16-, 64-, 256-, 1024-QAM modulations: 7
approximation coefficients of the discrete wavelet transform, 5 cumulants of 2 and
4 orders. This method demonstrates, on average, an accuracy of 99% at a value of
Eb/N0 = 15 dB for the studied types of modulations. For comparison, the method
proposed in [10] shows an average accuracy of 95% at Eb/N0 = 15 dB.
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Chapter 6
Use of the Method of Setting the Interval
Target in the Problem of Synthesis
of a Neural Network Classifier
for Diagnosing Chronic Kidney Disease
in Patients

Eugene Mirkin and Elena Savchenko

Abstract The paradigm of teachingANNwith an “interval teacher” is considered to
solve the problems of medical diagnosis of chronic kidney disease. In this concept,
the ANN implemented a mechanism for choosing a specific “teacher” from the
deterministic interval set. A comparison of the learning results of the classical scheme
and the proposed paradigm is given. The effectiveness of the proposed learning
concept is shown. The accuracy of the classifier with the “interval teacher” is 84.6%.

Keywords Interval training set · Medical classifier · Training set tuning
mechanism · Feedforward neural network · Interval teacher

6.1 Introduction

Creating machines or mechanisms endowed with intelligence is the idea of
researchers from various fields of science and technology. Although the first artificial
neural networks (ANN)were publishedmore than 50 years ago, this item began to be
deeply studied in the early 1990s and still possesses a huge research potential. Appli-
cations with the participation of systems considered intellectual cover various areas
of knowledge, which is confirmed by the publications of researchers of numerous
scientific journals. One of the directions where artificial neural networks are actively
used—this is a medical diagnosis [1–6], as they have a powerful tool for analyzing,
modeling and processing complex clinical data. At the same time, when developing
intelligent medical diagnostic systems, researchers face typical problems of selecting
the neural network topology, setting the coefficients of synaptic network connections,
search for new methods and learning algorithms, leading to acceptable results of the
operation of the ANN.
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The paradigm of teaching ANN with an “interval teacher” [7] was used to create
a model for diagnosing chronic kidney disease in patients. Chronic kidney disease
(CKD) is damage to the kidneys, or a decrease in their function for 3 months or
more. The disease is classified into 5 stages, which differ in the tactics of patient
management and the risk of developing end-stage renal failure and cardiovascular
complications [5, 6, 8–10].

Chronic kidney disease is a slow and progressive loss of kidney function over
several years, often resulting in irreversible renal failure.

Recognition of chronic kidney disease in patients will be the task of the neural
network: determining whether a patient belongs to one of the classes 0- “no CKD
disease”, 1- “CKD present”. To train the classifier, we used data from a retrospective
sample of diagnostics of chronic kidney disease in Indians. This dataset will be used
to predict chronic kidney disease and was obtained over a two-month period from
Apollo Reach Hospital Karaikudi, India [9]. The structure of the database of 282
patients is presented in Table 6.1.

Here is a description of the fields characterizing the patient’s condition at the time
of diagnosis:

1. Age.
2. Blood pressure, diastolic pressure is a numerical indicator of the work of the

heart, it is the pressure that the blood flowing in the blood vessels exerts on
the wall of the blood vessel. Blood pressure readings are influenced by the
strength of the heart muscle and the tone of the blood vessels [1].

3. Specific gravity of urine is a urinalysis parameter commonly used to assess
kidney function and can aid in the diagnosis of various kidney diseases.

4. Albumin is a protein found in the blood. A healthy kidney does not allow
albumin to pass from the blood to the urine. The damaged kidney passes some
albumin in the urine. The less albumin in the urine, the better.

5. Sugar (glucose) indicates glucosuria, a condition when glucose presents in the
urine due to high blood sugar or kidney damage. Glucosuria is a symptom of
diabetes mellitus.

6. Accumulations of purulent cells or pyuria can be a symptom of a huge amount
of diseases and commonly caused by an infection in any area of the urinary
system, including the kidneys, ureters, urethra, or bladder.

7. Bacteria: detection of bacteria in the urine indicates a possible infection of the
urinary system (cystitis, urethritis, pyelonephritis, etc.).

8. The volume of packed cells is a value equal to the height of the column of
erythrocytes, directly measured by centrifuging blood in a test tube. It is the
fastest and most affordable way to measure red blood cells in your blood.

9. Hypertension, arterial hypertension or elevated blood pressure: a serious
condition, significantly improving the risk of developing diseases of the
cardiovascular system, brain, kidney and other diseases.

10. Diabetes mellitus is a chronic disease, developing in cases where the pancreas
does not produce enough insulin or when the body cannot effectively use
produced insulin.
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Table 6.1 Patient database structure

No. Parameter Unit of measurement Database
record 1

Database
record 2

Database record
282

1 Age age (number) 48 62 … 42

2 Blood presure bp (number) 80 80 70

3 Urine specific
gravity

sg (number)
-(1.005,1.010,1.015,1.020,1.025)

1.020 1.010 1.020

4 Albumin al (number) - (0,1,2,3,4,5) 1 2 0

5 Sugar
(glucose)

su (number) - (0,1,2,3,4,5) 0 3 0

6 Accumulations
of purulent
cells

pcc
notpresent = 0 present = 1

0 0 0

7 Bacteria ba
notpresent = 0 present = 1

0 0 0

8 The volume of
packed cells

pcv (number) 44 31 43

9 Hypertension htn
yes = 1, no = 0

1 0 0

10 Diabetes
mellitus

dm
yes = 1, no = 0

1 1 0

11 Ischemic heart
disease

cad
yes = 1, no = 0

0 0 0

12 Appetite appet
good = 1, poor = 0

1 0 1

13 Edema pe
yes = 1, no = 0

0 0 0

14 Anemia ane
yes = 1, no = 0

0 1 0

15 Presence of
disease

class
ckd = 1 nock d = 0

1 1 0

11. Ischemic heart disease (IHD) or coronary disease: the heart pathology, which
is based on the damage of myocardium due to its insufficient blood supply
due to atherosclerosis and usually arising in its background with thrombosis
or spasm of coronary heart arteries.
It is one of the most common diseases and one of the main causes of mortality,
aswell as the temporary loss ofworking capacity of the population in developed
countries of the world [10].

12. Appetite is a feeling associatedwith the need for food, aswell as a physiological
mechanism that regulates the intake of nutrients into the body.

13. Swellingof the foot and ankle is oneof themain signs of congestive heart failure
(HF) but can also result from other systemic or local conditions, including



60 E. Mirkin and E. Savchenko

chronic kidney disease, liver disease, thyroid disease, venous insufficiency,
and venous thrombosis.

14. Anemia is a condition in which you do not have enough healthy red blood cells
to deliver enough oxygen to your body tissues.

15. Presence of disease: 0 means “no CKD disease”, 1 means “CKD presents”

6.2 Creating a Neural Network Model

To create a medical classifier for the diagnosis of chronic kidney disease in patients,
we will use the topology of the ANN, with the “interval teacher” training paradigm,
according to the method described in [7]:

1. Define the target (training) set in the form of a blurred set with clearly designated
interval boundaries, defined by the final training result. Table 6.2 shows the
training set (x1, x2 . . . x14), as well as classic (ŷ) and interval (ymin,ymax) target
sets for the synthesis of a medical classifier for the diagnosis of chronic kidney
disease in patients. As can be seen from the Table 6.2, the training selection
consists of 282 entries.

2. We will produce determining the rules for changing the boundaries of the target
(training) set, depending on the parameters of the learning process and the final
learning outcome, according to the algorithm:

ŷ =
⎧
⎨

⎩

ymin, i f y ≤ ymin

ymax, i f y ≥ ymax

y, i f ymin < y < ymax

, (6.1)

where ymax, ymin diapason of “interval teacher”; y—neural network training result;
ŷ—teacher for the next training epoch.

To confirm the effectiveness of the method proposed in [7], we will conduct a
comparative analysis of the two models of the neural network medical classifier
based on:

• a classic neural network that implements the paradigm of the training of an ANN
classical (traditional) “teacher.”

• neural network that implements the paradigm of ANN training with the interval
teacher.

For two models a two-layer feed forward neural network was created with two
neurons in the first layer and the activation function of a sigmoidal, and one output
neuron with a linear activation function (Fig. 6.2). For both models Levenberg–
Marquardt algorithm was chosen (Fig. 6.1).

The initial initialization of the weight and threshold coefficients of the neural
network with the following random values, identical for the two models, was
performed (Table 6.3):
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Fig. 6.1 The architecture of the created neural network

Fig. 6.2 The dynamics of changes in the error of a classical neural network and a neural network
with setting interval targets

The initial data were divided as follows: the training sample was 80%, validation
was 10% and test was 10%. The initial data were normalized in the traditional way
in the range from zero to one:

xi = xi−xmin

xmax − xmin
, (6.2)

where xi is the current value of the variable, xmin and xmax are the minimum
and maximum values of the variable respectively. The results of setting the models
are shown in Figs. 6.3 and 6.4, respectively. As can be seen from the figures, the
dynamics of error change and linear regression of goals with respect to the results
of the proposed model of a neural network medical classifier with an ANN training
paradigm with an “interval teacher” showed a high learning rate with a guaranteed
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Table 6.3 The weight and threshold coefficients of the neural network

weight coefficients w1matrix (2*14)

First layer −0.00958 −0.77168 10.72008 2,39,931 0.363531 −0.45932 2.269027

0.304216 0.397394 6.122102 2,09,133 −1.22196 7.935835 7.060963

−0.01585 5.84248 −1.22346 −11,593 3.061286 1.18897 8.21363

−
0.07522

3.821831 −699,956 6,12,473 −6.72447 3.346557 4.36549

weight coefficients w2matrix (1 × 2)

Second
layer

0.62204 0.72268

Threshold values of neurons of the first layer

First layer 2.89931 6.398203

Threshold values of neurons of the output layer

Second
layer

0.763798

Fig. 6.3 Linear regression of targets for results: a classical neural network (coefficient of determi-
nation R = 0.46), b neural network with setting interval targets (coefficient of determination R =
0.99)

result in comparison with the traditional method of training a neural network, both in
terms of the convergence rate of the process training, and the quality of recognition.

Let us show the efficiency of the operation of two models of a neural network
medical classifier on a test set of 26 examples, on which the classifier was not trained.
The classifier error is presented in the form of a Confusion Matrix (Fig. 6.4).
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Fig. 6.4 Data classification
accuracy for a classic teacher
(a) and an interval teacher
(b)
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From Confusion Matrix (Fig. 6.4) we see that the accuracy of the classifier of
the neural network with an interval teacher shows the best result. The classification
accuracy was 69.2% for a classical teacher and 84.6% for an interval teacher.

6.3 Conclusion

The method of ANN synthesis proposed in [7] is implemented here in the task of
creating a medical classifier for the diagnosis of chronic kidney disease in patients. A
comparative analysis of two models of a neural network medical classifier based on
a classical neural network, which implements the paradigm of learning an ANN of a
classical (traditional) “teacher” and a paradigm of learning an ANNwith an “interval
teacher” showed the effectiveness of the latter, both in terms of the convergence rate
of the learning process and the quality of recognition. The accuracy of the classifier
with the “interval teacher” is 84.6%.
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Chapter 7
Semi-automatic Segmentation
of COVID-19 Infection in Lung CT Scans

Faridoddin Shariaty , Mojtaba Mousavi, Azam Moradi,
Mojtaba Najafi Oshnari, Samaneh Navvabi, Mahdi Orooji, and Boris Novikov

Abstract As the prevalence of COVID-19, concerns about the treatment of the
disease and its impact on communities’ future have increased sharply. The best
way to prevent the spread of COVID-19 disease is to quickly diagnose patients and
prevent them from coming into contact with healthy people. Computer methods are
very effective in finding patients with COVID-19 and speed up the diagnosis. These
methods are also widely used to assess a patient’s condition, for example, to assess
the disease’s progression over time and to measure the rate of spread of the virus
in the lungs. In this article, a segmentation method is introduced to segment the
infected parts of the lung in CT scans. This method is based on Lazy-Snipping and
Super-pixel algorithms. As a result of segmentation, the performance of algorithm
is presented and compared with other methods using Dice score which was 80%.
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Super-pixel algorithm · Lazy-snipping algorithm

F. Shariaty (B)
Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russia
e-mail: Shariati.f@edu.spbstu.ru

M. Mousavi
Khatam Al-Nabieen University, Kabul, Afghanistan
e-mail: s.mojtaba.mousavi@knu.edu.af

A. Moradi
Federal State Autonomous Educational Institution of Higher Education, National Research
University ITMO, Saint-Petersburg, Russia

M. N. Oshnari · S. Navvabi
Department of Mathematics and Mechanics, Saint-Petersburg State University,
Saint-Petersburg, Russia

M. Orooji
Department of Electrical Engineering, Tarbiat Modares university, Tehran, Iran

Department of Electrical Engineering, University of California, Davis, USA

B. Novikov
Saint Petersburg HSE University, Saint-Petersburg, Russia

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
E. Velichko et al. (eds.), International Youth Conference on Electronics,
Telecommunications and Information Technologies, Springer Proceedings
in Physics 268, https://doi.org/10.1007/978-3-030-81119-8_7

67

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-81119-8_7&domain=pdf
http://orcid.org/0000-0002-7060-8826
mailto:Shariati.f@edu.spbstu.ru
mailto:s.mojtaba.mousavi@knu.edu.af
https://doi.org/10.1007/978-3-030-81119-8_7


68 F. Shariaty et al.

7.1 Introduction

Assessing the disease’s progression is very important in medicine, which helps to
accurately analyze the type of disease. For example, in COVID-19 disease, one of
the critical components for each patient is to check the level of progression of the
virus and infection in the lungs, according to which the patient’s treatment should
be determined. Obtaining the level of disease progression by physicians is a difficult
task and requires a lot of time, while the diagnosis and treatment of COVID-19
patients require high-speed methods. This is due to the rapid spread of the disease,
and in some cases, the lack of empty beds in hospitals, which complicates treatment
and requires more speed [1].

The development of computer systems in the field of medicine [2] helps a lot in
the initial diagnosis of the disease quickly as well as following the progress of the
disease. In recent years, these systems have foundmany applications in medicine, for
example, in the field of automatic detection of lung cancer [3, 4] or segmentation of
nodules in the lungs from surrounding areas. Segmentation of infectious lung tissues
from the surrounding areas is one of the most important steps in the processing of
medical data [5, 6]. This is also very important for patients with COVID-19, as the
segmentation of infected tissues can determine the percentage of virus spread in the
lungs. On the other hand, it is very difficult to separate the infected tissues of the
lungs because the infected parts of the lungs have a high intensity and are very similar
to the environment around the lungs and also very similar to the lungs. Therefore,
computer systems usually do not recognize these parts like lungs, and the separation
is incomplete [7].

Segmentation methods are divided into three categories: image-based, model-
based, and hybridmethods.Model-basedmethods such as Active AppearanceModel
and Active Shape Model [8]. These methods use the feature information [9] in the
image to segment it. Image-based methods use only the information in the image
appearance to segment it. Among these methods, we can mention morphological
operation, thresholding [10], watershed, level set, active contour and region growing
[11].

This article, reviewed standard methods of separating different lung tissues in
CT scan images in a categorized manner. Also, a new method of isolating infec-
tions caused by COVID-19 in the lung has been proposed using CT scan images
that can segment the infected tissue with high accuracy. This method is based on
Lazy-Snipping and Super-pixel algorithms, which have many applications for the
segmentation of lung nodules.

7.2 Review of Literature

As the lungs are complex organs, the separation of lung components is one of the
essential steps in computer-aided diagnosis systems. Segmentationmethods, as men-
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tioned, are divided into three categories: model-based methods, image-based meth-
ods, and hybrid methods. In following presented an overview of the literature that
has used each of these methods.

CT images provide high-quality 3D images for COVID-19 detection, and deep
learning techniques are widely used to segment ROI in these images [12–14]. Fre-
quently used deep networks for patients with COVID-19 include classic U-Net [15–
17], UNet++ [18], VB-Net [19, 20] (Table 7.1). Compared to CT, X-ray imaging
is easily accessible worldwide. However, splitting X-ray images is even more chal-
lenging because of the 2D projections projected onto soft textures and thus confuse
the image contrast [21].

7.3 Materials and Methods

7.3.1 Patients

The procedure for selecting patients with COVID-19 is such that to ensure that the
patient has COVID-19 and not another similar disease (such as edema), a PCR test
is taken from the patient twice. If the result is positive, a CT scan of the lung is taken
six days after the disease’s onset.

7.3.2 Data Acquisition

To achieve the desired results, 85 cases with COVID-19 disease have been used.
These CT scan images were provided from Shariati Hospital and Taleghani Hospital
in Tehran, Iran. For each patient, the ground-truth annotation by physicians and CT
imaging data were provided. The number of CT scan image layers in these images
is from 126 to 135, and their thickness is from 1 to 6mm.

7.3.3 Methods

The segmentation method used in this article is based on Lazy-Snipping and Super-
pixel algorithms for segmentation of infected areas in patients with COVID-19 in
CT scan image. These two algorithms are described separately below [34, 35].
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Table 7.1 The review of literature about lung segmentation for COVID-19 patients

Literature Modality Method Target ROI Application

Zheng et al. [22] CT U-Net Lung Diagnosis

Cao et al. [23] CT U-Net Lung Quantification

Lesion

Huang et al. [24] CT U-Net Lung Quantification

Lesion

Lung lobes

Qi et al. [25] CT U-Net Lung lobes Quantification

Lesion

Gozes et al. [26] CT U-Net Lung Diagnosis

Lesion

Chen et al. [27] CT U-Net++ Lesion Diagnosis

Jin et al. [28] CT U-Net++ Lung Diagnosis

Lesion

Shan et al. [20] CT VB-Net Lung Quantification

Lesion

Lung lobes

Lung segment

Tang et al. [29] CT Commercial
Software

Lung Quantification

Lesion

Trachea

Bronchus

Shen et al. [30] CT Threshold-based
region growing

Lesion Quantification

Li et al. [31] CT U-Net Lesion Diagnosis

Wang et al. [32] CT Noise-robust
deep learning

Lesion Quantification

Zhou et al. [13] CT 3D U-net Lesion Quantification

Amyar et al. [33] CT Multi-task deep
learning

Lesion Quantification

7.3.3.1 Super-Pixel Method

Tomake segmentation easier and more efficient, as well as to create more inclination
between the infected area as the foreground and the rest of the components as the
background, the image of the lung has been turned into several sub-regions. To
convert the lung image into several subregions, the simple linear iterative clustering
(SLIC) Super-pixel method has been used [35], in which the pixels are classified into
a group based on one pixel, which makes it easy to calculate the image properties
and the next steps of image processing efficiently. The advantages of the Super-
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pixel algorithm include the following: This algorithm connects the borders of the
infected area precisely, and when the pre-processing is done, the processing speed
and system efficiency increase. In addition, Super-pixel increases the speed and
quality of segmentation results.

To use Super-pixels, the k-mean method was used. In this work, we selected
the number of Super-pixels arbitrarily and experimentally, then the number of real
Super-pixels is selected by the SLIC method. After that, the image is clustered and
segmented for the next step.

7.3.3.2 Lazy-Snipping Method

The Lazy-Snipping method is a controllable and flexible method that segments the
objects inside the image well, even if they are small or large and have blurred or
low contrast borders. The Lazy-Snipping method has two steps. In the first step, the
background and foreground are specified by the user. Then in the second step, the
system boundaries are separated, which again allows the user to manually correct the
borders that are not separated properly. This method is region-based and boundary-
based method. Segmentation is such that the image is considered as a graph G =<

ν, ξ > where ν is a set of nodes considered as pixels and ξ as arcs with four or eight
neighboring pixels. Then each xi pixel corresponding to node i(i ∈ ν) is made easy
as a label for labeling X = xi by minimizing Gibbs energy E(X).

E(X) =
∑

(i∈ν)

E1(xi ) + λ
∑

((i, j)∈ξ)

E2(xi , x j ) (7.1)

That E1(xi ) is likelihood and when the label i is xi , the valuation is done and
E2(xi , x j ) is the previous energy and determines that the values of nodes i , j are
related to xi , x j . The energy terms E1 and E2 are specified by the user input, which
in Eq. (7.1) E1 encodes the same term and specifies whether it is a foreground or a
background. E2 is used as an indicator of energy along boundaries.

In this step, the image that has been converted to sub-region by the SLIC method
is divided by the Lazy-Snipping method so that the image is divided into two parts,
foreground, and background. In this method, the background and foreground are
specified manually by the user and then using the image obtained in the previous
step, which is the number of sub-regions, the image is segmented and the infected
regions are recognized.

7.3.4 Statistical Analysis

In order to compare the performance of CNN with the radiologist, the five perfor-
mance indicators were calculated as follows:
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Dice = 2 × NT P

2 × NT P + NFN + NFP
(7.2)

Sensi tivi t y = NT P

NFN + NT P
(7.3)

PositivePredictiveV alue(PPV ) = NT P

NT P + NFP
(7.4)

In this study, positive and negative were assigned to the infected and non-infected
areas, respectively. Thus, NT P and NT N show the correctly segmented infections
and non-infection areas. NFP and NFN show the number of non-correct segmented
infections and non-infection areas, respectively.

7.4 Results and Discussion

Figure7.1 shows the visual performance of the algorithm presented in the paper. In
this figure, the points are specified by the user, and the selection of two or three points
from the background and one point in each area suspected of COVID-19 is enough
to run the algorithm and separate the infected areas. Patients with COVID-19 can be
acute or non-acute, as can be seen from Figs. 7.1 and 7.2, where Fig. 7.2 shows that
the infection fills most of the lung volume. If the infection occupied a large area of
the lung, more than one seed point should be selected for more accurate separation.

To check the accuracy of the proposed algorithm, a radiologist segmented the
infected areas due to COVID-19, and finally, the results of the algorithm were com-
pared with the results of manual segmentation. As can be seen in Table7.2, the
performance of the algorithm is very good, and the Dice criterion is 80%.

In this paper, in addition to the Dice criterion, the criteria of sensitivity and Pos-
itive Predictive Value (PPV) are also calculated. According to the TP and FN, the
sensitivity of the proposed algorithm is 0.77, which shows the high power of the algo-
rithm for segmentation of the areas containing the disease in patients with Covid-19.
Also, the Positive Predictive Value (PPV) Criterion is equal to 0.84, which indicates
that the algorithm has segmented most of the virus-contaminated areas in the lung
on average.
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Fig. 7.1 Choose seed points

Fig. 7.2 Choose seed points
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Table 7.2 A quantitative comparison between our proposed model and state of the art for the
segmentation task

Method Dice

Proposed Method Semi-Automatic 0.80

Zhou et al. [17] U-NET 0.78

Zhou et al. [17] U-Net + DL 0.61

Zhou et al. [17] U-Net + FTL 0.66

Zhou et al. [17] AU-Net + DL 0.68

Zhou et al. [17] AU-Net + FTL 0.69

Fan et al. [5] Backbone + PPD + RA + EA 0.73

Wu et al. [36] JCS 0.77

Wu et al. [36] JCS 0.78

7.5 Conclusion

In this paper, we present a semi-automatic method for the isolation of COVID-19-
induced infections inCT images.Ourmethod can improve the results of segmentation
even if we do not have much ground truth of segmentation. Our method shows very
promising results and can be of great help to physicians in laboratories.

Acknowledgements The reported study was funded by RFBR and INSF, project number 20–57-
56018.
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Chapter 8
On the Experience of Using NI ELVIS III
in Remote Laboratory Practice During
Pandemic Lockdown

Alexey Mayzel , Andrei Medvedev , Valentina Temkina ,
Liudmila Pankova , and Eduard Sivolenko

Abstract By the beginning of COVID pandemic, remote education technology have
was being implemented at some level by almost every educational institution, but
the following lockdown forced the world to accelerate this process. In these circum-
stances, a lack of laboratory practice in online engineering education was revealed.
The existing lab equipment, even quite modern, was focused on offline laboratory
experience, and required enough efforts to be reachable from the outside. The Inter-
national Scientific and Educational Center “National Instruments – Polytechnic”
possessed a number of virtual instrumentation lab stations called NI ELVIS II, which
had been being used in education for more than 10 years and allowed the replace-
ment outdated bulky instruments with computer-based all-in-one virtual measure-
ment solutions. But even these devices required additional development to allow
students to work remotely, did not allow them to work in groups and manage access
control. The new product applied by our professors called NI ELVIS III appeared to
be a perfect solution to establish online lab practice.Wemanaged to run several labs in
electronics course with almost zero configuration, group collaboration and possible
real-time teacher supervision. The paper describes the experience of applying NI
ELVIS III in remote electronics lab, the benefits and caveats of using this platform.
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8.1 COVID Lockdown Remote Education Issues

8.1.1 Prior Circumstances

As for the beginning of 2021 one can take an easy outlook at the evolution of
COVID pandemic lockdown issues the world faced with in 2020. It was amajor chal-
lenge for almost all the economy industries, especially for uninterruptible production
processes, but finally for everyone.

Before the beginning of the pandemic most of the academic institutions used
the remote educational technologies as a helpful tool supporting the offline course
program [1–6]. Even if the institution did not adopt any centralized platform like
Moodle e.g., the professors and students used cloud storage, messengers, and video
meetings to communicate, interchange the materials and works and reduce the need
of meeting in person. For some educational programs, like philosophy, law, history,
etc. remote education platforms allowed the totally remote higher education without
even visiting the University campus. But for natural sciences and engineering it was
never an option to substitute the offline lab practicewith remote education technology.
But lockdown has shifted priorities, demanding a quick solution to the absence of
an offline laboratory practice [7–18].

8.1.2 Using Virtual Instruments

Institute of Physics, Nanotechnology and Telecommunications of Peter the Great St.
Petersburg Polytechnic University applied the virtual instrumentation teaching labs
more than a decade before. It was relying on the NI ELVIS II [19] base stations
with interchangeable lab circuit boards and engineering software like NI LabVIEW,
Multisim etc. (Fig. 8.1) [20, 21]. It was a big leap from analogue bulky instru-
ments with fixed functionality to a modern digital programmable flexible solution,
allowing the educational process to expand from just observing physical phenomena
to advanced experimental technology, measurement automation and process control,
as in large physics facilities such as the LHC, ITER and others.

But those virtual instruments were not created for connected world and are not
100% ready for remote access. However, being a part of computer-based system,
ELVIS II can be used as remote lab base with some commercial PC remote access
solution, like AnyDesk or TeamViewer. This would require certain additional efforts
to manage the access control, information security, and, of course, the third-party
software licenses.
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Fig. 8.1 Computer-based virtual instrumentation workstation using NI ELVIS II platform

8.2 NI ELVIS III for Remote Education Tryout

8.2.1 The Paradigm

In the end of 2019 the International Scientific and Educational Center “National
Instruments – Polytechnic” at the Institute of Physics, Nanotechnology and Telecom-
munications of Peter the Great St.Petersburg Polytechnic University purchased a unit
of new NI ELVIS III [22] platform (Fig. 8..2). This platform includes both the evolu-
tion of NI ELVIS II and totally different hardware and software architecture, that
makes it ideal base for remote online education.

While NI ELVIS II platform relied a on data acquisition (DAQ) board, which
required a PC with the ELVISmx driver installed (3.45 GB distributive size as for
2019 version), NI ELVIS III contains an NI RIO standalone controller inside with a
webserver running on it. It results in browser-based instruments interfaces with no
software installation requirements and no platform limitations.
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Fig. 8.2 NI ELVIS III with online web-based interface

8.2.2 Hardware

Compared toNIELVIS II as an instrument, the newELVIS III brings several improve-
ments like more measurement channels, wider range, and new measurement types.
The comprehensive comparison is shown in Table 8.1.

Additionally, the onboard real-time controller and FPGA allow the implemen-
tation embedded systems, such as IoT prototypes, fast control systems, long-time
process registrations and many more [23]. This requires additional competencies
in FPGA and RT programming, which National Instruments—Polytechnic Inter-
national Science and Education Centre teaches students and engineers, but these
capabilities are beyond the scope of this paper.

8.2.3 Basic Remote Access

The main advantages for fast rollout of the online educational laboratory are web-
based interfaces, rich connectivity, standalone functioning, andmultiple user simulta-
neous access to a single device. So, in the default approach the NI ELVIS III requires
no additional configuration, no software installation on teacher’s or students’ work-
stations. While being connected to the internet, NI ELVIS III establishes a secure
connection to https://measurementslive.ni.com/. The tiny display on the top of the
device shows a temporary code, which a professor sends to students no matter where
they are, and they can connect to the instruments of the station in groups, controlling
or observing the measurements.

https://measurementslive.ni.com/
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Table 8.1 The comparison of two generations of the NI Education platform

Legacy NI ELVIS II/II+ NI ELVIS III

Oscilloscope 2 ch, 1.25 MS/s, 10 bits (100 MS/s
for II+ )

4 ch, 400 MS/s, 14 bits

Function generator 1 ch, 5 MHz, 10 bits 2 ch, 100 MS/s, 15 MHz, 14
bits

Logic analyzer/pattern
generator

– 16 ch, 100 MS/s

IV Analyzer – ± 10 V, ± 30 mA, 15 MHz

Digital multimeter 5½ digits 4½ digits

Variable power supply ± 12 V, 500 mA ± 15 V, 500 mA

Processor FPGA – Xilinx Zynq-7020

AI/AO 16 ch, 16 bits/2 ch, 16 bits 16 ch, 16 bits/4 ch, 16 bits

DIO 24 DIO, 15 PFI 40 ch

OS Support Windows Windows, Mac, Web

Connectivity USB 2.0 USB Type-C, Ethernet,
Wi-Fi

Programming Language
support

LabVIEW LabVIEW (Including
Real-Time and FPGA),
Python, C, Simulink

8.2.4 Advanced Remote Access Management
and the Experience

If this zero-config access does not satisfy the needs of the laboratory in terms of
access control, there is a possibility to get more flexible solution. It requires to
install and configure a tiny Linux-based daemon called Signaling Server and edit
configuration files on the ELVIS III stations. The Signaling Server gives a remote
control of the whole lab of ELVIS III to a professor, setting the time of access,
resetting the temporary access codes for students etc.

We applied this approach at the International Scientific and Educational Center
“National Instruments – Polytechnic” and ran a series of lab practices in electronics
course in 2020. That experience verified the described approach consistency. The
work in student teamswas easy and efficient. No softwarewas installed on the student
workstation, and no software platform dependency was noticed. The students even
could connect and participate in lab practice using their smartphones, which was not
expected to happen.
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8.3 Conclusion

The pandemic lockdown has shown that laboratory practice in science and engi-
neering education is not quite ready for online learning. The existing lab instruments,
even the digital ones, are not perfectly suitable for remote access. Even with certain
additional configuration, the access in groups remains challenging.

The tryout ofNIELVIS III lab station has shown that it is a perfectway to transform
many labs into online. It is a standalone, basically zero-config, platform-independent
solution, that wemanaged to implement easily in lockdown circumstances. Our expe-
rience should be expanded to other labs of our Institute and even to other Universities,
because the remote education is supposed to take bigger part in upcoming years.
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Chapter 9
Application of Deep Learning Techniques
for Detection of COVID-19 Using Lung
CT Scans: Model Development
and Validation

Vitalii A. Pavlov, Faridoddin Shariaty, Mahdi Orooji, and Elena N. Velichko

Abstract Due to the worldwide spread of the COVID-19, efforts to combat the
disease have intensified. Among these efforts, the only effective way to prevent
further spread to communities and disease progression is to control the spread of
the disease, which is done using public vaccination as well as repeated and rapid
testing to diagnose and isolate sick people. In this regard, computer systems with
the help of medical science can speed up the diagnosis of COVID-19 disease. This
paper, proposed a review of the methods used in rapid and automatic detection of
COVID-19 usingCT scan images. Finally, by presenting a newmethod based on deep
learning, the obtained results compared with the results of widely used algorithms
such as VGG-16 and MobileNet.

Keywords COVID-19 · CT scan · Computer aided detection (CAD) ·Machine
learning

9.1 Introduction

The outbreak of the COVID-19 began in 2019 inWuhan, China, and has had a major
impact on the global economy and health system. Following the outbreak, the World
Health Organization identified the disease as a global public threat. By March 2021,
the disease had killed about 2million people and infected 90million, with a relatively
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high mortality rate among various diseases. Given medical advances and available
statistics, currently, ways to deal with COVID-19 include preventing the spread of
the virus with a rapid diagnosis of the disease and general vaccination. To prevent
the spread of the virus with a rapid diagnosis of patients, an automatic COVID-19
diagnosis system is needed to detect the disease in its early stages.

Early detection of COVID-19 disease is very important and is directly related to
the spread of the disease and even mortality. If a person is diagnosed with the disease
in the early stages, it will reduce their contact with ordinary people and prevent the
spread of the disease. In addition, if the disease is diagnosed in the early stages,
the treatment of the disease becomes much easier and the probability of recovery
is greatly increased. If COVID-19 is diagnosed late, the infection will spread to the
lungs and will have irreversible consequences such as shortness of breath and severe
coughing.

Due to the development of computer systems, these systems can be used in
medicine and the diagnosis of disease [1]. In recent years, many advances have
been made in computer systems and have been widely used to diagnose lung cancer
[2]. Recently, due to the prevalence of COVID-19 disease [3], these systems can be
used for automatic and early diagnosis of this disease. Many systems have recently
been designed for this purpose, most of which use machine learning.

In this paper, a review of the literature has been conducted to introduce the meth-
ods used based on machine learning for the early identification of COVID-19. Next,
a machine learning-based system has been designed and simulated that can auto-
matically detect COVID-19 disease in its early stages using CT scan images. The
system, which uses a custom structure, consists of eight deep layers, two connected
layers, and an output layer. The results of the presented method are compared with
conventional methods based on deep learning.

9.2 Review of Deep Learning Approaches for COVID-19
Determination

Using X-ray and Computed Tomography (CT) images are the main diagnostic meth-
ods, which play an important role in the global dealing with the COVID-19. In the
last years, using Artificial Intelligence (AI) technologies further enhance the capa-
bilities of visualization tools and helps professionals process data [4, 5]. AI image
processing can greatly help automate the diagnostic process by accurately separat-
ing infection on X-ray and CT images, which facilitates subsequent quantification
and diagnosis. Thus, computer platforms help healthcare professionals make clinical
decisions: diagnose, track, and predict diseases.

Given the high rate of false-positive RT-PCR test results, many patients must be
tested several times at several days intervals before a definitive diagnosis is made.
Thus, imaging results play a critical role in containing the spread of the virus, as well
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as in dealing with COVID-19. The imaging-based diagnostic procedure for COVID-
19, as exemplified by a CT scan of the chest, includes three main steps [6, 7]

1. preliminary preparation for scanning,
2. obtaining images
3. diagnosis of diseases.

Artificial intelligence (AI), new technology in medical imaging, is being actively
used to combat COVID-19 [8]. Compared to traditional imaging processes that are
heavily dependent on humans, AI provides safer, more accurate, and efficient imag-
ing solutions. AI applications for COVID-19 over the past two years have consisted
primarily of a dedicated imaging platform, segmentation of lungs and areas of infec-
tion, clinical evaluation, and diagnosis. X-rays and CT scans of the lungs are often
used to diagnose lung diseases, including pneumonia and COVID-19 [9–14].

9.2.1 COVID-19 Detection Using AI Methods in CT Images

Dynamic lung CT of COVID-19 described and summarized in 4 steps [12]. In sum-
mary, the first four days after the occurrence of early symptoms, the early stage is
considered and GGO can be seen subpleural in the lower lobes unilaterally or bilater-
ally. Progressing stage is 5–8 days when it is possible to find diffuse GGO spreading
over bilateral polylobed. At the peak stage (9–13 days), dense consolidation becomes
more common. When the infection is controlled, absorption occurs (usually after
14d) and consolidation is gradually absorbed and only GGO remains. These x-ray
patterns are important evidence for CT-based classification and COVID-19 severity
assessment.

There are several studies aimed at classifying patients with COVID-19 from
patients without COVID-19 (which includes patients with advanced pneumonia and
subjects without pneumonia). Chen et al. [15] used lung CT scans of 51 COVID-19
patients and 55 patients with other diseases for training a UNet++-based segmen-
tation model which as a result segments lesions associated with COVID-19. The
results of this method were: accuracy = 95.2%, sensitivity = 100%, and specificity
= 93.6%. In another dataset of 16 patients with viral pneumonia and 11 patients
without pneumonia, this model identified all patients with viral pneumonia and 9
patients without pneumonia. Time of reading for radiologists reduced by 65% using
AI results.

A model based on U-Net + 3D CNN (DeCoVNet) proposed by Zheng et al. [14].
In this method, lungs are segmented using U-Net, and the result of segmentation is
used as 3D CNN input to predict the likelihood of COVID-19. 540 lung CT scans
(i.e. 313 COVID-19 patients and 229 healthy) were used as data for deep learning.
This model achieved a sensitivity of 90.7%, a specificity of 91.1%, and an AUC of
0.959.
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Gene et al. [16] used chest computed tomography of 496 cases of COVID-19 and
1385 cases without COVID-19. To segment the lungs and then to cut out positive
cases of COVID-19, a two-dimensional CNN-based model is proposed. According
to the results, this model achieves a specificity of 95.5%, a sensitivity of 94.1%, and
an AUC of 0.979.

9.2.2 Classification of COVID-19 from Other Pneumonias

Due to the radiological similarity of COVID-19 to common pneumonia and viral
pneumonia, differentiation in facilitating the screening process would bemore useful
in clinical practice. Thus, Wang et al. [17] proposed a CNN model for the classifi-
cation of these two diseases using 99 lung CT scans in which exist 44 COVID-19
patients and 55 typical viral pneumonia). The test dataset shows an overall accuracy,
specificity, and sensitivity of 73.1, 67.0, and 74.0%.

Ying et al. [18] proposed deep learning computed tomography system (called
Deep Pneumonia using ResNet50) for identifying COVID-19 patients in patients
with bacterial pneumonia and healthy people. Chest CT data from 88 COVID-19
patients, 101 bacterial pneumonia patients, and 86 healthy people are used as data
for learning the network. Pieces of full lungs from CT images are obtained of the
chest as input data of deep learning. The model achieved good results with 86.0%
accuracy for classifying between patients with COVID-19 or patients with bacterial
pneumonia and 94.0% accuracy for diagnosing pneumonia (COVID-19 or healthy).

Xu et al. [19] use lung CT scans of 219 patients with COVID-19, 224, and 175
influenzas A and healthy cases. A V-Net-based deep learning model at first used
for the segmentation of infected areas. Infected area patches were then sent to the
Resnet-18 network along with indications of the relative infection distance from the
edge, and as output, they had 3 groups. The overall accuracy of themodel was 86.7%.

Shi et al. [20] used chest CT scan of 2685 patients, consist of 1658 patients with
COVID-19 and 1027 patients with generalized pneumonia. At the preprocessing
step, VB-Net [21] used for segmentation of images into different parts like right and
left lung. Various handcrafted elements were designed using a trained random forest
model. Based on the results of experiments the sensitivity, specificity, and accuracy
are 90.7, 83.3, and 87.9%. In addition, test results are grouped by the size of the
infection, indicating a low sensitivity in patients with minor infections.
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9.3 Materials and Methods

9.3.1 Patients

The procedure for selecting patients with COVID-19 is such that to ensure that the
patient has COVID-19 and not another similar disease (such as edema), a PCR test
is taken from the patient twice. If the result is positive, a CT scan of the lung is taken
6d after the onset of the disease.

9.3.2 Data Acquisition

Toachieve the desired results, 85 caseswithCOVID-19disease and 100 caseswithout
the disease have been used. These CT scan images were provided from Shariati
Hospital and Taleghani Hospital in Tehran, Iran. For each patient, the confirmed
result of being sick or healthy is known and examined by a doctor. The number of
CT scan image layers in these images is from 126 to 135 and their thickness is from
1mm to 6mm.

9.3.3 Study of Deep Learning

In this article, a custom deep learning network is designed that, while simple, has
a good efficiency compared to other widely used networks. Figure9.3 shows the
architecture of this network which has 5 convolutional layers (input size of 224 ×
224 pixels, 32 filters with filter size of 3×3, activation function ReLU, batch normal-
ization), 5 max-pooling, and 2 fully connected (containing 128 neurons, activation
function ReLU, andDropout(0.5)) and Soft-max layer. Among the advantages of this
network can distinguish simple structure and hence low computational complexity
(Fig. 9.1). The Custom network was trained using the following parameters: Adam
optimizer, Categorical cross-entropy Loss Function, 16 batches, and 30 epochs.

VGG-16 consists of five convolution blocks (13 convolution layers) and three FC
(fully connected) layers. This deep network is trained on one million images from
1000 classes. VGG-19 consists of 19 layers including five convolution blocks (16
convolution layers) and three FC layers. VGG-19 is CNN’s deeper architecture with
more layers compared to VGG-16 [22].

The MobileNet model is separable depth convolutions based. Deep convolution
in MobileNets applies to each input channel a single filter. Then a 1× 1 convolution
applies for a combination of outputs with the depth convolution. This layer is split
into two layers (using a separable convolution splitter): a separate layer for filtering
and a separate layer for blending, which leads to reduce the calculation and the size
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Fig. 9.1 The architecture of
proposed custom network

of the model. Figure9.2 shows how a standard convolution 2 (a) factors into a depth
convolution 2 (b) and a 1 × 1 point convolution 2 (c) [23].

In thiswork, a neural networkwas used in theVGG-16 andMobileNet networks as
a classifier, consisting of two fully connected layers (512 neurons, activation function
ReLU, Dropout (0.5)) and a SoftMax classification layer.

9.3.4 Statistical Analysis

In order to compare the performance of CNN with the radiologist, the five perfor-
mance indicators were calculated as follows:

Accuracy = NTN + NTP

NTN + NFN + NTP + NFP
(9.1)

Sensitivity = NTP

NFN + NTP
(9.2)
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Fig. 9.2 The ROC plot of custom network

Specificity = NTN

NTN + NFP
(9.3)

Positive Predictive Value (PPV ) = NTP

NTP + NFP
(9.4)

Negative Predictive Value (NPV ) = NTN

NTN + NFP
(9.5)

In this study, positive cases were assigned to COVID-19 and negative cases were
assigned to normal cases, respectively. Thus, NTP and NTN show the number of
correctly diagnosed COVID-19 infections and normal cases, respectively. NFP and
NFN show the number of misdiagnosed COVID-19 infections and normal cases,
respectively. To calculate these parameters, the number of slices identified by the
algorithm as COVID-19 and normal in the results section was used, but the tables in
the results are mentioned according to the number of patients because this way the
results are better understood.

9.4 Results

For the implementation of the algorithm, the distribution of train and test and val-
idation data is shown in Table9.1. As indicated, for the evaluation of the proposed
model, confusion matrix, the area under the curve (AUC) of the receiver operating
characteristics (ROC) are calculated and plotted (Fig. 9.2).



92 V. A. Pavlov et al.

Table 9.1 The distribution of dataset

COVID-19 Normal

Train set 153 84

Validation set 51 28

Test set 51 28

Table 9.2 Confusion table using custom network for prediction of COVID-19

Predicted classes

COVID-19 Normal

Actual classes COVID-19 TP = 49 FN = 2

Normal FP = 2 TN = 26

The confusion matrix consists of the main parameter: True Positive (TP), False
Positive (FP), False Negative (FN), and True Negative (TN) (Table9.2). In Table
9.2 the rows and attributes are the ‘Actual class values’ and ‘Predicted/detected
class values’. In order to evaluate the models’ performance, this has been used. The
table of confusion of test data for the proposed custom network has represented
a sensitivity and specificity of 95.8 and 92.8%, in which sensitivity refers to the
true positives (TP) number or in this case, is COVID-19 positive patients. Hence,
the custom network correctly predicted 49 patients with COVID-19 out of 51 cases
which giving a probability of 96%. This shows that a custom network can predict
COVID-19 among patients with only 4% error.

Specificity mentions the measurement of true negative (TN) patients which in our
work is normal cases. It means, using a custom network, 26 cases were correctly
detected as normal (without COVID-19) out of 28 cases which presents a probability
of 92.8%. This shows custom network can predict COVID-19 in the CT scan of
infected patients with a 7.3% error rate. By calculating the proposed model precision
using the confusion table, the custom network shows overall precision of 94% given
the limited amount of used training data.

9.5 Discussion

Asmentioned, the amount of data used is the same for allmethods, and the distribution
of training, testing, and validation data is the same. In this work a reduction algorithm
based on deep learning is presented, the advantage of which is the simplicity of
the algorithm. In this section, the results of the presented algorithm are compared
with the results of the widely used algorithms of VGG-16 and MobileNet. For the
implementation of these algorithms, the distribution of train and test and validation
data is the same as a custom network (Tables9.1, 9.3 and 9.4).
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Table 9.3 Confusion table using VGG-16 for prediction of COVID-19

Predicted classes

COVID-19 Normal

Actual classes COVID-19 TP = 49 FN = 2

Normal FP = 2 TN = 26

Table 9.4 Confusion table using MobileNet for prediction of COVID-19

Predicted classes

COVID-19 Normal

Actual classes COVID-19 TP = 50 FN = 1

Normal FP = 1 TN = 27

Table 9.5 Comparison of the results of used methods

Precision Recall F-score

Custom Covid-19 0.95 0.95 0.95

Normal 0.92 0.91 0.92

VGG-16 Covid-19 0.97 0.96 0.96

Normal 0.93 0.95 0.94

MobileNet Covid-19 0.98 0.96 0.97

Normal 0.94 0.96 0.95

Tables9.5 and 9.6 show the results of these three algorithms that the results of these
three algorithms are approximately equal. However, according to the points stated,
the presented algorithm in the article has significant advantages. These benefits can
be simple structure and hence low computational complexity. The ROC of VGG-16
and MobileNet also illustrated in Fig. 9.3.

From the confusion matrix (Tables9.3 and 9.4) of VGG-16 and MobileNet in the
test data set, a sensitivity of 97% and specificity of 93% for VGG-16 and sensitivity
of 98% and specificity of 94% for MobileNet are achieved. Sensitivity is related to
the measurement of true positives (TP) or in this work, COVID-19 positive patients.
Therefore, VGG-16 correctly detected COVID-19 in 49 cases out of 51 in test data
whichmeans the probability is 97%(considering the number of slices) andMobileNet
correctly detected COVID-19 in 50 cases out of 51 in test data which means the
probability is 98%. It means, VGG-16 can predict COVID-19 in cases with infection
with 3% error and 2% error in MobileNet.

As stated specificity mentions the measurement of true negative (TN) patients
which in our work is normal cases. It means, using VGG-16, 26 cases correctly
detected as normal (without COVID-19) out of 28 cases which presents a proba-
bility of 92%, and using MobileNet, 27 cases correctly detected as normal (without
COVID-19) out of 28 cases which present the probability of 94%. This shows, VGG-
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Table 9.6 Comparison of the results of used methods

Accuracy Sensitivity Specificity PPV NPV

Custom 0.94 0.95 0.92 0.96 0.92

VGG-16 0.95 0.97 0.93 0.96 0.93

MobileNet 0.96 0.98 0.94 0.96 0.93

Fig. 9.3 The ROC plot of
MobileNet and VGG-16
networks

(b) VGG-16

(a) MobileNet

16 can predict COVID-19 in the CT scan of infected patients with an 8% error rate,
and MobileNet can predict COVID-19 in the CT scan of infected patients with a 6%
error rate. By calculating the VGG-16 precision using the confusion table, VGG-
16 shows overall precision of 95%, and MobileNet shows overall precision of 96%
given the limited amount of used training data.
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9.6 Conclusion

Prompt and timely diagnosis of COVID-19 patients is essential to prevent and control
the spread of the disease and is somehow the only way to combat the disease. This
research has been done to identify COVID-19 patients from CT lung images in
a simple and inexpensive way. In this work, a deep learning model is designed
and assembled. The proposed model has reached 94% classification accuracy. More
importantly, it is 95% sensitive, meaning that out of 214 COVID-19 patients, 203 can
be correctly diagnosed by proposed model. The results obtained from the proposed
algorithm are compared with other widely used algorithms such as MobileNet and
VGG-16. The results show that while the proposed model is simple, the performance
of this model is almost equal to the famous models. It is believed that this research
work, together with the graphical user interface, will help physicians to diagnose
patients with the help of computer analysis, in a matter of seconds. We believe that
this has significantly added value in the field of medicine.
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Chapter 10
Algorithm for the Joint Analysis
of Beat-To-Beat Arterial Pressure
and Stroke Volume for Studying Systemic
Vasoconstrictor and Vasodilator
Responses

Elizaveta Agapova , Aleksei Anisimov , Maria Kuropatenko ,
Tatiana Novikova , Nikolay Suvorov, Timofey Sergeev ,
and Alexander Yafarov

Abstract Prolonged hypokinesia causes a decrease in functional reserves of the
organism. The study of physiological mechanisms and the degree of their decrease
and, in particular, the role of vasoconstrictor and vasodilator reactions is an urgent
task. This paper describes an algorithm for studying these reactions on the basis of
the beat-to-beat pressure and stroke volume signals. The electrodynamic model of
the cardiovascular system (Windkessel model) was the theoretical basis for the algo-
rithm development. The signals obtained during functional tests based on postural
oscillatory loads were used as test signals. As a result, we obtained an algorithm for
determining the total peripheral resistance (by linear regression) and the limits of
vasoconstrictor and vasodilatation reactions. This, in turn, makes it possible to judge
about the functional reserves of the whole organism.

Keywords Functional reserves · Algorithm · Electrodynamic model ·
Vasoconstriction · Vasodilation

10.1 Introduction

Reduction of motor activity leads to a significant decrease in functional reserves of
the human organism, which is clearly manifested during tests with postural (ortho-
and anti-orthostatic) loads. Such postural loads cause a complex of conjugate reac-
tions from the cardiovascular system of human organism. Severity of these reactions
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depends on the intensity of the effects (angles of elevation/inclination, speed of
movement, sequence and duration of loads) and the initial state of organism [1, 2].

The hemodynamic response to the change of passive ortho- and anti-orthostatic
positions is based on the alternating deposition of blood in vessels of the lower
and upper body, accompanied by vasoconstrictor and vasodilator vascular reactions.
At the same time, changes are occurred in the inotropic response of heart, cardiac
output, arterial and venous pressures, heart rate, changes in the circulating blood
volume [3, 4, 7, 8].

These changes are associated with the action of the cardiovascular system regula-
tory mechanisms, including the arterial baroreceptor reflex (ABR), acting according
to the principle of negative feedback. For example, the result of decreasing arterial
blood pressure (BP), and, consequently, the frequency of impulses fromABRcoming
to the vasomotor center, is a reflex reaction aimed at increasing ABP, i.e., decreasing
the activity of parasympathetic nerve endings in heart and activating vasomotor
sympathetic nerves. As a result, the heart rate and its contractility increase simulta-
neously with the narrowing of arterioles and veins in most body organs, except for
the brain and heart [3, 4].

In conclusion, we can say that, for research and diagnostic purposes, it is
rather important to consider degree of different components of ABR involvement
in cardiovascular system regulation and, in particular, the role of vasoconstrictor
and vasodilator reactions. It can be studied by the means of synchronous analysis
of beat-to-beat values of ABP and stroke volume (SV) dynamics. Such analysis
provides information about value of total peripheral vascular resistance (TPR) and
its changes. At the same time, this paper does not consider the effect of ABR itself.

Thus, the aim of this study was to develop an algorithm for the joint analysis of
beat-to-beat arterial blood pressure and stroke volume signals for studying systemic
vasoconstrictor and vasodilator responses under various impacts, including postural
loads. The development of such algorithm will make it possible to solve a number
of tasks together with other techniques:

1. To determine the functional reserves of the whole organism, whose value is
connected with the ability to regulate the TPR and hence the total volume of
circulating blood;

2. To study the adaptive abilities of organism related to the rate of reactions to
various influences;

3. To differentiate the diagnosis in pathologies of the cardiovascular system [5–7].

10.2 Materials and Methods

Proposed algorithm is based on the electrodynamic model of cardiovascular system,
known as three-element FrankWindkessel (WK) model. Figure 10.1 shows schemes
implementing this model: in hemodynamic (Fig. 10.1, a) and electrodynamic
(Fig. 10.1, b) representations (according to [10]). There are also known variants
of this simple model consisting of two, four and more elements. The history of this
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Figure. 10.1. Three-element WK model: a) in hemodynamic, b) and c) in electrodynamic
representation, REC is single half-period rectifier

question is considered in details by N.Westerhof et al. [10]. In this scheme RP corre-
sponds to the total peripheral resistance, C to the total arterial compliance, RZ to the
characteristic aortic resistance.

As it was shown in earlier researches, the results of three-element WK model
analysis have a significant contradictionwith cardiovascular system functioning [11].
Current passing through RZ resistance (similar to the flow entering the artery from
heart) can have two directions: forward during the pulse simulating systole, and
reverse during the pause simulating diastole (Fig. 10.1, b). This result contradicts
cardiac function – there should be no return flow to the left ventricle.

This contradiction is eliminated by using an additional nonlinear element
(Fig. 10.1, c), simulating the work of the heart left ventricle and corresponding
to a single half-period rectifier (REC). At the same time, responses from the original
circuit (Fig. 10.1, b) and the circuit with REC (Fig. 10.1, c), with equal values of
RZ, RP and C in both circuits differ significantly. The main difference is expressed in
the rise time and pressure drop. REC scheme provides a relatively constant P level
and unidirectional flow. Estimated values of model parameters RZ, RP, C, and signal
from V1, obtained by using the scheme with half-period rectifier are more adequate
[11], therefore used in further simulations.

As an example, let us consider the signals obtained from model on the 10 s
simulation section (Fig. 10.2): ABP is voltage at the RP resistor (red, green and blue
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Figure. 10.2. Plot of signals: ABP is voltage across resistor RP: RP = RP0 (green curve), RP1 =
0.75 RP0 (blue curve), RP2 = 1.25 RP0 (red curve); SV is current through resistor RZ (three gray
curves, made in conventional units and given for qualitative comparison with ABP curves)
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curves) and stroke volume (SV) is current through resistor RZ (three gray curves,
they are visible only in the area of peaks, the scale of SV is chosen in conventional
units). All these signals were obtained at different values of TPR –resistance of RP

resistor. If we take RP0 (green curve) as the reference value of RP resistance, then
RP1 = 0.75 RP0 (blue curve), RP2 = 1.25 RP0 (red curve). Values of arterial pressure,
as well as systolic (SBP) and diastolic (DBP) blood pressures depend on the values
of TPR, and the absolute values of SV also change.

10.3 Results

The first stage of proposed algorithm is the extraction of maximal beat-to-beat values
from all the signals. For blood pressure, this is SBP, for stroke volume – peak values
in the ejection phase. The next step is to compare these maximal values and plot
them on the phase plane. At this stage, the assumption is made that these maximal
values are synchronous. Figure 10.3, a shows an example of such construction for
three different RP (TPR) values: RP = RP0 (green markers), RP1 = 0.75 RP0 (blue
markers), RP2 = 1.25 RP0 (red markers).

The third step is devoted to determining the limits of vasoconstriction and vasodi-
lation (Fig. 10.3, b). For each of the RP values, not a specific value but some set of
values is obtained. These sets intersect at the selected change of RP. The boundaries
of the sets are found as straight lines passing through the extreme points of these
sets and the origin of the coordinates. Accordingly, the limits of vasoconstriction and
vasodilation are the extreme upper and extreme lower limits. The average value of
TPR over the measurement period is determined by the standard formula.

70

80

90

100

110

120

130

25 27 29 31 33

0,75 RP0

1,25 RP0

RP0

0

20

40

60

80

100

120

0 5 10 15 20 25 30

ABP,
mm HG

SV, ml

0,75 RP0

1,25 RP0

RP0

ABP,
mm HG

SV, ml

(a) (b)

1

2

Figure. 10.3. Phase plane of SBP, SV: (a) in enlarged and (b) normal scales (1 for vasoconstriction
boundary, 2 for vasodilation boundary)
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10.4 Discussion

It should be noted that the obtained scattergrams for three RP values are not concen-
trated at certain points, but have a significant scatter. Moreover, as can be seen from
Fig. 10.3, a, the same pairs of SBP-SV at different RP values are possible (see
distribution boundaries). This means that in the case of definition TPR values as
the ratio of SBP to TRP, we would obtain different values despite the constancy of
RP (Fig. 10.4). This effect is related to the presence of C (total arterial elasticity)
and RZ (aortic characteristic resistance). Consequently, it is reasonable to determine
non-specific (absolute) value of total peripheral resistance, but some set of values
when assessing TPR. For this purpose the duration of ABP and SV records at calm
position of test subject should exceed 2 min as it is related to durations of regulatory
processes [12–14].

In order to induce meaningful changes in TPR, sufficient physiological loads are
required. As it was mentioned in the introduction section, the most adequate and
universal for this purpose are postural loads performed on a special tilt-table.

In addition, during calculation of TPR we must take into account values of C
and RZ. The development of appropriate methods for this challenge are the main
directions for future work.
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Figure. 10.4. The qualitative distribution of TPR values, calculated as the ratio of ABP to SV
values
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Thus, the use of the developed algorithm makes it possible to study the limits of
systemic vasoconstrictor and vasodilator responses under various loads. When the
algorithm described above and the one presented earlier (devoted to evaluation of the
arterial baroreceptor reflex effectiveness [16]) are used together, it makes it possible
to determine the types of response as well as the variants of functional reserves
reduction, i.e., the ways for their recovery. The developed algorithm is intended for
use in research and diagnostic systems.
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Chapter 11
Development of Simple Model
of the Arterial Baroreflex

Aleksei Anisimov , Alena Tomchuk , and Timofey Sergeev

Abstract It is extremely difficult to develop a full-fledged model of the dynamic
operation of the cardiovascular system. This is primarily due to the fact that not only
individual organs, but also the activities of the whole body contribute to this complex
process. And the temporal scales of cardiovascular system oscillations include frac-
tions of seconds (for pacing, baro- and chemoreceptors, respiratory activity), minutes
(for renin-angiotensin system), hours (for renal regulation, ambient temperature
influence, blood viscosity) and even a day. Rhythms in each of the above frequency
ranges may demonstrate very complex behavior. At the same time, direct measure-
ment of values of parameters characterizing rhythm regulation (which are described
inmore detail below)may be difficult and sometimes impossible without direct inter-
vention into the cardiovascular system, which is practically unrealizable in standard
investigations. That is why mathematical modeling of dynamic behavior of cardio-
vascular system is sometimes the only possibility to study the processes on qualitative
level. Therefore, in this study we attempted to develop a simple model of barore-
ceptor control based on electrodynamic analogies, which still can provide valuable
information for future experiments.

Keywords Model · Arterial baroreflex · Feedback · Arterial blood pressure

11.1 Introduction

Blood pressure (BP) is one of the main indicators of vital functions of the human
body, reflecting the work of the entire cardiovascular system in an integral form [1].
Therefore, the construction of models that allow us to trace the interaction of various
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elements involved in the regulation of BP is a very urgent and complex task, which
has not been fully solved even with the increased computing power [2, 3].

Currently, a very wide set of methods for processing cardiorhythmograms is used
to assess heart rate (HR) fluctuations, which are described in many works. This
diversity is largely due to the wide spread and introduction into clinical practice of
Holter monitors, which allow recording electrocardiogram (ECG) signals for several
days [4–7].

Much less attention is paid to the analysis of BP fluctuations and their relationship
with the HR and respiratory rate. This is due to the insufficient number of appropriate
tools (the existing systems of long-term BP registration work on the basis of cuff
measurement methods which excludes the registration of a continuous curve BP),
and considerable difficulties encountered in the attempts of theoretical model of the
interaction of all the elements involved in the regulation and maintenance of optimal
BP.

In addition to the average (static), the dynamic properties of blood pressure also
have a significant impact on the state of the cardiovascular system. For example,
inhibition of the baroreceptor control mechanism increases the daily level of BP and
increases the intensity of its short-term oscillations. Thus, the need to build adequate
models of the cardiovascular system that allow us to trace the dynamic behavior and
regulation of BP through a complex chain of interacting organs and systems comes
to the fore. The construction of mathematical models based on the numerical values
of specific experimentally obtained parameters makes it possible to correctly assess
the changes occurring in the body for those cases when direct measurements are not
possible or involve a risk for the subject [1].

The development of a full-fledged model of the dynamic work of the cardio-
vascular system is extremely difficult. This is primarily due to the fact that not only
individual organs contribute to this complex process, but also the activity of the entire
body as a whole. At the same time, the time scales of the oscillations of the cardio-
vascular system include fractions of a second or seconds (for pacemakers, baro- and
chemoreceptors, respiratory activity), minutes (for the renin-angiotensin system),
hours (for renal regulation, the influence of ambient temperature, blood viscosity),
and even days and months (due to the season activity).

Rhythms in each of these frequency ranges can exhibit very complex behavior.
At the same time, direct measurement of the values of parameters that characterize
the regulation of rhythms (which are described in more detail below) is difficult, and
sometimes impossiblewithout direct intervention in the cardiovascular system,which
is practically unrealizable in standard studies. That is why mathematical modeling
of the dynamic behavior of the cardiovascular system is sometimes the only way to
study the processes at a qualitative level.
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11.2 Materials and Methods

Studies of complex multicomponent systems are accompanied by attempts to build
models of these objects. As newknowledge about such objects is gained, theirmodels
develop, improve and become more complex, starting with representations in the
form of high-quality structural diagrams. Modeling is of particular importance in
physiology and medicine, since the study of the functioning and interaction of the
systems of regulation of the human body, in particular, the circuits of the nervous
regulation of the work of the cardiovascular system, is of fundamental and applied
importance [8].

Figure 11.1 shows a conceptual physiological model of the behavior of the barore-
ceptor regulation circuits for increasing (solid lines) and decreasing (dotted lines)
blood pressure (BP). Let’s consider in more detail the process of rising BP. When
the pressure in the artery is significantly reduced, the intensity of baroreceptor stim-
ulation also decreases. This leads to a decrease in afferent impulses in the solitary
nucleus (SN) of the medulla oblongata. In this case, the following processes occur.

Increased tone of sympathetic innervation from the vasomotor center (VC). Stim-
ulation ofVC leads, firstly, to an increase in the stimulation of vasoconstrictors,which
leads to vasoconstriction—narrowing of veins and arterioles and, consequently, to an
increase in total peripheral vascular resistance (TPVR), decrease in volumetric blood
flow (VBF) [9], as well as the movement of a large volume of blood from peripheral
blood vessels to the heart cavities, what causes them to stretch. As a result, heart
rate (HR) and cardiac output (CO) increase, allowing the heart to pump more blood;

Fig. 11.1 Conceptual physiological model of baroreceptor regulation circuits
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secondly, an increase in the stimulation of nerve nodes and fibers that innervate the
heart, which leads to an increase in the HR [10].

Decreased tone of parasympathetic innervation from the nucleus of the vagus
nerve (NVN). The depressing signal from the SN to the NVN helps to reduce the
activity of the parasympathetic nervous system (PNS), which sends inhibitory signals
to the heart, which allows the sympathetic nervous system (SNS) to increase the HR
without hindrance. Thus, until BP rises to a normal value, control over BP regulation
is completely transferred to the SNS. Thus, with increasing pressure, the following
parameters change:

• Heart rate increases;
• Cardiac output increases;
• Total peripheral vascular resistance increases;
• Volumetric blood flow decreases;
• Blood pressure increases.

When BP rises strongly, the intensity of baroreceptor stimulation also increases.
This leads to an increase in afferent impulses in the SN of the medulla oblongata. In
this case, the opposite processes occur.

To build a model describing the relationship between arterial pressure and pulse
wave velocity, a transition was made from Frank’s Windkessel hydrodynamic model
[11, 12] to Frank’s electrical model. The simplest two-element model consists of
resistance R, which corresponds to the total peripheral resistance (TPR) of the
arteries, and capacity C, which acts as an elastic reservoir. Models based on elec-
trical analogies are an effective way to analyze hemodynamic processes in the human
body. In this case, the known equations of the electrical circuit theory can be applied,
effective for calculations using modern circuit modeling programs, which allow to
visualize the solutions of differential equations [13–15]. The result of solving prob-
lems related to the analysis of circulatory processes by means of equivalent electrical
circuits, with the proper degree of adequacy of the model used and the choice of
boundary and initial conditions known from experimental data, sufficiently corre-
spond to the real hemodynamic processes occurring in the human body. The program
of circuit modeling MicroCap 12, intended for analysis and modeling of processes
in electric circuits, has been used for the analysis of processes of the developed
electrical model.

Figure 11.2 shows diagrams, explaining the model, known as Frank’s Windkessel
(WK): in hemodynamic (Fig. 11.2a) and electrodynamic (Fig. 11.2b) representa-
tions. In these schemes, resistance R corresponds to TPR, which is taken as the sum
of all individual resistances of different microcirculation sections, which gives the
resistance of the entire vascular bed, with the main resistance to flow in the arterial
system set by the smallest arteries and arterioles. Capacity C is the total arterial
elasticity (or arterial compliance), which is determined mainly by the elasticity of
large (conducting) arteries—the smaller the artery, themore insignificant its elasticity
and greater resistance. RZ is the characteristic impedance of the aorta, which allows
relating concentrated two-element model and pulsatile pressure wave propagation
through the arterial system.
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Fig. 11.2 Explanation of the WK model: in hemodynamic a, standard b, and modified electrody-
namic c representation

The three-element model, given the statistics accumulated in recent years, is much
more accurate in reflecting the relationship between arterial blood pressure and blood
flow, especially in the lower frequencies.

Windkessel model assumes that during diastole, when the arterial valve is closed,
pressure will decrease exponentially with a time constant τ = RC. Diastolic aortic
pressure PDIA (when the valve is closed) can be described by an exponential
relationship:

PDI A(t) = PSI S · e− t
RC , (11.1)

where PSIS is the maximum systolic pressure.
The problemof return flow to the left ventricle (LV)was solved using an additional

nonlinear link (Fig. 11.2c), simulating LV valve operation of the heart and corre-
sponding to a single half-period rectifier (REC) with the function of the following
form:

{
(P − PV ) ≤ 0, KREC = 0,
(P − PV ) ≥ 0, KREC = 1.

(11.2)

where PV is the value of pressure at the input of the rectifier, P is the value at its
output, KREC is its transfer coefficient.

11.3 Results

The developed model allows us to study the effect of heart rate variability on blood
pressure values without any feedbacks (arterial baroreflex, regulation of total periph-
eral resistance, etc.). This is a significant simplification of the conceptual model
given earlier, but it still allows a qualitative assessment of the processes taking place.
Figure 11.3a shows the section of a 10s cardiorhythmogram (CRG) used in the
simulation.

Heart rate here varies between 67 and 116 beats per minute, with a total of 11
complete cardiac cycles. This CRG corresponds to a series of consecutive heartbeat
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Fig. 11.3 Simulation results: a section of the cardiorhythmogram (CRG);b heart rate pulse (discon-
tinuous curve) and BP signal (solid curve); c BP signal (solid curve), envelope of local maxima—
graph of BP beat-to-beat values (discontinuous curve), envelope of local minima—graph of BP
beat-to-beat values (discontinuous curve), graph of PBP values (dashed curve)

pulses (HBP) (Fig. 11.3b, discontinuous curve). For clarity, they are presented with
normalized values, in the model their source is a voltage generator. As a result
of the HBP action on the RC circuit with a nonlinear element the ABP signal is
formed, presented in Fig. 11.3b (solid curve). Local maxima of this curve correspond
to systolic blood pressure (SBP) beat-to-beat values, minima—to diastolic blood
pressure (DBP). The plots corresponding to these beat-to-beat SBP and DBP values
are shown in Fig. 11.3c (discontinuous curves). Beat-to-beat values of SBP and DBP,
like beat-to-beat values of heart rate, have variable character and vary in the following
ranges: from 117 to 147 mm Hg for SBP, from 67 to 112 mm Hg for DBP. In the
same figure there is a graph of pulse blood pressure (PBP, dashed curve), which is
the difference between systolic and diastolic arterial blood pressure.

According to results of performed modeling, the following preliminary conclu-
sions can be made by visual comparison of plots with HR, SBP, DBP and PBP
beat-to-beat values:

1. For the given model parameters (and as it was mentioned above, in the absence
of feedback), the HR variability has a significant impact on the BP variability.

2. Systolic and diastolic BP are directly proportional to HR.
3. Pulse pressure is inversely related to HR.
4. The effect of HR on systolic and diastolic BP is manifested in varying degrees.

In other case, pulse pressure values would remain constant.
5. HR affects diastolic blood pressure more than systolic blood pressure.
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Systolic BP = 91,0466+0,4923*x
Diastolic BP = 17,8183+0,8346*x

Pulse P = 73,2283-0,3422*x
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 HR:Systolic BP:   r = 0,6126; p = 0,0116
 HR:Diastolic BP:   r = 0,9067; p = 0,00000
 HR:Pulse P:   r = -0,6828; p = 0,0036

Fig. 11.4 Dependences of SBP, DBP and PBP on HR. We also present the parameters of linear
approximation (above), correlation coefficient (r) values and p-values

The variants for the signals considered on Fig. 11.3 are shown in Fig. 11.4, these
are dependences of beat-to-beat values of SBP, DBP and PBP on HR.

The corresponding parameters of linear approximation (above), correlation coef-
ficient values (r) and p- values (results calculated using Statistica software) are shown
in the same figure. The numerical values of the correlation coefficients confirm our
preliminary findings: correlation coefficients, r are sufficiently high (r > 0.6) and
significant (p < 0.05), with the highest correlation coefficient being the correlation
between DBP-HR, and the negative one being the correlation between PBP-HR
(Fig. 11.4).

11.4 Conclusion

Thus, the obtained simple model allows studying the dependence of beat-to-beat
arterial blood pressure values on HR and other basic parameters of the system hemo-
dynamics only on the basic level. Accordingly, further studies would be connected
with the study of the influence of the model main parameters on the dependence of
HR-BP: among others are the values of HRP amplitude, total peripheral resistance,
elasticity (capacitance) and internal resistance. The next stage of the study should
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be the refinement and complication of the model due to consecutive introduction
of feedback loops, first of all, arterial baroreflex and regulation of total peripheral
resistance.
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Chapter 12
Analysis of Classification Methods
for Wi-Fi Signals Based on the Use
of Channel State Information Spatial
Features and CNN

Maksim A. Lopatin, Stanislav A. Fyodorov, and Ge Dong

Abstract Due to Wi-Fi technology, signal characteristics can be collected and
analyzed, including Channel State Information (CSI), which contains a lot of infor-
mation about the signal. This paper discusses the structure of CSI packages in terms
of how their components correlate to each other, as well as the importance of CSI
features for use in machine learning. A simple preprocessing of data before feeding it
into themodel is described. The paper explores the possibility of classifying the loca-
tion of a person in an apartment through CSI using a Convolutional Neural Network
(CNN). The structure of CNN is described, as well as the results of classification in
comparison with other methods of machine learning on the same data.

Keywords Wi-Fi · CSI · Convolutional neural network · CNN · Classification

12.1 Introduction

Nowadays,Wi-Fi technology can be used to collect Channel State Information (CSI),
which is able to describe well the physical medium of data transmission. This allows
the use of CSI in various tasks of machine learning (ML), which has grown in
popularity in recent years [1–4]. In machine learning, when analyzingWi-Fi signals,
any existing methods can be used, including methods of deep learning using neural
networks [5].

In this paper, we used a Convolutional Neural Network (CNN) [6, 7] to recognize
the location of a person in an apartment. Channel State Information hasmany features
for classification, in our case it is equal to 224 and One of the purposes of this article
is to see how they relate to each other. And can we neglect some of them without
losing the accuracy of the classification.
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Our goal is to assess the correlation of the Wi-Fi signal subcarriers, assess their
importance for classification, and compare the effectiveness of CNN compared to
simpler machine learning methods. In this paper we use a convolutional neural
network of a simpler structure with simpler input data than similar articles [9, 10].
Also, here in a simpler form the whole process of the experiment is described,
namely, the removal of samples of the Channel State Information and their prepro-
cessing before sending them to the machine learning model. In similar papers [15],
more complex sampling processing schemes are presented using information about
the phases of subcarriers of signals, which are really sensitive to changes in the
environment, and which are difficult to cope with [14].

12.2 CSI Data Correlation in ML

CSI is a matrix of complex values of signal subcarriers. These values are samples of
signals of subcarrier that are part of theOFDMmodulation anddescribe the amplitude
and phase of the signal subcarrier at a particular time. We use two routers, each with
two antennas. Thus, the signal is transmitted from the receiver to the transmitter along
four paths (Fig. 12.1). On each of these paths, the signal consists of 56 subcarriers,
which are located at adjacent frequencies. Ultimately, 2 · 2 · 56= 224 features can be
used to train and test machine learning models. Before processing, each data packet
is concatenated as an array as follows: h11 + h12 + h21 + h22 + «target value», where,
for each path, the subcarriers are in the correct order of increasing frequency.

In this paper, only the absolute values of complex amplitudes of subcarriers are
used because they provide a better machine learning result than the phase values of
the signal subcarriers [15]. We have considered how the subcarriers of a complex
signal (hereinafter referred to as their amplitudes) correlate with each other. To do
this, we construct a pairwise correlation matrix of signal subcarriers (Fig. 12.2). To
avoid small scale, we only use some subcarriers from the combined array of 224
features, including edge subcarriers for each «h» signal path.

Fig. 12.1 Wi Fi signal
transmission scheme. h11,
h12, h21 and h22 are the
signal paths
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Fig. 12.2 Correlation matrix of subcarriers (amplitude) in combined feature array

For clarity, the correlation matrix in the Fig. 12.2 added boundary subcarriers
belonging to different paths. It is noticeable that the paths with a common receiver
(Rx) have a good correlation with each other. We can conclude that CSI shape is
most influenced by the parameters of the receiving antennas (Fig. 12.1).

In Fig. 12.2 every cell is a correlation between subcarriers (two columns of the
corresponding subcarriers in the dataset). Subcarriers not included in the correlation
matrix have correlation values close to those of their neighbors from the small square
(red or blue) in which they are located in Fig. 12.2.

With such a large number of features for machine learning, it can be assumed
that some of these features are redundant. To test this hypothesis, a graph of the
cumulative sum of the importance of the features was built (Fig. 12.3) where the
stochastic gradient descent is used to assess the feature importance [8].

The cumulative importance in Fig. 12.3 does not go into saturation until absolutely
all signs are summed up. Among all the features there are no ones that could be
eliminated without deteriorating the classification accuracy. That is, all 224 possible
features contain useful unique information for the machine learning method.
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Fig. 12.3 Cumulative feature importance. The vertical line denotes 95% of the cumulative
importance

12.3 Experimental Conditions

The experiment consisted in the get CSI when one person was in a room or in a
kitchen in an ordinary apartment. In this case, the Tx is in the kitchen, and the Rx is
in the room (Fig. 12.4). The training dataset is recorded first (6659 packets) and then
the test dataset (1863 packets) is written. During the collection of the Wi-Fi signal,
the person was in completely arbitrary positions in the marked in Fig. 12.4 places
stationary. He could stand or sit at this moment.

Fig. 12.4 Apartment plan.
The location of the person
during the collection of the
CSI is marked in purple
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With such a small number of training samples, excellent classification results
using machine learning methods cannot be expected. However, getting many CSI
samples is a difficult task, because with a large distance between Rx and Tx, not all
CSI packets arrive at the Rx. Also, when processing the recorded data, many packets
that were sent to the receiver, but are not special packets sent by Tx, are filtered out.

Thus, our task is to classify a person’s location using machine learning. Since
the classification is binary, the metric of the quality of training models is accu-
racy (the probability of correct classification). And error is the probability of wrong
classification. In this case, binary classification means that only two options are
possible—either the person is in the kitchen or in the room.

12.4 CNN Classification

When classifying with CNN, we used the ability to represent one data packet (224
subcarriers) as a two-dimensional array for classification. Recall that we have 4
signal paths with 56 subcarriers each. By default, when sending them to the model
for training, we arranged them in a row. But when fed to a convolutional neural
network, the 4 paths will be located under each other, so that the subcarriers having
the same frequencies are under each other (Fig. 12.5).

The training was carried out using the Keras [11] and TensorFlow [12] libraries in
Pythonprogramming language.CNNstructure is shown inFig. 12.6. For intermediate
layers of the “Dense” type, the “relu” activation function is used. The structure of
the convolutional neural network was chosen empirically. Note that dropout layers
are often found in the CNN structure. This is necessary for more stable training and
repeatability of the classification accuracy.

When comparing the classification results, it is noticeable that CNN compares
favorably with other simpler machine learning methods (Table 12.1). This is because
CNN studies the data deeper during training, which allows it to see patterns in the
data that are hidden from others by the method. In addition, this machine learning
method is designed to work with a large number of features.

Fig. 12.5 The image formed from every CSI packet (amplitude) for the CNN
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Fig. 12.6 CNN structure in Keras

Table 12.1 Classification
results with different ML
methods for human position
in apartment

ML method Accuracy, % Training time, seconds

CNN 82.5 55.9

Support vector
classifier

76.7 8.1

Random forest 76.0 6.6

Adaptive
boosting

74.0 8.4

Gaussian naive
bayes

68.3 0.1

K-nearest
neighbors

64.2 2.6

Logistic
regression

62.4 20.8
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The fact that CNN showed such good classification results for difficult condi-
tions (little data for training, large distance between routers, different location of a
person) compared to other machine learning methods makes it the best choice for
this experiment.

12.5 Conclusion

In this article, we looked at the correlation and cumulative importance of features
for Channel State Information. The main conclusions are that each feature is impor-
tant for a successful classification, and the shape of the received signal strongly
depends on the individual characteristics of the receiver antennas, which can be seen
in Figs. 12.1 and 12.2.

Also, one of the features of the experiment is the use of ordinary home routers
operating according to the Wi-Fi 4 standard on the OpenWrt firmware because this
set is the most accessible and easy to customize.

With the help of CNN, it was possible to achieve sufficient accuracy in classifying
the location of a person in an apartment. In similar results of articles by other authors,
the accuracy is higher [5], however, in our article we used a small sample size for
training, which led to a decrease in accuracy. It was part of an experiment to be able
to do the classification under these constraints. You can find the data and code used
to carry out the classification in the GitHub repository of this project [13].
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Chapter 13
Application of Top-Down Deconvolution
Tools to Bottom-Up Mass Spectrometry
Data: Advantages and Limitations

Kirill Tyshuk and Kira Vyatkina

Abstract High-resolution mass spectrometry is a powerful technique for the anal-
ysis of proteins and peptides enhancing the capabilities for de novo sequencing.
Prior to interpretation, top-down mass spectra acquired from intact proteins should
be deconvoluted; in contrast, this step is often omitted when processing bottom-up
spectra acquired from peptides. However, it turned out that application of top-down
deconvolution tools to high-resolution bottom-up tandem (MS/MS)mass spectra can
be strongly beneficial, since they filter out many unreliable peaks, leaving only the
ones particularly likely corresponding to true fragment ions. In thiswork,we examine
behavior of three popular top-down deconvolution tools—MS-Deconv, Xtract, and
Hardklör—onhigh-resolution bottom-upmass spectra acquired from tryptic peptides
of carbonic anhydrase 2 (CAH2).We verify howmany isotopic clusters present in the
input spectra aremissedby each tool, andhowmanypeaks in the deconvoluted spectra
correspond to fragment ions, compare the obtained results, and indicate advantages
and limitations of applying those tools to bottom-up data.

Keywords Computational Proteomics · High-Resolution Mass Spectrometry ·
Spectral Deconvolution

13.1 Introduction

Mass spectrometry (MS) has established itself as a method of choice for analyzing
proteins [1, 2]. The two key strategies applied to this end are bottom-up and top-
down MS [3, 4]. The former requires investigated proteins to be proteolytically
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digested into peptides, while the latter analyses intact proteins. Since the advent of
high-resolution orbitrap instruments [5] accessible to many laboratories, top-down
proteomics is becoming more and more widespread [6–8]; however, the bottom-up
approach can also benefit substantially from high resolution [9–12].

Prior to interpretation, top-down mass spectra need to be deconvoluted; the most
popular deconvolution software tools include Xtract [13], MS-Deconv [14], and
Hardklör [15, 16]. On the contrary, bottom-up spectra typically are not deconvo-
luted. Yet it has recently been demonstrated that upon deconvolution with the above-
mentioned algorithms, high-resolution bottom-up mass spectra can be effectively de
novo sequenced in a top-down like fashion using the Twister method [17–20].

To make this more precise, top-down deconvolution acts as extremely selective
filtration, leaving only themost reliable peakswhile eliminating all the rest. Typically,
a deconvoluted spectrum contains at most thirty peaks, and many spectra lose all the
peaks. As a consequence, deconvoluted tandem (MS/MS)mass spectra can no longer
be interpreted on an individual basis but can be successfully processed in a bunch.

However, the criteria applied by top-downdeconvolution algorithms to distinguish
between high- and low-quality isotopic envelopes are not perfectly suitable for the
bottom-up case, and some “good” isotopic envelopes of fragment ions with small
m/z values are discarded just because they differ in shape from the ones expected to
occur in a top-down spectrum. Thus, it is desirable to adjust those approaches for
processing bottom-up data, still preserving their selectivity.

As a first step, we need to find out how much information contained in the raw
spectra in m/z space is lost upon deconvolution and examine the “good” isotopic
envelopes that get discarded to determine how the scoring functions used by the
algorithms should be adjusted in order to avoid their elimination.

In this work, we examine high-resolution MS/MS spectra acquired from tryptic
peptides of carbonic anhydrase 2 (CAH2), along with their deconvoluted counter-
parts obtained usingMS-Deconv, Xtract and Hardklör. We verify howmany isotopic
clusters are missed by those tools, and how many of the retained peaks corre-
spond to fragment ions, and indicate advantages and limitations of applying them to
high-resolution bottom-up data.

13.2 Materials and Methods

13.2.1 Dataset

In our experiments, we used the “tryptic” dataset for CAH2 published in [8], which
consists of 47,536 tryptic MS/MS spectra contained in the files 140411_QE_Cah-
1.raw (18,707 MS/MS spectra), 140411_QE_Cah-2.raw (21,230 MS/MS spectra),
140411_QE_Cah-3.raw (3377 MS/MS spectra), and 140411_QE_Cah-4.raw (4222
MS/MS spectra). In brief, the respectivemeasurements were performed on a nano LC
system (Ultimate 3000; Thermo Fisher Scientific, Gemeringen, Germany) coupled
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online to a Q-Exactive Plus Orbitrap mass spectrometer (Thermo Fisher Scientific,
Bremen, Germany). MS and MS/MS spectra were acquired at a resolution of 70,000
and 17,500, respectively; MS/MS spectra were obtained by HCD fragmentation.
Further details can be found in [20].

13.2.2 Deconvolution

As in [20], the raw bottom-up MS/MS spectra were centroided and converted
into mzXML format with ReAdW 4.3.1, and subsequently deconvoluted using
MS-Deconv v. 0.8.07370 with the default parameters (maximum charge state: 30;
maximum monoisotopic mass of fragment ions: 49,000 Da; signal-to-noise ratio:
1; envelopes of precursor ions were deconvoluted to derive the precursor masses of
MS/MS spectra).

Thermo Xtract 3.0 was also applied to the raw data with its default top-down
parameters, includingLowandHighMass of 56.00 and60,000.00 and signal-to-noise
ratio of 2, except for the maximum charge state, which was set to 10.

Hardklör was run with the default parameters as well, except for ‘resolution’,
‘centroided’ and ‘ms_level’ set to 17,500, 1 = yes and 2, respectively.

13.2.3 Peptide Identification

MS/MS spectra were identified through a search with MS-GF + [21, 22] against a
database containing the sequences of CAH2 and the 32 contaminants listed in [20]
with the default parameters except for the maximum peptide length and maximum
precursor charge, which were set to 50 and 5, respectively.

13.3 Results

13.3.1 Test Datasets

To compare the deconvolution software tools MS-Align, Xtract and Hardklör, we
considered separately the four sets ofMS/MSspectra from thefiles 140411_QE_Cah-
1.raw, 140411_QE_Cah-2.raw, 140411_QE_Cah-3.raw, and 140411_QE_Cah-
4.raw, and selected from each of those the mass spectra identified with the E-value
below 10−15. Further, we annotated those spectra with respect to the peptides they
were matched to and kept only the ones for which the peaks identified as monoiso-
topic b- or y-ions of charge at most 5 provided the peptide sequence coverage of at
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least 25%. In this way, we obtained four high-quality datasets, which will be further
numbered from 1 to 4.

In Table 13.1, the number of spectra in each dataset is indicated, along with the
average number of peaks in those, and the average sequence coverage (in percent)
provided by monoisotopic b- or y-ions of charge at most 5.

Subsequently, we checked whether those spectra were properly deconvoluted by
the three tools under consideration. It turned out that whileMS-Deconv andHardklör
processed all the spectra so that the deconvoluted ones did contain at least one peak,
Xtract failed to process some of those, which led to deconvoluted spectra with no
peaks. And namely, Xtract could not handle 4, 9, 18 and 18 spectra from the first,
second, third and fourth dataset, respectively. Statistics on those spectra is given in
Table 13.2; it indicates that their quality matches quite good the average for the test
datasets.

To perform a fair comparison between the deconvolution tools, we excluded from
the test datasets the spectra that were not appropriately handled by Xtract. For the
sake of completeness, in Table 13.3, we provide statistics on the final datasets used
for comparison of MS-Deconv, Xtract and Hardklör; as expected, it is much similar
to the one given in Table 13.1.

Table 13.1 Composition of the four test datasets

Dataset Number of the selected
spectra

Average number of peaks Average sequence coverage
with monoisotopic b- and
y-ions of charge at most 5, %

1 62 471 53.56

2 91 462 38.31

3 30 548 46.72

4 39 598 33.36

Table 13.2 Statistics on the spectra that could not be properly deconvoluted with Xtract

Dataset Number of the mishandled
spectra

Average number of peaks Average sequence coverage
with monoisotopic b- and
y-ions of charge at most 5,
%

1 4 298 42.25

2 9 484 34.59

3 18 537 50.92

4 18 519 35.90
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Table 13.3 Composition of the final datasets used to compare the performance of MS-Deconv,
Xtract and Hardklör

Dataset Number of the mishandled
spectra

Average number of peaks Average sequence coverage
with monoisotopic b- and
y-ions of charge at most 5,
%

1 58 482 54.30

2 82 459 38.85

3 12 561 41.73

4 21 667 31.13

13.3.2 Comparison of Deconvolution Tools

The deconvolution software tools MS-Align, Xtract and Hardklör were tested on the
four datasets, statistics on which is provided in Table 13.3. The obtained results are
summarized in Table 13.4.

As it can be seen,Xtract eliminates almost all b- and y-ions. Interestingly, bothMS-
Deconv andHardklör manage to obtain higher sequence coverage withmonoisotopic
N- and C-terminal fragment masses, as compared to that with b-and y-ions of charge
at most 5. In case ofMS-Deconv, this can be explained by the presence of some b-and
y-ions of charge more than 5 in the spectra, while the more impressive difference
in sequence coverage achieved by Hardklör should be due to thorough analysis of

Table 13.4 Composition of the final datasets used to compare the performance of MS-Deconv,
Xtract and Hardklör

Dataset Deconvolution tool Average number of peaks Average sequence coverage with
monoisotopic N- and C-terminal
fragment masses, %

1 MS-Deconv 28 47.44

Xtract 16 0.08

Hardklör 119 75.94

2 MS-Deconv 29 55.82

Xtract 45 0.46

Hardklör 120 76.38

3 MS-Deconv 20 40.46

Xtract 29 1.82

Hardklör 50 62.07

4 MS-Deconv 24 39.67

Xtract 34 0.27

Hardklör 63 62.30
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dependencies between the fragment ions, which allows to retrieve the respective
monoisotopic masses also from modified ions.

Thus, processing the raw spectra with Hardklör results in deconvoluted spectra
with higher sequence coverage with monoisotopic N- and C-terminal fragment
masses, while MS-Deconv produces deconvoluted spectra with sequence coverage
being approximately the same as with b- and y-ions in the raw spectra. This suggests
that if the spectra should be further handled on an individual basis, it might be
beneficial to use Hardklör; however, if they are processed together, as Twister does,
MS-Deconv will be likely the choice of preference, as demonstrated in [20]. And this
is also consistent with the fact that even thoughHardklör is applied for deconvoluting
top-down data, it was originally developed for processing bottom-up spectra [15].

13.3.3 Detection of Isotopic Envelopes by MS-Deconv

Despite MS-Deconv sometimes slightly improves sequence coverage as compared
to that provided by the raw spectra, it does not recognize several isotopic envelopes,
because the scoring function used to compare a candidate envelope to the theoretical
onewas suggested for the top-down case, inwhich isotopic envelopes have a different
kind of shape, as compared to the bottom-up case. At the same time, experimental
isotopic envelopes closely matching theoretical ones are usually properly processed
byMS-Deconv. Examples of a high- and modest-quality matches between an experi-
mental and theoretical isotopic envelope are given inFigs. 13.1 and13.2, respectively;
both these experimental envelopes were detected and processed byMS-Deconv. The
theoretical envelopes for the respective monoisotopic masses were generated using
Emass [23]. Visualization was performed with a software tool we developed to this
end.

To estimate the quality of an experimental envelope, a scoring function should
be introduced, which would allow comparing it to its theoretical counterpart. Such
function employed by MS-Deconv is described in [14]; in particular, it accounts for
discrepancies in both the m/z values of the corresponding peaks and intensities of
the latter. Our preliminary computational experiments suggest that the same concept
is applicable to the bottom-up case; however, the deviation of the observed and
predicted intensities should be penalized heavier than in the top-down case, as well
as the absence of peaks supposed to have large enough intensity.

13.4 Discussion

While deconvolution traditionally is not applied to bottom-up data, it can be strongly
beneficial to deconvolute high-resolution bottom-up MS/MS spectra in a top-down
fashion. In this way, we can obtain mass spectra with very few yet much reliable
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Fig. 13.1 A high-quality match between an experimental and theoretical envelope (charge 2)

peaks. Subsequently, those spectra should be processed all together rather than indi-
vidually, and in this way, particularly accurate interpretation of the MS/MS data can
be achieved. This is especially important for the task of de novo sequencing.

At the same time, adaptation of the existing top-down deconvolution software
tools to the bottom-up case would clearly improve their performance. However,
they can be more or less suitable for such adjustment: as our computational exper-
iments demonstrated, Xtract—arguably the most popular top-down deconvolution
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Fig. 13.2 A modest-quality match between an experimental and theoretical envelope (charge 3)

method—performs quite poor on the bottom-up data, while the results of MS-
Deconv look very promising and will likely be further improved through appropriate
modification of its scoring function.

Having developed efficient and reliable methods for deconvoluting high-
resolution bottom-up spectra in a top-down way, we will further come up with novel
algorithms for interpretating this kind of data, this gaining new opportunities for
analysis of peptides and proteins.
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13.5 Conclusions

In this work, we demonstrated that among the most widely used top-down decon-
volution tools, MS-Deconv is the most promising candidate for adaptation to the
case of high-resolution bottom-up tandem mass spectra. Our future research will be
dedicated to adjusting the scoring function it uses to detect isotopic envelopes, so
that to improve its performance in this unforeseen particular case.
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Chapter 14
Algorithm for Fetal Activity Passive
Monitoring

Yulia O. Bobrova, Olga N. Kapranova, and Kseniya V. Filipenko

Abstract Fetal activity is an important indicator of fetal health. Analysis of the
number and duration of fetal movement episodes can provide conclusions about fetal
development and its general health. However, short-term observation of these indi-
cators can give a false result due to the changing behavior of fetal activity, depending
on the stage of pregnancy. Long-term monitoring will make it possible to timely
record the initial stage of pathology and provide timely assistance to the mother and
fetus. The purpose of this work is to compare passive recorders: accelerometers and
gyroscopes, which can be used as part of a wearable long-term monitoring system.
The paper presents an algorithm for identifying episodes of fetal activity to facilitate
the analysis of fetal condition and reduce the subjectivity of processing the signal
recorded by the system. According to the results of the work, the average sensi-
tivity and average accuracy of the algorithm for identifying episodes of fetal activity
based on the gyroscope signal was 90%. At the same time, the average sensitivity of
identifying episodes of fetal activity based on the accelerometer signal was 87.50%
(calm state) and 79.16% (active state), average accuracy was 87.50% (calm state)
and 71.20% (active state).

Keywords Fetal movements · Passive recorders · Gyroscope · Accelerometer ·
Signal processing

14.1 Introduction

Today, taking care of the health of the pregnant woman and the fetus is a public health
priority inmost countries. Technologies in the field of perinatal diagnostics are devel-
oping rapidly, and therapeutic approaches are constantly being improved. However,
the risk of developing critical fetal conditions and related pathologies, which can
subsequently lead to childhood disability or death, is still high [1]. The percentage
of children with disabilities aged 0–3 years is 7.59% of the total child disability. In
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2020, this amounted to 53.5 thousand children [2]. Long-term monitoring and, as a
result, timely recognition of critical conditions of the fetus will reduce the number
of perinatal deaths and ensure the health of the child. The use of remote monitoring
systems allows a pregnant woman to reduce the frequency of hospital visits. This
allows her to maintain her usual lifestyle and reduce the likelihood of infectious
diseases. In addition, in conditions when a woman is not able to visit a medical
institution due to its remoteness or the complexity of the epidemiological situation,
remote monitoring will allow the doctor to continue monitoring her condition and
the condition of the fetus.

Currently, the main method for monitoring the state of the fetus is cardiotocog-
raphy (CTG).Thismethod is highly accurate, but the complexity of the equipment and
the limited time of the study do not allow its use in long-termmonitoring systems. The
simplest method of controlling fetal movements is maternal perception. However,
thismethod is subjective; its sensitivity varies from 37 to 88% [3]. Alternative passive
methods for recording and analyzing the fetal activity signal described in the literature
are:

• Fetal electrocardiography (fECG). This method allows for non-invasive, long-
term and safe monitoring using compact devices. From the recorded data it is
possible to produce the fetal VCG, which makes it possible to obtain information
on fetal movements. However, the amplitude of the registered maternal ECG
signal is significantly greater than the amplitude of the fetal ECG. Therefore, to
isolate the fetal ECG, it is necessary to use complex signal processing algorithms
[4].

• Fetal magnetocardiography (MCG) [5]. Compared to fetal ECG, the signal-to-
noise ratio in fetal ICG is significantly higher. Therefore, the features required for
the analysis can be identified with greater accuracy. However, the high cost, the
need for specialized and complex equipment makes this method unsuitable for
long-term remote monitoring.

• Acoustic sensors. Such systems are characterized by low cost and availability.
Acoustic sensors. Such systems are characterized by low cost and availability.
But they are inferior in accuracy to other methods. For example, system [6] is
successfully able to detect startle movements, but is not sensitive to breathing or
general movements

• The use of various transducers such as accelerometers [7, 8], force-sensitive
resistors [9], gyroscopes is a promising technology for monitoring fetal activity.
Currently, there are no uniform accepted methods for using certain types of
sensors, their number and relative position. There is also the task of developing
algorithms for processing the received signals to isolate episodes of fetal activity
against the background of non-fetal artifacts. Passive systems based on recording
fetal impact on the anterior abdominal wall have the potential to accurately detect
fetal movements in real time.
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14.2 Proposed System for Fetal Activity Registration

In [10], we proposed a system based on a matrix of passive recorders. This system
records the physical activity of the fetus. Fetal activity is a vivid marker of the state
of the fetus: its nervous development, as well as the presence or absence of hypoxia
[11]. Figure 14.1 shows the layout of the system recorders on the patient.

The system includes abdominal sensors (Pass_Rec_1–Pass_Rec_3). They record
the signal of fetal activity and the noise signal associated with the movements of the
mother and various artifacts. In addition, the proposed system has a reference sensor
(Pass_Rec_0). It registers only the noise signal and is used during processing to

Fig. 14.1 Passive recorders
layout

Fig. 14.2 Sensor
registration axes
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remove noise and artifacts from the abdominal signals. Figure 14.2 shows a diagram
of the sensor registration axes [12].

In works [10, 13] we considered the use of accelerometers for recording the
signal of fetal activity. The accelerometer records the projection of the apparent
acceleration along three axes (X, Y and Z). In this paper, we will take a look at the
use of gyroscopes. Gyroscopes measure the change in the angle of orientation of the
body (sensor), which also allows the determination of fetal movement.

14.3 Fetal Activity Signal Simulation

14.3.1 Signal Simulation Model

We have developed a model of the fetal activity signal source [10]. The model is
necessary to confirm the correctness of the choice of recorders, to analyze their best
relative position and, thereby, to increase the efficiency of the system being devel-
oped. The layout takes into account the biomechanical features of signal propagation
in a real biological environment. For this, it includes viscoelastic structures similar
in their mechanical characteristics to real biological tissues. In addition, the model
takes into account the morphological shape of the surface, to which recorders will
be applied in the future. Figure 14.3 shows a diagram of the structure of the model
in section.

Figure 14.3 shows the following components of the layout: 1 is the outer layer of
the layout, made of solid silicone, which simulates the outer layers of the skin, from
the surface of this layer the signal is recorded by sensors; 2 is viscous inner layer
of the model, made of viscous silicone, which simulates a visco-elastic environment
through which a real signal passes; 3 points motors that generate a useful signal and
noise (motor in the center). The signal amplitude on themodel surface depends on the
number of motors involved in generating it, their relative position and the duration
of the pulse, which controls the operating time of the motors.

Fig. 14.3 Cross-sectional
diagram of the signal source
model
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Fig. 14.4 Amplitude of the
recorded signal vs pulse
duration of accelerometer
(blue) and gyroscope (red)

Figure 14.4 shows a graph of the dependences of the amplitude of the signal
recorded from the surface of the model by the gyroscope and accelerometer on the
duration of the control pulse.

Figure 14.4 shows that there is a strong dependence of the amplitude of the signal
recorded from the surface of the model by the gyroscope on the duration of the
control pulse. Over a significant interval (until the sensitivity threshold is reached),
this dependence is linear. At the same time, the dependence of the signal amplitude
on the pulse duration in the case of accelerometer measurements is also close to
linear. But unlike a gyroscope, an accelerometer is less sensitive to changes in the
input signal level.

Thus, the analysis of the gyroscope signal can make it possible to isolate the
episodes of fetal movements more successfully, due to greater sensitivity to changes
in the amplitude of the signal under investigation.

14.3.2 Signals Received from the Model

The layout presented in Sect. 3.1 allows generating a signal similar to the fetal activity
signal in different amplitude ranges. The duration of the control pulse, which turns on
a particular vibration motor, regulates the intensity of its work. This, in turn, affects
the amplitude of the signal recorded on the surface of the model. Figure 14.5 shows
the result of the study of the sensitivity of the recorders with the minimum duration
of the control pulse (12 ms).

The results presented in Fig. 14.5 showed that with the same intensity of the signal
generated by the model, the gyroscope is more sensitive than the accelerometer. On
the x-axis of the gyroscope, the peaks corresponding to the moments of switching on
the vibrationmotors are visually well distinguishable. At the same time, on the signal
recorded by the accelerometer, it is almost impossible to determine the moments
when the signal was sent. In addition, the signal recorded by the accelerometer has
significantly lower amplitude than the signal recorded by the gyroscope, and is also
more prone to baseline drift.

The results obtained during the study of the characteristics of the recorders using
the signal sourcemodel showed that gyroscopes can also beused for passive recording
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Fig. 14.5 Signals recorded along the axes of the gyroscope (left) and accelerometer (right)

of fetal motor activity, supplementing accelerometric recorders, or even replacing
them altogether.

14.4 System Testing in Real Conditions

After confirming the possibility of signal registration by passive sensors using the
developed model, we recorded real signals. We have obtained the signals from the
accelerometers and gyroscopes. Registration was carried out in a calm state in a
sitting position and in a walking condition.

Fig. 14.6 Gyroscopes: signals received while sitting (left) and walking (right)
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Fig. 14.7 Accelerometers: signals received while sitting (left) and walking (right)

Figure 14.6 shows the results of registration of movements in a sitting position
and when walking by gyroscopes located in the abdominal region.

Figure 14.7 shows the signals received from abdominal accelerometers when
registering movements in a sitting position and when walking.

As already mentioned, earlier we carried out work on the analysis of signals
from accelerometric sensors. The developed signal processing algorithms and the
results are given in the work [13]. In this paper, we will consider an algorithm for
processing signals received from a gyroscope. They are similar to signals from an
accelerometer, since signals from the same source are recorded. However, due to the
different principles of sensor operation, the algorithms are slightly different.

Figure 14.8 shows the developed algorithm for processing signals from gyro-
scopes.

First of all, the received data is read, namely, signals from three three-axis abdom-
inal gyroscopes. The resulting data can then be submitted in an easy to read format.
To do so, we convert the measured angular velocity into standard units of measure-
ment, namely in °/s. In our experiment, the maximum scale range was set equal to
± 125°/s A built-in 16-bit ADC was used to obtain data. In this case, the 250°/sec
range is described by 216 values. And the 1 /s = 216/250 = 65,536/250 = 262.144.

The received signal contains noises caused by the processes of the mother’s vital
activity. To exclude them from the signal, filtering is performed using a second-
order Butterworth bandpass filter. The selected cutoff frequencies correspond to the
frequencies of the fetal activity signal. Previous studies have shown that this signal
is expected to be in the 0.5–10 Hz range [14].
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Fig. 14.8 Diagram of the signal processing algorithm

For further analysis, combine the signals from the three axes of each sensor into
the resulting signals. For this, we use the Formula (14.1), where Gde Gx, Gy and Gz

are signals from the gyroscope axes.

Gi (t) =
√
G2

x (t)+ G2
y(t)+ G2

z (t) (14.1)

The received signal is then smoothed and next we use the threshold method of
extracting the peaks. As a threshold, the median of the root mean square values is
calculated by epochs with a duration of 1.5 s. The one and a half second interval
was chosen as the average duration of continued fetal movement. The counting of
peaks on each of the sensors is carried out by comparison with the threshold value
set as 3Lim. At the last stage of the algorithm, the results of motion detection for
each sensor are combined. This is necessary to eliminate repetitive peaks detected
simultaneously by two or more recorders [15, 16].

The result of the algorithm’s work on the example of one of the signals is shown
in Fig. 14.9.

The results of the algorithm performance for processing the recorded signals from
abdominal region are considered in Table 14.1.

The accuracy is calculated using the Formula (14.2):

Acc = (TP+ TN)/(TP+ TN+ FP+ FN) (14.2)

The sensitivity is calculated using the Formula (14.3):

Sens = TP/(TP+ FN) (14.3)
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Fig. 14.9 The result of the algorithm performance. Registered signal (blue) and detected motion
(red)

Table 14.1 Signal processing results

Record number TP FN Acc, Sens % Average
Acc, Sens, %

1 (sitting) 29 1 96.97 90

2 (sitting) 26 4 86.67

3 (walking) 25 5 83.33

4 (walking) 28 2 93.33

In our experiment, a true negative (TN) result is always absent, and according to
the processing results, the number of false positive (FP) defined movements is also
0. Thus, when this algorithm is implemented on these signals, the sensitivity and
accuracy are equal. Average accuracy is 90% and average sensitivity is also 90%.

For accelerometers in the [13], the following values were obtained: when iden-
tifying episodes in a calm state (sitting or lying position), the average accuracy is
87.50%, the average sensitivity is 87.50%; when detecting episodes of fetal activity
in an active state (walking), the average accuracy is 71.20%, the average sensitivity
is 79.16%.

Thus, at this stage of thework, the algorithm for detecting episodes of fetal activity
from the signal from the abdominal gyroscopic sensors shows better results than the
analysis of signals from accelerometers.
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14.5 Conclusion

In this work, a system for passive monitoring of the fetus was proposed, aimed at
improving medical support for pregnant women and allowing a timely response to
changes in fetal activity.We have compared two types of passive sensors: accelerom-
eter and gyroscope. As a result of testing on amodel of the fetal activity signal source,
it was found that the gyroscope response to the incoming impact is more pronounced
than that of the accelerometer. The gyroscope is more sensitive and less prone to
baseline drift. As a result of the analysis of real signals in a calm and active state, the
gyroscope-based algorithm provided greater accuracy (90%) than the accelerometer-
based algorithm (accuracy 87.50 and 71.20% under various conditions). Thus, gyro-
scopes can be used both as independent recorders and as part of an accelerometric
system to improve its accuracy in the monitoring system.
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Chapter 15
Lossless Genome Data Compression
Using V-Gram

Samaneh Navvabi , Mojtaba Najafi Oshnari , and Boris Novikov

Abstract The high-throughput sequencing technology developed in recent years has
enabled the public to obtain a large amount of genomic data, which has caused serious
concern about the storage cost as an effective data compression algorithm. Genomic
data is still an unresolved problem in genomic data research. This paper proposed
a lossless Genome Data Compression Algorithm using V-gram with the help of
constructing a dictionary out of sequential data, based on Unsupervised machine
learning and predicting next Characters. As a result, we got a 24% Compression
rate.

Keywords Data compression · V-Gram · Big data · Unsupervised machine
learning

15.1 Introduction

In bioinformatics, the FASTA format is a universal standard for storing nucleotide
sequences or amino acid sequences. Fasta is a text-based format that consists of
single letters which represent each nucleotide or amino acids. Genome sequences
are represented by letter called nucleotides or bases with four different characters,
namely guanine (G), thymine (T), adenine (A) and cytosine (C). These sequences
are shown in the standard IUB/IUPAC nucleic acid and amino acid codes [1].

Genome research is driving the development of personalized medicine and the
discovery of drugs for cancer, rare diseases, and other serious diseases. However,
genome data are much more heterogeneous than those in physics, and the generated
files are enormous and considered confidential personal information. Thus, they need
to maintain in a way that supports continuous discovery, and then need to be held to
meet regulatory compliance requirements. Biologists are joining the Big Data Club
and having trouble storing, processing, and moving information that was once the
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area of astronomers and high-energy physicists. Therefore, we must compress these
data, but due to the high entropy rate in genome data, wemust try a different approach
than traditional [2].

In the prominent position, compression deals with how the information is struc-
tured in the data, and weaving this structure leads to the optimization of the data
display and, consequently, to the reduction of their volume. If data production is
achieved, steps have been taken to understand better and present them more easily.
In cases where it is impossible to identify the source correctly, compression algo-
rithms try to discover this structure approximately and use it in compressing data.
Conceptual tools developed in coding knowledge that has helped to shorten data have
helped determine these structures, which have also been used to analyze biological
data.

Formal grammars have been successful models in analyzing age sequences and
extracting their structure. The study of DNA from a linguistic point of view, which
has led to the extraction of formal grammars from their structure, has a lifespan equal
to DNA discovery’s lifespan.

In recent decades, storage requirements havegrown spectacularly. Storage funding
has more problems than sequencing. That is a big problem that the modern scientist
has to face. Sequencing has become more problematic, and this problem makes the
whole process more difficult. The motivation to sequence and produce new data has
diminished [3].

Such data comes in the form of Short strings typically with lengths in the range
of 75–150. Each character represents a nucleotide and can accept the values of A
(adenine), C (cytosine), G (guanine), T (thymine), or N (error in base call) [4]. All
this data needs to be retrieved and processed to keep in I/O traffic because of the
slow processing power [5].

The important thing is to compress information without losing the data. For
instance, the data created at a specific time may use to refer to the results of other
previously created data, which implies the reprocessing of a possibly much larger
data set. Thus, it is necessary to develop a robust and lossless Data compression
algorithm.

Construction of the V-Grams dictionary depends on the minimum description
length principle. This approach allows us to achieve competitive results in data com-
pression tasks like Genome data compression compared to other methods.

This paper proposed a lossless Genome Data Compression Algorithm using V-
gram with the help of constructing a dictionary out of a sequential data, based on
Unsupervisedmachine learning and predicting next Characters. The paper structured
as follows: Literature review, Material and Methods, Results, and Conclusion and
future work.
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15.2 Literature Review

A promising approach to genome data storing as big data is using compression
methods. Normally compression methods are dividing into two major approaches:
traditional compression algorithms and recurrent neural network algorithms. In order
to compress noisy data like genome data, the conventional approach unable to reach a
high compression rate. Biocompress, GenCompress-1, Gencompress-2, XM, DNA-
COMPACT,MFCompress, andDeepZipmodel are themost frequentmethods among
the recurrent neural network algorithms.

Currently, universal text compression algorithms, such as gzip [6] and bzip [7],
doesn’t suit the compression of genomic information since these algorithms were
designed for the compression of English text. Besides, the desoxyribonucleic acid
sequences carry four bases: 2 bits ought to be adequate to store every base and follow
no clear rules like those of text files that can’t offer correct compression results.

For instance, bzip2 can compress 9.7 MB of information to 2.8 MB (the com-
pression ratio (CR) is extensively better than 2 bits in keeping with base (bpb)).
Nevertheless, that is a far from fine in phrases of compression efficiency. Thus,
greater powerful compression strategies for genomic data are required. Recently,
numerous lossless compression algorithms were counselled for this project thinking
about the capabilities of that genomic information.

15.2.1 Biocompress

Grumbach and Tahi [8] is initially purposed in 1993 for the compression of genomic
data. An attempt is formed to seek out the precise and palindromic iterations within
the target sequence during a mounted size window. These actual and palindromic
iterations are then coded by position and, therefore, the length of their first occur-
rences.

Biocompress2 [9] encodes the non-repeated regions with an arithmetic coder of
order 2 [10] as an improved version.

Based on the detection of the approximate repetitions, the algorithms Gen-
Compress-1 and Gencompress-2 [11] are proposed. In the first algorithm, Gen
Compress-1 uses the Hamming distance (replacement only) for the approximate iter-
ations, while Gencompress-2 in another version uses the Editions distance (erase,
insert, replace) to encode the approximate iterations. The context-based compression
method is one of the most effective methods for compressing genome sequences
based on the n-gram dictionary. It uses the previous n bases to predict the next base
probability, followed by the arithmetic coder.
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15.2.2 XM

Kaipa et al. [12] XM is a hybrid of expert compression models that calculate the
probability of the next nucleotide. The expert consists of three models, Order 1
Markov Model, Order 2 Markov Model, and Copy Expert, which assumes the next
nucleotide as part of the repeat sequence. The probabilities of experts are merged
and sent to the arithmetic coder.

15.2.3 The DNA COMPACT

Li et al. [13] is a two-pass algorithm. In the first pass, the exact repeats and comple-
mentary palindromes are found and encoded, and in the second pass, the remaining
sequence is encoded with context models. In this context model, the logistic regres-
sion method is used and performs better than the Bayes averaging used by XM.

15.2.4 MFCompress

Pinho and Pratas [14] uses several competing n-gram dictionary models to encode
the DNA sequences. Since the size of the n-gram dictionary increases exponentially
with the size of n, n has a memory limit, usually less than twelve bases. This method
is effective when the genome sequences have local features such as sequence motifs
[15], CpG island [16], and tandem repeat [17]. However, the repetition of this local
feature is not a complete repetition, an approximate iteration, and in addition to its
local relevance, the genome also has global dependencies, such as [18, 19].

15.2.5 DeepZip

Tatwawadi [20] is one of those learning methods suggested for text compression. It
predicts the next character/word based on themodel of the Recurrent Neural Network
(LSTM / GRU) [21]. Although it is attempted to compress the data of the human
chromosome 1 genome, the weight of the model is not weighted, and a single pass
is made through the data. The RNN, LSTM or GRU models can easily capture long-
range correlations.

The structure of the V-Gram dictionary is according to the principle of minimum
description length. This allows us to achieve competitive results in data compression
tasks. The V-grams Dictionary can be used as terms in the text representation of the
term bag. From a practical point of view, V-Gram has at slightest two noteworthy
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points of interest over time: fixed dictionary and volume simple text normalization.
V-gram dictionary can be much smaller than the word dictionary but demonstrate
the same score.

15.3 Materials and Methods

15.3.1 Background

The method discussed in this article is based on the Algorithm introduced by Igor et
al. [22], but with a few modifications that are briefly explained below.

Data: Set of sequences X
Result: Optimal A
A0 = A;
X0 = the occurrence of alphabet phrases in X ;
t = 0;
repeat

t = t + 1;
Xt = ∅;
repeat

Pick x at random from X ;
Split x → {xk} using terms from At−1 and frequencies from Xt−1;
foreach unigram a and bigram (a, b) from {xk} do put a → Xt and (a, b) → Xt

until StoppingCriterion(Xt );
if t mod 2 = 1 then

At = Expand(At−1, Xt );
else

At = Reduce(At−1, Xt );
end

until t mod 2 = 0 and At ∩ At+1 > N ;
Algorithm 1: General schema of the algorithm

The overall schema of dictionary A construction (Algorithm 1) comes with two
iterative phases:

1. Expansion phase: Adding the foremost informative component to the dic-
tionary. The most informative component in the equation are estimated using
accumulated statistics for pairwise frequency and Kullback-Liebler divergence
(15.1).



146 S. Navvabi et al.

Â = argmin
A

H(X, A) = argmin
A

DKL (p(b|a, A, P)||p(b|A, P))

= argmin
A

∑

x∈X

|x |A∑

k=1

p(xk |xk−1, A, P) log
p(xk |xk−1, A, P)

p(xk |A, P)

= argmin
A

∑

x∈X

|x |A∑

k=1

p(xk |xk−1, A, P) log
p(xk, xk−1|A, P)

p(xk |A, P)p(xk−1|A, P)

= argmin
A

∑

(a,b)∈A2

f (a, b|A, X)p(b|a, A, P) log p(a, b|A, P)
p(a|A, P)p(b|A, P) .

(15.1)
2. Reduction phase: Removing the the slightest informative component from the

dictionary. For each dictionary component a j except members of A, remov-
ing the dictionary’s least descriptive components We can calculate the cost of
removing each dictionary component a j excluding members of A. We format
each element a using the rest of the current dictionary Ak \ a, and we update
metrics for coding elements (a = (b1, . . . , bs), b j ∈ Ak \ a). We append the fre-
quency of a to the coding during the update.

In terms of the variability of element length, entries in the constructed dictionary A
are referred to as V-Grams. Iterative conditional optimization is used in the algorithm
scheme. A step in the optimal direction is taken in this scheme, and the result is
projected to the conditions. All of the algorithm’s phases are greedy and optimize
the same function: X code length.

15.4 Results

In our experiments, we tested V-Gram on the full Human genome (GRCh38.p12)
as well as the human mitochondrial genome (NC_012920.1) which is the entirety
of hereditary information contained in human mitochondria and Complete DNA
sequence of yeast chromosome XI (NC_001143.9) which includes more than three
hundred thousand characters and happens to be very resistant to compression. Anal-
yses are led to look at the normal compression of information X without extra pre-
processing (like arranging). For this examination, the data was compacted by various
ways (Table15.1).

A stable correlation trend was found between compression rate and vocabu-
lary size (Fig. 15.1). This fact illustrates one of the approach’s main characteristics,
namely constructing an optimal feature set. For a feature selection method, rather
than expanding the feature set size would increment computational expense.

For this experiment, the data fromNational Center for Biotechnology Information
is used; extracted txt file from GRCh38.p12 and NC_001143.9 and NC_001143.9
compressed with different Dictionary sizes, and direct correlation between Dictio-
nary size and the Compression rate was observed highest compression rate was 24%.
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Table 15.1 Genetic data compression

Method Size, bytes Compression rate (%)

Original data(GRCh38.p12) 3313061631 –

Biocompress-2 1900999330 57.38

Dictionary size 500 851456840 25.7

Dictionary size 1000 848143781 25.6

Dictionary size 2000 844830716 25.5

Dictionary size 10000 824952345 24.9

Dictionary size 20000 815013170 24.6

Fig. 15.1 The compression
rate of genetic data depends
on the size of the dictionary
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Another essential feature of the proposed method is creating v-grams of any
length, as demonstrated by the dictionary elements created for this compression task.
Table15.2 contains examples of nontrivial dictionary elements of long length with
frequencies. In contrast to trivial sequences such as homopolymers, these examples
are referred to as nontrivial.

Table 15.2 Genetic sub-sequences as Example

V-grams Frequency

AGCCTCAGAGCAAGAAAAAACTCTGTCTCGGGTGA 101

AAGAACAGCATCATGCTACCTGACTATGGCTGGGTCAAACTA 70

CTTTCATACAGAGTTGAACCTTGAGTTCAGCTTTCAAACACTCTTT 30

AGTAATGGGAAGCTGGAGTCAAATGGTATTTCTAGTTCTTCTAGAT 206
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15.5 Conclusion

Our work has shown that it is possible to compress human genome sequences by a
recurrent neural network approach. This will help better understand the laws gov-
erning DNA sequence data because identifying better data compression is closely
related to identifying better data prediction models. Biological analyses explore the
more features of genome sequences in the future, and compression methods could
provide more information about redundancy and a higher increase in compression
performance and The training of the deep-learning model for the human genome
using background information like mutations, motifs, and tandem repeats, etc.
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Chapter 16
The Method of Generating Random
OQPSK Signal Packets Based
on Optimal FTN Pulses with Reduced
PAPR and Frequency Band

Anna Ovsyannikova , Sergey Makarov , and Ge Dong

Abstract Faster-than-Nyquist (FTN) is a promising technique used to improve spec-
tral efficiency of a communication system. However, FTN signals have high peak-to-
average power ratio (PAPR). To eliminate this drawback and keep spectral efficiency
at a high level, we propose the method of constructing FTN signals with offset
quadrature modulation via scaling up the pulses in quadrature channels and further
pulse optimization with the constraint on the constant signal envelope. The values
of optimization parameters providing both PAPR reduction and occupied frequency
bandwidth reduction compared to the signals based on root-raised-cosine pulses with
the roll-off factor 0.3 are found.

Keywords Faster-than-nyquist · Optimization problem · PAPR · OQPSK · RRC ·
Spectral efficiency

16.1 Introduction

In case of the channels with constant parameters and additive noise the values of
spectral efficiency above 2 bps/Hz can be achieved due to application of signals
based on Faster-than-Nyquist (FTN) pulses. Such pulses have a long duration Ts
which significantly exceeds the transmission time T of one information bit of binary
message, and occupy small bandwidth (one-sided) �F < 0.5/T [1]. FTN signals
are usually formed in two ways.

According to the first way, FTN signals are formed on the basis of root raised
cosine (RRC) pulses via filtering [1–4]. Time and spectral characteristics of such
signals depend on the shape of raised cosine frequency response of pulse shaping
filter with the roll-off factor 0 ≤ β ≤ 1 [5]. For β = 0 the pulse reduces to the shape
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sin(x)/x. In practice, only pulses of finite duration can be formed, having a fairly
compact spectrum, but a low reduction rate of out-of-band emissions. With a long
pulse duration Ts > T , random intersymbol interference occurs in the signal packet,
which leads to energy losses [1]. Signals based on RRC pulses have high peak-to-
average power ratio (PAPR). It is a drawback since high PAPR causes degradation of
the efficiency of power amplifiers [6–8]. The value of PAPR is influenced by several
factors such as pulse duration, the value of the roll-off factor, the symbol rate, and
the size of signal constellation [9].

The second way assumes the synthesis of optimal FTN pulses [10–13]. The opti-
mization problem includes the constraints on the compactness of spectrum of signals,
the reliability of detection and technical and economic constraints. To increase the
spectral efficiency, pulse duration Ts > T is chosen. It leads to intersymbol interfer-
ence, which is not random, but controllable due to a specific optimization constraint
[13, 14].

The disadvantage of both methods is high PAPR of signal packets [13, 15]. In
this regard, the possibility of constructing signal packets providing the same spectral
efficiency but reduced PAPR becomes especially interesting, since amplifiers can be
used more effectively [16]. Due to application of the signals with reduced PAPR, the
average power of oscillations can be increased, while the total operating energy costs
are kept unchanged. As a result, the quality of detection can be improved. In [13],
the problem of PAPR reduction for optimal FTN signals with quadrature modulation
was considered. The optimization constraint on PAPR for the case of BPSK (binary
phase shift keying) was used to obtain optimal pulses for each quadrature channel.
This made it possible to reduce PAPR by 2 dB compared to the signals based on
RRC pulses.

Further PAPR reduction in conditions of fixed energy losses and spectral param-
eters can be done with the use of the optimization constraint on the constancy of
instantaneous power, or the constancy of signal envelope [17]. In this work, the
method of generating optimal FTN signals with OQPSK (offset quadrature phase
shift keying) and with the constraint on the constancy of instantaneous power is
proposed.

The purpose of this work is to determine the shapes of optimal FTN pulses pro-
viding the gain in spectral efficiency and the energy gain in terms of PAPR in case
of OQPSK compared to the signals based on RRC pulses.

16.2 Optimization Problem

The packet y(t) of N signals with OQPSK and amplitude A0, carrier frequency ω0,
an initial phase φ0 and a pulse shape a(t) can be presented the next way:

y(t) = y1(t) − y2(t), (16.1)

y1(t) = I(t)cos(ω0t + φ0), y2(t) = Q(t)sin(ω0t + φ0), (16.2)
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I(t) =
(N−1)/2∑

k=0

c2ka(t − 2kT ), Q(t) =
(N−1)/2∑

k=0

c2k+1a(t − 2kT − T ). (16.3)

The sequence (16.1) is divided into two quadrature streams I(t) and Q(t) of odd
and even symbols ck = ±1 transmitted at the rate R = 1/2T at doubled time interval
T.

The problem of optimizing the pulse shape according to the criterion of the spec-
ified reduction rate of out-of-band emissions looks as follows:

arg{min
a(t)

J }, J =
∞∫

−∞
g(f )

∣∣∣∣∣∣

∞∫

−∞
a(t) exp(−j2π ft)dt

∣∣∣∣∣∣

2

df . (16.4)

Here J is an optimization functional, a(t) is a pulse shape of duration Ts = LT which
minimizes the functional J, g(f ) = f 2n is a weighting function (L, n ∈ N).

Let us consider the numerical solution to the problem (16.4). The function a(t)
can be presented as an expansion into limited Fourier series with m coefficients.
Assume that a(t) is an even function at interval [−Ts/2, Ts/2]:

a(t) = a0
2

+
m−1∑

k=1

ak cos(2πkt/Ts). (16.5)

Then the problem of minimizing the optimization functional (16.4) is reduced to
the problem of searching for the set of expansion coefficients which minimize the
function of many variables:

J ({ak}m−1
k=1 ) = Ts

2

m−1∑

k=1

a2k (2πk/Ts)
2n. (16.6)

The number of m coefficients of limited Fourier series is determined by the accu-
racy of a(t) representation and usually is equal tom=10–14 [13] for FTN pulses with
duration up to Ts = 16T − 32T .

The constraints on the signal energy and boundary conditions which define reduc-
tion rate of out-of-band emissions are written the next way:

Ts/2∫

−Ts/2

a2(t)dt = 1, a(k)(t)
∣∣
t=±Ts/2

= 0, k = 1 . . . (n − 1). (16.7)

Here a(k) is the k-th derivative of a(t).
The constraint on the cross-correlation coefficient determines the influence of

adjacent pulses on each other. This coefficient depends on the symbol rate R, pulse
shape a(t), and the pulse duration Ts = LT . The constraint on the cross-correlation
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coefficient determines bit error rate (BER) performance and can be presented by the
following inequality:

max
k=1...�(L−1)/2�

∣∣∣∣∣∣∣

LT/2∫

−LT/2+k/R

a(t)a(t − k/R)dt

∣∣∣∣∣∣∣
< K0. (16.8)

If the symbol rate is equal to R = 1/2T in each quadrature channel, the constraint
(16.8) transforms into the next expression:

max
k=1...�(L−1)/2�

∣∣∣∣∣∣∣

LT/2∫

−LT/2+2kT

a(t)a(t − 2kT )dt

∣∣∣∣∣∣∣
< K0. (16.9)

For instance, for a pulse a(t) of duration Ts = 8T (L=8) this expression can be
illustrated by Fig. 16.1. Here vertical dashed lines denote the limits of integration. It
can be seen that the highest value of cross-correlation coefficient correspond to k=1.

Fig. 16.1 Illustration of the
constraint on the
cross-correlation coefficient
(16.9)
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Fig. 16.2 Illustration of the constraint on the constancy of instantaneous power for OQPSK (16.9)

In general, the constraint on the constancy of instantaneous power [17] can be
written with the use of notations from (16.1):

I2(t) + Q2(t) = const. (16.10)

Figure16.2 shows the sequence of the pulses a(t) of duration Ts = 8T (L=8) in
in-phase and quadrature components. The symbol rate in each quadrature channel
is equal to R = 1/2T . Let us consider the time interval [−T , T ]. In the in-phase
component, there is an interference between the pulses a(t + 4T ), a(t + 2T ), a(t),
a(t − 2T ), a(t − 4T ). Similarly, in the quadrature component, there is an interfer-
ence between the pulses a(t − 3T ), a(t − T ), a(t + T ), a(t + 3T ). The point of the
constraint on the constancy of instantaneous power is to find the optimal pulse shape
a(t) which meets the requirement (16.10). Since a(t) is symmetrical about t=0, let
us consider only the pulses a(t), a(t − T ), a(t − 2T ), a(t − 3T ), a(t − 4T ) at the
time interval [0,T ]. Taking into account (16.1) and (16.10), we can write down the
following equation:

t ∈ [0,T ] : (c0a(t) + c2a(t − 2T ) +c4a(t − 4T ))2 +
(c1a(t −T ) + c3a(t − 3T ))2 = const = a2(0).

(16.11)

For the pulses of duration Ts = 8T (L = 8) the constraint on the constancy of
instantaneous power in integral form can be defined by the next expression:



156 A. Ovsyannikova et al.

T∫

0

[(
c0a(t) + c2a(t − 2T ) + c4a(t − 4T )

)2+

(
c1a(t − T ) + c3a(t − 3T )

)2 − a2(0)

]2

dt = 0, ∀ ci (i = 0 . . . 4). (16.12)

In case of an arbitrary pulse duration under condition of the symmetry about t=0,
the expression (16.12) is generalized into (16.13):

T∫

0

[( L/4∑

k=0

c2ka(t − 2kT )

)2

+
(L/4−1∑

k=0

c2k+1a
(
t − (2k + 1)T

))2

− a2(0)

]2

dt = 0,

∀ ci (i = 0 . . . L/2). (16.13)

To limit the maximum value of the integral in (16.13) with considering all pos-
sible symbol combinations (q is the combination number), we should introduce the
parameter ε (16.14):

max{q}

{ T∫

0

[( L/4∑

k=0

cq2ka(t − 2kT )

)2

+

(L/4−1∑

k=0

cq2k+1a
(
t − (2k + 1)T

))2

− a2(0)

]2

dt

}
< ε. (16.14)

The inequality (16.14) is the constraint on PAPR for the optimization problem
(16.4). The usage of this constraint allows not only obtaining the optimal pulse
shape a(t) of arbitrary duration, but also taking into account the scaling of a(t) and
the change in the transmission rate. Obviously, scaling up a(t) along time axis with
the constraints (16.7) leads to frequency band reduction. In the next sections, we are
going to consider the method of generating OQPSK signal packets via pulse scaling.

16.3 Results of the Optimization Problem Solving

The main goal of searching for FTN signals with OQPSK is to obtain optimal pulse
shape with the considered constraints taken into account via scaling up the pulses in
quadrature channels. Hereinafter the found optimal pulse shape is denoted as aopt(t).
The procedure of the optimization problem solving and its features are given in [13]
in detail. In this section, we are going to present the optimal pulse shape aopt(t) and
basic spectral and time parameters of signal packets.



16 The Method of Generating Random OQPSK Signal Packets Based … 157

-4 -3 -2 -1 0 1 2 3 4

t/T

-0.5

0

0.5

1

1.5

a op
t(t

)

0 0.5 1 1.5 2

f - f
0
, 1/T

-100
-90
-80
-70
-60
-50
-40
-30
-20
-10

0

G
(f

)/
G

(0
),

 d
B

Fig. 16.3 aopt(t) after scaling up twice (a) and corresponding energy spectrum (b)

Table 16.1 The values of PAPR and�F99% for signal packets with OQPSK based on scaled pulses

RRC, β = 0 RRC, β = 0.3 aopt(t)

�F99%, 1/T 0.54 0.59 0.56

PAPR, dB 6.72 6.06 6.16

Let us start with the optimal pulse of duration Ts = 4T obtained for the symbol
rateR = 1/T with the cross-correlation coefficientK0 = 0.1 and providing reduction
rate of out-of-band emissions 1/f 6 (n=2) [13]. After scaling up twice the optimal
pulse aopt(t) provides the same value of cross-correlation coefficient K0 = 0.1 for
the rate R = 1/2T . Note that the constraint on the constancy of instantaneous power
(16.14) is not used at this step of the optimization procedure.

In Fig. 16.3a the optimal pulse shape aopt(t) of duration Ts = 4T scaled up to
Ts = 8T is shown. The normalized energy spectrum G(f )/G(0) of a random signal
packet based on aopt(t) pulse shape is presented in Fig. 16.3b.

The occupied frequency bandwidth �F99% (two-sided) and PAPR of a bandpass
signal packet consisting of 10000 symbols with aopt(t) pulse shape and OQPSK are
given in Table16.1. This table also includes the values of PAPR and �F99% for the
bandpass signals based onRRCpulses of durationTs = 4T scaled up toTs = 8T with
the roll-off factor 0 ≤ β ≤ 1. As it can be seen from Table16.1, the least PAPR value
corresponds to the signals based on RRC pulses with β = 0.3 while the occupied
frequency bandwidth is almost the same for all the cases.

Now we can obtain the optimal pulse shape with the constraint on the constancy
of instantaneous power (16.14). The pulse shape aopt(t) from Fig. 16.3 is used as an
initial approximation. Calculation of ε according to (16.14) gives the value 0.7. To
achievePAPR reduction, ε needs to be decreased step-by-step during the optimization
with the fixed parameters Ts = 8T , K0 = 0.1, n = 2.

The optimal pulse shape aopt(t) for ε = 0.2 and its energy spectrum are demon-
strated in Fig. 16.4. Introducing the constraint on PAPR causes degradation of the
side lobes of the pulse shape. The amplitude of the side lobes decreases significantly.
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Fig. 16.4 aopt(t) obtained for ε = 0.2 (a) and corresponding energy spectrum (b)
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Fig. 16.5 aopt(t) obtained for ε = 0.07 (a) and corresponding energy spectrum (b)

Application of signal packets with OQPSK and the obtained optimal pulse shape
aopt(t) provides PAPR=4.6 dB and occupied frequency bandwidth�F99% = 0.73/T .
In other words, the pay for the gain of 1.56 dB in PAPR is the expansion of the occu-
pied frequency bandwidth by 30%.

More stringent requirements for PAPR (i.e., further decrease in the constraint on
the constancy of the instantaneous power ε) leads to almost zero level of the side lobes
of the optimal pulse shape. It is worth noting that for ε < 0.07 the amplitude of the
side lobes of the optimal pulse becomes so small that the value of cross-correlation
coefficient K0 does not exceed 0.05 instead of 0.1. Bandpass signal packets with
OQPSK and aopt(t) with ε = 0.07 provide PAPR=3.8 dB and occupy frequency
bandwidth �F99% = 0.85/T (Fig. 16.5). These signals outperform the signals with
OQPSK and the optimal pulse shapes with the constraint on PAPR presented in [13].
In that paper, the minimum achieved PAPR was equal to 4 dB while the occupied
frequency bandwidth was equal to �F99% = 1.17/T .



16 The Method of Generating Random OQPSK Signal Packets Based … 159

0 10 20 30 40 50
t/T

-1

-0.5

0

0.5

1

y(
t)

/m
ax

|y
(t

)|

0 10 20 30 40 50
t/T

-1

-0.5

0

0.5

1

y(
t)

/m
ax

| y
(t

)|

Fig. 16.6 OQPSK signal based on RRC pulses with β=0.3 (a) and optimal pulse aopt(t) with
ε = 0.07 (b)

Figure16.6 illustrates normalized randomFTNsignal packetswithOQPSK (16.1)
based on RRC pulses with β = 0.3 (a) and optimal pulses aopt(t) with ε = 0.07 (b).
As it is seen from Fig. 16.6, the average power for the signal packet based on optimal
pulses aopt(t) with ε = 0.07 is much higher than for the signal packet based on RRC
pulses with β = 0.3.

16.4 Summary of Simulation Results

Let us consider the results of the optimization problem solving with different values
of the constraint on the constancy of instantaneous power ε. Figure16.7 shows the
dependencies of occupied frequency bandwidth �F99% defined by the criterion of
containing 99%of signal energy (a), occupied frequency bandwidth�F−30dB defined
by the level of−30 dB of energy spectrum (b), and PAPR (c) on ε. It can be concluded
from Fig. 16.7a), c) that for ε < 0.07 optimal pulses aopt(t) have wider bandwidth
�F99% and smaller PAPR than signals based on RRC pulses with β = 0, or sin(x)/x.
At the same time, the value of ε = 0.5 provides the minimum value of �F−30dB.
Then the gain in spectral efficiency relative to the signals based on the pulses sin(x)/x
reaches 28%.

Let us compare signals based on optimal pulses aopt(t) and signals based on RRC
pulses with β = 0.3. The equality of the occupied frequency bandwidth �F99% is
achieved at ε = 0.55, while PAPR of the optimal signals is 0.4 dB smaller. Besides,
there is a gain about 30% in �F−30dB provided by optimal signals.

Since the the results of pulse shape optimization with the constraint on PAPR are
reasonable to use in packet transmission, it is necessary to consider the dependency
of PAPR on the packet length (Fig. 16.8).

When signals based on RRC pulses scaled up twice along time axis and signals
based on optimal pulses optimized according to the rate R = 1/2T are applied, the
dependency of PAPR on packet length has monotonically decreasing character. To
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Fig. 16.7 Dependencies of �F99% (a), �F−30dB (b), and PAPR (c) on ε

Fig. 16.8 PAPR dependency on the packet length for the symbol rate at each quadrature channel
R = 1/2T (a) and R = 1/T (b)

estimate PAPR of signals with the pulses scaled up twice to Ts = 8T it is enough to
construct the packet consisting of 1000 symbols if the symbol rate at each quadrature
channel is equal toR = 1/2T . Optimal signals based on aopt(t)with ε = 0.07 provide
at least 2.2 dB gain in PAPR. Increasing the symbol rate twice leads to an increase
in PAPR. However, the gain provided by optimal signals remains at least 2.2 dB if
the packet length is at least 1000 symbols.

16.5 Conclusions

In this work the method of generating random signal packets with OQPSK providing
reducedPAPRand occupied frequency bandwidthwith the use of optimal FTNpulses
is proposed. The point of this method is to perform time scaling of the optimal pulses
in each quadrature channel along with the introduction of a new constraint on PAPR
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into the optimization problem. This method includes the constraint on the required
value of cross-correlation coefficient which provides guaranteed level of bit error rate
performance in a channel with additive white Gaussian noise. The obtained optimal
pulse shapes used for FTN signaling with OQPSK have the following advantages:

1. Compared to signals with OQPSK from [13], both PAPR reduction to 3.8 dB and
occupied frequency bandwidth reduction to�F99% = 0.85/T are provided. The
gain in PAPR is about 0.2 dB while the gain in occupied frequency bandwidth
reaches 27%.

2. Compared to the signals based on RRC pulses with the roll-off factor β = 0.3,
PAPR is reduced at most by 2.2 dB. As a consequence, the spectral efficiency
R/�F99% decreases by 44%.

3. Compared to the signals based on RRC pulses with the roll-off factor β = 0.3,
optimal signal packets provide both smaller PAPR and narrower occupied fre-
quency bandwidth �F99% for the optimization parameter 0.55 ≤ ε ≤ 0.65.

4. The occupied frequency bandwidth �F−30dB determined by the level −30 dB
of energy spectrum is much narrower than for signals based on RRC pulses
in a wide range of values of the optimization parameter which limits PAPR
(0.2 ≤ ε ≤ 0.68).

It is shown that in case of packet transmission the packet length should be at least
1000 symbols to achieve the maximum benefit in PAPR due to application of signals
with OQPSK based on optimal pulses.
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Chapter 17
Iterative Algorithm with Feedback
for Coherent Detection
of Non-orthogonal Spectrally Efficient
Multi-frequency Signals

Dac Cu Nguyen , Sergey B. Makarov , Anna S. Ovsyannikova ,
and Canh Minh Nguyen

Abstract In this paper, a detection algorithm with feedback decision for Spectrally
Efficient Frequency Division Multiplexing (SEFDM) signals is proposed. Simula-
tion modelling of information transmission was held using suggested algorithm.
Simulation results have shown that the presented algorithm is quite effective. The
proposed algorithm increases computational complexity by at most 1% and provides
significant energy gains compared to the detection algorithmwhich does not take into
account intercarrier interference (ICI). For example, the energy gain can reach 7.5 dB
for SEFDM signals with bandwidth compression factor 0.6 when error probability
is equal to 10–3.

Keywords Coherent · Non-orthogonal · SEFDM · BER performance · Iterative
algorithm · Feedback

17.1 Introduction

Spectral efficiency improvement can be obtained by reducing the occupied bandwidth
while maintaining the volume of transmitted information. An increase in spectral
efficiency of information transmission systems using LTE, WiFi, WiMAX, DVB-
T protocols with using multi-frequency signals is possible with a decrease in the
spacing between subcarriers while maintaining their total number [1–5].

Such SEFDM (Spectrally Efficient Frequency Division Multiplexing) signals are
generated fromorthogonalmulti-frequency signals by decreasing the frequency sepa-
ration between subcarriers by a factor of 1/α, where α is the bandwidth compres-
sion factor. In [6–9], algorithms for generating and receiving SEFDM signals based
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on DFT/IDFT (Discrete Fourier Transform/Inverse Discrete Fourier Transform)
and FFT/IFFT (Fast Fourier Transform/Inverse Fast Fourier Transform) blocks are
proposed.

Since the signals transmitted at the subcarriers are not orthogonal, intercarrier
interference (ICI) occurs due to the influence of the signals transmitted at adjacent
subcarriers on each other. This influence introduces additional interference during
the demodulation of SEFDM signals transmitted on each subcarrier frequency.

Algorithms for receiving SEFDM signals in the presence of ICI interference for
channelswith additivewhiteGaussian noise (AWGN)with an average power spectral
density of N0 / 2 were analyzed in [10–16]. Such algorithms are based on two
methods. The first is based on element-by-element coherent detection. This method
is the simplest to implement, but the use of such detection algorithms does not
allow obtaining high performance of detection. The second method presupposes the
use of algorithmsmaximum likelihood sequence estimation (MLSE), whichmakes it
possible to obtain high energy efficiency. However, the implementation of algorithms
according to the second method turns out to be very complicated and does not allow
realizing high absolute message transmission rates.

This work proposes a compromise solution to the problem of receiving SEFDM
signals under the condition of significant ICI, namely, the use of an iterative algorithm
for coherent element-by-element processing with decision feedback.

17.2 Generation of SEFDM Signals

Asequence of SEFDMsignalswith the numberN of used subcarriersωn and complex
symbols Cn of the channel alphabet on the n-th subcarrier can be represented as:

s(t) =
∞∑

k=−∞

N−1∑

n=0

a(t − kT )Cnke
jωn t , t ∈ (−∞;∞), (17.1)

or

s(0)(t) =
N−1∑

n=0

a(t)Cne
jωn t , t ∈ [0; T ],

where ωn = nω0 = 2πn� f ; ω0 = 2π� f , n = 0 . . . (N − 1), �f is the frequency
separation between adjacent subcarriers.

The amplitude pulse a(t) can have an arbitrary shape and duration, which are
determined by the requirements for the degree of compactness of the oscillation
spectrum. In the simplest case, a(t) is rectangular and can be represented by the
following Formula:
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a(t) =
{
1, t ∈ [0, T ]

0, otherwise
. (17.2)

One of the main characteristics of SEFDM signals is the normalized frequency
spacing of adjacent subcarriers α = �f·T. For classical OFDM (Orthogonal
Frequency Division Multiplexing) signals, α = 1. For SEFDM signals, the value
α < 1, where α plays the role of the frequency division multiplexing factor. With
decreasing α, the bandwidth decreases by (1 − α)·100% in comparison with OFDM
signals. At such values of α, mutual interference appears between signals located at
subcarriers.

Generation of the SEFDM signal can be performed based on FFT/IFFT blocks
[6]. The discrete k-th signal s(k)(i) in the sequence in (17.1) contains L time samples:

s(k)(i) =
N−1∑

n=0

C(n)e j2π
ni� f
Fs =

N−1∑

n=0

C(n)e j2π
ni
N . (17.3)

where i= 0…(L− 1);L≤N,L is the number of time samples per durationT,L=F·T
= α·N, and Fs = N·�f is sampling rate. The number of subcarriers in the SEFDM
signal is Nused = N. Then, to obtain a non-orthogonal subcarrier frequency spacing,
the algorithm for generating SEFDM signals using an N-points IFFT block, one can
use the method of eliminating (ignoring) a part of discrete values at the output of this
block. The block diagram for generating such signals is shown in Fig. 17.1. From
the output of the digital module, the complex samples of the signals si are fed to the
analog signal conversion module for transmission at the carrier frequency ωc. Then
the real (Re) and imaginary (Im) components of digital samples are separated, and
the signal spectrum is transferred to the carrier frequency. Finally, bandpass filtering
(BPF) and amplification are applied to the formed bandpass SEFDM signal.

By choosing the numbers of the rejected (ignored) samples at the output of
the IFFT block, it is possible to control the choice of the value of the normalized
frequency separation α = �fT of adjacent subcarriers.

…
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…
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PCn

Im π/2

cos(ωct)
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Fig. 17.1 Block diagram of a device for generating SEFDM signals
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17.3 Iterative Detection Algorithm with Decision Feedback

Continuous oscillation r(t) at the input of the receiving device at the analysis interval
[0, T ] has the following form:

r(t) = s(t) + w(t), (17.4)

where s(t) is transmitted continuous signal, w(t) is additive white Gaussian noise
(AWGN). Figure 17.2 shows a block diagram of a receiving device for SEFDM
signals. The analyzed process (17.4) enters the input of the receiving device. After
amplificationwith a low-noise amplifierLNAand aband-pass filterBPF, the analyzed
process is subjected to a quadrature transformation and translation of r(t) to zero
frequency. After low-frequency filtering and analog-to-digital conversion ADC, the
sample values of the real Re and imaginary Im part of the analyzed oscillation
are fed to the digital module of the N-point Fast Fourier transform FFT. At the
output of the digital module, soft decisions of the transmitted symbols {C*(n)}, n =
0,1, …(N−1) of the channel alphabet are obtained. With a non-orthogonal spacing
between subcarriers, intercarrier interference occurs, leading to a decrease in BER
(bit error rate) performance of signal detection at each subcarrier frequency.

Soft decisions that appear at the output of the parallel-to-serial converter P/S can
be written as:

C∗(n) = C(n) +
N−1∑

m=0,m �=n

KmnC
∗(m), (17.5)

where Kmn are correlation coefficients between signals transmitted at the m-th and
n-th subcarriers. We will assume that ICI is caused only by signals transmitted on
adjacent subcarriers. Soft decisions are sent to the Rangekeeper (RK) using feedback
block, the block diagram ofwhich is shown in Fig. 17.3. Let us consider the operation
of this block in more detail.

First of all, a decision is made on the value of the extreme symbol C(0) from the
soft decision C*(0). Decision is obtained by using Rangekeeper RK (Fig. 17.3). The
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Fig. 17.2 Block diagram of a receiving device for SEFDM signals
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decision about this symbol is delayed by the time �t with the help of the delay line
Z−1 to correct the soft decision about the second symbol C(1) considering Formula
(17.5).Here�t is the time interval between the occurrence of adjacent valuesC*(n) in
the memory register. After deciding on the second symbol, this decision participates
in correcting the soft decision on the third received symbol C(2). This decision
feedback procedure continues until a final decision on symbol C(N − 1) is obtained.

The coefficientK is calculated in advance and depends on the values of the channel
alphabet symbols and the correlation coefficient of signals located at the same time
interval and at adjacent subcarriers.

17.4 Analysis of the Computational Complexity
of the Detection Algorithm with Feedback

Let us estimate the computational complexity of the detection algorithm with deci-
sion feedback by the number of pairs of elementary multiplication-addition or
multiplication-subtraction operations. First of all, we will assess the complexity of
the algorithm for coherent element-by-element signal detection when ICI is not
compensated. With the number of subcarriers N = 2n computational complexity
Compl(FFT ) for receiving one N-subcarrier SEFDM-symbol is determined by the
expression [6]:

Compl(FFT ) = N log2 N = Nn. (17.6)

When using a feedback algorithm to receive signals at each subcarrier frequency,
it is necessary to do one extra multiplication and one extra subtraction (Fig. 17.3).
Then, the computational complexity Compl(FFT )FB for receiving one N-subcarrier
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Fig. 17.4 The dependence
of the computational
complexity of the feedback
detection algorithm versus
number of used subcarriers
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SEFDMvia symbol-by-symbol detection algorithmwith feedback is calculated using
the following formula:

Compl(FFT )FB = Compl(FFT ) + N = N (n + 1). (17.7)

The graphs of the dependence of the computational complexity of algorithms for
receiving SEFDM signals with using feedback on the number of used frequencies
N are shown in Fig. 17.4. The same figure shows the results of determining the
computational complexity when using the coherent element-by-element detection
algorithm without ICI cancellation.

From the graphs shown in Fig. 17.4, it can be seen that the use of the detection
algorithmwith feedback increases the computational complexity by nomore than 1%
compared to the use of the detection algorithm, which does not take into account ICI.
In addition, as can be seen from the graphs, this increase in computational complexity
decreases with an increase in the number of subcarriers used.

17.5 Simulation Results and Discussions

The purpose of the simulation is to evaluate the noise immunity of receiving multi-
frequency signals with a non-orthogonal frequency spacing and using a decision
feedback algorithm. The simulation model is built in the Matlab environment. The
simulation parameters are selected as follows:

• modulation method: BPSK;
• number of subcarriers: N = 128;
• bandwidth compression factor α = 0.6; 0.7; 0.8; 0.9 and 1.0.
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Fig. 17.5 Spectrums of OFDM signals and SEFDM signals at α = 0.5

First of all, let us consider the obtained energy spectrum |S(ω)|2 of the analyzed
multi-frequency signals. Figure 17.5 shows the spectrums of OFDM signals and
SEFDM signals at α = 0.5. It can be seen that the bandwidth of SEFDM signals
decreases 2 times when compared with the bandwidth of OFDM signals.

Next, we analyze BER performance of SEFDM signal for the case of using detec-
tion algorithm with decision feedback. The dependences of the error probability
on the signal-to-noise ratio (Eb/N0, where Eb is the energy of the useful signal at
the subcarrier frequency) are shown in Fig. 17.6a. From the analysis of the depen-
dencies presented in this figure, it follows that in the case of the application of the
detection algorithm with feedback on the decision, BER performance of SEFDM
signal turns out to be slightly lower than BER performance of OFDM signals. The
energy loss is no more than 5 dB in the range of values of the error probability BER
p = 10–5. However, when comparing these results with the BER performance of
SEFDM signals when using a detection algorithm that does not take into account ICI
(Fig. 17.6b), there is a significant energy gain. For example, the gain for BER p =
10–3 is about 3 dB for SEFDM signals at α = 0.8.

The results of simulation modeling of BER performance of receiving SEFDM
signals are shown in Table 17.1. This table summarizes the energy gains achieved
by using the detection algorithm with decision feedback versus using the detection
algorithm, that does not take into account ISI. As can be seen from the table, for the
values of the error probability p = 10–2 and p = 10–3, the energy gains reach values
from 0.2 to 7.5 dB.
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Fig. 17.6 BER performance for different values of α: Detection algorithm with feedback (a);
Detection algorithm without ICI cancellation (b)

Table 17.1 Energy gains

�f = 1/T �f = 0.9/T �f = 0.8/T �f = 0.7/T �f = 0.6/T

p = 10–2 0 (dB) 0.2 (dB) 2 (dB) 3 (dB) 3 (dB)

p = 10–3 0 (dB) 0.5 (dB) 3 (dB) 5.5 (dB) 7.5 (dB)

17.6 Conclusions

In this paper, a coherent element-by-element detection algorithm with decision
feedback is proposed for SEFDM signals with non-orthogonal frequency spacing.

It is shown that the proposed algorithm is quite effective. Thus, the energy gains
provided by the application of the detection algorithm with decision feedback in
comparison with the use of the detection algorithm, which does not take into account
ICI interference, turn out to be very significant. For error probabilities p = 10–2 and
p = 10– 3, the energy gains reach values from 0.2 dB to 7.5 dB for various values of
the non-orthogonal subcarrier spacing.

In addition, it is shown that the use of the detection algorithm with feedback
increases the computational complexity by no more than 1% compared to the use of
the conventional detection algorithm, which does not take into account ICI interfer-
ence. Along with that, this increase in computational complexity decreases with an
increase in the number of subcarriers used.
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Chapter 18
Development of a Universal System
for Three-Dimensional Data
Visualization

Maksim A. Lopatin, Anatolii A. Briushinin, Danila D. Savin,
and Irena M. Gureeva

Abstract The necessity of using an information processing system that uses a
universal approach to data visualization is justified. An example of such an approach
is proposed. The structure of the system and the logic of the selected solution are
considered in detail. The input data format is proposed, which brings any information
to a single form, which allows using the same algorithm for three-dimensional visu-
alization of various types of information. A software structure has been developed
for automatic video generation in 3D/2D format with geometric objects, information
about which is transmitted in a JSON file with a special structure. The data visual-
ization approach was implemented as an add-on in the Blender 3D modeling envi-
ronment. Examples of the application of the developed software are given. Possible
limitations and prospects of the Blender software application for three-dimensional
data visualization are considered. The assessment of the used approach is carried
out.

Keywords 3D visualization · Data processing · Three-dimensional modeling ·
Data visualization

18.1 Introduction

We receive most of the information coming from outside through visual receptors
(about 80%), therefore, the visual perception channel is the most informative [1–9].
Therefore, the desire to visualize any processes, phenomena, or actions of any laws
is a logical solution that is actively used in physics, information technology, and
other sciences [9–16]. At the beginning, two-dimensional static images were used
as visualization methods, whether they were drawings, diagrams, graphs, etc. With
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the development of technologies and the emergence of other ways of visual repre-
sentation of information, such as three-dimensional models and videos (including
in 3D format), it became possible to create specialized visualization programs [17].
Creating a universal visualization system can significantly speed up and simplify the
process of analyzing information [6, 7, 12–14, 18–24].

The construction of a universal data visualization system can be based on the
creation of a complex product (a certain program) consisting of many blocks, each
of which solves a specific visualization task. This approach, for example, is imple-
mented by AnyLogic. Its libraries are collections of elements created for solving a
specific modeling problem or describing an application area [22, 25–29]. However,
with this approach, it is impossible to foresee all the possible tasks that the program
will have to solve.

The paper suggests a different approach for the formation of a universal visual-
ization system. It is based on the principle of pre-processing information for visual-
ization in order to further use a single program algorithm. The accompanying goals
of this project are to create a structure, as well as to implement software that would
not require the user to have knowledge of modeling and three-dimensional graphics
technologies to obtain the desired result.

18.2 An Approach that Improves the Versatility of Solving
the Data Visualization Problem

Data can have a different set of characteristics, and because of this heterogeneity, the
problem of finding a universal solution for visualization arises. To solve this problem,
it is necessary to bring all the incoming information to a single form.

Unification can be done using a special input data format, which is a file created
either with the help of a generator or manually (Fig. 18.1). In any of these cases,
the output must be a file built according to a single template. This will ensure the
versatility of the input data.

Fig. 18.1 Logical scheme of the solution
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In this case, using only one algorithm, we can visualize any action, process, or
object that the user needs, from a mathematical graph to a physical map of the area
[25–28].

Initially, it was necessary to make the input data available in some universal form
that is easy to interpret. For this purpose, we chose the way to arrange the coordinates
and characteristics (shape, color, angle of inclination) of various graphic primitives
(cube, sphere, plane) in a JSON file.

After reading the contents of such a file, the objects are placed in the scene. Further
there should be some dynamics, that is, direct movement of objects and (or) changes
in their characteristics (shape, color, angle of inclination).

The dynamics can be placed in the input file, prescribing changes in position,
color, and size. Or you can make it so that the file is constantly read again. In this
paper, the choice fell on the first option as the easiest to use, the file with the input
data can be made manually and stored somewhere.

18.3 Software Package Structure

Now let us take a closer look at the software structure consisting of several modules
(blocks) (Fig. 18.2). The module for processing input data taken from the JSON file
decrypts the contents of the file and, at the output, tells the nextmodule (the placement
module) which primitives to take and where to place them. The placement module
interprets this information and places the objects. After placing the elements, some
dynamics should occur. Therefore, we need amodificationmodule that is responsible
for directly moving objects and changing their characteristics. The visualization
module or the video format conversion module is responsible for getting a video
showing the data visualization at the output.

Fig. 18.2 The software block diagram
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18.4 Practical Implementation

For the practical implementation of the algorithms described above, we decided to
use the Blender software version 2.90.1. A JSON file is used for storing data, and
Python 3 was chosen as the programming language.

Modules for processing input data, placement, and modification are implemented
in a single file. The program writes data from a file to RAM, creating a list of
dictionaries. Each dictionary contains two fields: “cur_frame” (the frame number)
and “obj” (the set of objects that are on the scene in this frame) (Fig. 18.3).

Then, based on the names of objects recorded in the list of dictionaries (the “id”
field), the program places objects on the scene and, passing through each specified
frame, sets changes in the shape, color and position of objects in space. After that, the
objects are placed in a special 3D view window, where you can view their placement
and external characteristics in detail (Fig. 18.4).

The video format conversion module is already built into Blender, so we don’t
need to implement it manually. The software we use allows you to create an image
in 3D format, in particular, a Side-by-Side. In contrast to 2D visualization, twice
as many images (frames) will be generated here, so the speed of visualization is
on the first plan. There are several rendering engines available in Blender, but the

Fig. 18.3 Example of a JSON file describing the behavior of objects
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Fig. 18.4 Part of the main working area when interacting with the addon-3D view windows

most balanced one is EEVEE. It is as fast as possible and despite the fact that it is
a simulation of the real world (it is not a ray tracer, like Cycles), it retains a decent
image quality.

The settings module is implemented in the form of a graphical interface and is
divided into two parts: 1-basic and 2-additional (Fig. 18.5). Thanks to this solution,
a balance is established between simplicity and functionality—the user only needs
to interact with the upper field of the panel. The lower field of the panel number 2,
in turn, is used for more flexible settings of both the scene and the output video.

Let us consider an example of using the developed software: there is a set of
images (10 pieces), as well as a generator that receives images of the same size (in
pixels) as the input and creates a file of the required format. As a result of the work of
all modules a three-dimensional heatmap is created, where each pixel is a rectangular
parallelepiped with the color of the corresponding pixel. Its height depends on the
brightness of the color (Fig. 18.6).

18.5 Evaluation of the Using Approach

Having received the finished software product, we faced some limitations. The first
is the large weight of the input JSON file in the case of a large number of objects
in the scene or with a long animation duration. The second limitation is related to
performance—in Blender, reading a file in JSON format with a large number of
objects (more than 1000) and their subsequent placement does not occur instantly
(that is, unnoticed by the user) and can take minutes on a medium-performance
computer.
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Fig. 18.5 Addon interface panel

As a result, the product we created can handle a small number of objects (up to
about 3000) without much discomfort for the user and is convenient for visualization,
inwhich themodel for visualization is easy tomake upof simple objects (for example,
a three-dimensional heat map made up of dynamically changing color and size of
rectangular parallelepipeds).

It is worth noting that we used a “static” approach, in which a file for reading
in Blender is written in advance, and after opening it in Blender, the final video
goes through the rendering procedure for some time; a ready-made video file in mp4
format is created. The “dynamic” approach is to broadcast the data live. Blender is
not suitable for this; you can use Unity for this approach. With this approach, you
will need to develop a special file for feeding real—time data to the input.
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Fig. 18.6 A sequential sample of 3 frames of video in the Side-by-Side format (stereo pair), a
JSON file with data was created by a special generator and is a three-dimensional heat map that
changes over time

18.6 Conclusion

The task of data universalization is difficult due to the fact that it is necessary to
maintain a balance between simplicity and diversity of input data. When combining
these concepts, the preponderance always occurs in the direction of one thing. The
results showed that the developed system managed to achieve a balance between
simplicity and functionality. On the one hand, the creation of a graphical interface
provides the convenience of using the developed software. On the other hand, the
proposed input data format makes it easy to interpret the data for visualization and
compare the characteristics of geometric objects with them. The characteristics of
geometric objects are sufficient to ensure high functionality due to a large degree of
freedom in transferring the characteristics of the studied information to the properties
of geometric objects. It is also important to note that the visualization produced by
our program is incremental. That is, the user has the opportunity to observe the exact
result of the visualization and adjust the animation before starting the rendering
process.
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The demonstrated approach to data visualization is viable and can be used in prac-
tice. The software and documentation for it prepared as part of the implementation
of this work can be found in our repository on GitHub [30].
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Chapter 19
Extracting Human Brain Signals
from the EEG Records Using LabVIEW
and Advanced Signal Processing

Andrei Medvedev , Valentina Temkina , Armen Makaryan,
Eduard Sivolenko , Babken Hovhannisyan , and Hamlet Ayvazyan

Abstract Human brain signals recognition is increasingly becoming a very popular
aspect for disease prediction. The main important features of EEG records are live-
liness and the robustness against falsification. A comprehensive study on human
brain signals based on EEG records remain the challenge. Nowadays, low-cost wire-
less EEG recording devices are growing very fast on the market. These devices from
different vendors have a huge potential in many applications, and the user might need
to test the bunch of the devices to choose the preferable one. To extract human brain
signals from the complex record there is a need, at first, to remove noise, breathing,
and heart beating components. In this study, we propose a method for human brain
signal identification using EEG records obtained from low-cost devices using the
LabVIEW library. After that, we suggest using the advanced signal processing of the
human brain signals. In this article, the achieved results are very promising. A special
antenna and signal processing toolchainwere developed. The signal processing based
on file record and playback. After playback processing, the results are separated into
two main graphs: one is the breathing and heart beating components; another one is
the brain signals graph. This method is very promising for predicting future areas of
human brain damage.

Keywords LabVIEW · Advanced signal processing · Human brain
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19.1 Introduction

This article basedon independent component analysis (ICA) [1–3].All humanactions
such as heartbeats, eye blinking, and breathing generate signals in the human brain.
These signals have their effect on the measured brain signal. To pick out the brain
signal from the rest of the signals, the ICA method was performed. For example,
you can remove the heartbeat signal from the received signals and perform further
analysis on the appropriate signals.

Human brain consists of millions of neurons. As a big control center, human brain
transmits electromagnetic waves. The electroencephalogram (EEG) is a recording of
the electrical activity of the brain from the scalp [Human brain]. The recorded wave-
forms reflect the cortical electrical activity. Electroencephalography (EEG) helps
to acquire brain signals corresponding to various states from the scalp surface area.
Human brain transmits several signals with different frequencies. In general, we have
5 active frequency ranges that are responsible for the brain activity Table 19.1.

We designed an antenna and developed software that allows us to acquire the
signals coming from the human and remove unnecessary components using ICA
method. Independent component analysis (ICA) [4–6] generates a new set of statis-
tically independent multivariate (vector) time series from the original multivariate
time series that are statistically dependent on each other.

ICA is a part of LabVIEW Advanced Signal Processing Toolkit, which allows us
to process signals visually in time–frequency domain. We use this toolkit because
it is unique and very effective. The Advanced Signal Processing Toolkit provides
VIs for time frequency analysis, time series analysis, wavelet analysis, and system
identification.

The Time Frequency Analysis toolkit allows us to transform received or recorded
time domain signal to a linear or quadratic time–frequency domain representation.
It is possible, from one hand, to extract useful information from the time–frequency

Table 19.1 The rhythms of the brain

Gamma (25–140 Hz) Linked to normal visual consciousness and rapid-eye-movement sleep,
these might help to decipher multiple sensory signals

Beta (13–32 Hz) These are associated with normal wakeful consciousness and
concentration and are suppressed during movement. Higher frequencies
signal irritation, anger, nervousness, or fear. Lower frequencies indicate
tiredness or sleepiness. Their activity is higher when the brain applies
logical and analytical thinking to solve a task or problem. This part of
brainwave spectrum is the key examination factor for this work

Alpha (8–13 Hz) Arising in the occipital lobe, alpha waves are associated with wakeful
rest with eyes closed

Theta (4–8 Hz) The slowest brainwaves are associated with deep often dreamless sleep.
Their presence implies that the body is in a process of deep regeneration

Delta (0.5–4 Hz) The slowest brainwaves are associated with deep often dreamless sleep.
Their presence implies that the body is in a process of deep regeneration
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domain representation of a signal, and, from the other hand, to process a time–
frequency domain representation and reconstruct a time domain signal.

TheTimeSeriesAnalysis iswidely used to performpreprocessing, statistical anal-
ysis, correlation analysis, spectrum estimation, and model estimation on a univariate
or multivariate (vector) time series. Also, it is possible to extract useful information
from the time series with different analysis methods for different applications. The
Wavelet Analysis VIs perform transforms and inverse transforms between a signal
and thewavelet coefficients of the signal. The aim to use Feature ExtractionVis in this
article is to perform denoising, detrending, probability density function estimation,
peak detection, edge detection, and ridge detection on a 1D or 2D signal [7, 8].

Using this powerful toolkit, it is possible to preprocess raw data from a dynamic
system like a humanbrain and to develop humanbrainmodel that reflects the behavior
of brain damagedparts. Extracting the humanbrain signal is broadly used for different
needs. The aim of this paper is to localize the damaged areas, record the signals,
denoise the recorded signal with deleting independent components and predict the
diseases like epilepsy.

19.2 Research Methods

In this article the signal processing algorithm is based on “cocktail party effect”. It is
the phenomenon of the brain ability to focus one’s auditory attention on a particular
stimulus while filtering out a range of other stimuli, as when a person can focus on a
single conversation in a noisy room. In this case as well, the listener is the developed
system, which is trying to filter out a specific signal in the noisy environment. The
system could identify discrete pieces of information by classifying them by salience.
This effect is what allows the system to “tune into” a single frequency and “tune out”
all others. This phenomenon is often described in terms of “selective attention” or
“selective hearing".

There are two ICA methods: fast ICA [9, 10] and Matrix ICA [11–14]. The
first method adjusts the separating matrix to maximize the negentropy. Negentropy
measures non-gaussianity of a time series [15].

J (yi ) = [E{G(yi )} − E(v)], i = 1 . . . , n (19.1)

where n is number of IC, yi is independent component, v is a Gaussian variable
of zero mean and unit variance, and G is any non-quadratic function specified in
method. The methods could be square, cube, tanh, Gaussian, etc.

The second method calculates the auto-correlation matrix of the measurements
and the auto-correlation matrix of the measurements filtered by a specified finite
impulse response (FIR) filter. The last one sorts the independent components before
returning them. The filter must keep some significant frequency band of the time
series but cannot be an all-pass filter. You can calculate the autocorrelation with
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different delays and then average them to mitigate the effect of noise. The two aver-
aged correlation matrices form the matrix pencil. The following equation describes
these steps [3]:

X ′
t = f ilter(Xt ), (19.2)

where bk is the weight, and k is the delay. bk and k are fixed values. Then, we
calculate the general eigenvector of the matrix:

Rxx E = Rxx E D, (19.3)

where E is the matrix of eigenvectors and D is a diagonal matrix. When the elements
of D are distinct, E is the separating matrix.

19.3 Results

The results achieved are feasible. It was possible to extract the independent compo-
nents from the received signal and left only the necessary ones. The received signal
is provided below (see Fig. 19.1).

It is very difficult to separate or extract useful information from the received
complex signal. Even in the spectrum after FFT, we will receive huge number of
frequencies and it will be impossible to handle the useful one. That could be done
using advanced signal processing toolkit with bicoherency and ICA functions. The
first one, the bicoherency, will separate components which are phase coupled such as
the signals from brain [3, 4, 16]. Also, the bicoherency will suppress the components
with phase coupling [17–22]. The bicoherency results are shown in the Fig. 19.2.

Fig. 19.1 Recorded EEG signal with all components
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Fig. 19.2 Phase coupled
information extraction based
on bicoherency processing:
a full graph, b Z
(amplitude)-Y (frequency)
view, c top (X (frequency)-Y
(frequency)) view
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Fig. 19.3 a Reconstructed signal, b removed independent components

The second one will remove independent components from the received signal
[23–27]. The useful signal and removed independent components are shown in the
Fig. 19.3 on graphs (a) and (b) accordingly.

19.4 Conclusion

In this study, we propose a method for human brain signal identification using EEG
records obtained from low-cost devices using the LabVIEW library. The results
achieved are very promising. A special antenna and signal processing toolchain were
developed. The results are presented above. However, the aim and novelty of this
work is not the antenna and the processing toolchain. The value is the necessary form
of signal extraction. The breathing and heartbeat components have been successfully
removed from the main signal. This method is very promising for the prediction and
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localization of the future areas of human brain damage. This method was tested with
recorded data. The recorded datawas received from hospital. The next step is planned
to be identification and real-time signal processing.
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Chapter 20
Identification of Mortality Predictors
for Elderly Patients with Airway Cancer

Irina A. Kondratyeva , Irina I. Shpakovskaya , Dina V. Trotsyuk ,
Alexander S. Krasichkov , Anastasiya A. Polyakova ,
and Zulfia A. Zaripova

Abstract The article analyzes the data of elderly patients with airway cancer after
surgery. To reduce cancer mortality, it is necessary to identify markers that can
predict worsening of a patient’s condition. The study involved 83 patients, for whom
47 different parameters were recorded. The data contain not only general laboratory
parameters, but also indicators of blood gas composition, hemodynamic data and
autonomic indices, indicators of metabolism and cardiorespiratory exercise testing
at different load levels. Statistical data analysis is carried out using the SPSS program
and is based on the following methods: one-side Kolmogorov–Smirnov test, Mann–
Whitney test, Chi-square test and the use of logistic regression to build a multivariate
model. The target variable is the result of the operation, which can take the following
values: no complications, complications after surgery, death. The result of this anal-
ysis, namely the identification of markers of mortality, will determine which of the
patients need special medical supervision in the postoperative period. Goal of the
investigation is to analyze the data of elderly oncology patients who underwent
surgery and to identify the parameters that most affect patient mortality. This paper
presents a part of the study where predictive analysis is carried out using statistical
methods. In the future, the same analysis will be carried out using neural networks
to compare the results and increase the reliability.

Keywords Predictive monitoring · Cancer · Statistical analyzes · Statistical
model · Chi-square test · Sensitivity and specificity · SPSS
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20.1 Introduction

According to the WHO, cancer is one of the leading causes of death in the world.
Every year the number of cancer patients grows significantly, however, cancer
mortality can be reduced through timely diagnosis and appropriate treatment. There
are a large number of methods for predicting postoperative complications, but their
share remains high even with elective surgical interventions.

Statistically, the number of surgeries among patients of older age groups is 4 times
higher than the number of surgeries in younger patients [1], while the frequency of
surgical interventions increases annually [2]. The outcome of surgical treatment
depends on a number of factors, including the urgency of the operation, the features
of the surgical technique, the changes that develop in the body under the influence
of the underlying disease and concomitant pathology [3, 4].

However, many cancer patients, in addition to cancer, often have concomitant
diseases [5], which are often excluded from clinical trials, therefore, it is necessary
to take into account not only the basic laboratory parameters, but also a number of
others: blood gas parameters, hemo-dynamics data and vegetative indices, indicators
of metabolism and cardiorespiratory stress testing at different levels of stress [6, 7].

Cardiorespiratory stress testing allows you to assess the body’s response to stress
and assess the functional reserves of the patient. The results obtained for patients of
older age groups with multiple pathologies and age-related changes in the body are
of particular value in cardiorespiratory stress testing.

In this paper, methods of statistical analysis of the data of elderly patients after
surgery with airway cancer are used in order to determine the markers of mortality,
which make it possible to determine which of the patients need special observation
by doctors in the postoperative period.

20.2 Methods

The study involved 83 patients, for whom47 different parameters were recorded after
surgery. The data contain not only general laboratory parameters, but also indicators
of blood gas composition, hemodynamic data and autonomic indices, indicators of
metabolism and cardiorespiratory exercise testing at different load levels.

Statistical analysis to determine potential predictors of mortality was performed
using theSPSSprogram. Initially, thework carriedout an exploratory analysis of cate-
gorical and quantitative variables of the database for the grouping variable outcome,
the construction of a mathematical model and the calculation of the characteristics
of the variation series: mathematical expectation, variance, standard deviation, coef-
ficients of variation, skewness, kurtosis and other statistics. The gap analysis showed
that all variables have no more than 6%missing values and can be involved in further
analysis.
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Further, for quantitative variables, the distribution was analyzed according to the
one-sided Kolmogorov–Smirnov test [8]. Using the Kolmogorov–Smirnov criterion,
the distributions were checked for normality. According to the results of the analysis,
variables were selected that didn’t pass this test, and variables distributed according
to a uniform law were also excluded from further analysis.

For the selected quantitative variables, the establishment of interaction with the
target variable was carried out by nonparametric methods according to the Mann–
Whitney andKolmogorov–Smirnov test. After this analysis, 14 quantitative variables
were selected: erythrocytes, leukocytes, postoperative creatinine, total bilirubin,ALT,
AST, amylase, glucose, potassium, sodium, ionized, calcium, lactate, tCO2, O2sat,
which are potentially potential predictors.

For nominal variables, the correlation with the target variable is checked using the
chi-square test using contingency tables [9]. As a result, the analysis did not reveal
nominal variables that are potential predictors.

A one-dimensional logistic regression model was built on the basis of potential
predictors. The impact of each of the potential predictors on predicting death is shown
in Fig. 20.1 using the ROC curve [10–12]. Table 20.1 shows the numerical values of
the ROC curve.

Figure 20.1 and Table 20.1 show that the variable oxygen saturation has the
greatest influence on predicting mortality, as well as the variables amylase and
inotropes.

Fig. 20.1 ROC-curve for one-dimensional logistic regression model
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Table 20.1 ROC-curve for one-dimensional logistic regression model values

Variable S Standard error Asymptotic
Significance

Asymptotic 95%
confidence interval

Bottom line Upper line

Amylase 0.605 0.144 0.483 0.322 0.888

Inotropes 0.578 0.160 0.602 0.263 0.892

O2sat, % 0.899 0.040 0.008 0.821 0.976

Lactate, mmol/l 0.417 0.136 0.579 0.150 0.684

Leukocytes, *109/l 0.497 0.161 0.982 0.181 0.812

The next step in statistical analysis is to build a multivariate logistic regression
model [13]. Four multidimensional models were built and analyzed: the backward
stepwise method and the forward stepwise method (two options each: with and
without the inclusion of a constant), as a result, the first model showed the highest
reliability in terms of the model’s diagnostic parameters and the obtained Nigelkirk
coefficient. This version of themodel was chosen for construction by the forced entry
method [14–16].

The impact of each of the model on predicting death is shown in Fig. 20.2 using
the ROC curve. Table 20.2 shows the numerical values of the ROC curve.

Figure 20.2 and Table 20.2 show that the variable lactate and inotroes have the
greatest influence on predicting mortality.

Fig. 20.2 ROC-curve for multivariate-dimensional logistic regression model
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Table 20.2 ROC-curve for multivariative-dimensional logistic regression model values

Variable S Standard error Asymptotic
significance

Asymptotic 95%
confidence interval

Bottom line Upper line

Backward stepwise 0.553 0.167 0.724 0.226 0.880

Forward stepwise 0.539 0.167 0.791 0.212 0.867

Forced entry 0.553 0.167 0.724 0.226 0.880

20.3 Conclusion

Thus, as a result of the work, a logistic regression model has been built that predicts
the fatal outcome of surgery for elderly patients. Exploratory analysis and logistic
regression model identified two predictors positively affecting the target outcome
variable: lactate and inotropes.

The statistical approach used to achieve the stated goal is based on such analyses
methods as the one-side Kolmogorov–Smirnov test, Mann–Whitney test, Chi-square
test and the use of logistic regression to build a multivariate model. Based on the
analysis of modern literature [1–7, 17], in which statistical studies of the parameters
of patients with cancer were carried out, the results obtained in the framework of this
study, taking into account the methods used, can be considered reliable.

The predictors identified in the studywill help oncologists to determinewhether an
elderly cancer patient needs the special medical supervision after surgery. Statistical
modeling is a part of a study that includes data analysis using statistical methods (the
result of which is presented in this paper) and data analysis using neural networks.
The use of several forecasting methods will make sure that the results obtained are
reliable.
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Chapter 21
FPGA Implementation of Outer
Decoders for Sequential Decoder of Polar
Codes

Nikita Makarov, Aleksei Krylov, Andrey Rashich, and Nguyen Ngoc Tan

Abstract The block sequential decoding of polar codes greatly decreases the latency
of decoder, keeping the advantages of basic sequential decoding algorithm: low
complexity and good BER performance. The decoder throughput increases due to
block processing of multiple bits on each iteration using decoders for outer codes.
These outer codes come from generalized Plotkin decomposition and are relatively
simple for implementation. In this work we propose the decoders structures for
typical outer codes and provide their implementation in FPGA. We show that the
total number of look-up tables and flip-flops required by these decoders is relatively
small, compared to the total resources consumption.

Keywords Sequential decoder · Plotkin decomposition · Polar codes

21.1 Introduction

Polar codes achieve the throughput of a wide class of information transmission
channels, while having simple construction, encoding, and decoding procedures.
Polar codeswith CRC [1] and polar subcodes are superior tomodern LDPC and turbo
codes [2]. Therefore, the polar codes were chosen to encode the control channels in
the 5-th generation mobile communication (5G).

Polar code performance highly depends on selected decoding algorithm, there
are several main types of decoders: Successive Cancellation (SC) [3], Successive
Cancellation List (SCL) [1], Successive Cancellation Stack (SCS) and Sequential
decoder [4].
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Successive Cancellation decoder shows poor performance, but at the same time
has the lowest latency and computational complexity. This decoder is applicable with
limited computational complexity and low performance requirements.

Successive Cancellation List decoder shows better performance at the same
latency compared to the SC decoder, but has high computational complexity and
extremely inefficient use of resources for list sizes of interest. This is due to the
fact that the SCL decoder consists of several parallel SC-decoders and the block
which choses a number of best paths. Note that the latency of SC and SCL decoders
are equal in terms of iterations number, but in general the latter decoder has longer
iterations due to the sorting requirement.

SCS decoder was proposed to solve the complexity problems of SCL decoder.
The main idea of SCS decoder is that the stack (or priority queue) stores information
about the L most likely paths, but only one, most probable, path is processed on each
iteration. This approach reduces the decoder computational complexity compared to
SCL decoder, but at the same time increases thememory consumption andmaximum
decoding delay, because now the decoder can switch between paths of different
lengths.

Sequential decoder is an improved SCS decoder, which is equipped with
heruistic function [5]. Such approach dramatically decreases decoder latencywithout
BER performance degradation. Therefore, the sequential decoder keeps the BER
performance benefits of SCL decoder but has much lower complexity [5].

Given basic SC, SCL and sequential decoders one of the main goals is to increase
their throughput. Here two main approaches are possible: intensive and extensive.
The former includes various types of architecture unrolling and deep pipelining [6].
This increases resource consumption, while throughput grows. The latter utilizes
various advanced techniques. The most popular are the following:

• GLAH [7]—G-node lookahead, allows to reduce the number of clock cycles
during decoding, but requiresmuchmorememory compared to basic architecture.

• DTS [6]—double thresholding scheme, the method allows to achieve much lower
latency, while maintaining low complexity, but there BER degradation, compared
to the basic architecture.

• MBD [8, 9]—multi-bit decoding, this method is accompanied by decoding delays
reduction, but at the same time negatively affects the resources consumption.

• Selective expansion (SE) [6]—the method is based on the properties of polar
codes, each source word bit of the polar code corresponds to a synthetic channel,
and different synthetic channels have different reliability. The less reliable
synthetic channels are decoded using the SCL decoder, while the more reliable
bits are decoded by the SC decoder. This method reduces decoding latency, but
at the same time increases BER.

• Block decoding—utilizes the decomposition of polar code to a number of outer
codes and decoding the codewords for one such code at each iteration [10].

In this paperwe consider the outer decoders implementation to usewith sequential
decoder, which introduces the block sequential decoder (BSD). It is shown in [10]
that the throughput of BSD outperforms the one of the SCL decoder with even small
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list size (2), thus outperforming it in terms of complexity and BER performance.
This article also discusses the results of the outer decoders implementation using
Xilinx Kintex UltraScale + FPGA.

This paper is organized as follows. Background on block sequential decoding
for polar codes is presented in Sect. 21.2. General structures of outer decoders
are proposed in Sect. 21.3. Performance and resource consumption estimates are
provided in Sect. 21.4. Final conclusions are drawn in Sect. 21.5.

21.2 Background on Block Sequential Decoding for Polar
Codes

The sequential decoder operates onmultiple paths, like anSCLdecoder, but processes
only one path per iteration. An information vector comes to the input of the decoder
and the decoder builds a number of partial information vectors-candidates v

ϕ−1
0 . One

of the main blocks of the sequential decoder is the priority queue (PQ), which can
store up to D partial paths v

ϕ−1
0 , where ϕ is the current phase of the path. The paths

in the priority queue are stored as tuples
(
M, v

ϕ−1
0

)
, where M is the path score,

and sorted in descending order, i.e. the higher the score, the more likely it is that the
path corresponds to the original code word.

Figure 21.1 showsLLRprocessing tree forN = 8. The input of theLLRprocessing
tree is a vector S0, j , which is a vector of modified LLR bits obtained through a
classical SC decoder and vector PsN−1

0 —partial sums vector, which is an paths
score. Processing unit (PU)—is a universal processing unit capable of performing
both P-and Q-operations on all layers of LLR processing tree [11, 12]. At each

Fig. 21.1 LLR processing
tree for N = 8
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decoding phase, a new bit is evaluated, and we perform all the calculations along the
decoding tree.

The main idea of the basic sequential decoding algorithm is that the polar code
is recursively decomposed until codes of length 1 are obtained, i.e. decoding along
the tree of calculators reaches the end, to the bit of this phase. In [10], it was shown
that it is possible to reduce the complexity of sequential decoding using generalized
Plotkin decomposition and outer codes decoders. The main idea of this approach is
that the generalized Plotkin decomposition is recursively applied to the polar code
until one obtains codes, which admit efficient decoding. I.e. when decoding through
the calculation tree, we reach a certain decoding layer, get the output of the N-LLRs,
and use decoders of outer codes for them.

Figure 21.2 shows an example of code decomposition and use of outer decoders.
Output port B of decoders are decoded data bits and port Mout is ellipsoidal weight
value, which is transformed path score [13, 14]. Typical codes for block decoding:
(N, 0), (N, 1), (N, 2), (N, N), SPC, first order Reed-Muller and second order Reed-
Muller codes. It is important that the use of outer codes in the decoding of polar
codes gives a gain in reducing the resources consumed.

In [10], presented the results of analysis using block decoding. The results of the
analysis show a gain in the amount of resources consumed compared to the basic
architecture of the sequential decoder.

21.3 General Structures of Outer Decoders

21.3.1 Decoder of (N, 0) Code

Decoding of (N, 0) codes is performed by calculating the ellipsoidal weight (also
known as the correlation discrepancy) E

(
c(i), Sn−1

0

)
, where Sn−1

0 is the input LLRs
vector and i—the decoding phase. The ellipsoidal weight is a converted path estima-
tion function, given into a form suitable for use with a sequential decoder of outer
codes.

The result of decoding the (N, 0) code is the value of the ellipsoidal weight Mout

calculated during decoding.
The decoder input (N, 0) receives N-dimensional LLRs vector and ellipsoidal

weight M from previous phase. Figure 21.3 shows the decoder structure for (N, 0)
code. The input LLRs are processed in N similar subblocks, which implement the
following equation:

Out 0(x) =
[

0, x ≤ 0
|x |, x > 0

(21.1)

Finally, the outputMout of the decoder is the sum of all LLRs passed throughOut0
subblocks and the ellipsoidal weight from previous phase.
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Fig. 21.3 Decoder structure for (N, 0) code

21.3.2 Decoder of (N, 1) Code

Decoding of (N, 1) code is performed by calculating the corresponding ellip-
soidal weight E

(
c(i), Sn−1

0

)
for each codeword and then sorting in ascending order

E
(
c(i), Sn−1

0

)
where Sn−1

0 is the LLRs vector.
The result of decoding the code (N, 1) is two single-digit code words B0, B1 and

an ellipsoidal weight value Mout0, Mout1.
The decoder input (N, 1) receives N-dimensional LLRs vector and ellipsoidal

weight M from previous phase. Figure 21.4 shows the decoder structure for (N, 1)
code. The input LLRs are processed in two blocks, the first block consists ofN similar
subblocks, which implement equation in Eq. 21.1, second block consists ofN similar
subblocks, which implement the following equation:
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Fig. 21.4 Decoder structure for (N, 1) code
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Out 1(x) =
{

0, x > 0
|x |, x ≤ 0

(21.2)

The all LLRs passed through Out0 subblocks are added together and all LLRs
passed through Out1 subblocks are added too. In the next step, the resulting values
are sorted in order of decreasing likelihood, i.e. the larger value, the higher priority,
and added to value of ellipsoidal weight from the previous phase. Finally, the output
of the decoder is two single-bit codewords, sorted in order of decreasing likelihood,
and their corresponding ellipsoidal weight.

21.3.3 Decoder of (N, 2) Code

As in the case of decoding (N, 1) code, decoding (N, 2) code is performed by calcu-
lating the corresponding ellipsoidal weight E

(
c(i), Sn−1

0

)
for each code word and

then sorting in ascending order E
(
c(i), Sn−1

0

)
.

The result of decoding the code (N, 2) is four two-bit code words B0, B1, B2, B3

and an ellipsoidal weight value Mout0, Mout1, Mout2,Mout3.
The decoder input (N, 2) receives N-dimensional LLRs vector and ellipsoidal

weight M from previous phase. Figure 21.5 shows the decoder structure for (N, 2)
code. The input LLRs are processed in four blocks, the first two blocks perform
the same functions as the code decoder blocks (N, 1), the third block consists of
alternating N /2 sub-blocks Out1 in Eq. 21.2 and Out0 in Eq. 21.1, the fourth of
alternating N /2 sub-blocks Out0 and Out1. The LLRs passed through each block are
added together. In the next step, the resulting values are sorted in order of decreasing
likelihood and added to the value of the ellipsoidal weight from the previous iteration.
Finally, the output of the decoder is four two-bit code words, sorted in order of
decreasing likelihood, and their corresponding ellipsoidal weight.

21.3.4 Decoder of (N, N) Code

Decoding of (N, N) code is performed by calculating the corresponding ellipsoidal
weight E

(
c(i), Sn−1

0

)
for each code word.

The decoder input (N, N) receives N-dimensional LLRs vector and ellipsoidal
weight M from previous phase. Figure 21.6 shows the decoder structure for (N, N)
code. The result of decoding the code (N, N) is L n-dimensional code words B0,
B1, … BL-1, where B0 = {B0, B1, … Bn-1} that are sorted in order of decreasing
likelihood and the corresponding ellipsoidal weights of these code words Mout0,
Mout1, … Mout(L-1).
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21.3.5 Decoder of Single Parity Check Code

Decoding the SPC code is similar to decoding the (N, N) code, except that when
decoding the SPC code, a parity check is performed.

Thedecoder input SPC receivesN-dimensionalLLRsvector and ellipsoidalweight
M from previous phase. Figure 21.7 shows the decoder structure for SPC code. The
result of decoding the code SPC is L n-dimensional code words and depending on
the result of the parity check it is B0, B1, … BL-1, where B0 = {B0, B1, … Bn-1} or
B̀0, B̀1, … B̀L-1, where B̀0 = {B̀0, B̀1, … B̀n-1}, that are sorted in order of decreasing
likelihood and the corresponding ellipsoidal weights of these code words Mout0,
Mout1, … Mout(L-1).

21.3.6 Decoder of First Order Reed-Muller Code

The decoder input first order Reed-Muller receives N-dimensional LLRs vector and
ellipsoidalweightM fromprevious phase. Figure 21.8 shows the decoder structure for
first order Reed-Muller code. The input LLRs are processed in block of Hadamard
transform [15], the result of the Hadamard transformation is 2•n L-dimensional
codewords. Then the resulting code words are sent to the sorting block. Finally, the
output of the decoder is 2•n L -dimensional codewords, sorted in order of decreasing
likelihood, and their corresponding ellipsoidal weight.

21.3.7 Decoder of Second Order Reed-Muller Code

Decoding second order Reed-Muller code is identical to decoding the first order
Reed-Muller code, difference is that when decoding the second order Reed-Muller
code, the repetition encoding method is used, i.e. the code word is written to the
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output stream twice. The same LLRs are added together and received to the input of
the first order Reed-Muller decoder.

Figure 21.9 shows the decoder structure for second order Reed-Muller code. The
output of the decoder is 2•n L-dimensional codewords, sorted in order of decreasing
likelihood, and their corresponding ellipsoidal weight.

21.4 Implementation Results

Outer code decoders were implemented in RTL using the SystemVerilog language.
The decoders architecture was developed for ASIC. Thus, the registers were not
used for pipelining, as is done in FPGAs, so as not to reduce the decoder throughput.
Also, for verification and testing, a pre-synthesis decoder was implemented in Kintex
UltraScale + . The following outer decoders were implemented: (N, 0), (N, 1), (N,
2), (N, N), SPC, first order Reed-Muller and second order Reed-Muller decoder.

The inputs of the decoders are defined as an 8-dimensional LLRs vector, the bit
depth of the LLR is set to 38 bits, and the output value of the ellipsoidal weight
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Table 21.1 Resources
decoders of outer codes

Block LUTs FFs

(N, 0) Decoder 311 42

(N, 1) Decoder 829 88

(N, 2) Decoder 1765 138

(N, N) Decoder 433 99

SPC Decoder 3357 100

First order Reed-Muller 3775 105

Second order Reed-Muller 2129 104

of decoders is 41 bits. The resource consumption by outers decoders and decoders
subbank is presented in Table 21.1.

21.5 Conclusion

In this work we proposed the decoders structures for typical outer codes in block
sequential decoder of polar codes, which arise from generalized Plotkin decompo-
sition, and constitute the heart of block sequential decoding algorithm. We provided
their implementation in FPGA. The decoders of outer codes can be arranged in a
single bank, in which the decoders are switched according to a certain algorithm
during sequential decoding process. The proposed decoders structures require 300–
3000 LUTs and 40–140 FFs. In total, the decoder bank takes about 13,000 LUTs
and 700 FFs. The decoding latency is 1–2 clock cycles. The results obtained can be
used in the implementation of the decoder architecture presented in [16].
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Chapter 22
Integrated Digital Voltage Regulator
with Phase-Frequency Control
for Wireless Passive Microdevices

Alexander S. Sinyukin , Boris G. Konoplev , and Andrey V. Kovalev

Abstract A low dropout voltage regulator for low power wireless applications is
presented. For implementation low voltage operation of the device and for compati-
bilitywithmanufacturing processes of digital integrated circuits, all analog circuits in
the regulator were replaced by digital ones. A digital phase-frequency detector with
shift direction control based on XOR logic cell which compares signal phases deter-
mined by reference voltage and output voltage is developed. A digital bi-directional
k-bit serial-in parallel-out shift register divided into two parts for decreasing output
voltage settling time is described. An auto-activated clock generator capable to lower
power consumption is implemented.

Keywords Low Dropout · Digital Control · Low Voltage Operation · Nanoscale
CMOS · Internet of Things

22.1 Introduction

In recent times wireless small-sized radio-frequency devices are often used in
different realms of human activities like industry, commerce or medicine. Passive
microdevices are of particular interest among them since they don’t contain internal
power cell, e.g. storage battery, so such devices can operate much longer and their
footprint is less compared to active analogues. Some of the most widespread appli-
cations of the wireless passive devices are Internet of Things (IoT) [1, 2], wireless
sensor networks (WSN) [3, 4] and radio-frequency identification (RFID) [5, 6].
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Wireless passive microdevices include power supply module which provide
supply voltage for entire integrated circuit of the device. One of the most impor-
tant components of the power supply module is a voltage rectifier with voltage
multiplying also known as RF-DC converter [7, 8]. This circuit converts the radio-
frequency energy obtained from coupled base station or harvested from the environ-
ment into direct voltage and then rises rectified voltage level in order to meet the
requirements of utilized technology. Another important component of power supply
module is voltage regulator [9, 10]. Its purpose is to regulate and conclusive define the
supply voltage based on direct voltage received from RF-DC converter. In portable
stand-alone low-power devices, low dropout (LDO) voltage regulators are usually
used [11–13]. They represent DC linear voltage regulators which are able to regulate
output voltage (the supply voltage in our case) even if input voltage (the voltage from
multiplier) is very close to this output voltage.

Generally LDO voltage regulator consists of an operational amplifier or error
amplifier (EA), an analog controlled power MOS transistor and negative feedback
loop as well as reference voltage source. The MOS gate is coupled to the amplifier
output, the input voltage is applied to the MOS source, and its drain is connected
to the regulator output, which is closed by the feedback loop with one of the EA
inputs. The reference voltage is applied to another EA input and when regulated
voltage varies from the reference, the EA output voltage is increasing (in case of
PMOS and the rise of regulated voltage) or decreasing (in case of voltage drop). As a
result channel thickness of the control MOS transistor reduces or grows respectively
which leads to decreasing or increasing of the output voltage thereby the regulation
is carried out.

The operation of traditional analog voltage regulators is complicated or unreal-
izable at low operating voltage (lower than 0.5 V) which is determined by diffi-
culty of operational amplifier work at such voltage levels [14, 15]. For this reason
nowadays voltage regulators based entirely or partially on digital components have
became widespread in micropower integrated applications [16–18]. Most common
disadvantages of the present LDO voltage regulators [9–20] are reliance on analog
components, long output voltage settling time and in some instances high power
consumption and structural complexity.

The purpose of this paper is to propose novel LDO voltage regulator design based
on modified digital cells with decreased output voltage settling time and reduced
power consumption, which is able to work at low voltages.

22.2 Methods

For elimination or diminishing the influence of the present voltage regulators disad-
vantages, the development of LDO voltage regulator based on digital components is
proposed. Two voltage controlled oscillators (VCO) are used as signal shapers in the
proposed development. The reference voltage is applied to the first oscillator and the
output voltage which should to be regulated is applied to the second oscillator. The
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phase difference of signals produced by these oscillators indicates about necessity
or absence of necessity to regulate (to decrease or to increase) the output voltage.

The rectangular pulse sequences are shaped at outputs of the oscillators. In the
case of the equality of the reference voltage level and the regulator output voltage
level, the frequencies of these pulse sequences will be equal to each other and the
phase differencewill be equal to zero. If this is not the case, non-zero phase difference
applied to inputs of a phase-frequency detector (PFD) with shift direction control
will be a sign for changing the output voltage of the regulator.

The proposed phase-frequency detector with shift direction control is fully digital
device which consists of RS-latch, OR2 logic cell and XOR (exclusive OR) logic
cell. The XOR cell function is in its turn implemented by means of nine NOR2
(negative OR) logic cells. The detector has two inputs (A1, A2) and two outputs (B1,
B2) and it transmits logical “1” or logical “0” to one of its outputs (B2) depending
on the input signals phase difference. This phase difference is in turn determined
by positive or negative difference between the reference and the output voltages. To
the other output of the phase-frequency detector (B1) the clock generator activation
signal is transmitted (in case of phase difference presence). Then control signal from
the detector output B2 and clock signal are transmitted to a digital controller.

More simple XOR logic cell structures based on fewer NOR logic cells are
known, however such structures have only one output. Since two outputs have been
required for the proposed structure (for clock signal activation and for shift direc-
tion control), additional NOR logic cells have been appended. Figure 22.1 shows
functional diagram of the proposed phase-frequency detector with shift direction
control.

Fig. 22.1 Functional block diagram of the phase-frequency detector: A1—signal from the first
VCO output, A2—signal from the second VCO output, 1—XOR logic cell, 2–10—NOR2 logic
cells, 11—OR2 logic cell, 12—RS-latch, B1—signal transmitted to the clock generator input, B2—
signal transmitted to the control inputs of the digital controller and carrying information about shift
direction of registers
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The proposed digital controller is based on bi-directional k-bit serial-in parallel-
out shift register. This register, in its turn, consists of two cells: n-bit shift register and
m-bit shift register, where k = n + m. The shift registers outputs are connected to
PMOS transistors gates. These integrated transistors form switch array. The regulator
input voltage is applied to the transistors sources and their drains are coupled to the
regulator output. Consequently themore transistors are simultaneously turned-on the
higher the regulator output voltage level will be. Besides that logical “0” source and
logical “1” source are included into the digital controller structure.

Depending on whether the signal transmitted from the detector output is a logic
“1” or a logic “0”, which is eventually determined by decreasing or increasing the
output voltage compared to the reference, the registers are shifted to decrease or
increase the number of logic “1 s” at the register output. This means growing or
reducing the number of turned-on PMOS transistors. Figure 22.2 shows functional
diagram of the proposed digital controller.

Figure 22.3 shows the overall structure of the proposed digital voltage regu-
lator with phase-frequency control, where 19—first voltage controlled oscillator,
20—second voltage controlled oscillator, 21—phase-frequency detector with shift
direction control, 22—digital controller, 23—array of k PMOS transistors, 24—load.

Figure 22.4 shows the overall layout of the proposed digital voltage regulator with
phase-frequency control whichwas designed according to CMOS 90 nm design rules
using Microwind & Dsch CAD program. The total area of the LDO is 0.00281 mm2.

Fig. 22.2 Functional block diagram of the digital controller: E1—signal from the detector first
output activating the clock generator, E2—control signal from the detector second output deter-
mining the shift direction, E3—reset signal, E4—initial set signal, 13—clock generator, 14—logical
“0” source, 15—logical “1” source, 16—bi-directional k-bit shift register, 17—n-bit shift register,
18—m-bit shift register, H—signal transmitted to the PMOS switch array
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Fig. 22.3 Functional block diagram of the LDO voltage regulator

Fig. 22.4 Layout of the digital voltage regulator with phase-frequency control (CMOS 90 nm
technology)
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Alongside the transistors array (23) at the layout top, the decoder is placed which
transforms the digital controller binary output to the thermometer code appropriate
for controlling the PMOS transistors in array. In the proposed implementation, k is
equal to 16.

22.3 Results

The proposed LDO voltage regulator operates as follows. Firstly preset adjustment
of the shift registers and thus of the array of k PMOS transistors is performed. For this
the reset signal is applied to the reset input R of n-bit shift register and the initial set
signal is applied to the set input S of m-bit shift register. As a result at the outputs of
the register 17, logical “0” settle which are applied to the coupled with them PMOS
gates and thereby n transistors turn on. At the outputs of the register 18, logical
“1” settle which are transmitted to the coupled with them transistors gates, hence m
PMOS transistors turn off. This way the initial output voltage settles at the regulator
output and this voltage level is a certain fraction of the input voltage, determined by
m and n parameters.

Major task of the voltage regulator is to maintain the output voltage at the constant
specified level equal to the reference voltage in this case. If the regulator output
voltage begins to differ from reference voltage, e.g. in the case of the load current or
the input voltage amplitude varying, then the phase of signal produced by the second
VCO (20) deviate from the phase of signal produced by the first VCO (19). Further,
signals from the outputs of the oscillators arrive to the PFD inputs.

At the input of the phase-frequency detector, XOR logic cell is placed which is
based on sequential logic in the proposed implementation and formed by nine NOR2
logic cells. One can consider two cases of the output voltage deviation regarding the
reference level.

In the first instance, the output voltage level rises, i.e. becomes higher than the
reference voltage level, resulting in the frequency of the second oscillator (20)
increases and the phase of its output signal begins to outstrip the phase of signal
produced by the first VCO (19)—the phase difference emerges. The signal from the
first oscillator output arrives to the first input (A1) of the detector and the signal
from the second oscillator output arrives to the second input (A2) of the detector.
The second input of the detector is logical “1” during the time corresponding to
the phase difference of the signals from the VCOs outputs. The first input of the
phase-frequency detector is logical “0” the same amount of time. Such input signals
combination leads to the output of NOR2 10 logic cell is logical “1” which is trans-
mitted to the input of OR2 11 logic cell resulting in the clock generator enables.
Besides that, logical “1” from the output of NOR2 10 logic cell is applied to reset
input R of the RS-latch. The logical “0” signal is produced at the RS-latch output
which is applied to control inputs C of the shift registers (17, 18). Therefore the regis-
ters shift so that the number of logical “1” at their outputs increases which leads to
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growth of turned-off PMOSs and eventually to the output voltage level lowering—the
negative feedback loop closes.

In the second instance, the output voltage reduces regarding the reference voltage.
With that the frequency of the second oscillator decreases and its signal phase start to
lag behind the phase of signal produced by the first oscillator. For this reason during
time interval corresponding to these signals phase difference, the first input of PHD
is logical “1” while the second input of the detector is logical “0”. According to the
internal logic of the XOR logic cell, at such combination of input signals logical
“1” signal is produced at the output of NOR2 9 logic cell which through OR2 logic
cell activates clock generator and also enters to the set input S of the RS-latch. As
a result, the latch output is logical “1” and it is transmitted to the control inputs of
the registers. Logical “1” at the control inputs of the registers lead to such shift that
number of logical “0” at registers outputs increases. Consequently the number of
turned-on PMOSs rises and the output voltage grows which indicates the closing of
the negative feedback loop too.

It is seen from the digital voltage regulator behaviour that clock generator is
activating only when the phase difference emerges between the signals from VCO
outputs to the detector inputs. In that case one of the OR2 11 logic cell inputs is
logical “1” resulting in, according to truth table, logical “1” is transmitted from the
output of this cell to the clock generator input thereby activating it.

Figure 22.5 shows the simulation results of the proposed digital regulator with
phase-frequency control carried out using Microwind.

Fig. 22.5 The results of the simulation of the proposed digital LDO voltage regulator
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22.4 Discussion

As it is seen fromFig. 22.5, at the time instant approximately equal to 67 ns the output
voltage begins to exceed the reference voltage therefore phase of the signal (Vhigh2)
produced by the voltage controlled oscillator connected with the regulator output
begins to outstrip phase of the signal (Vhigh1) produced by oscillator controlled
by reference voltage. As a consequence of this, clock generator activates (Clock
Activation) and the registers begin to shift towards increasing of number of logical
“1” at their outputs (shift from zero to five).With shift of logical “1” corresponding to
the code 5 in decimal system, the number of turned off transistors becomes sufficient
for reducing the Output Voltage level. At moment of time corresponding 85 ns,
phase of the signal produced by reference oscillator begins to outstrip phase of the
signal related to the output voltage. The registers begin to shift towards the opposite
direction (from five to two) and at shift corresponding to the code 2 the rise of the
output voltage occurs.

In the proposed LDO voltage regulator analog components have been replaced by
digital components (phase-frequency detector, digital controller based on shift regis-
ters) with the use of nanoscale MOS transistors capable to operate in subthreshold
region. As a result of this, power consumption, noise sensitivity, sensitivity to temper-
ature and process variations have been reduced. The possibility to scale the voltage
regulator basedondigital cells has been implemented toowhich in turn allows achieve
compatibility with digital design flows. Besides that, transition to digital structure of
the regulator has allowed reduce output voltage ripples and has permitted to operate
at low voltage levels, which is essential for wireless micropower devices especially
for those which obtain the power supply through harvesting radio-frequency energy
from ambient space. The use of the auto-activated clock generator has also allowed
decrease the power consumption.

As well in the proposed voltage regulator the separation of bi-directional k-bit
serial-in parallel-out shift register into n-bit shift register and m-bit shift register
is implemented. Such technique allows without delays settle the output voltage at
specified level which is determined by ratio of m and n, since m of paralleled PMOS
in array of k transistors turn off and others turn on immediately upon supplying
power. Eventually it allows reduce the time (approximately to 3 ns) required to settle
the output voltage at desired level compared to counterparts.

22.5 Conclusion

This paper presents the design of an LDO voltage regulator based on digital compo-
nents. The simulation and analysis of the proposed regulator were carried out. The
separation of the k-bit shift register into two parts led to reducing the output voltage
settling time to 3 ns. The usage of digital cells, a PMOS array and implementa-
tion of auto-activated clock generator allowed the low value of the regulator power
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consumption to be attained. The digital components as a base for the regulator
allowed lowering the sensitivity to external influence, achieve compatibility with
digital design flows and make possible the device operation at low voltage levels
(less than 0.5 V).
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Chapter 23
Aerosol Transport Modeling
for Evaporator of CVD Reactor

Roman Kleimanov , Andrey Korshunov , Ivan Komarevtsev ,
and Sergey Alexandrov

Abstract In this paper authors propose a new method for modeling a process of
droplet evaporation inside of chemical vapor deposition (CVD) reactor. This method
allows to exclude so complicated part of modeling as deforming meshes and calcu-
lation of heat transfer surfaces between surfaces of droplets and transport gases. This
method also allows to minimize time of modeling. The method based on modeling
of transport gas flow and calculation of concentration of dispersed phase (aerosol
droplets). This method has some limitations and allows to model transport of diluted
species with disperse phase concentration lower than 10%. This method was used
to predict the heater power for decamethylcyclopentasiloxane evaporator for SiO2

deposition process. Experimental study shows good matching of numerical study
data and measured evaporation heater power.

Keywords Chemical vapor deposition · Computational fluid dynamics ·
Modelling · Heat transfer · Aerosol transport

23.1 Introduction

The problem of supplying viscous reagents with a high boiling point can be solved
using aerodynamic nebulizers. Such atomizers are a nozzle that accelerates the trans-
port gas flow into which a liquid (reagent) is injected. The interaction of the high-
velocity gas flow and the liquid droplets causes the droplets break up. However, in the
case of using a carrier gas with a low density, its consumption increases significantly
[1, 2]. The transport gas supply with high volume flow may be unacceptable from
the point of view of the low-pressure chemical vapor deposition (CVD) process. In
such cases, it is necessary to feed the reactant in the form of vapors carried by the
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gas stream into the reactor at a low flow rate [3]. The evaporation process should
take place at the lowest possible temperature, since very often the temperatures of
evaporation and thermal decomposition for complex compounds are very close. Even
the presence of the reagent for a long time at high temperatures can lead to the occur-
rence of undesirable chemical reactions in it. Thus, another criterion for the correct
operation of the evaporator is a sufficiently fast evaporation process. To increase the
heat exchange surface and accordingly the evaporation rate the reagent must first be
sprayed. Further evaporation occurs in a hot gas flow. To minimize the change in the
composition of the reagent, contact of the reagent with the hot metal is not allowed;
this requires the manufacture of the evaporator from inert materials such as quartz.
From the point of view of intensifying the heat transfer process, it is preferable to
use turbulators on the evaporator walls for more efficient heat transfer from the hot
walls to the gas flow but this complicates the design and manufacturing of non-metal
evaporator. The simplest is the coaxial pipe design, in which the flow is organized
with several turns through 180 degrees. This allows to reduce the linear dimensions
of the evaporator while maintaining sufficient heat transfer surface area. To build
an evaporator capable of supplying a reagent to a CVD reactor it is necessary to
determine the power of the heaters which will be enough for complete evaporation
of the reagent without overheating it. When calculating a two-phase flow taking into
account heat transfer, it is required to build an interface between droplets of a liquid
and a gas. In the case of a finely dispersed aerosol, this requires the use of moving
meshes, which causes sharp increasing of degrees of freedom solving for. In this
work, an approach is used that is applicable in the case of a low (less than 10%)
concentration of the dispersed phase (aerosol) in the gas flow. In the case when the
nature of the primary spraying of the liquid is known in advance (the droplet size
distribution), it is possible to set the averaged droplet-gas heat transfer parameters.
Then, to calculate heat transfer, it is required to determine the temperature field and
make its correction taking into account the concentration of the dispersed phase and
its evaporation.

23.2 Modelling Methods

The essence of the method is to model the viscous transfer of an atomized liquid
droplets by a gas flow. In the case of fine atomization, when the size of the droplets
makes it possible to consider them hydraulically small, the flow of the dispersed
phase will be carried away by the gas flow with practically no reverse effect on the
streamlines of the gas flow. The criterion for the smallness of the droplet size is the
Stokes number or Stk. The Stokes number is defined as the ratio of the characteristic
time of a particle (or droplet) to a characteristic time of the flow. A particle with
a low Stokes number follows fluid streamlines (perfect advection), while a particle
with a large Stokes number is dominated by its inertia and continues along its initial
trajectory.



23 Aerosol Transport Modeling for Evaporator of CVD… 223

Smaller Stokes numbers represent better tracing accuracy; for Stk»1, particles
will detach from a flow especially where the flow decelerates abruptly. For Stk<<1,
particles follow fluid streamlines closely. If Stk < 0.1, tracing accuracy errors are
below 1% [4].

Thus, it is possible to construct a system of transport equations based on the
characteristics of the sprayed droplets and the transport gas flow. At the first stage,
the concentration field of the dispersed phase is constructed. This is followed by
the stage of correction of the temperature field taking into account the evapora-
tion of the dispersed phase. In this case, the temperature field also changes. Due to
the density change at the last stage, the velocity (pressure) field is also corrected.
After several iterations the convergence of the construction of the flow pattern is
achieved taking into account the evaporation of aerosol. As a computational method,
we used a numerical flowmodel built on the basis of the finite element analysis (FEA)
made in the COMSOL Multiphysics software package. The finite element method
allowsmodeling both laminar and turbulent flowswithin theKnudsen numbers corre-
sponding to the viscous flow regime. For high vacuum flows molecular dynamics
methods should be used.However, high-vacuumsystems imply the supply of reagents
in the form of vapor not droplets. In this case evaporation from the liquid surface at
reduced pressure should be considered and not heat exchange of droplets in the gas
stream [5, 6]. The system under consideration implies operation at pressures close
to atmospheric and liquid spraying directly into the evaporator flow path.

23.3 Results

The result of applying this method is illustrated in Figs. 23.1, 23.2, 23.3. Figure 23.1
shows the temperature field in the evaporator using helium as transport gas.
Decamethylcyclopentasiloxane acts as an evaporated liquid with a mass flow rate of
5 ml / min. Transport gas-helium with a flow rate of 6.7 l/min. The heater is located
on the outer wall of the tube and consists of three sections along the evaporator. The
highest power is supplied in the middle section (in the area of the hemispherical
fairing inside the evaporator flow path). The power of the heaters was varied so that
the wall temperature in different areas of the evaporator did not exceed 160 degrees
Celsius.

The proposed method allows you to quickly change the type of gas to quickly
assess the performance of the systemwith various combinations of evaporated liquid
and transport gas. Replacing helium with argon (Fig. 23.2) with the same flow rate,
a significant deterioration in heat transfer is observed. Condensation of the reagent
on the domed fairing causes it cooling. An increase in the power of the heaters will
lead to local overheating of the walls and will not allow the reagent to completely
evaporate in the flow. Figure 23.3 also shows the eddies from the ascending flows of
the evaporating reagent, which are also reflected in the temperature field. Figure 23.2
shows the velocity field and streamlines for calculations with argon. Intense vortex
formation in this case leads to overheating of the reagent due to an increase in its
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Fig. 23.1 Evaporator temperature field, transport gas—helium, volume flow rate 6.7 l/min

residence time in the hot zone. Deterioration of heat transfer at the walls in this
case leads to local overheating of the reagent, while there are areas where the wall
temperature is insufficient for evaporation of the reagent and condensation occurs.

Experimental verification of the correctness of the calculations showed a fairly
good agreement in terms of calculating the power required for complete evaporation
of the reagent in the gas flow. It should also be noted that the change in flow condi-
tions is quite correct, taking into account the evaporation of liquid in the gas flow.
Comparison of the calculated and experimental data is shown in Table 23.1.

23.4 Conclusions

The proposed method allows in the presence of some restrictions to simplify the
adjustment procedure of a CVD process. This makes it possible to carry out more
variant calculations and select the gas for the required reagent consumption and the
conditions for its evaporation. Obviously in the example shown argon is less prefer-
able than helium for given reactor feeding conditions. It is not possible to determine
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Fig. 23.2 Evaporator
temperature field, transport
gas—argon, volume flow
rate 6.7 l/min

all these aspects at the stage of preliminary calculations without experiment [7, 8].
Compared to full-scale direct modeling of two-phase flow using movable meshes
this method is much simpler and faster. As limitations should note the errors in
determining the power caused by the use of the averaged parameters of the sprayed
droplets as well as the impossibility of simulating high droplet concentrations.
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Fig. 23.3 Vortex formation at the top of the evaporator (argon)

Table 23.1 Comparison of the calculated and experimental values of temperatures at the control
points on the walls of the evaporator and the power of the heaters

Heater 1 �, % Heater 2 �, % Heater 3 �, %

t oC, FEA 140 3.5 130 3.7 160 9.3

t oC, Exp 135 135 145

P, W, FEA 47 7.8 35 7.7 70 8.5

P, W, Exp 51 32,5 76.5
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Chapter 24
Numerical Simulation of CVD Reactor
for Oxide Semiconductor Layer
Deposition

Roman Kleimanov , Andrey Korshunov , Anastasia Kondrateva ,
Platon Karaseov , Maxim Mishin , Yakov Enns ,
and Ivan Komarevtsev

Abstract We present a numerical model of a chemical vapor deposition (CVD)
reactor for producing oxide semiconductor layers containing gold nanoparticles. To
implement this technological process, it is required to ensure the stability of the
substrate temperature and the uniformity of layer deposition. The reactor housing
is made from a quartz tube, inside which there is a graphite stage with a substrate
holder. The substrate holder is heated by an inductor located outside the quartz tube.
It is required to determine the heating time of the substrate and the uniformity of its
heating. Since it is not allowed to place measuring devices in the reactor to control
the temperature homogeneity during the process, a numerical analysis is carried
out at various operating modes (temperature, flow and heating intensity, etc.). The
numerical model is built in the COMSOLMultiphysics software package. Themodel
includes the calculation of the induction heating of the substrate holder when the
reactor is purged with an inert gas and a mixture of gas with a reagent, as well as the
calculation of the configuration of the electromagnetic field for further evaluation of
the field effect on the forming of gold nanoparticles on a nickel oxide substrate. It is
required to ensure the most uniform deposition of the oxide layer over the entire area
of the substrate without using the rotation of the substrate holder during the process.

Keywords Chemical vapor deposition · Computational fluid dynamics ·
Modelling · Heat transfer · Aerosol transport

24.1 Introduction

Finite elements analysis (FEA) is widely used for the numerical simulation of various
processes including chemical vapor deposition (CVD). The main difficulty is the
construction of a reaction scheme with an accurate description of all forward and
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reverse reactions occurring in the reactor volume and directly on the substrate where
the deposition takes place. However, in addition to chemical reactions there is a wide
range of CVD problems that can be solved with computational fluid mechanics. In
particular this is the organization of the flow with the correct spatial distribution of
gases in the reactor flow path. The trivial geometry of the flow path (cylindrical or flat
structures) does not guarantee that the flow will be organized in an aerodynamically
optimal way [1].

Measurements such as particle image velocimetry (PIV), placement of aerody-
namic probes in the flow path, etc. devices are often impossible for technological
reasons [2]. In a high-vacuum deposition process the flow is organized in a molec-
ular mode (when the mean free path of gas molecules is comparable to the scale of
the flow path of the reactor) the geometry does not have such a strong effect on the
flow as at pressures close to atmospheric. The range of problems under consideration
implies the deposition of a layer of oxide semiconductors the subsequent deposition
of a thin gold film and its dewetting under the action of heating to create an ensemble
of nanoparticles on a semiconductor substrate [3]. This requires precise control of
the substrate temperature both during the deposition of the oxide semiconductor
sublayer and during subsequent operations. A horizontal tubular reactor with induc-
tion heating of a graphite substrate holder for the deposition of layers of nickel and
titanium oxides from organometallic precursors on quartz substrates is considered
[4].

The peculiarity of the induction heater is the complexity of measuring the temper-
atures of the substrate and substrate holder by contact methods. To ensure uniform
heating a numerical simulation of the heating process is carried out when the reactor
is purged with an inert gas. The purpose of the simulation is to determine the unifor-
mity of heating the substrate holder as well as the heating time and response to
changes in the gas flow regime in the reactor [5].

24.2 Modelling Methods

To build a numerical model, the finite element method implemented in the COMSOL
Multiphysics software package is used. The reactor is a horizontal quartz tube.
Outside is placed the coil of the inductor made from a copper tube, inside of which
circulates water to cool the inductor. Heating the substrate holder eliminates the need
to heat the entire volume of gas to the temperatures of the onset of the deposition
reaction. It is advisable to feed the reagent at temperatures above the condensation
temperature of the organometallic compound. Heating to the start temperature of
the reaction by the temperature of the hot substrate holder also reduces unwanted
deposition of reaction products outside the substrate. Inside the quartz tube there
is a graphite table-substrate holder, on which thin quartz substrates are located. A
solid-state reactor model without end caps is shown in Fig. 24.1.

Multiphysics simulation allows for conjugate calculations such as the substrate
holder cooling by gas flow. The joint solution of the equations describing the heating
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Fig. 24.1 General view of the reactor with an induction heater

of the substrate holder by eddy currents and its cooling by the gas flow makes it
possible to obtain a correct distribution of the temperature depending on the gas
flow rate and the operating mode of the inductor (for example, the frequency or the
waveform from the generator). A feature of induction heating is the formation of a
skin layer with maximum heat release on the surface of the workpiece. In this case,
cooling also occurs due to the extraction of heat from the surface of the stage, but
also depends on the flow conditions. Since a thermal boundary layer is formed on
the surfaces of the substrate holder the heat transfer conditions are not the same over
the area of the substrate holder. The difference can be partially offset by a slight
(several degrees) slope of the surface on which the substrate is located towards the
flow to reduce the thickness of the boundary layer. The Prandtl number (defined
as the ratio of momentum diffusivity to thermal diffusivity) of argon is less than 1,
which means that the thickness of the temperature boundary layer increases more
slowly than the dynamic boundary layer thickness [6, 7]. This means that the heat
transfer across the plate does not change as intensively as the boundary layer thickness
increases; nevertheless, this change should be taken into account when evaluating the
temperature uniformity. The inclination of the substrate holder changes the nature of
the flow due to less displacement of the flow by the boundary layer from the surface
by the viscous boundary layer; this can also have a positive effect on the uniformity
of the deposition of oxide layers on the substrate.
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Fig. 24.2 Distribution of temperatures along the length of the substrate holder at different slopes

24.3 Results

Analysis of the heating of the substrate holder showed a good temperature unifor-
mity over the entire area. Figure 24.2 shows the distribution of temperatures along
the length of the working surface of the substrate holder at the operating tempera-
ture. Sufficient uniformity of temperatures over the entire area can be noted, with
the exception of the edge sections. Tilt of the plate by 3 degrees affects the unifor-
mity of temperatures without significant distortion of the flow in the reactor. The
temperature field around the substrate holder is distorted as the gas warms up and
heat is transferred to the walls of the reactor; therefore, simulation was carried out
with a significant holding time to achieve thermal equilibrium. The obtained temper-
ature inhomogeneities within two degrees can be provided over the entire operating
temperature range (up to 700 K) (Fig. 24.3).

24.4 Conclusions

The performed numerical simulation of the heating of the tooling in the CVD reactor
revealed the need to tilt the substrate holder to reduce the temperature difference.
It was found that a longer exposure is required to establish thermal equilibrium
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Fig. 24.3 Temperature distribution around a substrate holder

around the substrate holder when the reagent is supplied. The data obtained make it
possible to reduce the amount of experimental verification of the reactor operability
and to shorten the period of its debugging. An increase in the homogeneity of the
temperature and concentration fields in the future will make it possible to achieve
greater uniformity in the deposition of coatings on various substrates.
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Chapter 25
Design of GaAs Flip-Flop Using
Depletion-Mode-Only Transistors

Gleb I. Stesev , Dmitry O. Budanov , and Evgenii V. Balashov

Abstract In this paper, the design of logic gates based on GaAs 0.5 µm pHEMT
technology is proposed. It uses Depletion-mode-only transistors, which is appli-
cable to technological processes without Enhancement-mode transistors available.
An attempt has been made to reduce power consumption by using high-value resis-
tors. Basic logic gates (inverter, NOR, NAND) have been implemented and the
topology of flip-flop has been designed, alongside with the NAND gate. The results
of this design can be used for any desirable logic circuit, combinational or sequential.

Keywords GaAs · Logic circuits · pHEMT · Depletion mode · Flip-flop

25.1 Introduction

Gallium arsenide is a widely used material in the semiconductor industry although
a big part of it belongs to silicon and germanium. However, GaAs has its own niche
in high-frequency applications due to higher electron mobility (under normal condi-
tions around 5000 cm2/V·s, which is 5–7 times higher than in Si). Besides, GaAs
outperforms Si in terms of noise due to having a wider and direct band energy gap
[1].

One of the major drawbacks of GaAs is relatively low hole mobility (around
250 cm2/V·s, even lower than in Si). Hence, the usage of p-channel GaAs devices
could negate previously described potential. Owing to that, the complementary logic
approach cannot be applied, leading to higher power consumption. As a result, GaAs
logic circuits are less commonly used [2, 3].

But in some cases GaAs circuits are preferable, e.g. high speed logic or digital
control circuits for phase shifters, attenuators, amplifiers, etc. Designing such circuits
in GaAs technology allows to manufacture them with the analog part on the same
die. This increases the degree of integration and removes the necessity of external
digital control chip [4–10].
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Every digital circuit can be described as either time-independent (combinational)
or time-dependent (sequential).Output signals of a combinational circuit depend only
on the input signals at any given time. The examples of such circuits are inverter, OR,
AND and other Boolean operations. Sequential circuits, on the other hand, have a
special characteristic called internal state, which is used as an input to define the very
next internal state. Such devices include latches, flip-flops, registers, etc. [11–16]

Basic logic gates, such as NOR or NAND, can be used to design any desirable
logic circuit, including a sequential one. The main part of a digital control circuit is a
serial-to-parallel code converter, which can be implemented by connecting multiple
flip-flops in series. The basic design of such a converter was proposed in [17]. In this
paper, the improvements have been provided in terms of power consumption and
overall logic levels stability.

25.2 Simulation Details

All simulations have been carried out using AWRMicrowave Office. The following
elements from the given Process Design Kit (PDK) were used:

• 1-finger Depletion-mode FET: gate width 15…50 µm;
• 1-finger diode: gate width 20…50 µm;
• Thin film resistor: width 6…300 µm; length 8…300 µm; resistance 1700 �/sq.

To reduce occupied area and signal delay, as well as the power consumption, the
widths of transistors and diodes have been set to their minimal values –15 µm and
20µmrespectively. As for the resistors, it is not recommended to set their dimensions
lower than 10–20µm. It would not reduce the area of the chip significantly but could
provide tolerance issues.

The supply voltages are equal to ± 5 V and the logic levels are –3 V (low), 0 V
(high).

The signal delay is measured as the time interval from the input occurrence to
the output response. The decision level is 50% of the amplitude. Out of all possible
switching processes, only the greatest signal delay is considered.

Strip lines are omitted from the presented schematics for better readability. But
their stray parameters were taken into account during the simulation. All proposed
elements were simulated at 25 °C.

25.3 Logic Gate Structure

In previous design [8], the following logic gate structure was used (Fig. 25.1). It
has two diode-connected transistors as current sources and a high-value resistor
(HVR) for level shifting. Shifter part is necessary to provide compatibility between
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Fig. 25.1 Buffered FET
logic gate from the previous
design

logic gates, since Depletion-mode transistors have negative threshold voltage. They
operate with logic levels shifted towards negative values as a result [1, 18, 19].

Improved gate structure has a series of diodes for level shifting and HVRs to
reduce the power consumption (Fig. 25.2). With these improvements the current of
the supply sources has been reduced approximately from 19 to 3 mA. On the top
of that, the previous structure was sensitive to the HVR value mismatch, since the
voltage shift is linearly dependent on the resistance according to the Ohm’s law. In
the new structure the voltage shift is occurred owing to the height of the Shottky
barrier, which is constant in the given technology. HVRs serve the role of current
limiters and could be mismatched to some extent, as long as their resistances remain

Fig. 25.2 Improved logic
gate structure
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Fig. 25.3 Inverter schematic and simulation results

relatively high. This makes the output logic levels more consistent and all digital
circuits more stable overall.

25.4 Logic Circuits Simulation

25.4.1 Inverter

The inverter structure and its simulation results are shown in Fig. 25.3. Pulse signal
with frequency 1 GHz is passed to the circuit input.

The signal delay is 36.4 ps. The average supply current is 2.66 mA.

25.4.2 Series Connected Inverters

Since the signal delay is measured for an unloaded circuit, it must be compared with
the loaded one for validation of the results. Simulation results for three inverters
connected in series are shown in Fig. 25.4. The total signal delay and supply current
both should be approximately three times higher than for a single inverter. The
measurements for this comparison are shown in Table 25.1.

25.4.3 NAND

The NAND gate structure and its simulation results are shown in Fig. 25.5. Two
pulse 1 GHz signals with the phase difference of 90° passed to the circuit inputs.
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Fig. 25.4 Simulation results
for series of inverters

Table 25.1 Average delay
and supply current (per
inverter) for two reviewed
schematics

Schematic Delay, ps Supply current, mA

Unloaded inverter 36.4 2.66

Series of 3 inverters 37.1 2.72

Fig. 25.5 NAND schematic and simulation results

Since including of the second transistor in series slightly shifts output low logic
level (approximately from –3 V to –2.9 V), it might be considered to shift the 50%
threshold level for the output accordingly. Nevertheless, the two signal delay values
are 3.5% apart, so the threshold will remain the same for the generality.

The signal delay is 35.4 ps. The average supply current is 2.86 mA.

25.4.4 NOR

The NOR gate structure and its simulation results are shown in Fig. 25.6. The inputs
are the same as for the NAND gate.
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Fig. 25.6 NOR schematic and simulation results

The signal delay is 51.2 ps. The average supply current is 2.46 mA.

25.4.5 Flip-Flop

A flip-flop structure can be implemented using NAND or NOR basic logic gates
(Fig. 25.7). A NAND-based flip-flop would be positive-edge-triggered, whereas a
NOR-based one would be negative-edge-triggered. The NAND-based structure was
chosen because of the lower delay time [18, 20].

The simulation results are shown in Fig. 25.8. Pulse signalwith frequency 0.3GHz
is passed to theData input. Sequence of short pulseswith frequency 0.6GHz is passed
to the Clock input. The signal delay for switching to either of logic levels is 138 ps.
The average supply current is 16.7 mA.

Fig. 25.7 Flip-flop
designation a and its
implementation using
NAND b and NOR c gates
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Fig. 25.8 Simulation results
for the proposed
NAND-based flip-flop

25.5 Flip-Flop Topology

The topologies given are presented to evaluate the occupied area of the circuits. There
is still room for improvements before the chip manufacturing. Because of this and
the assumption that the GaAs logic circuits are not meant to be stand-alone chips, the
supply and ground buses are not considered. They can be connected with additional
metallization layer and vias, or with the same metallization as the data buses using
bridges on the intersections.

The topology for the NAND gate is shown in Fig. 25.9. The dimensions are 176
× 129 µm and the occupied area is 22700 µm2. Traditionally, placing two supply

Fig. 25.9 NAND topology
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Fig. 25.10 Flip-flop topology

buses at the top and the bottom simplifies their connection. In this case, allocating
them to one side allowed to fold the topology structure, reducing the occupied area.

The topology for the flip-flop is shown in Fig. 25.10. The dimensions are 590 ×
318 µm and the occupied area is 187620 µm2.

25.6 Analysis of the Obtained Results

Basic logic gates (inverter, NOR, NAND) and flip-flop were simulated. During the
simulation supply voltages± 5 V were used. The simulation results of main param-
eters such as signal delays, supply current and power consumption are shown in
Table 25.2. A common way to describe circuit performance is using Power-Delay-
Product (PDP) characteristic. It describes energy efficiency of a logic circuit and is
the product of power consumption and input–output delay time [20, 21].

Table 25.2 Signal delay and power consumption of the proposed schematics

Circuit Delay, ps Supply current, mA Power consumption, mW PDP, pJ

Inverter 36.4 2.66 26.6 0.97

NAND 35.4 2.86 28.6 1.01

NOR 51.2 2.46 24.6 1.26

Flip-flop 138 16.7 167 23.05



25 Design of GaAs Flip-Flop Using Depletion-Mode-Only Transistors 243

Fig. 25.11 Supply current
of the proposed flip-flop

Table 25.3 Flip-flop designs
comparison

Flip-flop design Delay, ps Power
consumption, mW

PDP, pJ

Previous [17] 330 350 115.5

Proposed 138 167 23.05

MOSFET [20] 232 292·10–6 67.8·10–6

Because of constant flowing currents the obtained power consumption and PDP
are significantly higher than for CMOS logic. Supply current for the proposed flip-
flop is shown in Fig. 25.11. Nevertheless, the previous proposed design was success-
fully improved in terms of all given parameters (Table 25.3). It’s also important to
keep in mind the potential to trade-off delay and power consumption by altering
HVRs values.

The future improvements may include further topology modernizations, such
as combining logic transistors’ connected terminals and optimization of series
connected diodes.

25.7 Conclusions

This paper has demonstrated the design of digital circuits in GaAs technology and
allowed to evaluate the possibilities of the given technology.The proposed schematics
and topologies can be used as a verification circuit for various element libraries.

It is important to note about the restrictions of the PDK applied in this work. More
complex technological processes may open access to Enhancement-mode transis-
tors. This would significantly improve the performance in terms of consumed power
and occupied area. Channel length in the given PDK is 500 nm whereas modern
MOSFETs achieve single-digit nm values of this parameter. From the other hand, the
advantage of relatively bigger elements is greater reliability in harsh environments.
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The future line of this work includes research and developing new logic gate
structures to design circuits with better performance. The further optimization of the
proposed topologies would also improve their efficiency.
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Chapter 26
Comparative Study of Ion-Induced
Damage Formation in GaN
and beta-Ga2O3

Konstantin V. Karabeshkin, Platon A. Karaseov, Andrei I. Struchkov,
Andrei I. Titov, Alexander Azarov, and Daniela S. Gogova

Abstract Accumulation of ion-beam-induced structural disorder in wide bandgap
semiconductors β-Ga2O3 and GaN irradiated at room temperature by 40 keV P
ions has been studied byRutherford backscattering/channeling spectrometry. Results
show that despite the damage versus depth profiles are bimodal in both β-Ga2O3

and GaN, the kinetics of radiation damage accumulation is drastically different for
these two materials. It is also demonstrated that β-Ga2O3 is more than one order
less radiation resistant as compared to GaN for the irradiation conditions under
consideration.

Keywords Wide band-gap semiconductors · Gallium nitride · Gallium oxide ·
Radiation defects · Ion implantation

26.1 Introduction

Gallium nitride (GaN) and beta gallium oxide (β-Ga2O3) are wide bandgap semi-
conductors with bandgaps of approximately 3.4 and 4.85 eV, respectively. Research
interest in these materials has been stimulated by their unique properties [1–8] and
number of promising applications. Indeed, GaN has become the third major semi-
conductor in technology after Si and GaAs and still expands its presence on the
market primarily for optoelectronic devices able to work in the blue and UV spectral
ranges. In contrast to GaN, research on β-Ga2O3 is still on the initial stage. Due to its
ultrawide bandgap and extremely high break-down field value (~8 MV/cm) which is
larger than those of III-nitrides (3.3MV/cm forGaN) and silicon carbide (2.5MV/cm
for 4H-SiC), gallium oxide is considered as the most promising candidate for the
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next generation power electronics as well as for solar blind UV photodetectors and
sensors.

Ion implantation is a powerful technique for materials modification and, in partic-
ular, for selective area doping in device processing. However, the ion irradiation
of semiconductors is always accompanied by formation of radiation defects, which
can dramatically affect the irradiated layers properties. Therefore, a deep under-
standing of the processes of defects formation and their evolution is urgently needed
for electronic device fabrication, development of new devices and expanding their
functionality.

A large number of studies has already been devoted to the accumulation of defects
during the implantation of accelerated heavy and medium-mass ions in GaN [6–13].
In its turn, the data on defect formation in gallium oxide during irradiation with
similar ions are limited and all the main results concern only the most stable beta
phase [14–17]. At the same time, such data are urgently needed.

The aim of the present report is to compare the damage accumulation in the
selected semiconductors for room temperature irradiation by 40 keV P ions.

26.2 Experimental

Wurtzite GaN epilayers, grown by MOCVD on c-plane sapphire substrates and
monoclinic β-Ga2O3 single crystals grown by HVPE (Tamura Corporation), have
been irradiated using 500 kV HVEE implanter by 40 keV P+ ions in a wide dose
range. All the implants were carried out at room temperature (RT) and at 7° off the
channeling directions. The ion fluxes were close to each other and equal to 1.9 ×
1012 and 1.51 × 1012 cm−2 s−1 for GaN and β-Ga2O3 targets, respectively. In order
to compare the irradiation effects in two materials the ion doses were normalized to
the average number of displacements per atom (DPA). So, the normalized values of
ion fluxes were 3.6 × 10–3 and 2.4 × 10–3 DPA s−1 for GaN and β-Ga2O3, respec-
tively. Values of DPA were calculated using TRIM code (version SRIM 2013) [18]
with effective threshold energies for atomic displacements of 25 eV for all Ga, O
and N sub-lattices. DPA values are the concentrations of ion-beam-generated lattice
vacancies at the maximum of the nuclear energy loss profile nv normalized to the
atomic concentration: DPA = nv × F/nat, where for GaN nat = 8.85 × 1022 atoms
× cm−3 and for β-Ga2O3 nat = 9.45 × 1022 atoms × cm−3. So, 1 DPA is equal to 5
× 1014 cm−2 for gallium nitride and 6.3 × 1014 cm−2 for beta – gallium oxide.

Implantation-produced disorder was measured by Rutherford backscat-
tering/channeling (RBS/C) spectrometry with 0.7 meV 4He2+ ions incident along
the channeling direction and backscattered to 103°. The effective number of scat-
tering centers (referred to below as “relative disorder”) were deduced from RBS/C
spectra using one of the conventional algorithms [19].
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26.3 Results and Discussion

Figure 26.1 shows the depth distributions of relative disorder produced in GaN and
β-Ga2O3 by 40 keV P ions implanted with the doses resulting in roughly the same
values of disorder maxima in the target bulk for both materials. These doses were
low enough to prevent formation of high defects concentration into thematerials and,
accordingly, affect the disorder saturation. The TRIM calculated vacancy generation
function in β-Ga2O3 is also plotted in this figure. It should be noted that according
to the TRIM simulations the generation functions in GaN and β-Ga2O3 are nearly
identical with the difference being within 5%.

It is clearly seen that the main features of both distributions are quite similar for
both materials. Really, the both disorder versus depth profiles are bimodal with the
distinct bulk defect peaks (BDP) and surface disordered layers (SDL). However,
the shape of defect profiles as well as the kinetics of disorder accumulation with
increasing dose are significantly different in GaN and β-Ga2O3. The first thing that
attracts attention is more than an order of magnitude difference in the rate of accumu-
lation of stable radiation damage for these two semiconductors as clearly illustrated
by Fig. 26.2 showing the dose dependencies of the relative disorder in the BDP. It
is easy to see that, for low concentration of defects, radiation disorder accumulates
in BDP approximately 20 times faster in the case of ion irradiation of gallium oxide
than for gallium nitride.

Moreover, Fig. 26.2 also demonstrates that for these two gallium compounds BDP
amplitude saturates with increasing dose and does not reach complete amorphization
level. However, for GaN, the saturation level is usually about 0.3−0.4 [6–10], but
for β-Ga2O3—0.8 (this work) or 0.9 [15]. Actually, the last data are equal each other
taking in account experimental errors.

Fig. 26.1 Depth profiles of
relative disorder in GaN
(dose 3.9 DPA) and β-Ga2O3
(dose 0.147 DPA) implanted
at room temperature with
40 keV P ions. A profile of
P-ion-generated lattice
vacancies (with an arbitrary
vertical scale) predicted by
TRIM simulations is also
shown by dashed line
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Fig. 26.2 Dose dependence
of the bulk defect peak value
in GaN and β-Ga2O3
implanted at room
temperature with 40 keV P
ions
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Figure 26.3 shows the dose dependences of the integral disorder in the SDL peak
for both semiconductors. It is seen that the damage in the SDL accumulates more
efficiently in β-Ga2O3 as compared to that of GaN. Thus, according to the results
shown in Figs. 26.2 and 26.3, it can be concluded that the radiation resistance of
GaN is more than an order of magnitude higher than that for β-Ga2O3.

An additional fact is that the position of BDP moves deeper into the crystal
bulk for GaN with ion dose accumulation (see also [6, 12]), while, BDP position
practically does not change in β-Ga2O3. As illustrated by Fig. 26.4 showing the dose
dependencies of BDP position for both semiconductors. Indeed, it should be noted
that the dose range for β-Ga2O3 is approximately an order of magnitude lower than
that for GaN and in such a narrow range, position of stable defect maximum for

Fig. 26.3 Dose dependence
of integrated disorder in the
surface defect peak in GaN
and β-Ga2O3 implanted at
room temperature with
40 keV P ions
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Fig. 26.4 Bulk peak
position vs ion dose in GaN
and β-Ga2O3 bombarded at
room temperature by 40 keV
P ions. The arrow indicates
the position of generation
function maximum
calculated by TRIM
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the last material also does not change very much. Such a difference in the behavior
of the BDP with increasing ion dose, can, at least partly, explain the difference in
the saturation values of the BDP for both semiconductors. Really, it was shown in
[20] that one of the reasons for the BDP saturation, is caused by the shift of this
defect maximum inward from the region where the point defects are generated—the
building material for the formation of stable damage.

Therefore, this mechanism can be excluded for Ga2O3 since there is no BDP shift
position with increasing ion dose in this material. However, other reasons causing
the damage growth saturation can play a role. For example, as was shown in [16] an
implantation-induced phase transition from β to κ-Ga2O3 can take place during ion
irradiation and dramatically change both the damage accumulation kinetic as well as
channeling conditions during RBS/C analysis. Thus, the mechanisms of the damage
saturation in β-Ga2O3 and GaN should be different, and more detailed studies are
required to better understand the physical nature of the discussed effects.

26.4 Conclusions

The kinetics of damage accumulation during P ion irradiation at room temperature
were compared for two gallium compounds: β-Ga2O3 and GaN. The following main
results have been achieved:

(1) Damage accumulation rates of both the BDP and SDL in β-Ga2O3 is about an
order of magnitude higher than those for GaN indicating that β-Ga2O3 is more
susceptible to ion irradiation.

(2) The BDP position in GaN shifts towards the crystal bulk with increasing ion
dose, while that in β-Ga2O3 practically does not change.
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(3) The BDP value saturates below full amorphization in both semiconductors;
however, the saturation level for β-Ga2O3 is approximately twice higher than
that for GaN.

Acknowledgements Authors are grateful to Dr. Wsevolod Lundin from Ioffe Institute, St.
Petersburg, Russia for providing the GaN samples used in this study.
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Chapter 27
Molecular Effect in Damage Formation
in β-Ga2O3

Konstantin V. Karabeshkin, Andrei I. Struchkov, Andrei I. Titov,
Alexander Azarov, Daniela S. Gogova, and Platon A. Karaseov

Abstract Density of collision cascades is one of the most important parameters
determining defect formation in materials under ion bombardment. Here we study
the role of the cascade density on the damage buildup in β-Ga2O3 using “molecular
effect”, i.e. compare the damage formation under irradiations with monatomic (F, P)
and small molecular (PF2) ions. Results show that a strong collision cascade density
effect takes place in β-Ga2O3, so that molecular ions produce more damage both
near the surface and in the region between surface and bulk defect peaks.

Keywords Gallium oxide · Ion implantation · Radiation damage formation ·
Collision cascade ·Molecular effect

27.1 Introduction

Developments in various fields of electronics are generating a huge demand for a new
generation of power switching and control devices with improved performance and
new materials suitable for their manufacture [1, 2]. Wide bandgap materials, such as
GaN, InGaN, and SiC have been successfully industrialized in the last decade with
a large impact on our daily life. Nowadays, the research is directed towards ultra-
wide bandgap semiconducting materials with an energy gap exceeding 4 eV. Beta
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gallium oxide (β-Ga2O3), having a wide bandgap of approximately 4.85 eV, and
especially the high break-down field value (~8 MV × cm−1) is the most attractive
material for the next generation power electronics [2–6] as well as for solar blind
UV photodetectors [7] and sensors [8]. It is obtainable directly from the melt by
scalable growth methods [2, 3, 7, 8] with further scale-up capabilities that would
enable low production costs as compared with other ultra-wide bandgap materials.
The electrical conductivity ofβ-Ga2O3 seems to have amultiple origin, such as native
defects resulting from growth environment (growth method, temperature, and atmo-
sphere), residual impurities and intentional doping. Most of β-Ga2O3 samples are
electrically insulating when grown under oxidizing conditions and semiconducting
under reducing conditions [9]. Despite a possible realization of hole conductivity in
gallium oxide grown under specific conditions have been recently reported [10, 11],
p-type doping is still challenging.

Ion implantation is a widely used technique in semiconductor technology for
selective area properties alteration, like doping, electrical isolation, etc. However,
irradiation with accelerated ions is always accompanied by defect production and
further formation of stable radiation damage. Kind and rate of damage produc-
tion is generally affected by irradiation parameters such as ion energy, ion mass,
ion-beam current, substrate temperature, etc. [12]. Stopping ions colliding with the
target atoms kick-out them from regular lattice positions forming so-called collision
cascade consisting of vacancies and self-interstitial atoms. Volumetric density of
these individual cascades can dramatically affect the resulting damage, as have been
experimentally shown for such materials as Si [13–15], SiC [16, 17], ZnO [18] and
GaN [19–23]. Corresponding effects can be conveniently studied using irradiation
with molecular ions [13–21]. Information on ion-beam induced damage formed in
β-Ga2O3 during irradiation with accelerated ions is very sparse. In this contribu-
tion, we study the structural disorder in β-Ga2O3 single crystals irradiated at room
temperature with monatomic P+ and F+ and molecular PF2+ ions.

27.2 Experimental

Monoclinic β-Ga2O3 single crystals grown by HVPE method (Tamura Corporation
equipment), have been irradiated by F+, P+, and PF2+ ions using 500 kV HVEE
implanter. All the implants were carried out at room temperature and at an angle 7°
off the channeling direction.

Special care of the experimental conditions has to be taken as irradiation parame-
ters strongly influence the resulting damage appearing in the target. All experiments
were carried out in compliance with the correct irradiation conditions that allow
performing meaningful analysis of the experimental data. As it has been established
earlier [14, 21, 24], that have to be kept constant are ion energy per atomic mass
unit (amu), dose expressed in displacements per target atom (DPA), beam flux in
DPA/s. In this case, the only difference between all irradiations would be the density
of individual collision cascades formed by stopping monatomic and molecular ions.
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Table 27.1 List of irradiation parameters used in the experiments

Ion Energy Fluence
per 1 DPA

Flux Dose rate

keV keV/amu 1014 cm−2 1011 cm−2 s−1 μA/cm2 10−3DPA/s

F 25 1.3 11.4 27.6 0.442 2.41

P 40 1.3 6.28 15.1 0.242 2.41

PF2 100 1.45 3.00 7.25 0.116 2.41

DPA values are the concentrations of ion-beam-generated lattice vacancies at the
maximum of the nuclear energy loss profile nv normalized to the atomic concentra-
tion: DPA= nv ×F/nat, where nat = 9.45× 1022 atoms× cm−3 in β-Ga2O3. In the
case of molecular ion bombardment, dose was estimated as DPA(PF2) = DPA(P) +
2 × DPA(F). In order to normalize ion fluences, we calculated values of DPA using
TRIM code (version SRIM 2013) [25] with effective displacement threshold energy
equal to 25 eV for both Ga and O sublattices.

Implantation-produceddisorderwasmeasuredbyRutherford backscattering spec-
trometry in channeling mode (RBS/C). The effective number of scattering centers
(which is proportional to the number of displaced target atoms and hence referred
to below as “relative disorder”) was deduced from RBS/C spectra using one of the
conventional algorithms [26].

Table 27.1 presents the list of all irradiation parameters used in the present study.

27.3 Experimental Results

Typical RBS/C spectra collected after irradiation of β-Ga2O3 samples with 40 keV
P and 100 keV PF2 ions are shown in Figs. 27.1a and b, respectively. It is clearly
seen from this figure that, at low doses the damage-depth distribution created by
monatomic ion (P) species is bimodal consisting of two peaks, one located at the
sample surface and second in the crystal bulk (see Fig. 27.1a). Amount of damage
grows up with the dose increase and two peaks merge into one that grows up and
enhances deeper into the bulk.

Molecular ions produce more damage than monatomic ones (see Fig. 27.1b). It
reveals significant and wide surface peak and slightly pronounced bulk maximum.
Consistentlywith previous reports [27, 28], damagedoes not reach full amorphization
level saturating at ~ 80–90%. Note that, according to the binary collision approxi-
mation, amount of point defects generated during irradiation was kept constant for
all ions used. Hence, the difference seen in the formation of stable disorder is caused
by nonlinearities appearing due to different densities of individual collision cascades
created by monatomic P and molecular PF2 ions.

The last statement is further illustrated by Fig. 27.2, where the relative disorder
created in the β-Ga2O3 sample by irradiation with different ions to the same dose



258 K. V. Karabeshkin et al.

Fig. 27.1 RBS/C spectra
collected from β-Ga2O3
samples irradiated with
40 keV P (a) and 100 keV
PF2 (b) ions. Doses (in DPA)
are indicated in the legend.
Random refers to the spectra
taken at non-channeling
direction
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of 0.44 DPA is plotted as a function of target depth. It could be seen in Fig. 27.2
that depth distribution of the damage created by relatively light monatomic ions
is bimodal split into two peaks located at the sample surface and in the bulk. At
small doses the heavier P ions generate higher level of damage than F ions over the
all depths. Bulk defect peak position coincides well with the maximum of atomic
displacement generation (compare positions of maxima of bulk peaks and vacancy
generation function in Fig. 27.2). Molecular ions produce more damage at the depths
between surface and bulk peaks, thus enhancing the surface defect peak. Thus, the so-
called “molecular effect” is experimentally found. Below we will discuss a possible
mechanism of the effects observed.

27.4 Discussion

First, let us briefly point out the main features of the processes that take place in the
target during our experiments. When solids are bombarded with accelerated ions,
two major mechanisms underlie energy transfer from ion to the target [12]. Energy
could go to an electronic subsystem (thus creating ionization and excitation of atoms)
and to target nuclei. Ions are able to shift nuclei from equilibrium positions in the
crystal lattice in elastic collisions creating point defects, like vacancies and interstitial
atoms. The latter process is frequently referred to as collision cascade formation.
Volumetric density of collision cascade (f av) is one of the important parameters that
affect radiation-induced effects [12, 17, 21]. Recently in [21] we have developed a
simple way to estimate f av using binary collision approximation data generated by
the TRIM code [25]. The average density of individual collision cascade formed in
the β-Ga2O3 target by F, P, and PF2 ions and the fraction of ions η that form at least
one sub-cascade in a 5 nm thick layer parallel to the sample surface in the vicinity of
a given depth are shown in the Fig. 27.3. It should be noted that our experiments were
designed in such a way to make the cascades density the only difference between
irradiation cases while all other parameters were kept the same (see Table 27.1).
Thus, we ascribe higher amount of damage formed by P ions to two main reasons:
(i) heavier P ions produce denser cascades than those for F ions (see Fig. 27.3a), and
(ii) smaller fraction of light F ions produce atomic displacements.

When solids are bombarded with cluster ions, collision cascades induced by indi-
vidual constituent atoms of the cluster overlap each other. It is seen from Fig. 27.3a
that the collision cascades produced by P and F atoms, which form a cluster ion,
effectively overlap only in the near-surface region (in the first 15 nm), giving rise to
formation of collision cascade with increased density. Indeed, dense cascade gener-
ated by a cluster ion deposits higher energy density as compared to that formonatomic
ions at the samevelocity. Subsequently the formation of structure damage in the target
material is enhanced under the impact of PF2 molecules. This enhancement is called
“molecular effect”. It explains the larger amount of structural damage created by
molecular ions in the region close to the target surface.
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Fig. 27.3 a Average density
of individual collision
cascade formed in the target
by the same ions. b Fraction
of ions η that form at least
one sub-cascade in a 5 nm
thick layer in the vicinity of
a given depth
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27.5 Conclusions

Damage formation in β-Ga2O3 under monatomic F+ and P+ as well as molecular
PF2+ ions was studied. Damage created by relatively light monatomic ions is bimodal
consisting of two distinct peaks located at the sample surface and in the bulk, close
to the maximum of nuclear energy loss. In contrast, molecular ions produce more
damage both near the surface and in the region between surface and bulk defect
peaks, so the apparent damage profiles induced by these ions become unimodal with
a single broad defect peak. The observed damage enhancement is attributed to the
strong collision cascade density effect in ion-bombarded β-Ga2O3. Furthermore, we
demonstrate that, in contrast to many other materials, damage accumulation in β-
Ga2O3 saturates at ~ 80–90% of amorphization level with increasing ion dose in all
cases studied. The dose needed to reach this heavily damaged state is estimated to
be about 1 DPA.
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Chapter 28
Investigation of Self-organized Protein
Films Formed Under an External
Electric Field

Maksim Baranov , Sergey Rozov , and Dmitry Dicky

Abstract Biomolecular electronics technology is currently developing rapidly.
Because of this, there is a strong demand for new materials and development of
new principles of biomolecular devices construction, and protein films can become
such materials. In this paper we study self-organized albumin protein films. Optical
microscopy and computer simulation have been used to analyze self-organization
processes and to detect complex macrostructures formed under external electric
field. Computational and experimental results are presented which can be used in
biomolecular electronics.

Keywords Self-organization · Protein films · Biomolecular electronics

28.1 Introduction

Thin films are important objects, which attract the attention of many researchers
[1–4]. Special attention is paid to biomolecular films, including protein ones [5–7].
They have a great variety of applications in medicine, drugs and food packaging, and
biomolecular electronics [8–10].

Biological molecules have the property of assembling into ordered macrostruc-
tures, i.e. the ability to self-organise. Many characteristics of biomolecular films
are important for the development of biomolecular electronics elements: dielectric,
optical, mechanical, etc. [11, 12]. Many of these characteristics depend on the self-
organization parameters. An important parameter is the stability of supramolecular
biomolecular structures [13–17].

Previousworkhas shown that the parameters of self-organization canbe controlled
by varying the parameters of the experiment [18]. These are parameters such as a
protein and salt concentration in the solution, dehydration temperature, and surface
material.
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To develop elements of biomolecular electronics, it is necessary to investigate the
effects of electric fields on the formation of biomolecular films [2, 19]. Integrated
circuits are known to have small value fields. These fields can have a certain impact
on the functionality of devices. Therefore, the purpose of this work is to study the
effect of the electric field on the process of self-organization in protein films.

In this work the processes of self-organisation of protein films under the influ-
ence of external electric fields are investigated. Molecular dynamics and optical
microscopy methods were used to analyse film structures.

28.2 Methods of Investigation

Self-organization processes in proteins start in the synthesis of proteins at the ribo-
some. In this case, self-organization is described by kinetic equations when the
conformation of protein molecules changes. In the case of protein film formation,
the laws of non-linear thermodynamics,which describe phase transitionswithin dried
protein solutions, start to play an important role at the macro level. Depending on the
experimental parameters, different types of structures are formed in protein films.
Figure 28.1 shows the examples of the obtained structures.

Figure 28.1 was obtained and described in our previous work [20]. It presents
albumin protein films obtained from an aqueous solution (Fig. 28.1a) and a salt
solution (Fig. 28.1b). In the absence of salts in the initial protein solutions, spiral
structures or radial cracks appear, but in the presence of salts, dendrites form. Both
types of structures may have different geometric parameters depending on the exper-
imental parameters. The mathematical analysis of such structures is described in
[21, 22]. In addition, it was shown that in the case of dendritic structures, a phase
separation of protein and salt is observed in the films.

Fig. 28.1 Examples of typical structures observed in biomolecular films: spiral structure domains,
or cells (a); dendrite cluster domains (b)



28 Investigation of Self-organized Protein Films … 265

28.2.1 Optical Microscopy

The processes of self-organization of structures in protein films under the influence
of an external electric field were investigated using themethod of optical microscopy.
An albumin protein solution with a concentration of 20% was chosen to prepare the
solutions. Solutions with concentrations of 2 and 5% were prepared with an initial
volume of 2ml and placed in Petri dishes of 30mmdiameter. The drying process took
place in a thermostat at normal pressure and temperature of 308 K. Flat electrodes
connected to a direct current source were used to generate an external electric field.
The area of the electrodes was several times larger that of the Petri dishes, so edge
effects at the electrode boundaries can be neglected. Fields of 1, 3 and 5 V/cm were
applied to the samples. Figure 28.2 shows the flowcharts of the experiments.

Optical microscope Olympus CX 33 and Altami USB camera (model
UCMOS10000KPA) were used to obtain protein film images. These images have
following properties: an area about 0.1 cm2, a resolution of 1280 × 960 pixels, a
depth of 24 bits.

Fig. 28.2 Schematic representation of an experimental setup for the study of the spatial structure
of a protein film during its dehydration in an electric field: 1—the generator of the electric field; 2—
thermostat; 3—fixed condenser plates; 4—Petri dish with aqueous solution; 5—optical microscope
and camera; 6—computer
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28.2.2 Molecular Simulation

The processes of protein self-organization are characterized by the free energy value
of protein molecules. It is known that the protein energy of a densely packed globule
E is minimal and increases with a small expansion of the globule [24]. This paper
attempts to explore the free energies of a molecule to analyze the self-organization
processes of cluster proteins under the influence of an external electric field.

Molecular simulation is a promising method for investigation of the properties of
molecular systems [21, 23–25]. A Visual Molecular Dynamics program was used to
create molecular systems. The estimated systems consist of four albumin molecules,
surrounded by water molecules. The distance from the boundaries of the molecules
to the edge of the cube was taken equal to 10 Å.

For greater reliability, each system contains four albumin protein molecules. Na+

and Cl− ions were added to the solvation cube to neutralize the electric charge of
the system. Nanoscale Molecular Dynamics (NAMD) allows the application of an
external electric field to molecular systems expressed in units kcal/(mol·Å·e) where
1 kcal/(mol·Å·e) ≈ 4.35 × 108 V/m.

Simulations of biomolecular systems were performed in the NAMD program
using CHARMM27 force fields. Before simulations of each system, minimization
algorithm was used to stabilize molecular clusters energy. Minimization of energy
was carried out for 5000 time steps, which corresponds to 1 ps. In the next step, the
energy of the molecular clusters was calculated for 1 ns at temperature of 308 K. The
time dependences of the energy values were constructed on the basis of these data.

28.3 Results

Various images have been obtained: the most characteristic ones look like quasiperi-
odic structures consisting of specific cells with the size of 200–500 nm (Fig. 28.3).

As illustrated in Fig. 28.3, the density of radial cracks in films increases with an
increase of the protein concentration in the initial solution., As the applied electric
field increases, the number of structures first increases, and then decreases in the case
of low protein concentration, and the structures lose their spiral form in the case of
greater concentrations. It can be concluded that an external parameter in the form
of an electric field with sufficient influence produces chaos in the studied system.
It is worth noting that the films formed under the influence of the electric field are
unstable and have weak adhesion to the substrate.

As a result of computer simulation, the time dependences of the energies ofmolec-
ular clusters were obtained from the values of the applied electric fields. Figure 28.4
shows the corresponding graphs.

Examination of these dependencies indicates that external electric fields weakly
affect the energy of molecular clusters. The differences in the influence of electric
fields with values of a few V/cm units are practically unobservable. It is likely that to
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Fig. 28.3 Images of albumin protein films, formed from 2% (a, b, c) and 5% (d, e, f) solution under
the influence of the external electric fields of 1 V/cm (a, d); 3 V/cm (b, e); 5 V/cm (c, f)
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Fig. 28.4 Energies of molecular cluster with intensity of external electric field of 1, 3 and 5 V/cm
versus time
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achieve a greater difference in the effect of weak fields on the energy of themolecular
clusters, it is necessary to increase the modelling time.

Comparing the results obtained by optical microscopy and molecular dynamics
methods, we can conclude that weak constant electrical fields applied to biomolec-
ular films have a weak influence on the self-organization processes in thin biomolec-
ular films produced by isothermal dehydration. This result could be useful in the
development of biomolecular electronic devices.

28.4 Conclusion

This paper discusses the study of self-organization processes in thin protein films,
formed under influence of the external electric field. Optical microscopy and molec-
ular modeling methods show that weak electrical fields of about several V/cm have
slight effect on the energy of molecular clusters. A change in shape disorders and
reduction of spiral structures with an increase in the magnitude of external electric
field is observed. In the future, it is planned to model molecular clusters on inorganic
substrates under strong external electric fields.
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Chapter 29
Optimizing of ALPHIE Grid System
with Particle-In-Cell Simulations

Dmitry Dyubo, Jorge Gonzalez, Oleg Tsybin, and Luis Conde

Abstract The Alternative Low Power Ion Engine (ALPHIE) currently in develop-
ment byUPMPlasmalab at Universidad Politécnica deMadrid (UPM) is a promising
spacecraft ion engine. The counter flow of charged particles through the grid system
is a unique characteristic of this thruster. In its grid system, the ionizing electrons
coming from an external cathodewhich also provides the neutralizing electrons in the
plasma plume travel inwards the ionization chamber. These electrons are accelerated
by the potential jump between the two grids (usually 500–600 V). The generated
ions are extracted by the same grid system and accelerated to supersonic speeds,
usually in the order of 40–50 km/s. A fully particle-in-cell (PIC) approach is used to
study the effect of relevant parameters (thickness and distance between grids) in the
grid system on the ion and electron dynamics. The new code fpakc (Finite element
PArticle Kinetic Code) is employed for such a task. The Polytechnic University has
successfully used the CST (Computer Simulation Technology) licence code installed
on a supercomputer for this purpose. A fpakc 2D axial-symmetric beam-type domain
is used to study one hole in two-grid system. The use of a larger time step for ions
to reduce computational time is checked. The thickness and distance between grids
are chosen as relevant parameters. The results will be used in the next iteration of
ALPHIE to improve the ionizing electrons inflow and the extracted ion current. In
addition, the new calculations will compare the advantages and disadvantages of two
different approaches, CST and fpakc.
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29.1 Introduction

Computer modeling of electric engines [1–5] is of appropriate relevance to charac-
terize the performance and improve the design of the system. Ion Engines [6, 7] for
space propulsion present a high specific impulse and relatively low thrust, which
make them especially useful for long-term accelerated motion. Thus, a lot of effort
is made to develop and use numerical codes to provide support for the design and
testing of new plasma engines.

The UPMPlasmalab at the Universidad Politécnica deMadrid (UPM) is currently
developing ALPHIE (Alternative Low Power Hybrid Ion Engine), a new concept of
thruster that aims to provide high specific impulses with low power consumption,
suitable for middle-size satellites in LEO.

ALPHIE has a unique grid system in which a counter-flow of charged particles
(ions and electrons) appear. Electrons are generated by a source outside the engine
with a double purpose: to neutralize the ion beam and to create an inflow of electrons
towards the ionization chamber. These electrons are accelerated by the grid system
up to energies around 500 eV, meaning that the ionization of neutrals is done with
high energy electrons.

In this work, a brief review of previous work in St. Petersburg Polytechnical
Universitywith theCSTStudio Suite is done. Then, the operation ofCST is compared
with fpakc, a new particle-in-cell finite element code developed by theUPM. Further,
the problem of the unique grid system in ALPHIE is presented. Finally, performance
for a range of geometrical parameters of the grid system calculated with fpakc are
presented and some hints on how to improve ALPHIE design for its next iteration
are given.

29.2 CST vs fpakc

CST Studio Suite is a high-performance 3D electromagnetic analysis software
package for the design, analysis and optimization of electromagnetic components
and systems.

CST Particle Studio (PS) is a tool for fast and accurate analysis of charged particle
dynamics in 3D electromagnetic fields. CST PS is fully integrated into CST design
environment allowing for its intuitive modeling capabilities and powerful import
interfaces.

The particle tracking solver can be used to compute the trajectories of charged
particles in an electrostatic and magneto static field. The implemented gun iteration
function allows calculating the self-consistent electrostatic field, which takes into
account the reaction of the particle motion to the electrostatic potential distribution.
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Arbitrary solid surfaces can be defined as particle sources. These surfaces emit parti-
cles based on a predefined emission pattern. Themain task of the solver is to calculate
particle trajectories, self-consistent electrostatic field, space charge distribution and
particle current.

The tracking solver is primarily capable of tracking charged particles through
electrical and magnetic static fields. The governing equations of the particle tracking
are the momentum and position update:

• momentum update (analytic and discrete form of Newton-Lorentz equation):

d

dt
(mv) = q

(
E + v × B

)
(29.1)

mn+1vn+1 = mnvn + q�t
(
E

n+1/2 + vn+1/2 × B
n+1/2

)
(29.2)

• position update (analytic and discrete form):

dr

dt
= v (29.3)

rn+3/2 = rn+1/2 + �tvn+1 (29.4)

The CST particle studio offers multiple emission models for particles leaving a
cathode. The particle tracking simply computes the trajectory of the particles through
a precalculated electromagnetic field.

The gun-iteration consists of an iterative application of electrostatic solver and
particle tracker. After calculating the electrostatic field the particles are emitted and
tracked and their space charge is monitored. This space charge is used to modify
the right hand side of the electrostatic solver (the charge-vector). Afterwards a new
electrostatic field is calculated which incorporates some knowledge of the particles’
flight path. This procedure is repeated until the relative difference of the emitted
current and space charge meets a specific convergence criteria.

The disadvantage of such software is the lack of a module for calculating the
mechanical parameters of ion and ion-plasma accelerators. Like the Monte Carlo
method and some other similar software packages, the CST package cannot reveal
the relationship between the mechanical forces acting in ion accelerators and internal
microscopic processes. Using the CST method the analysis of combined ion and
electron trajectories has been performed for the first time in the previous studies [3].

The Finite Element PArticle Code (fpakc) the UPM Plasmalab at the Technical
University of Madrid (UPM) can be employed to perform time-dependent simula-
tions that can complement some of themissing capabilities of CST. This codemodels
species in plasma [8–11] (ions, electrons and neutrals) following the trajectories of
macro-particles as they move and interact between them and the boundaries of the
domain.
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The fpakc uses macro-particles to simulate the dynamics of different plasma
species [12–15] (mainly ions, electrons and neutrals). These macro-particles repre-
sent a large amount of real particles. In the evolution of these particles, external
forces (as the electromagnetic field), interaction between particles (as collisions)
and interaction with the boundaries of the domain are included.

This procedure differs from the iterative method of CST and it is possible to
provide a higher accuracy, although more computational time may be required.

29.3 ALPHIE Grid System

The plasma engine ALPHIE (Alternative Low Power Hybrid Ion Engine) [16–18]
is a new concept aimed to provide high thrust (~1mN) at low power consumption
(<600 W) and low mass flux (<1 sccm). This new thruster has an unique grid system
in which a counter-flow of ions and electrons. A sole source of electrons outside
the ionization chamber is responsible of both, neutralizing the plasma beam and
generating the inflow of electrons for ionization.

Thus, this grid system is not charge space limited and previous studies used for
classical gridded ion engines are not applicable. Previous studies [5] havebeen carried
out to analyze the counter-flow of charged species bymeans of a fully particle-in-cell
code [19–23].

The fpakc code introduced above is now used to study relevant parameters from
the ALPHIE grid system to improve its behavior. The distance between grids (dg)
as well as their thickness (tg) is modified and their effect in the ion and electron
distribution through the grids is studied. This sensitivity analysis will have a huge
impact in the next iteration of ALPHIE, currently in design phase (Fig. 29.1).

A single hole of the grid system is studied in the axial-symmetric domain presented
in Fig. 29.2. TheUpstream region refers to the ionization chamberwhileDownstream
is the vacuum outside the engine from which the ionizing electrons come.

In the current configuration of ALPHIE, dg = 2.5 mm and tg = 0.4 mm. This
case will be used as a reference case to study the impact of modifying these two
geometric parameters.

Electrons are introduced from the downstream boundary simulating the electrons
coming from the external cathode. At the Upstream condition, ions and electrons
coming from the ionization process are introduced. Grids are set to −150 and −
600 V respect to the Upstream boundary condition which is keep at 0 V. Particles
are simulated until they reach a quasi-steady situation

29.4 Results

This section presents the main results obtained from the CST and fpakc simulations.
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Fig. 29.1 ALPHIE’s electrical scheme. The external cathode has the double function of ionizing
and neutralizing the plasma beam [4]

Fig. 29.2 Representation of a one-hole of the ALPHIE grid system simulated in this work. The
relevant parameters for the sensitivity study are the distance between grids dg and the thickness of
the grids tg

Initially, the CST simulation was used to obtain a similar 3D model of the device
and perform the trajectory analysis. Figure 29.3 shows the acceleration performed
by two grids system. The top grid is shown in the figure in the form of a solid disk.

Then, the capability of fpakc to advance different species with different time steps
will be tested. This allows to push the heavy ions only at certain number of steps,
reducing the computational requirements for each case.

Figure 29.4 shows two simulations of the same case, one in which particles evolve
with the same time step (τ ) and another one in which the time step for ions is 100
times larger.
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Fig. 29.3 3D 2-grids device model and particle trajectories in CST studio

Fig. 29.4 Comparison between using the same time step or a larger time step for ions than electrons.
Left: total number of macro-particles in the domain. Right: average time per iteration

The number of particles present in the numerical domain for both cases is exactly
the same, the average computation time per iteration is reduced to almost half is
different time steps are used per each species.

Moreover, currents for ions and electrons are similarly enough, as Fig. 29.5 show.
This results in the capability to use a larger time step for heavy species without losing
too much accuracy but gaining an incredible speed up, important for the sensibility
analysis performed next.

Now, the results of varying the two geometric parameters of ALPHIE grid system
(distance between grids and thickness of the grids) are presented now. Firstly, the
results at the exhaust plane of the ion density and axial velocity are presented in
Figs. 29.6 and 29.7. Simulations presented in Fig. 29.6 indicate there is no significant
improvement in decreasing the grid thickness but increasing the grid thickness as ion
density in the exhaust plane is greatly reduced near the axis. This means that grid
thickness is only constrained by design limitations.

On the other hand, the grid system seems to be very dependent on the distance
between grids. Figure 29.7 show that a variation of just 0.5 mm in the distance
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Fig. 29.5 Axial current for ions (left) and electrons (right) for cases with different and the same
time steps. Results are indistinguishable

Fig. 29.6 Ion density (left) and axial velocity (right) for variations in the grid thickness (tg). Base
Case refers to tg = 0.4 mm. No significant effect arises except for very thick grids

Fig. 29.7 Ion density (left) and axial velocity (right) for variations in the distance between grids
(dg). Base Case refers to dg = 2.5 mm. Huge improvement of density near the axis is found for
dg = 2.0 mm
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Fig. 29.8 Current of ions (left) and electrons (right) through the ALPHIE’s grid system. The main
improvement respect to the Base Case comes from decreasing the separation between grids

between grids modifies the ion density obtained. Specially, if distance between grids
is reduced, ion density almost doubles. This behavior is similar to classical one-
species ion extraction grids, in which the separation of grids highly influences the
output current. Moreover, reducing the distance between grids results in a more
collimated beam, as density increases near the axis and reduces far from it.

An important result of these simulations is that axial velocity of ions seems unal-
tered by the grid system. This could be the result of the counter-flow of ions and
electrons through the grid system dominating the total acceleration of ions while the
grid geometry affects its distribution and current.

The current of ions and electrons through the grid system is analyzed now.
Figure 29.8 pictures the total current for ions and electrons along the axial coor-
dinate. As previous analysis indicates, reducing the separation between grids has a
huge impact in the extracted ion current.

However, electrons, due to their high speed and low mass, are unaffected by the
modifications to the grid geometry. This is a positive note on ALPHIE grid system
as electrons are fundamental for the ionization of the neutral gas, meaning that the
geometry can be optimized for increasing the ion current without perturbing the
influx of electrons required for the operation of ALPHIE. However, this also means
that there is no means to improve electron inflow by geometrical factors and that the
only option is to increase the emitted electrons by the external source.

29.5 Conclusions and Future Work

The newly developed code fpakc has proven to be an excellent tool to perform
a sensibility analysis to improve the grid system of the ALPHIE plasma thruster,
currently in development. The capability of the code to use different time steps for
each species has been tested not finding any significant differences but saving a
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reasonable amount of computational resources. The different approaches of fpakc
and a previously used suite for electromagnetic devices have been analyzed.

Moreover, a sensitivity analysis of some geometrical parameters has been
performed in order to improve the grid system extraction of ions. The main modifi-
cations respect to the current configuration of ALPHIE suggested by the simulations
is the reduction in the distance between grids and to not exceed 0.5 mm of grid
thickness. These changes will be taken into account in the next iteration design of
ALPHIE.

In comparison with fpakc, CST can provide the trajectory analysis in the common
tracking area of ion and electrons faster and simpler. However, the fpakc performs a
more detailed and more precise modeling considering different physical processes.
Combining both of these techniques seems to be promising in the field of ion thruster
development.
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Chapter 30
Design and Optimization of a Shunt RF
MEMS Switch with a Hybrid Contact
Type

Alexey Tkachenko , Igor Lysenko , Mark Denisenko ,
and Olga Ezhova

Abstract This paper presents the results of the design, optimization and simula-
tion of a radio-frequency (RF) switch made using microelectromechanical systems
(MEMS) technology. The device is a capacitive shunt switch with a hybrid contact
type and a high capacitance ratio and a small air gap. To increase the capacitance
ratio in the developed design of the RF MEMS switch, a fixed capacitor with metal–
insulator-metal (MIM) plates is used. As thematerial of the insulator layer, a material
with a high permittivity—titanium oxide—is used. To reduce the value of the acti-
vation voltage and increase the speed of the switch in the presented design of the RF
MEMS switch, a zig-zag type of elastic suspension element is used. According to
the results of the simulation of the optimized design of the RF MEMS switch, the
activation voltage is no more than 3.5 V with a closing time of no more than 6.5
us. In addition, the RF MEMS switch presented by the results of electromagnetic
modeling is characterized by low insertion loss −0.06 dB @ 3.6 GHz in the open
position and a high isolation value −43.5 dB @ 3.6 GHz in the closed position.
The effective frequency spectrum of the presented RF MEMS switch with a hybrid
contact type is the S-band, which includes various types of ground and satellite radio
communications.

Keywords Microelectromechanical systems · MEMS · Radio-frequency
microelectromechanical systems · RF MEMS · Switch · Hybrid contact · Low
actuation voltage · Low loss · High isolation

30.1 Introduction

In the last decade, devices manufactured using microelectromechanical systems
(MEMS) technology have undergone tremendous development in various fields of
information and communication technologies. In particular, recent trends in the inter-
action of integrated circuit components (ICs) with the external environment have
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led to the development of innovative devices and technologies that can combine
electrical properties with several different physical domains. In particular, MEMS
devices using a miniature movable structure, the movement or position of which can
be controlled by means of an electrostatic, thermal, magnetic, liquid and electromag-
netic activation mechanism. Reliability, compactness and a high degree of integra-
tion were among the key factors to achieve successful products in the technology
market, such as ST Microelectronics accelerometers for car airbags and Nintendo
Wii controllers, Apple iPhone gyroscopes, inkjet devices, Texas Instruments digital
micro-mirrors for projectors.

One of themost promising areas of application ofMEMS technology is associated
with circuits and devices of ultra-high frequency (microwave) and radio-frequency
(RF) communication. In recent years, the introduction and dissemination of new
wireless communication standards, in particular the fifth generation of mobile radio
(5G), has set new challenges in the development of hardware for transceivers. At
the level of a single electronic device, the most important characteristics to consider
are: low power consumption, high linearity and high throughput, which should char-
acterize each component to ensure high performance of wireless radio systems and
5G mobile networks. At the system level, highly technological and reconfigurable
circuits and devices allow modern wireless radio systems to be multiplatform, that
is to integrate all the most complex communication standards used (such as UMTS,
GSM, WiFi, Bluetooth, WiMAX) without losing the compactness and quality of
radio signal transmission. RF MEMS technology allows you to create devices and
circuits that can meet the requirements and capabilities mentioned above.

Key RF subsystems in 5G RF transceivers include antennas, tunable filters, power
amplifiers, and MIMO (multiple-input multiple-output). At the same time, it can be
noted that in all these RF systems or subsystems of 5G, from a hardware point
of view, the RF switch is one of the most fundamental and important components
that is used to route signals along RF signal transmission paths with a high degree of
efficiency; its RF characteristics, switching time, RF signal power and their reliability
can directly affect the corresponding properties and performance of 5G applications.
At the same time, in accordance with the concept presented in [1] the key RF systems
and subsystems of 5G transceivers can be replaced by corresponding RF MEMS
devices.

Currently, among all classes of switching RF devices, PIN-diode switches are
currently the most popular. At frequencies up to 10 GHz, they have virtually no
equal in speed, simplicity of circuit solutions and cheapness. However, starting as
early as 8 GHz, PIN-diode switches are not able to provide high isolation in the
closed switch position, even when cascading. This is due to the increasing influence
of the barrier capacitance, which is on the order of 0.2–0.8 pF for commercially
available PIN diodes. In addition, PIN diodes cause noticeably greater losses in the
open position and at lower frequencies. This problem is partially solved by the use of
field-effect transistors, but at frequencies up to 40 GHz, coaxial switches are mainly
used, which have good RF parameters, but are extremely expensive. At frequencies
up to 1 GHz, high-frequency relays are sometimes used, but their disadvantages
include low switching speed, at least 5 ms, and high-power consumption, as well
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Fig. 30.1 Classification of RF MEMS switches

as high weight and size characteristics. RF MEMS switches can effectively replace
PIN-diode analogs at frequencies up to 10 GHz and compete with transistor and
coaxial switches in the range up to 40 GHz or more [2, 3].

Figure 30.1 shows the classification of RF MEMS switches according to the
activation mechanism, the movement of the suspended parts, the type of contact, the
type of mechanism used, and the electrical configuration.

Electrostatic RF MEMS switches are the most common among micromechanical
switches today. This is due to the almost zero energy consumption in the switched-on
state, the small size of the element, the compatibility of the device manufacturing
process with the technological processes of silicon technology and AIIIBV-based
technology, the relative ease of manufacture and the short switching time. Electro-
static RF MEMS switches are divided into two types—cantilever and membrane
switches with metal–metal and metal-dielectric-metal contacts, respectively. Resis-
tive RF MEMS switches have some advantages over capacitive RF MEMS switches
because they are characterized by a lower value of the tripping voltage and a higher
switching speed. On the other hand, capacitive RFMEMS switches are characterized
by greater reliability and are subject to fewer failure mechanisms. In addition, for the
design of RF MEMS switches of medium and low power, switches with a capacitive
contact type have an important advantage—the ability to design switch designs with
a low value of the actuation voltage.

In the last decade, a number of studies have been conducted on methods for
reducing the value of the tripping voltage and increasing the switching speed of
RF MEMS switches. The switching speed can be increased by using materials that
reduce the effective mass of the moving parts of the structure [4], while another study
suggests that the switching speed can be increased either by usingmaterials that allow
achieving a low stiffness coefficient of the elastic suspensions of the structure [5]
or by using elastic suspension elements with a low stiffness coefficient, having a
serpentine or zig-zag shape [6].

Currently, capacitive RF MEMS switches with metal-dielectric-metal contact are
the most common in the technology in RF MEMS devices. In capacitive RF MEMS
switches, themovable electrode of the structure is ametal membrane suspended from
the anchor areas by elastic suspensions. The dielectric layer is applied to the signal
line of the coplanar RF transmission line. Thus, a capacitor with metal-dielectric
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layer-metal plates is formed. The main problem of this approach is the imperfect
roughness of the contacting layers, which leads to a decrease in the capacitance ratio
of this type of RFMEMS switches. A decrease in the capacitance ratio, in turn, leads
to a shift in the resonant frequency from the required one, and a decrease of the
isolation value in the close-state of the RF MEMS switch.

To date, there are a number of studies that have been conducted to achieve a high
value of the capacitance ratio of capacitive RFMEMS switches and a low value of the
actuation voltage. In [7], a design of a capacitive RF MEMS switch using a ceramic
dielectric layer with a high permittivity is proposed. In [8], a high capacitance ratio
was achieved by using a curved design of the movable electrode of a capacitive
RF MEMS switch. Another method used to achieve a high value of the capacitance
coefficient is to increase the air gap between the movable electrode-membrane and
the dielectric layer [9, 10]. However, there are some obvious disadvantages of these
methods, which are that the problem of the charge of the dielectric layer becomes
more significant the smaller the thickness of the applied dielectric layer, and the
electromechanical parameters of the switch change when the air gap changes.

Meanwhile, a number of studies have proposed some approaches for obtaining a
high value of the capacitance ratio, which consist in the use of dielectric materials
with high permittivity. Such dielectric materials include: HfO2 [11], STO [7, 12],
Ta2O5 [13], (Ba, Sr) TiO3 [14], PZT [15] and metal oxide dielectrics with high
dielectric characteristics. As a result, the value of the capacitance ratio of shunt RF
MEMS switches is more than 100 [14, 15]. However, the value of the capacitance
ratio is limited by the minimum thickness of the dielectric layer, the maximum value
of the dielectric constant, and the maximum value of the air gap between themovable
switch electrode and the RF transmission line. In this regard, the methods used in
[8–10] are not the most appropriate.

To overcome the described disadvantages, an additional fixed metal–dielectric
layer–metal (MIM) capacitor on the substrate is developed and a switch is used to
turn it on or off from the circuit. This results in a capacitance ratio that is independent
of the roughness of the lower electrode, and is therefore ideal for dielectrics with
high permittivity and roughness. This method is also applicable to the design of
RF MEMS switches with large capacitances in the closed position based on nitride
dielectrics. The disadvantage of this method of increasing the capacitance ratio is the
high geometric dimensions of the movable switch electrode, as well as the additional
contact resistance between the metal of the movable membrane electrode and the
upper metal layer of the MIM capacitor.

The object of this work is to develop a design of an RFMEMS switch with a high
value of the capacitance ratio, a small value of the air gap using a combined approach.
This approach of increasing the value of the capacitance ratio consists in using the
design of a floating metal movable electrode without restrictions of the minimum
thickness of the dielectric layer and the minimum size of the air gap, as well as using
the material of the dielectric layer with a high permittivity. To reduce the value of
the actuation voltage and increase the speed of the switch in the presented design
of the RF MEMS switch, an inhomogeneous zig-zag elastic suspension is used. In
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addition, the developed design of the RF MEMS switch should be characterized by
a small form factor for use in RF devices and systems of 5G mobile networks.

30.2 Description of the Approach

A typical design of a shunt RF MEMS switch contains a CPW, a movable metal
membrane, a thin dielectric layer, and fixed control electrodes, as shown in Fig. 30.2.
The metal membrane is suspended above the CPW with an air gap of g0. When a
constant actuation voltage is applied to the fixed down actuation electrodes relative
to the metal membrane, the electrostatic force attracts the metal membrane down to
the dielectric layer, and as a result, the RF signal is shunted to the ground lines of
the CPW [16].

A simple and effective approach to obtaining a high value of the capacitance ratio
of a shunt RF MEMS switch is to connect an additional fixed capacitor with metal–
insulator-metal (MIM) plates to the main shunt capacitor, as shown in Fig. 30.3.

In this design, an additional fixed MIM capacitor is connected to a shunt capac-
itor with metal-air-metal (MAM) plates formed by the upper metal layer of the
MIM capacitor, a movable metal membrane and an air space between them. The
MIM capacitor is connected to the MAM capacitor in series, in the case when the
movablemetalmembrane is in the upper position. In the casewhen themovablemetal
membrane is in the lower position, the MAM capacitor changes to the resistance in

Fig. 30.2 Typical design of a capacitive shunt RF MEMS switch [16]
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Fig. 30.3 Electrical circuit diagram of the developed RF MEMS switch

the electrical circuit. The characteristic resistance of a coplanar waveguide is equal
Z0. Zbl(α, βl) denotes the characteristic resistance of the transmission line between
the wave port and the edge of the movable metal membrane, α—the transmission
attenuation constant, and β—the electrical length of the transmission line. In the
case when the movable metal membrane is in the lower position, theMAM capacitor
changes to the resistance in the electrical circuit.

The 3D topology of the proposed RF MEMS switch is shown in Fig. 30.4. The
upper metal layer of the fixed MIM capacitor and the relatively narrow transmission
line of the CPW are located under the movable electrode-membrane of the switch in
order to obtain a low capacitance value in the upper position. Changing the size of
the dielectric layer ensures that the wave resistance (50 �) is matched between the
RF input of the CPW transmission line and the connected load.

30.3 Design Optimization and Flexibility

30.3.1 Material Selection

Based on the material selection diagrams [17–19], it was observed that:
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Fig. 30.4 3D topology of the proposed RF MEMS switch with a high capacitance factor

• as the material of the micromechanical elements of the RFMEMS switch design,
gold and aluminum are the appropriate material to obtain the desired parameters
that provide the best performance;

• as the substrate material of RFMEMS switches, the best candidate is sapphire and
high-purity aluminum oxide Al2O3, which have the highest thermal conductivity,
the lowest dielectric loss tangent, and the highest relative permittivity. At the same
time, the roughness of the surface of sapphire is better, and the relative permittivity
of these materials is the same. This material has exceptional electrophysical prop-
erties over a wide frequency range, high wear resistance and corrosion resistance
at very high temperatures, as well as high mechanical strength;

• as the material of the dielectric layers used in the designs of RF MEMS shunt
switches with capacitive contact type, the best candidate is Al2O3, followed by
SiN, AlN, TiO2.TiO2 is the most suitable dielectric layer material used due to
their low-temperature deposition process, which greatly improves the service life
of switches with a reduced electric charge effect of the dielectric layer for RF
applications.

30.3.2 Coplanar Waveguide

In this paper, a coplanarwaveguidewas chosen for the design of theRFMEMSswitch
design, since in this case it is possible to use thick dielectric substrates (for example,
sapphire—0.5 mm). Since the grounding lines are located on the front side of the
substrate, they canbe used as control electrodes. Thus, the use of coplanarwaveguides
in the design of RF MEMS switch designs is technologically more accessible and
makes it possible tomanufacture structures of various configurations and complexity.
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Table 30.1 Specification of coplanar waveguide

Component Length (µm) Width (µm) Depth (µm) Material

Substrate 650 400 500 Sapphire

CPW (G S G) 20 100 20 Copper

A coplanar waveguide for transmitting a high-frequency RF signal is formed from
a symmetrically arranged signal line with a width W relative to the ground lines and
an equal longitudinal gap G between them.

The dimensions of the developed coplanar waveguide are shown in Table 30.1.
Figure 30.5 shows the CPW for the developed RF MEMS switch.
IfC is the capacitance per unit length of the line, andC0 is the capacitance per unit

length of the line in the absence of a dielectric layer, then the effective permittivity
for the final CPW is determined by Eq. (30.1) [16]:

εe f f = C

C0
= 1 + 1
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K (k)
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× K
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′
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)

K (ks)
(30.1)

where K is the complete elliptic integral of the first kind and the values of k and
k ′ are determined by the geometry of the line using the Eq. (30.2):
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The thickness of the substrate is 500 µm > > the thickness of the CPW line (6
um). Hence, for an infinitely thick substrate ks = k. The equation for the effective
permittivity is reduced to the Eq. (30.3):

εe f f = 1

2
(εr + 1) (30.3)

where εr is the relative permittivity of the substrate. Next, the phase velocity is
given by the Eq. (30.4):

Vph = c
′

√
εe f f

(30.4)

where c
′
is the speed of light in free space. Thus, the characteristic resistance Z0

is given by the Eq. (30.5):
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Fig. 30.5 CPW for the developed RF MEMS switch

Z0 = 30π√
εe f f

× K (k)

K
(
k ′) (30.5)

Shown in Fig. 30.5 the CPW switch designed for the RF MEMS design with a
characteristic resistance of 50 � meets the requirement of matching the RF input
and RF output.
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30.3.3 Membrane Design

Figure 30.6 shows the optimized design of the movable electrode—membrane of the
developed RFMEMS switch. Figure 30.6 shows the optimized design of themovable
electrode-membrane of the developed RF MEMS switch. The passage of a high-
frequency RF signal along the CPW signal line depends on the position of the switch
membrane. A constant control bias voltage is applied to the fixed down electrodes
relative to the membrane. A positive electric potential is applied to the fixed down
actuation electrodes, and a negative electric potential is applied to the membrane.

Fig. 30.6 Optimized membrane design of the developed RF MEMS switch: a construction of the
membrane, anchor areas and zig-zag elastic suspensions; b construction of fixed down actuation
electrodes, bias lines and contact pads
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Table 30.2 Dimensions of the developed RF MEMS switch

Parameter Dimensions (µm) Material

Membrane 70 × 60 × 1 Aluminum

Hole diameter 4

Anchors 70 × 50 × 8 Aluminum

Fixed down actuation electrode 80 × 60 × 12 Copper

Air gap,g0 1 –

Dielectric film (MIM) 300 × 100 × 0.2 TiO2

Dielectric film (on fixed down actuation electrode) 80 × 60 × 0.1 SiO2

As a result, the membrane is attracted to the fixed down actuation electrodes by
an electrostatic force. When the membrane comes into contact with the fixed down
actuation electrodes, it also comes into contact with the upper metal layer of the
additional fixed capacitor of the MIM structure at the point of their intersection.

The variable capacitor of the MAM structure is replaced in this case by an equiv-
alent contact resistance. In this case, the value of the contact resistance negatively
affects the amount of insertion loss. Therefore, the contact area in this case should
be as small as possible.

Throughholes are also provided in themembrane to reduce the stiffness coefficient
of the movable electrode, reduce the value of the control bias voltage, and also to
reduce the isothermal damping coefficient, which positively affects the switching
speed. In addition, through holes in the membrane make it easier to remove the
sacrificial layer of photoresist during the manufacturing process, as well as release
some of the residual stresses in the membrane structure after the manufacturing
process and reduce its mass, which leads to a higher mechanical resonant frequency
[16].

Table 30.2 shows the geometric dimensions of the main parts—the membrane,
the fixed down actuation electrodes, the bias lines and the contact pads.

30.3.4 Zig-Zag Elastic Suspensions

Figure 30.7 schematically shows the developed zig-zag elastic suspension. Each
elastic suspension consists of five successively connected elastic suspensions with
two-fold symmetry, forming the shape of a meander, as well as one connecting
elastic suspension having the shape of an elastic beam. Therefore, it is enough only
to analyze one elastic suspension, and the resulting stiffness coefficient will be equal
to one-fourth of the stiffness coefficient of one elastic suspension.

The bending symmetry is important for the translation of the boundary condition,
so the guiding final boundary condition was determined at the ends of the elastic
suspension. The displacement and rotation of the ends of the elastic suspension are
assumed to be zero, except for the direction of the applied force.
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Fig. 30.7 Schematic view of
the developed zig-zag elastic
suspension

The resulting stiffness coefficient of the presented zig-zag elastic suspension is
determined by the Eq. (30.6):

K = ks + kb (30.6)

where ks is the stiffness coefficient of the elastic suspension in the form of a
meander and kb is the stiffness coefficient of the connecting elastic suspension in the
form of a cantilever beam, respectively.

The effective stiffness coefficient of all four elastic suspensions is determined by
the Eq. (30.7):

Kef f = K

4
(30.7)

The stiffness coefficient of an elastic suspension in the form of a meander is
determined by the Eq. (30.8) [16]:

ks = 48

l2a
(

GJ
E Ix

la + lb
)
n3

, n � 3lb
G J
E Ix

la + lb
(30.8)

where E is the Young’s modulus; G is the shift modulus defined by the following
expression: G = E/(2(1 + υ)); υ is the Poisson’s ratio; J is the torsion constant,
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defined by the following expression: J = 0.413Ip; Ip is the polar moment of inertia,
defined by the expression: Ip = Ix + Iz ; Ix is the moment of inertia along the x axis,
defined by the expression: Ix = wt3/12; Iz is the moment of inertia along the z axis,
defined by the expression: Iz = tw3/12; n is the number of meanders.

The stiffness coefficient of an elastic suspension in the form of a beam is
determined by the Eq. (30.9) [16]:

kb = Ew

(
t

l

)3

(30.9)

30.4 Modeling

30.4.1 Electromechanical Modeling

In numerical modeling of continuum mechanics problems, the quality of the calcu-
lated finite element grid is an important parameter. The question of grid quality is
of critical importance in contact problems, since, on the one hand, small elements
reflect the behavior of the structure with higher accuracy when loads are applied to it,
and on the other hand, such problems, due to their non-linearity, require significant
computational resources. A geometric model of the movable electrode and zig-zag
elastic suspensions of the developed RF MEMS switch design and a fragment of a
finite element grid with a given characteristic cell size of 2µmare shown in Fig. 30.8.

Fig. 30.8 Finite element model of the membrane and zig-zag elastic suspensions
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The problems of numerical modeling that allow the occurrence of contacts are
characterized by non-linearity, which greatly complicates their solution. The nonlin-
earity in this case is related to the dependence of internal forces on displacements.
That is, when the movement of the nodes of the finite element grid reaches a
certain value, forces appear that should prevent the further movement of the nodes.
Thus, contact problems are characterized by an abrupt dependence of internal forces
on the movements of nodes, a high degree of nonlinearity, and require significant
computational resources to solve.

Figures 30.9, 30.10 and 30.11 illustrates the results of numerical simulation of
the electromechanical parameters of the developed RF MEMS switch design.

Fig. 30.9 Distribution of the displacement of the membrane and elastic suspensions during
electrostatic activation (the value of the applied voltage Vp = 3.5 V)

Fig. 30.10 Distribution of mechanical stresses of the membrane structure and elastic suspensions
under electrostatic activation
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Fig. 30.11 Switching time of the developedRFMEMS switch design during electrostatic activation

When calculating the switching time, the value of the actuation voltage was taken
from the expression ts = 1.4Vp.

According to the results of the numerical simulation of the electromechanical
model of the developed RF MEMS switch design, it follows that the value of the
actuation voltage is 3.5 V, and the switching time to the down-state of the movable
electrode is 6.3 us.

Also, according to the results of the simulation, it follows that the complete closure
of themembrane of the developed RFMEMS switch occurs when a force of 0.175 uN
is applied.

30.4.2 Electromagnetic Modeling

Figure 30.12 and Fig. 30.13 show the results of numerical simulation of the S-
parameters (scattering parameters) in the ANSYS HFSS software package of the
developed RFMEMS switch design in the open position (up-state of the membrane),
namely, S11—reflection loss, S12—insertion loss, expressed in dB.

Figure 30.14 shows the results of numerical simulation of S-parameters, namely,
S12—isolation of the developed design of theRF-MEMSswitch in the closed position
(the down-state of the membrane).

Based on the results of the electromagnetic simulation, it can be concluded that
the developed design of the RF MEMS switch is suitable for use in the S-frequency
range. In the open state of the switch, the insertion loss does not exceed −0.06 dB,
in the closed state, the isolation is −43.8 dB at the central resonant frequency of
3.6 GHz.
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Fig. 30.12 Modeling the S-parameters (S11) in the up-state of the membrane

Fig. 30.13 Modeling the S-parameters (S12) in the up-state of the membrane

Fig. 30.14 Modeling the S-parameters (S12) in the down-state of the membrane
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Fig. 30.15 Results of numerical simulation of the temperature distribution in the developed design
of the RF MEMS switch in the open state

30.4.3 Thermal Modeling

The material of the coplanar waveguide is an adhesive layer of chromium with a
thickness of 50 nmand a layer of copperwith a thickness of 6µm.Cooling is provided
by convection from the surface (h = 20 pW/µm2 ×°C). It was also assumed that the
crystal is attached to the base with a constant temperature of 22 °C. As an example,
the switched power of the 3.6 GHz RF signal is 1 W. The temperature distribution
in this case for the developed RF MEMS switch design is shown in Fig. 30.15.

The thermal analysis shows that the maximum heating in the developed design of
the RF MEMS switch occurs in the contact area-the area of the movable electrode.
The movable electrode also acts as a heat sink from the contact area. The heating
temperature in both cases is not critical and is not close to the softening temperature of
the metal of the movable electrode, and therefore there is no sticking of the contacts.

30.5 Conclusion

This paper presents the developed design of an RF MEMS switch with a hybrid
contact type and a high capacitance ratio. The proposed switch provides high RF
performance with isolation of more than −43.5 dB at 3.6 GHz in the closed position
and very low insertion loss of −0.06 dB at 3.6 GHz in the open position. In addition,
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Table 30.3 Performance comparisons of the proposed RF MEMS switch with generic designs

References [7] [10] [20] [21] [22] [23] This paper

Insertion loss (dB) 0.08 0.15 0.35 0.2 0.7 1.5 0.06

Isolation (dB) 42 40 37 38.5 35 20 43.5

Actuation voltage, (V) 8 4–6 ~118 12 30 21 3.5

Air gap (µm) 2.5–3.5 ~15 2 ~2 3–5 2 1

Switching time (µs) N/A ~20 N/A ~15 7 <10 6.3

Capacitance ratio 600 250 22 64.5 85.5 100 5701

the presented switch is characterized by a low activation voltage of 3.5 V, a switching
time of 6.3 µs and small weight and size characteristics, which makes it suitable for
use in devices and systems of 5G mobile networks, many wireless communication
systems, space systems and satellites.

The performance comparisons of the proposed RF MEMS switch with a hybrid
contact type and high capacitance ratio with generic designs are shown in Table 30.3.

The results obtained can be used as a foundation for the design of complex RF
MEMS networks, such as multi-position attenuators (for example, 5–8 bits), the
development of which would also reduce hardware redundancy in radio-frequency
interface modules (RFFE) designed for mobile 5G networks. More signal shaping
functions, such as attenuation and phase shift, can be combined in the same RF
MEMS device, which makes such a technical solution even more attractive for 5G
applications. In general, the development and development of an element component
base based on passive RF MEMS elements, such as antenna switches, intermediate
frequency filters, LC filters and resonators, will lead to the replacement of traditional
semiconductor analogues, while increasing the performance of mobile 5G networks,
while causing a reconsideration of the architecture of transceivers.
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Chapter 31
Destruction of Unresectable Brain
Tumors: Simulation of Thermal Spread
and Tissue Damage During MRI-Guided
Laser Ablation

Gesine Hentschel, Johannes Johansson, Christina Winkler,
Birgit Glasmacher, and Karin Wårdell

Abstract Laser induced thermal therapy (LITT) emerged in recent years as a
minimal invasive treatmentmethod for otherwise oftentimes inoperable brain tumors,
such as glioblastomas. During the thermal ablation process, the procedure carries the
risk of destroying healthy brain tissue adjacent to the tumor. Limitations in the spatial
distribution of the real-time monitoring MR thermography system currently allow
only a rough representation of the damage zone during surgery. For this reason,
improved pre-operative simulations of tissue heating and the resulting tissue damage
could be valuable to optimize clinical treatment protocols while minimizing the
risks of the procedure. In this study a method is presented, to simulate the ablation
process of the LITTwith the finite elements method (FEM) using the simulation soft-
ware COMSOL MULTIPHYSICS. Thereby the temperature distribution is displayed
and, based on this, the extent of the tissue damage during the process is simulated.
Therefore, relevant parameters for the ablation process, such as optical and thermal
properties, blood per-fusion, and the interface between healthy and tumor tissue
were investigated and their influence on temperature distribution and extent of tissue
damage was described.

Keywords LITT · Minimal invasive surgery · Laser in medicine · Finite elements
method

31.1 Introduction

Glioblastomas are the most common and aggressive malignant brain tumors in adult
humans. The Robert-Koch-Institute registered 6102 new cases in in 2015. More than
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90% of patients diagnosed with this grade of brain tumor die within five years after
the initial diagnosis [1]. The treatment of gliomas has shown that the extent of resec-
tion performed during surgery correlates directly with the life expectancy of treated
patients. A larger resection of low-grade gliomas can therefore lead to more favor-
able results and alter their malignant transformation. However, there are associated
disadvantages. A larger resection often carries the risk of damage to adjacent tissue
which may subsequently lead to neurological morbidity [2].

In recent years, Laser induced thermal therapy (LITT) has become an option for
surgeons to address this problem. By destroying the tumor while minimizing damage
to adjacent brain regions. The tumor is destroyed by hyperthermic coagulation due to
photon diffusion and heat transfer within the tissue in aminimal invasive intervention
[3, 4]. The first clinical application of LITT as a treatment method for brain tumors
dates back to 1990 [3].

To apply this method safely, a precise knowledge of the temperature distribution
and extent of tissue damage is essential. Therefore, the temperature distribution is
monitored by means of real-time MR thermography. Currently, this is still a rather
superficial method and it is limited in spatial resolution. This shortcoming and the
associated risk of injuring adjacent healthy tissue structures can be addressed by
performing simulations of the entire ablation process. They display the temperature
distribution with a high spatial resolution and can be implemented in the necessary
planning process before the operation. Clinical treatment protocols can be effectively
optimized [3].

This requires adequate governing equations that canmodel the temperature depen-
dence of tissue properties as realistic as possible [5]. However, most simulation
models of LITT outlined in the literature are based on simplifications of the real
problem, both in geometry and in the governing equations [4, 6–10]. Finite element
simulations on brain tissue are only described in a few publications so far [6, 11, 12].

In this study, the temperature distribution and associated extent of tissue damage
during the ablation process of a glioblastoma were simulated through dynamic
changes in optical and thermal tissue properties. The results were compared with
simulations in which these effects were neglected. Furthermore, to test the influence
of the model geometry, the thermal spread of the process was modelled for a glioma
surrounded by healthy brain tissue.

31.2 Materials and Methods

To investigate the influence of dynamic optical and thermal parameters, three simu-
lation models were compared to each other. The basic FEM model, described the
ablation process as time–dependent and with fixed optical and thermal parame-
ters. The model was refined by first modelling the optical parameters and then
the blood flow dynamically. Subsequently, the influence of these changes on the
ablation process were investigated. Lastly, the model’s geometry was adapted by
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implementing healthy brain tissue surrounding the tumor into the model. All models
were generated with Comsol Multiphysics (Version 5.5 Comsol AB, Sweden).

31.2.1 Geometry

To simulate the ablation process, a 3D model of the LITT catheter with the
surrounding tumor tissue was developed in Comsol Multiphysics. The template for
the catheter was the Visualase LITT system from the company Medtronic (USA).

The catheter has a total diameter of 1.65mmandconsists of a two-channel cannula.
According to Carpentier et al., a diode laser with a wavelength of 980 nm, a power

of 10W and a length-adjustable diffusor tip at the end of an optical fiber, is integrated
in the Visualase system to deliver laser light to the tissue [13]. The optical fiber is
positioned in the inner channel, which has a diameter of 0.778 mm. Medtronic uses
polycarbonate (PC) as the outer covering material. The applied material and tissue
data are summarized in Table 31.1.

During the entire ablation process, a sodium chloride solution (NaCl) flows
through the outer channel, which is used to cool the catheter. To simplify the model,
the flow properties of the NaCl solution inside the catheter were neglected during
the simulation and replaced by a temperature boundary condition. It was assumed
that the solution maintains a temperature of 20 °C during the entire process.

The tumor tissue, is represented in the model by a cylindrical volume body with a
diameter of 20 mm and a height of 40 mm. The catheter penetrates a total of 22 mm
into the tumor tissue, while the length of the light emitting area was set to 3 mm
(Fig. 1a).

31.2.2 Mathematical Methods

The core of the simulation is a mathematical model which is composed of three
sections: heat generation, heat transport and heat effects [18]. For all three models
certain input parameters must be defined in the simulation. Their embedding and
representation in Comsol Multiphysics are described below.

Heat generation depends on the laser properties of the optical fiber inside the
catheter and on the optical tissue properties. Since no experimental data for the
tissue parameters of the simulated glioblastoma were available in the context of this
study, they were taken from various scientific studies instead (Table 31.1). The Light
Distribution Equation describes the light distribution of the laser light emitted by the
catheter within the tissue.

∇ · (−D∇φ(r)) + μaφ(r) = S(r) (31.1)
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Table 31.1 Input parameters used in this study to simulate the LITT

Property Symbol Value Unit References

Density (polycarbonate) ρpc 1.2 kg m−3 [14]

Heat capacity at constant pressure
(polycarbonate)

cpc 1.2 × 10–3 J kg−1 K−1 [14]

Thermal conductivity (polycarbonate) kpc 0.22 W K−1 m−1 [14]

Absorption coefficient glioblastoma μa 101 m−1 [13]

Reduced scattering coefficient μ’
s 2110 m−1 [13]

Absorption coefficient coagulated
tissue

μa, coagulated 189 m−1 [15]

Reduced scattering coefficient
coagulated tissue

μ’s, coagulated 2632.6 m−1 [15]

Absorption coefficient healthy white
brain matter

μa,w 122 m−1 [15]

Reduced scattering coefficient healthy
white brain matter

μ′
s,w 3698 m−1 [15]

Mass density of tumor tissue ρ 1020 kg m−3 [6]

Mass density of white matter tissue ρw 1041 kg m−3 [16]

Heat capacity at a constant pressure
tumor tissue

cp 3500 J kg−1 K−1 [6]

Heat capacity at a constant pressure
white brain matter

cp,w 3583 J kg−1 K−1 [16]

Thermal conductivity tumor tissue k 0.6 W m−1 K−1 [6]

Thermal conductivity white brain
matter

kw 0.48 W m−1 K−1 [16]

Arterial temperature of blood K 310.15 K [17]

Specific heat capacity of blood cb 4180 J kg-1 K-1 [17]

Blood perfusion rate ωb 0.0046 s−1 [17]

Mass density of blood ρb 1000 kg m−3 [17]

Arrhenius equation activation energy �E 2.577 × 105 J mol−1 [16]

Arrhenius equation frequency factor A 7.39 × 1039 s−1 [16]

where, φ(r) describes the light fluence rate, D the diffusion coefficient, μa the
absorption coefficient of the tumor tissue and S(r) the source term. The source term
is defined as the absorbed energy per unit volume and is expressed for the light
distribution equation as

S(r) = − μa · φ(r). (31.2)

The model simulates the light transfer where the light is only dispersed within the
tumor tissue domain. At the diffuse light emitting area of the catheter, a Flux/Source
boundary condition is introduced to adjust the boundary flux between catheter and
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Fig. 31.1 Geometry of the simulation model. a Geometry of model were only the temperature
distribution inside tumor tissue was calculated. bGeometry of the model after an interface between
tumor tissue and healthy white brain matter was added

tumor tissue. The Flux/Source boundary condition is defined as

−n · (−D∇φ(r)) = g − qφ(r). (31.3)

where n is the outward unit vector perpendicular to the surface and g is the
boundary flux, q describes the boundary absorption and is set to zero. This defines
that all light reflected back to the catheter from the tissue is completely reflected at
the catheter surface. The size of the boundary flux is defined as

SP = 10 W

Al
(31.4)

where Al is the area of light emittance. The Flux/Source boundary absorption is
defined only for the domain of the light emitting area.

The second section of the mathematical model is the simulation of the heat trans-
port within the tumor tissue. This processwasmodelled using thePennes-HeatDistri-
bution Equation. The Heat Distribution Equation is stored in Comsol Multiphysics
through the Heat Transfer Module and is displayed as following

ρcp
δT

δt
− ∇ · (k∇T ) = Qe + ρbcbωb(Tb − T ) + Qmet (31.5)

where ρ is the density of the tumor tissue (kg m−3), cp describes the heat capacity
at a constant pressure (J kg−1 K−1) and k the thermal conductivity of the tissue
(W m−1 K−1). Tb, cb, ωb, and ρb, are the arterial temperature of the blood (°C),
the specific heat of the blood (J kg−1 K−1), the blood perfusion rate (s−1) and the
mass density of the blood (kg m−3), respectively. T is the temperature (°C) at a given
time t (s). The temperature of the tumor tissue at the beginning of the simulation
corresponds to Tb.
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Qmet is the metabolic andQe is the external heat source, both measured inWm−3.
In this model the Qmet is neglected. The external heat source corresponds to the
source term and is referred to as

Qe = S(r) = μa · φ(r), (31.6)

where μa is again the absorption coefficient of the tumor tissue and φ(r) the light
fluence rate. Through S(r), the Photon Distribution Equation and Heat Distribution
Equation are connected via the light energy to heat source coupling [19].

The cooling generated inside the catheter by the flowing NaCl solution. To take
this into account a temperature boundary condition is defined on the outside of the
NaCl channel. The boundary condition defines the temperature of the saline cooling
T0 with

T0 = 293.15 K (31.7)

The last section of the mathematical model, the heat effects, were calculated
according to the Arrhenius-Damage-Equation. They can be determined in Comsol
Multiphysics within the Heat-Transfer Module. The program computes a damage
integral which is given in the equation form

�(r, τ ) = ln

(
C(r, 0)

C(r, τ )

)
= τ∫

0
A · e− EA

RT (r,t) dt, (31.8)

where A is the frequency factor, R the universal gas constant, ΔE the activation
energy and T the temperature.C(r,0) is the concentration of undamaged molecules at
the beginning of the process andC(τ ,0) at time τ .The values for the parameters of the
Arrhenius Equation are shown in Table 31.1.� theDamage Index, is dimensionless,
linearly dependent of exposure time and exponentially dependent on temperature.

A Damage Index of 1 corresponds to an irreversible tissue damage of 100%.
Based on the results of Mohammed et al., complete tissue destruction is assumed in
this model already at a θ of > = 0.6. A θ of 0.6 corresponds to a 50% reduction of
healthy tissue cells [19].

Dynamic Optical Properties. To investigate the influence of optical tissue prop-
erties on the temperature distribution and the extent of tissue damage, the described
mathematical model had to be extended. Mohammed et al. implemented dynamic
optical properties in a way that they were directly dependent on the Damage Index
[19]. Therefore, the optical tissue properties μa and μ’s, were recalculated from the
Damage Value in every new time step. The equations were integrated as follows:

μa = μa, native + �

ln(2) + �

(
μa, coagulated − μa, native

)
(31.9)

μ′
s = μ′

s,native + �

ln(2) + �

(
μ′
s, coagulated + μ′

s, native

)
(31.10)
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Here,� stands for theDamage Index from0 to infinity for complete tissue destruc-
tion, while a value of 1 corresponds with 37% living cells left in the tissue area,
which, as stated before, coincides with an irreversible damage of 100% [19].μa,native

and μ′
s,native stand for the native values of absorption and reduced scattering coeffi-

cients respectively and μa, coagulated and μs, coagulated for the values of absorption and
scattering coefficients of the coagulated tissue.

Values for the optical tissue parameters of coagulated brain tumor tissue were not
apparent in literature. For this reason, values were taken from a study by Yaroslavsky
et al., which investigated optical tissue properties of coagulated white matter. The
exact values are shown in Table 31.1.

Temperature Dependent Blood Perfusion. Additional to dynamic optical prop-
erties, the influence of a temperature-dependent blood perfusion on temperature
distribution and tissue damage was investigated. It was assumed that the blood flow
rate increases linearly, starting from an initial blood flow rate until theDamage Index
reaches a value of 0.6. When a mesh point reaches this value, the blood vessels were
then assumed to be coagulated and the blood flow was set to zero.

To reproduce this behavior in the simulation, the blood perfusion rate within the
model had to be made dependent on temperature andDamage Index. The previously
described blood flow rate from Eq. 31.5 with a fixed value was instead dynamically
designed. The dynamic blood perfusion rate was represented as follows:

ωd =
{

(ωb + bT ), � < 0.6
0 , � ≥ 0.6

(31.11)

where ωd (s−1) is the dynamic blood perfusion rate, ωb (s−1) is the initial blood
perfusion rate, b (s−1) is the mean blood perfusion, T (K) is the temperature and Ω

is theDamage Index at this time step. Since no values for increasing blood flow rates
of brain tumors were available in the literature, the value for the maximum blood
perfusion rate was taken from the study by Kim et al. [17]. However, it should be
noted that the values used by them were the blood perfusion rates of human skin.
Since the skin is also a well perfused human tissue, the blood perfusion rates are
assumed to be sufficiently accurate for the following simulations. The maximum and
initial blood flow rate were then used to calculate the mean blood flow rate b using
linear interpolation.

Nonlinear Algorithm for the FEM calculation. The algorithm presented in this
paragraph was calculated at each mesh point for each time step in the FEM model
to take the nonlinear calculations into account.

The total exposure time was 180 s and the initial body temperature was set to
37 °C.A smallmesh sizewas selected for important areas of the geometry, such as the
light emitting area, to gain a high accuracy within the simulation of the temperature
distribution. In addition to the mesh density, the accuracy of the model can also be
controlled by the internal time step size. Small time step size increases the accuracy,
but also the computation time of the simulation. Here, the internal time step size was
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Fig. 31.2 Simulation loop for the completely dynamic simulation model. Simultaneously to the
calculation of the optical tissue properties, the new blood flow rate was calculated from the values
of temperature and damage index of the current simulation loop

set to 0.01 s, which means the program calculates values every 0.01 s. The solution
plotting was set to save the values calculated per time step only once per second.

The simulation loop for these nonlinear calculations of the fully dynamic model
is shown in Fig. 31.2. To avoid boiling of the tissue, a termination criterion was
introduced parallel to the loop. If a temperature of more than 95 °C is calculated
for a time step, the model switches off the light source and moves on to the next
time step. The optical fiber is kept switched off until the calculated temperature falls
below 95 °C again.

Interface between tumor tissue and physiological brain tissue. In all previ-
ously described simulation models, the entire tissue surrounding the catheter was
simulated as tumor tissue. In vivo, tumor tissue of glioblastoma naturally borders
onto healthy white matter of the brain. To investigate the influence of amore complex
simulation geometry, the behavior of temperature distribution and tissue damage at
the interface between tumor and healthy physiological tissue has been simulated.
The fully dynamic model was used in the simulations. The geometry of the existing
model had to be adapted. For this purpose, a new spherical domain was added, corre-
sponding as the tumor (Fig. 31.1). A cylindrical volume surrounding the tumor was
simulated as physiological white brain matter tissue for this simulation (Table 31.1).

In order to be able to test the temperature distribution and tissue damage at different
tumor sizes, several simulations with various tumor radii were carried out.
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31.3 Results

The simulations of the three models show substantial differences in their temperature
distribution and volume of the coagulated tissue based on their specified properties.
The basic model was simulated with static optical and thermal parameters. In the
second model, dynamic optical parameters were added to the simulation. The third
fully dynamic model additionally implemented the dynamic blood perfusion rate.

Figure 31.3 displayed the temperature distribution after 180 s ablation time for all
three simulations. The black line described the area within which a tissue damage of
� = 0.6 or higher was calculated. This means that at least 50% of the cells within
this area were necrotic. Tissue damage propagated itself in a ring-shaped and clearly
defined area around the catheter.

For the basic simulationmodelwith static optical and thermal parameters (Fig. 3a),
a uniformcircular temperature distribution around the catheter canbe seen. Individual
areas of different temperatures can be clearly distinguished from each other. This
was especially the case for high temperatures. For lower temperatures, the heating
appeared to be more diffuse. The temperature distribution in the second simulation
model (Fig. 3b) was similar in structure to the temperature distribution of the basic
simulation model, but the overall area of heated and necrotic tissue was reduced. The
temperature distribution of the fully dynamic model (Fig. 3c) differed from the other
simulations. It can be seen that the total amount of tissue heated and/or coagulated
by the ablation process was greatly reduced by implementing the dynamic blood
perfusion rate. The diffuse heating of tissue at lower temperatures was no longer
detectable. Instead, a clear separation between tissue areas heated to over 50 °C and
tissue areas which are hardly heated was evident.

The volumes of coagulated tissue that were estimated with the three simulation
models are shown in Fig. 31.4. The blue curves show the simulated volume of tissue
heated to temperatures of 50 °C and higher respectively for every model. The green
curves represent the volume of tissue that reached an ablation index of 0.6 or higher.

Fig. 31.3 Temperature distribution of the three simulation models. a Simulation result for the basic
simulation model with fixed optical and thermal properties. b Simulation result for the model with
dynamic optical properties. c Simulation result for the model with dynamic optical properties and
a temperature dependent blood perfusion
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Fig. 31.4 Volume of coagulated and heated tumor tissue plotted against ablation time for all three
simulationmodels. a Simulation result for the basic simulationmodel with fixed optical and thermal
properties. b Simulation result for the model with dynamic optical properties. c Simulation result
for the model with dynamic optical properties and a temperature dependent blood perfusion

For the basic simulation model (Fig. 4a), the tissue volume heated to temperatures
of 50 °C and above increased in the first half of the ablation process, while the
process slowed down in the second half. After the implementation of dynamic optical
properties (Fig. 4b) the progression of heated and coagulated tissue is altered. After
80 s, the volume fraction reached a maximum value and then remained stable for
the rest of the ablation time. The volume reduction of both parameter progressions
was visible. Figure 4c shows that the dynamically designed blood perfusion has an
influence on temperature distribution and its associated tissue damage. The volume of
both heated and coagulated tissuewas considerably reduced in this simulationmodel.
The volume fraction of heated tissue increases strongly in the first five seconds of
the ablation model, and after that strove towards a maximum value. In contrast to the
previous simulations, the increase in the volume of necrotic tissue was similar to the
course of tissue heating. At the beginning of the process, the volume increase was
more rapidly and then tended towards a maximum limit value.

To test the influence of the geometry of the tumor on temperature distribution,
simulationswith different tumor radii and additional healthy brain tissuewere carried
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Fig. 31.5 Comparison between the volume of coagulated tissue and the tumor volume. As the
tumor radii increased, the volume of coagulated tissue did not grow as well, but remained at a
constant level

out. Figure 31.5 compared the volume of coagulated tissue and the tumor volume,
simulated by the fully dynamic model. It can be seen that for the two smallest tumor
radii, the volume of necrotic tissue exceeded the tumor volume.

Thus, more tissue was heated to a lethal thermal range than the tumor volume
occupied. In the simulation, the 3 mm radius tumor could be completely destroyed
by the ablation process without destroying surrounding physiological white matter
tissue. As the tumor radii increased, the volume of coagulated tissue did not grow as
well, but remained at a constant level.

31.4 Discussion

The presented study focused on the simulation of the ablation process of a glioblas-
toma using the LITT method. The aim was to investigate the influence of model
geometry and complexity of the mathematical calculations on temperature distribu-
tion and the extent of tissue damage. For this purpose three simulation models were
compared to each other.

The first simulated ablation process was time-dependent but with fixed thermal
and optical parameters. Subsequently, in the second model, first dynamic optical
parameters and then, in the thirdmodel, a dynamic blood perfusion was implemented
in the simulation.

Additionally, it should be taken into account that, when the accuracy of the simu-
lated ablation process is being discussed, there are limitations due to not accessible
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tissue data. In the context of this study, not all values for the required input parameters
were available in literature. These alterations could have influenced the simulation
results. Accordingly, it can be assumed that the results of the simulations in this study
will deviate from in vitro or even in vivo investigations.

Despite these limitations, the presented study was able to show the influence of
the underlying mathematical model and tissue geometry on the simulation results of
temperature distribution and extent of tissue damage.

Comparing the simulations (a), (b) and (c), the uniform layer-by-layer tempera-
ture distribution can be seen in all three simulations. Individual layers of the same
temperature level can be distinguished. This temperature distribution is typical for a
linear light source and can be explained by the decrease of light deposition in deeper
tissue regions due to an increasing number of absorption events [18]. An increased
distance from the light source leads to an exponential decrease of the light fluence
rate [17].

Furthermore, simulations (3a) and (3b) showed that the volume of coagulated
tissue at the end of the process exceeds the volume of tissue that is heated to 50 °C.
This leads to the conclusion that the tumor tissue partially reaches the value of lethal
tissue damage of � = 0.6 already at temperatures below 50 °C. These observations
coincide with the process of hyperthermia at a temperature range between 42 and
50 °C, in which molecular changes are initiated which, if irradiated for a sufficiently
long time, can already cause coagulation of the tissue [18].

The simulation models show, that with dynamic optical parameters implemented,
the temperature increase reached a steady state at some point. The non-linear
behaviour of the temperature profile due to the increased scattering coefficient in
the coagulated tissue, leads to a higher light energy deposition near the optical fiber.
This effect was further enhanced by the implementation of dynamic blood perfusion,
since the cooling effect of blood perfusion in deeper tissue layers slowed down the
spread of the temperature profile [17].

It was found, that the influence of dynamic optical tissue parameters significantly
reduces the volume of both heated and coagulated tissue. Simulation 2b calculated a
30% lower volume of tissue heated to 50 °C and this reduction is also visible in the
temperature distribution. The volume of coagulated tissue was also reduced by about
30% compared to simulation 3a by implementing the dynamic optical parameters.
The influence of the optical parameters seems to slow down the propagation of the
temperature and coagulation front significantly from the beginning of the process.
An increase of the scattering coefficient of the coagulated tissue results in a reduction
of the penetration depth of the temperature and coagulation fronts [19]. Accordingly,
the influence of the scattering coefficient has a great impact, reducing the volumes of
coagulated tissue and the penetrating depth of heated tissue. It is noted, that authors
cannot verify whether the increase of the scattering coefficient is representative since
data on coagulated glioblastoma tissue was not available in the literature.

Influence of dynamic blood perfusion on the temperature distribution and volume
of coagulated tissue is more evident. The penetration extent of coagulated tissue was
reduced, as the increased blood flow in the hyperemic ring removes the heat from
the coagulation front [17]. Furthermore, it is visible that the diffuse tissue heating
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to increased temperatures is no longer present in simulation (2c). The heating of the
tissue outside the coagulation front is reduced. This is due to the presence of two
heat sinks, one of which is the constant basic perfusion in this tissue area and the
other is an even higher perfusion zone due to dilated blood vessel which is located
between the coagulation front and the heated one.

Dynamic thermal and optical parameters changed the behavior of temperature
distribution and extent of tissue damage strongly. The volume of coagulated tissue
of simulation (3a) was simulated 30% higher compared to simulation (3b) and 82.9%
higher compared to simulation (3c). Dynamic parameters must therefore be inserted
into the simulation in order to be able to make a sufficient prediction of the occurring
tissue damage.

Another aspect of interest was the behaviour of temperature propagation and
extent of tissue damage at the interface between tumor tissue and physiological
white brain matter, in order to investigate the influence of model geometry. The
transition of light deposition into another tissue with different optical properties has
a strong influence on temperature propagation and tissue damage and therefore needs
to be considered in simulations. Thus, the physiological tissue seems to heat up more
quickly and therefore shows more pronounced tissue damage.

As the tumor radius increases, the volume of coagulated tissue reaches a limit
value is therefore in good agreement with the previous simulations in which solely
tumor tissue is simulated. The tissue damage reaches a steady state, when the radius
of the tumor is so large that the interface between physiological tissue and tumor
tissue no longer has an influence on temperature propagation and tissue damage.
These simulations show, that an exact geometry of the tumor, but also of the tissue
adjacent to the tumor, is necessary to be implemented in order to be able to make
precise prognoses about the extent of the tissue damage induced by the treatment.

31.5 Conclusion

The aim of this study was the implementation of a FEM model, which simulated
the ablation process of a glioblastoma using the LITT method. For this purpose the
temperature distribution and, based on this, the extent of the tissue damage were
simulated as precisely as possible. In this work, a time-dependent model with static
optical and thermal parameters was compared to simulations that contained dynamic
optical parameters and one with a dynamic blood perfusion. The influence of the
optical parameters and the dynamic blood perfusion on the thermal distribution and
tissue damage were investigated. The study shows that a fully dynamic design of
the simulation model influences the temperature distribution and the extent of tissue
damage. Mainly due to the increased scattering coefficient and the cooling effect of
dynamic blood perfusion, the penetration depths of the temperature and coagulation
front were reduced. Compared to the dynamic model, the static simulation model
overestimated the extent of tissue damage by 82.9%. The extension of the simulation
model shows that the interface between healthy and tumor tissue contributed to the
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extent of tissue damage by the corresponding changes in the optical parameters. For
example, larger tissue volumes were destroyed with smaller tumor radii than with
larger tumor radii.

Future experimental work, for example the establishment of the actual perfusion
change with temperature and its impact on the ablation process, will be necessary to
confirm the clinical significance of these results.
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Chapter 32
Design of CMOS Operational Amplifiers
with Dynamic Offset Cancellation

Ara Abdulsatar Assim and Evgenii Balashov

Abstract In this paper, the design of CMOSOperational Amplifiers based on 50 nm
CMOS technology is presented. Operational amplifiers use dynamic offset cancel-
lation techniques to decrease the offset voltage and flicker noise. Several methods to
dynamically reduce offset are compared, commonly known as chopping and auto-
zeroing, and a combination of both methods may also be used. It was shown that
the dynamic offset cancellation techniques based on chopping are more effective,
since the flicker noise was reduced by nearly 4800% (from 102 to 2 uV/

√
Hz). The

flicker noise reduction percentage for auto-zeroing amplifiers strongly depends on
the used configuration, a simple discrete-time auto-zeroing amplifier with only one
operational amplifier is not the most optimal configuration to use because it reduces
flicker noise by 366.6% only (i.e. from 28.6 to 7.8 uV/

√
Hz), a continuous-time

auto-zeroing amplifier reduces noise by 328% (from 31.6 to 0.09 uV/
√
Hz) while

a discrete-time auto-zeroing operational amplifier with a supplementary amplifier
reduces flicker noise by 4563% (from 28.7 to 0.63 uV/

√
Hz), its performance is

slightly worse than the operational amplifier with chopping compensation.

Keywords Dynamic offset cancellation · Operational amplifier · Chopping ·
Auto-zeroing · CMOS

32.1 Introduction

The offset voltage problem rises due to random uncertainties that are unavoidable
during the transistor manufacturing process. The effect of the offset voltage degrades
the characteristics of the differential amplifiers’ input stages in operational and instru-
mental amplifiers (even in high frequency amplifiers) [1–18]. MOSFET transistors
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have inconsistent threshold voltages, the threshold voltage depends on the transistor’s
doping level, and doping levels are not the same for all transistors in a circuit. Another
widespread problem is incompatibility between the MOS transistors’ dimensions
(lengths and widths) [8–11]. This deteriorates an amplifier’s performance. Another
problem is the flicker noise [7–16]. Generally, flicker noise is higher in low frequen-
cies, it is commonly referred to as (flicker noise) [7, 11–13], the point at which flicker
noise lessens to a value equal to the thermal noise is known as corner frequency [9].
The value of the offset voltage heavily depends on the MOS technology [7] and is
less for transistors with longer channel lengths. Commonly available op-amps have
an offset voltage of 1 to 10 mV maximum [6, 10–12], this value isn’t very notable
but nevertheless, due to op-amp’s large gain nature, this value is increased by tens or
hundreds, this causes distortion at the output (the output signal is clipped from above
or below), another issue rises due to offset, that is the limitation of the op- amp’s
largest allowable input voltage, an example of that is the amplifier designed in [5,
13], it can be optimized by adding one of the offset voltage cancellationmethods to it,
thus, its crucial to get rid of offset voltage [4–14].Dynamically compensated op-amps
are widely used for many applications, including but not limited to signal mixers,
analog to digital converters, instrumentation amplifiers [5, 14–17], etc. The proposed
circuits can be realized in practice and achieve similar results experimentally [16].

32.2 Offset Cancellation Techniques

32.2.1 A Basic Auto-Zeroing Configuration (BAZ)

A simple auto-zeroing compensated amplifier is given in Fig. 32.2, its operation is
based on the periodical autocalibration, in which the common mode voltage (VCM)
is used as a reference. Clock signals C1 and C2 are out of phase by 180 degrees.
If C1 is high and C2 is low, then inputs Vn and Vp and the output (OUT) of the
op-amp are shorted. As a result, the input voltage on the input of the amplifier is the
offset voltage. The amplifier’s output is equal to the input offset voltage (10 mV).
The capacitor is charged with the help of the feedback loop. In the second cycle C2
is high and C1 is low. The amplifier works as an inverting op-amp, but with the offset
removed, since the voltage appearing on the capacitor cancels the offset voltage. This
results in nulled offset voltage at the input. The circuit diagram of the used op-amp
is provided in Fig. 32.1, the offset voltage is modeled as a DC voltage source (VOS),
connected to the positive input (Vp), in this op-amp, VDD is 1 V, Vbias is 353 mV
and GND is 0 V.

Figure 32.3 shows the PSS (Periodic Steady State) noise analysis results for the
basic auto-zeroing amplifier. It can be seen how flicker noise is reduced from 28.69
uV/

√
Hz to 7.826 uV/

√
Hz. Moreover, the circuits use real transistors, thus the clock

signals leak to the output and increase output noise, that issue is not resolved in this
work.
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Fig. 32.1 Schematic of the operational amplifier

Fig. 32.2 A basic auto-zeroing configuration

Time-domain analysis shows an offset error of 10.19 mV has been corrected, i.e.,
offset voltage has been reduced from 10.18 mV to −6.79 uV. It is worth to mention
that the compensation process does not happen immediately, it takes about 150 us
before it starts to stabilize.

32.2.2 Auto-Zeroing with an Auxiliary Amplifier

Abetter configuration for auto-zeroing can bemade by adding an auxiliary amplifier,
this greatly reduces the flicker noise (see Fig. 32.4). If C1 is on, the input signals
drive the feedforward amplifier and are amplified normally, in the following cycle,
the feedforward amplifier is driven by the output signal (Vout) and the commonmode
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Fig. 32.3 Dependence of the noise versus frequency for a basic auto-zeroing amplifier with (blue)
and without (red) compensation

Fig. 32.4 Auto-zeroing amplifier with an auxiliary amplifier

voltage (VCM). The capacitor is fed by Vp if C1 is on and by VCM if C2 is off, it
measures the offset voltage and compensates it. The simulation results PSS (Periodic
Steady State) analysis for the auto-zeroing amplifier with an auxiliary amplifier in
Fig. 32.4 is provided in Fig. 32.5. Noise analysis results in Fig. 32.5 prove that adding
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Fig. 32.5 Dependence of the noise versus frequency for the amplifier in Fig. 32.4 with (red) and
without (blue) compensation

an auxiliary amplifier in the feedback path drastically enhances the amplifier’s noise
performance, this configuration is far more superior than the previous auto-zeroing
configuration. Noise is reduced from 28.75 to 0.630 uV/

√
Hz.

Additionally, the transient analysis depicts that an offset voltage error of 9.249mV
has been corrected, note that the offset voltage compensation process happens much
faster compared to the previous case (BAZ amplifier).

32.2.3 Continuous-Time Auto-Zeroing (CTAZ)

The two auto-zeroing amplifiers previously proposed were designed for use in
discrete-time applications. A different scheme is designed that is suitable to be used
in continuous-time applications, commonly known as continuous-time auto-zeroing
amplifier. The amplifier consists of the two amplifiers (Fig. 32.6). In the first moment,
the first amplifier amplifies the input signal, and the second amplifier is calibrated. In
the secondmoment the first amplifier is calibrated, and the second amplifier amplifies
the signal. At first cycle when C2 is on (C1 is off), the amplifier above is driven by
Vn and Vp, they are amplified and appear at (Vout), at the next cycle, C2 is off (C1
is on), the amplifier below works as a typical amplifier but the amplifier above nulls
offset, and output is taken from it, that will lead to a continuous signal at both cycles
with removed offset voltage.

The results of PSS (Periodic Steady State) noise analysis of the CTAZ amplifier
is given in Fig. 32.7, the flicker noise has been reduced from 31.60 to 0.096 uV/

√
Hz

and an error offset voltage of 9.999 mV has been corrected (−10.019 mV to 19.75
uV).
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Fig. 32.6 Continuous-time auto-zeroing amplifier (CTAZ)

Fig. 32.7 Dependence of the noise versus frequency for CTAZ amplifier in Fig. 32.5 with (blue)
and without (red) offset compensation
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32.2.4 Chopping

Chopping is different from auto-zeroing, it is based on modulation instead of charge
compensation. A basic chopper amplifier is provided in Fig. 32.8.

In thismethod a fully differential operational amplifier should be used. TheButter-
worth low-pass filter is used to get rid of the voltage spikes in the output signal. The
differential input signals V+ andV−modulates the clock signal by the first chopper.
As a result, the spectrum of the signal is transferred to a higher frequency that is equal
to the chopping frequency. Then the signals along with the offset are amplified by the
fully differential amplifier. The second chopper demodulates the amplified signal and
changes its frequency to its original value. But the offset is shifted to the frequency
of the clock harmonics. A major advantage of chopping is that no noise folding is
produced. The flicker noise is reduced from 102.7 to 2.132 uV/

√
Hz as shown in

Fig. 32.9, in addition to that, an offset voltage error of 9.92 mV has been corrected.

Fig. 32.8 A basic chopper amplifier

Fig. 32.9 Dependence of the noise versus frequency of chopper amplifier’s with (red) and without
(blue) compensation
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Table 32.1 Noise comparison of the proposed offset cancellation methods

Amplifier type Noise
before/after
compensation
(uV/

√
Hz)

Noise reduction
(%)

Offset voltage
before/after
compensation
(uV)

Voltage reduction
(%)

Basic auto-zeroing
(AZ)

28.7/7.8 367 10,000/41.15 24,301

AZ with an
auxiliary amplifier

28.8/0.6 4564 10,000/11 90,909

Continuous-time
auto-zeroing

31.6/0.1 329 10,000/46 21,739

Chopping 102.8/2.1 4820 10,000/10.42 95,969

32.3 Discussion

The noise performance of the presented dynamically compensated op-amps are
summarized in Table 32.1 (based on simulation using Cadence). The result shows
that chopping and AZ with an auxiliary amplifier are reducing the flicker noise more
effectively (by approximately 12.4–14.6 timesmore), however the choice of an ampli-
fier for a certain application does not only depend on the flicker noise reduction rate.
For continuous-time applications such as analog-to-digital conversion, CTAZ should
be used despite its inferior characteristics in comparison to the other amplifiers.

32.4 Conclusion

In this paper, four operational amplifier configurations for compensating input offset
voltage, which were designed in 50 nm CMOS technology, were presented. In auto-
zeroing amplifiers, the value of the capacitor must be chosen carefully, because
it plays a major role in offset voltage compensation process. While for chopper
amplifiers, the chopping frequency is the most important parameter, in this work a
frequency of 10 kHz was chosen. The result shows that chopping and AZ with an
auxiliary amplifier reduce flicker noisemore effectively (by approximately 12.4–14.6
times more).
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Chapter 33
Research of the Microelectromechanical
Device Cross-Shaped Element

Igor E. Lysenko, Nikolai F. Kidyaev, and Olga A. Ezhova

Abstract This article examines a cross-shaped design element of a linear acceler-
ation and angular velocity sensor with three sensitivity axes. Variants of changes
in the suspension design of the linear acceleration and angular velocity sensor are
presented. The parameterized geometry of the gyroscope-accelerometer is modeled
based on the ANSYS software package. The dependence of inertial mass movements
on changes in the parameters of the cross-shaped gyroscope-accelerometer element
is obtained.

Keywords MEMS · Gyroscope · Accelerometer · ANSYS

33.1 Introduction

The development of MEMS sensors has significantly influenced the implementa-
tion of fundamentally new applications and methods of human interaction with
them. Sensors of small accelerations and linear speeds are firmly established in
the market of smartphones, game consoles, tablets. Currently, the improvement of
microelectromechanical sensors is one of the most urgent problems.

Thus, the article solves the problem of improving the model of a three-axis
micromechanical sensor of linear accelerations and angular velocities with two
inertial masses. This will improve the characteristics of the MEMS sensor model
and increase the competitiveness of MEMS devices in the microelectronic industry
market [1–15].
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Fig. 33.1 MEMS Gyroscope-Accelerometer design

33.2 MEMS Gyroscope-Accelerometer Designs

In this paper, the design of the linear acceleration and angular velocity sensor with
three sensitivity axes is shown in Fig. 33.1. In the proposed suspension design, the
cruciform element of rigidity (3), consisting of series–parallel connections of elastic
beams, is a distinctive element from its analogues. It is located in the center of the
structure for connecting the electrostatic actuators (4, 5) to the inertial masses (1, 2).
Within the framework of this article, three additional models of the micromechanical
gyroscope-accelerometer suspension with modified parameters of the beams around
the cruciform element are considered. Figures 33.2 and 33.3 show the versions of
the cross-shaped element [3, 14].

The width of the standard beams around the cruciform stiffener is 5 microns, and
the width of the wide beams around the cruciform stiffener is 10 microns.

The width of thin beams around the cross-shaped stiffener is 2.5 microns.

33.3 Simulation of MEMS Gyroscope-Accelerometer

For a comparative analysis of the designs of the micromechanical gyroscope-
accelerometer presented in the article, parametrizable elastic suspension model by
the ANSYS software environment was developed [13, 15].
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Fig. 33.2 Construction of a cross-shaped element with standard (a) and wide (b) beams

Fig. 33.3 Cruciform element design with thin beams (a) and without beams (b)

For static analysis, a force of 10–9 N was applied to all types of suspension from
the side of the electrostatic actuators. These forces are applied in the direction of
each other. The results of the simulation are shown in Figs. 33.4, 33.5, 33.6 and 33.7.

The simulation result shows that the total displacement vector of the inertial
masses is 2.5*10–13 m.

The simulation result shows the total displacement vector of the inertial masses
is 1.36*10–14 m. Due to the increased rigidity of the cross-shaped element of the
micromechanical gyroscope-accelerometer, the movement of the inertial masses is
so small that the ANSYS does not form a color scale of deformation.

The simulation result shows that the total displacement vector of the inertial
masses is 9.18*10–13 m. The natural result is achieved by reducing the resistance of
the cruciform element and the electrostatic drives driven.
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Fig. 33.4 The result of simulation of a suspension with a cross-shaped element beam width of 5
microns

Fig. 33.5 The result of simulation of a suspension with a cross-shaped element beam width of 10
microns
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Fig. 33.6 The result of a simulation of a suspension with a cross-shaped element beam width of
2.5 microns

Fig. 33.7 The result of modeling a suspension without beams surrounding a cross-shaped element
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Fig. 33.8 Results of modeling the suspensions of a micromechanical gyroscope-accelerometer

Also, for clarity, the suspension was modeled without beams, around the cross-
shaped structure of a micromechanical gyroscope-accelerometer. Figure 33.7 shows
the result of the simulation.

The simulation result shows the total displacement vector of the inertial masses
is 1.49*10–12 m. This type of suspension showed the greatest result of the total
displacement vector of the inertial masses which can be seen in Fig. 33.8.

The graph shows that a suspension without beams is able to move inertial masses
further than a classic suspension by 5 times and 30% further than a suspension with
thin beams.

From the simulation results, it can be seen that the suspension without beams has
a strong deformation along the Y-axis. This can greatly affect the stable operation
of the micromechanical gyroscope-accelerometer. The main vector of movement of
inertial masses under the action of electrostatic drives in the given design is the vector
along the X-axis. The movements of the inertial masses only along the X axis are
shown in Fig. 33.9.

The graph shows that the suspension with beam thickness of 2.5 microns has the
greatest movement of inertial masses relative to the rest.

33.4 Conclusion

In this article, four types of elastic suspension of a micromechanical gyroscope-
accelerometer with three axis of sensitivity were presented. To obtain the results of
modeling the suspensions presented, 3D models of a micromechanical gyroscope-
accelerometer with different types of cross-shaped element were developed using
the ANSYS software. The simulation results show that the greatest movement of
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Fig. 33.9 The suspension movement along the X-axis vs beam width

inertial masses along all three axes has a suspension, whose cruciform element is
not surrounded by beams. But we cannot use it to improve the design of the MEMS
gyroscope-accelerometer since it has less stability in the Y-axis. The best option
is a suspension with 2.5 µm thick beams surrounding the cross-shaped element of
the MEMS gyroscope-accelerometer model. The advantage of this suspension is
the movement of the inertial masses along the X-axis and sufficient stability of the
movement along the Y-axis.
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Chapter 34
Research of the Influence of Elastic
Suspensions on MEMS
Gyroscope-Accelerometer Dynamics

Igor E. Lysenko and Dmitry Y. Sevostyanov

Abstract An original angular velocity and linear acceleration sensor design with
three sensing axes is presented.To study the dynamic characteristics of the gyroscope-
accelerometer, a parametrizable geometric model was created in the Ansys CAD
system, and a finite element model was obtained. Three different designs of elastic
suspensions were investigated. The gyroscope-accelerometer was modeled with a
change in geometric parameters of each suspension. As a result of the simulation,
the dependences of the natural vibration frequencies on the parameters of elastic
suspensions were obtained. The results show that the gyroscope-accelerometer’s
natural frequencies along the X, Y and Z axes decrease as the length of the elastic
suspension beams increases.

Keywords MEMS gyroscope ·MEMS accelerometer · Finite element model ·
Gyroscope-accelerometer

34.1 Introduction

Currently, the market for microelectromechanical systems (MEMS) is growing, and
applications are expanding [1, 2]. MEMS sensors have become an integral part of
many systems, such as smartphones, unmanned aerial vehicles (drones), bionic pros-
theses, and control and navigation systems in aerospace vehicles [3, 4]. A significant
part of MEMS sensors are micromechanical gyroscopes-linear acceleration sensors
and accelerometers-angular velocity sensors. Today, themarket is widely represented
by one-and two-axis linear acceleration and angular velocity sensors, which are two
separate devices in different cases [3, 4].

To reduce the cost and size of the final product, it is advisable to use gyroscopes-
accelerometers, which are a single design with one or two sensitive elements. An
important part of the sensing element is the elastic suspension that connects the iner-
tial mass to the base of the micromechanical device. The geometric parameters of
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the elastic suspension significantly affect the dynamic properties of the gyroscope-
accelerometer. The aim of this work is to study the influence of the geometric
parameters of elastic suspensions on the dynamic characteristics of the developed
gyroscope-accelerometer.

34.2 Methods

The developed design of the micromechanical gyroscope-accelerometer has three
types of elastic suspensions shown in Fig. 34.1. To connect the inertial mass to the
electrostatic displacement converter, a suspension of five beams is used, shown in
Fig. 34.1a. The suspension shown in Fig. 34.1b consists of two beams and connects
the electrostatic displacement converter to the anchor. The suspension shown in
Fig. 34.1c consists of three beams and also connects the electrostatic displacement
converter to the anchor.

The ANSYS 19 CAD system was used for the research was used to conduct
modal analysis and to obtain the dynamic characteristics of the developed gyroscope-
accelerometer-natural oscillation frequencies. In it, a geometric model of the
gyroscope-accelerometer was constructed and a finite element grid was superim-
posed, as shown in Fig. 34.2.

The obtained simulation results were approximated by the least squares method
in MATLAB.

Fig. 34.1 Types of elastic suspensions: suspension of five (a), two (b), and three (c) beams
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Fig. 34.2 Finite element model of a gyroscope-accelerometer

34.3 Results

The results ofmodeling the dynamic characteristics of amicromechanical gyroscope-
accelerometer with a change in the geometric characteristics of a suspension
consisting of five beams are shown in Fig. 34.3. Figure 34.3a shows the dependence
of the natural vibration frequencies of the sensor element on the length of the beams
L2, L4 and L3 of the elastic suspension along the X-, Y- and Z-axis. Figure 34.3b
shows the dependence of the natural vibration frequencies on the length of the elastic
suspension beams L1, L5, L2, L4 and L3 along the X-, Y- and Z-axis. Figure 34.3b
shows the dependence of the natural vibration frequencies on the length of the elastic
suspension beams L1, L5, and L2, L4 along the X-, Y- and Z-axis. Figure 34.3 shows
the dependence of the natural vibration frequencies on the thickness of the elastic
suspension beams along the X-, Y- and Z-axis.

The results of modeling the dynamic characteristics of a micromechanical
gyroscope-accelerometer with a change in the geometric characteristics of a suspen-
sion consisting of two beams are shown in Fig. 34.4. Figure 34.4a shows the depen-
dence of the natural vibration frequencies on the length of the beams L1 and L2 of the
elastic suspension along the X-, Y- and Z-axis. Figure 34.4b shows the dependence
of the natural vibration frequencies on the thickness of the elastic suspension beams
along the X-, Y- and Z-axis.

The results of modeling the dynamic characteristics of a micromechanical
gyroscope-accelerometer with a change in the geometric characteristics of a suspen-
sion consisting of two beams are shown in Fig. 34.5. Figure 34.5a shows the depen-
dence of the natural vibration frequencies on the length of the elastic suspension
beams L1, L3, and L2 along the X-, Y- and Z-axis. Figure 34.5b shows the depen-
dence of the natural vibration frequencies on the length of the elastic suspension
beams L2 and L3 along the X-, Y- and Z-axis. Figure 34.5b shows the dependence
of the natural vibration frequencies on the thickness of the elastic suspension beams
along the X-, Y- and Z-axis.
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Fig. 34.3 The dependence of the natural vibration frequencies of the sensor element on changes
in the geometric parameters of the suspension of five beams: length of the beam L3 (a), length of
the beam L2 (b), length of the beam L1 (c), and structural layer thickness w (d)

Fig. 34.4 The dependence of the natural vibration frequencies of the sensing element on the change
in the geometric parameters of the suspension of two beams: the length of the beam L (a) and the
structural layer thickness w (b)



34 Research of the Influence of Elastic Suspensions … 339

Fig. 34.5 The dependence of the natural vibration frequencies of the sensor element on changes
in the geometric parameters of the suspension of three beams: the beam length coefficient n1 (a),
the beam length coefficient n2 (b), and from the structural layer thickness w (c)

Analyzing the results obtained, it can be concluded that an increase in the length
of the beams in all types of suspensions leads to a decrease in the natural vibration
frequencies, especially along the X- and Y- axis. An increase in the thickness of the
structural layer of suspensions leads to an increase in natural frequencies, especially
along the X- and Y- axis.

34.4 Conclusion

In this work, the design and simulation of a micromechanical gyroscope-
accelerometer were carried out. The influence of the geometric parameters of elastic
suspensions on the dynamic characteristics of the gyroscope-accelerometer is inves-
tigated. The simulation results showed that an increase in the width of the elastic
suspension beams leads to a decrease in the stiffness of the elastic suspensions and,
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consequently, to a decrease in the natural vibration frequencies. Changing the thick-
ness of the structural layer of the suspension also has a significant impact on the
dynamic characteristics of the suspension. The proposed model is suitable for testing
various designs of elastic suspensions to obtain optimal dynamic characteristics. The
results obtained can be useful for developers of micromechanical devices.
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Chapter 35
Adjustable Current Source for Pulse
Electrochemical Deposition Installation

Wei Cao

Abstract This paper presents a printed circuit boardwith a controlled current source
for pulse electrochemical deposition of thin films. The developed current source
consists of an analog-to-digital converter, a digital-to-analog converter, a buffer
amplifier, a transistor, and is controlled by ArduinoMega board through the designed
LabVIEW program. The measurement results of the designed current source are
presented. The source provides an output current of up to 70 mA. The duration of
time intervals is regulated with 1 ms increments and provides the required operating
modes.

Keywords Pulse electrochemical deposition · Current source · Arduino ·
LabVIEW

35.1 Introduction

Today’s economy is developing rapidly. Due to people’s inadequate anticipation of
the negative effects of highly developed industries and unfavorable prevention, there
are three major global crises: energy shortage, environmental pollution, and ecolog-
ical destruction. Energy is the material basis of human activities. The development of
human society is inseparable from the emergence of high-quality energy and the use
of advanced energy technologies. Therefore, the most urgent task is to vigorously
develop green energy to alleviate these three crises. It is urgent to develop green
energy [1].

In the past few decades, energy harvesting technology, which converts natural
dissipating energy into usable energy, has been studied to help mitigate energy deple-
tion around the globe, and thus various methods to harvest this energy have been
suggested. In particular, solid-state conversion of heat to electricity is expected to be
a key energy harvesting technology in the future. Thermoelectric energy harvesting
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can replace and does not require batteries in wireless networks for different appli-
cations [2]. Thermoelectric power generation technology is an energy harvesting
technology developed based on the Seebeck effect of thermoelectric materials.

There are various ways of producing materials for thermoelectric generators. One
of them is electrochemical deposition, which requires an external current source. The
development of such cheap current source is the main goal of this work.

35.2 Production of Thermoelectric Materials

A thermoelectric generator (TEG) is a semiconductor device that converts the temper-
ature difference into an electrical energy due to the [3–5]. Thermoelectric materials
used to generate thermoelectric power are mainly semiconductor materials such as
Bi2Te3, SiGe, and MnTe.

The thermoelectric power generation equipment made of these thermoelectric
materials is small in size, light in weight, no vibration, no noise, long service life,
and the advantage of long-term operation in extremely harsh environment is very
suitable for a variety of uncontrolled sensors, satellite power supplies, beacons and
navigation signs, as well as for areas of medical and physiological research [6].
TEGs are classified into two types: volumetric and thin-film devices. Thin-filmTEGs
are manufactured using solid-state semiconductor technologies compatible with the
technology of manufacturing microelectromechanical systems (MEMS) [2].

In [5], we learned that due to its technical compatibility with silicon and high
thermal stability, the application of semiconductor silicide may be one of the most
important stages to improve the performance of thermoelectric generators. There-
fore, the TEG of Uni-Leg structure is designed. The premise of the TEG struc-
ture is that the thermoelectric elements of two n-type and p-type thermoelectrically
active semiconductor materials are interchangeable (TE), and they can be thermally
connected in parallel and electrically connected in series (π structure), Or TE is
made of only thermoelectrically active material semiconductor material-single ther-
mocouple (Uni-Leg), as shown in Fig. 35.1. The Uni-Leg structure simplifies the
structure of the thermoelectric generator; therefore, it reduces the cost of off-the-shelf
products [7]. Therefore, it can be used in daily life.

Among thermoelectric materials, N-type bismuth telluride (Bi2Te3) and P-type
antimony telluride (Sb2Te3) are attractive because of their high characteristics for
thermoelectric generation applications near room temperature [8–12]. There are
manymethods for the synthesis of thesematerials. Pulsed electrochemical deposition
is one of the widely used methods for producing thick films [13].



35 Adjustable Current Source for Pulse … 343

Fig. 35.1 3D geometry model of a Uni-Leg TEG [7]

35.3 System hardware

This design uses Arduino Mega 2560 from Arduino to build the main controller.
ArduinoMega 2560 is a micro control board based on ATmega2560. It has 54 digital
input/output ports (15 of which can be used as PWM outputs), 16 analog input ports,
and 4 UART interface, 16 MHz crystal oscillator, USB port, battery port, ICSP
header and reset button [14]. Arduino Mega 2560 sends and receives data through
MAX5533 and the serial port [15].

Fig. 35.2 The block diagram of the developed current source
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Fig. 35.3 Final PCB

The block diagram of the developed current source is shown in Fig. 35.2 and
consists of a digital-to-analog converter, an operational amplifier, a field-effect tran-
sistor, an analog-to-digital converter and several resistors. The transistor plays the
role of a current source controlled through a voltage follower on the operational
amplifier using a digital-to-analog converter, the output voltage of which is set by
the Arduino board. The voltage across the resistors connected to the drain of the tran-
sistor, proportional to the generator output current, controlled by a high-precision
analog-to-digital converter.

The resistanceRf is the feedback resistance, andVin+andVin− are the operational
amplifiers. In this design integrated circuits MAX5533, MCP3201 and MCP606 are
used. The current source is controlled in the developed program in the LabVIEW
environment through the Arduino Mega 2560 (Fig. 35.3).

35.4 System Software and Measurement Results

In [13], which describes the synthesis and study of thick films of electro-chemically
deposited thermoelectricmaterials Bi2Te3 and Sb2Te3, some information is presented
on the required parameters of the source for a pulsed electro-chemical deposition
unit, among which the range of generated currents up to 35 mA and applied voltages
up to 1.5 V. Synthesis of a thick film in this method is performed using an alternating
current. The applied potentials used in pulsed deposition alternate between ON and
OFF intervals. In the ON interval, potential Eon is applied to the sample and the
flowing current is controlled for film growth, as in conventional electrochemical
deposition. Meanwhile, the current is maintained at 0 mA during the OFF interval.
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In this case, it should be possible to set the pulse duration equal to 100 ms for the
ON state and 200 ms for the OFF state.

The user interface of the designed LabVIEW program is shown in Fig. 35.4.
Though this interface user can control time intervals and maximum output current
of the source due to the internal 2-bit controlled reference of the digital-to-analog
converter. Thus, the maximum current is 23.8 mA.

The designed controlled current source has been tested at room temperature
(Fig. 35.5). Figure 35.6 shows the oscillogram of the developed current source output
signal. X-axis scale: 100 ms/div, Y-axis scale: 5 mV/div.

Figure 35.6 was obtained in high resolution mode. In peak detect mode we can
see some digital noise that will be eliminated during future work.

Fig. 35.4 Front panel layout

Fig. 35.5 Measurement
setup



346 W. Cao

Fig. 35.6 Output signal of controlled current source

35.5 Conclusion

The paper presents designed adjustable current source for a pulsed electrochemical
deposition unit with the following parameters:

• the output current of the source is up to 24 mA when the DAC reference source
is operating with a minimum voltage and up to 70 mA with a maximum voltage;

• durations of time intervals are adjustable in 1 ms steps and provide the required
operating mode.
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Chapter 36
Influence of Contact Material
on Photoinduced Current Flow
in Si/TiO2/GNPs/TiO2 Nanocomposites

Alexandr Vorobyev, Yakov Enns, Anastasia Kondrateva, Polina Bespalova,
Ivan Komarevtsev, and Maxim Mishin

Abstract The aim of this work was to obtain Si/TiO2/GNPs/TiO2 nanocomposite
coatings photoactive in the visiblewavelength range.Amethod to increase the optical
response of the oxide nanostructures is proposed. It combines amagnetron deposition
of oxide matrix with the thermal deposition and aggregation of metallic nanoparti-
cles, allowing the preparation of wide band gap oxide heterostructures with buried
plasmonic Au nanoparticles. Thin 2D layers of TiO2 was deposited by reactive
magnetron sputtering, followed by 2.5 nm gold layer thermal deposition and N2-
atmosphere thermal annealing at 550 °C to induce coalescence of Au nanoparticles.
Then Si/TiO2/GNPs was covered with TiO2 by reactive magnetron sputtering. For
the electrical properties of the formed nanocomposites study, special samples were
prepared on silicon substrates. Various metals were used as electrical contacts: Ti,
V, Cr, Al, Zr, Au alloy Ti70-V30. The I–V characteristics of different ohmic and
Shottky contacts were obtained in the presence and absence of VIS irradiation.

Keywords Heterojunction · Gold nanoparticles · Photo-generation ·
Nanocomposites · Transition metal oxides

36.1 Introduction

In recent years, oxygen-containing semiconductor materials has been paid an
increasing attention [1]. This interest is due to their wide distribution and the rela-
tive simplicity and breadth of the spectrum of methods for their formation. In optical
applications, titanium dioxide plays a special role [2]. However, its widespread usage
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is limited by the fact that the intrinsic absorption peak of the material is in the UV
region [3, 4].

The introduction of plasmon activators, for example, gold nanoparticles (GNPs),
into the matrix of wide-gap material allows us to translate the material fundamental
absorption edge into the visible region [5, 6] and control the type and magnitude of
the conductivity of the material [7].

Transition metal oxides are actively used as catalysts in gas chemistry and in fuel
cells, sensing elements of sensor systems, etc. They are also potentially interesting
for widespread use in various electronic devices. Including not only as traditional
insulating and passivating layers and transparent electrodes, but also as active regions
with substantially nonlinear properties. In particular, composite thin-film coatings
based on transition metal oxides TiO2 [5, 8], Fe2O3 [9, 10], Cu2O, NiO [7, 11] are of
interest for practical application. The potential use of such materials is limited by the
fact that most of them are wide-gap n-type semiconductors, the optical absorption
spectrum of which lies outside the visible range.

Controlling optical transparency, electrical conductivity, and carrier lifetimes is
challenging. Growth technique, process parameters and reagent purity have the most
significant influence on the result. Additional opportunities for controlled control
of properties, in addition to doping with impurities, is the introduction of metal
nanoparticles into the matrix material, that is, the creation of composite materials.
In ensembles of nanoparticles, resonant excitation of surface plasmon oscillations
at discrete frequencies of the visible region of the spectrum can manifest itself,
which ensures strong absorption of light in this range. The characteristics of surface
plasmon resonance are determined both by the geometric parameters of nanoinclu-
sions (shape, diameter, relative position, array topology) and by the physicochemical
properties (stoichiometry, crystallinity, surface morphology, elemental composition)
of the matrix.

36.2 Methods

The object of investigation was a nanocomposite containing a matrix of titanium
dioxide (TiO2) and filler—gold nanoparticles (GNPs), formed on silicon substrates.

The nanocomposite was formed in several stages. During the first stage, a TiO2

oxide coating 40 nm thick, obtained by reactive magnetron sputtering according to
the method [12], was deposited on a single-crystal silicon substrate.

Further, a goldfilmwas formedon the surface of the obtained oxides by themethod
of vacuum thermal spraying [5]. The thickness of the gold layer for all samples was
2 nm.

Then the plates were annealed for an hour at a temperature of 550 °C in a nitrogen
atmosphere. This led to the formation on the surface of oxide coatings of a two-
dimensional array of gold nanoparticles with a characteristic size of 10 nm. At the
final stage, the particles were overgrown with a TiO2 matrix 150 nm thick by the
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Fig. 36.1 Schematic
representation of the sample
under study and the scheme
for measuring I–V
characteristic

method of reactive magnetron sputtering. A schematic representation of the obtained
nanocomposite is shown in Fig. 36.1.

36.3 Result and Discussion

To study the flow of the photoinduced current, the I–V characteristics of various
samples were obtained in the presence and absence of irradiation.

Metallic contacts made of (Ti, V, Cr, Al, Zr, Ti70-V30) alloy with an area of 0.5
× 2.5 mm2 were applied to the surface of the obtained nanocomposite by magnetron
sputtering, as well as Au contacts by vacuum thermal sputtering at a distance of 6mm
from each other. from friend. An aluminum contact with an area of 8 mm2 × 8 mm2

was deposited on the back side of each sample (on the back side of the Si substrate).
A schematic representation of the resulting sample is shown in Fig. 36.1.

The influence of various metals used as a contact to the material of the nanocom-
posite matrix was experimentally studied by measuring the current-voltage charac-
teristics (VAC) under irradiation and in the absence of irradiation. The study was
carried out using a PM 8 probe station (SUSS MicroTec) and an Agilent B1500A
semiconductor analyzer. The I–V characteristics were measured in twomodes: a bias
was applied either in the plane of the nanocomposite (symmetric contact to thematrix
material) or between the nanocomposite (matrix material) and the silicon substrate.

At positive bias, there is practically no response to radiation. Such behavior can
be explained using the band diagram of the structure shown in Fig. 36.2, considering
the values of the band gap and the electronic affinity of the materials included in the
studied samples [13].

The TiO2-Si contact is a heterojunction (Fig. 36.2a), at the boundary of which a
barrier is formed. It can be assumed that the value of the barrier at the transition is
very small due to the proximity of the location of the bottom of the conduction band
of TiO2 (Ec ~−4.21 eV) and Si (Ec ~−4.51 eV). The discontinuity of the conduction
bands in the case of Si is of the order of �Ec ~ 0.3 eV [13].

At a positive bias, electrons from silicon are injected into TiO2. Even at small
displacements, the barrier at the Si-TiO2 interface disappears, and the entire applied
voltage falls mainly on TiO2. The current through the sample is determined by
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Fig. 36.2 Zone diagram of the silicon-titanium dioxide contact with no external bias a [13] and
upon positive and negative bias b, applied [5]

processes in TiO2 [5]. In the absence of effective charge separation at the Si-TiO2

interface, there is practically no effect on irradiation.
For all used contact materials, the dependencies are the same. Minor differences

in current and threshold voltages are due to features occurring at the contact-TiO2

interface.
Let us consider the features of the I–V characteristic when applying reverse bias.

Figure 36.3 shows typical current-voltage characteristics of samples with different
types of contacts at reverse bias.

Based on the obtained I–V characteristics, it can be concluded that different mate-
rials of the contacts have a different effect on the photoinduced current generated in
the samples under the action of irradiation.

However, the nature of the dependencies for all contact materials is similar. Under
irradiation, a sharper increase in the dependence of current on voltage is presumably

Fig. 36.3 Comparative I–V
characteristics of samples
with different contact
materials at negative bias
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associated with the plasmon absorption of light by gold particles and the transition
of electrons from GNPs to TiO2 [8].

To describe the processes of photoinduced current flow, a semi-empirical model
was developed that describes the processes of charge generation under the action of
light, as well as charge transfer in the nanocomposite [5].

With a negative bias (in the absence of irradiation), the current flow corresponding
to the reverse branches of the I–V characteristic is due to the injection of electrons
from the contactmaterial intoTiO2 and then intoSi. The lowconcentration of intrinsic
carriers in TiO2 and the reverse displacement of the Schottky barrier between the
supply contact and TiO2 cause weak reverse currents in the absence of irradiation
[5]. In this case, a space charge region (SCR) is formed in Si, and the voltage drop is
distributed between TiO2 and Si. The reverse current through the structure is mainly
determined by generation—recombination processes near the SCR [14, 15].

Upon irradiation, a sharp increase in the current is observed at reverse bias. This is
due to the plasmon absorption of light by gold particles and the transition of electrons
from gold particles to titanium dioxide [2].

A characteristic feature of all the obtained I–V characteristics is the presence
of two regions (inflections), which are two different barriers at the contact-TiO2

and TiO2-Si interfaces. Since the differences in the samples are determined only by
the contact material, it is possible to draw conclusions about the use of the contact
material, which makes it possible to achieve the best photoelectric properties of the
nanocomposite, namely, the highest degree of sensitivity under irradiation.

Based on Fig. 36.3, it is possible to draw a conclusion about the effectiveness of
various materials used as contacts to the nanocomposite under study. The results are
shown in Fig. 36.4 and in Table 36.1.

The fact that the process of photogeneration of charge carriers and the increase in
current under the action of irradiation are caused by plasmon absorption of light by
gold particles can be confirmed by the practically identical level of current saturation
when using different materials of contacts.

The position of the first inflection on the I–V characteristic, presumably, corre-
sponds to different heights of the Schottky barrier at the contact-TiO2 interface.

Fig. 36.4 Ratio of
photocurrent to shadow
current vs the work function
of the upper contact material
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Table 36.1 The influence of
the contact material on the
response magnitude

Material Work function, eV II/Id

V 3.77 4.7 ± 0.3

Zr 3.96 4.4 ± 0.2

Ti70-V30 alloy 4.09 1.7 ± 0.1

Ti 4.17 2.1 ± 0.3

Al 4.3 2.5 ± 0.1

Cr 4.5 5.2 ± 0.1

Au 4.76 14.26 ± 0.36

Fig. 36.5 Opening voltage
(first bend) and voltage of the
current output to saturation
(second bend) vs difference
between the work functions
of contact material and TiO2
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Figure 36.5 shows the dependences of the opening voltage (the first inflection
point) and the saturation current output voltage (the second inflection point) on the
difference between the work functions of the contact material and TiO2.

It can be concluded that the higher the barrier at the contact-TiO2 interface, the
greater the displacement is required to activate the photogeneration process.

36.4 Conclusions

It was shown that the heterostructures fabricated exhibit the high optical response
under light irradiation in visible range. The structures formed were characterized
by sufficient conductivity, the ratio of light and dark currents reached 5/1 for
Si/TiO2/GNPs/TiO2. Various metals (Ti, V, Cr, Al, Zr, Au, Ti70-V30 alloy) were
used as electrical contacts. The I–V characteristics of different ohmic and Shottky
contacts were obtained in the presence and absence of VIS irradiation.
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Chapter 37
Interband Absorption in Asymmetric
Biconvex Lens-Shaped Quantum Dot

Mher A. Mkrtchyan

Abstract In thismanuscript, an analyticalmodel has been considered, describing the
behavior of particles localized in an asymmetric biconvex lens-shaped quantum dot.
The interband absorption has been investigated in strong size quantization regime.
The dependencies of the interband absorption and photoluminescence coefficients
on incident light energy have been plotted.

Keywords Lens-shaped quantum dot · Adiabatic approximation · Interband
absorption · Photoluminescence

37.1 Introduction

Quantum dots (QDs) are objects with nontrivial optical properties and on the other
hand, these structures can play important role for many applied fields such as optical
sensing, nonlinear optics, fiber optics, laser manufacturing [1–3].

The most QDs geometries lead to calculation problems and description of energy
spectra and wavefunctions in these systems. Therefore, the most studied and applied
ones are spherical [4, 5] and cylindrical [6, 7] geometries. For such geometries,
in most cases we can give analytical solutions of Schrödinger equation. On the
other hand, QDs with more complex geometries have been theoretically consid-
ered and experimentally investigated. These include conical [8, 9], ellipsoidal [10,
11], and lens-shaped [12–15] QDs geometries. For such geometries we need to use
various numerical methods [16–18]. QDs with lens-shaped geometry allow the use
of adiabatic approximation.

In this paper, asymmetric biconvex lens-shaped QD with impenetrable walls
is investigated. The interband absorption and photolumencence (PL) coefficients
dependencies on incident light energy are plotted.
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37.2 Theory

Let us consider an electron localized in asymmetric biconvex lens-shaped QD. For
confining potential we can write

V
∧

con f (ρ, z) =
{

0, inside ABLQD
∞, outside ABLQD

. (37.1)

In the size quantization regime, the Coulomb interaction between particles can be
neglected. Thus, the problem is reduced to the one-particle particle motion. Now we
can present system Hamiltonian in cylindrical coordinates as the sum of radial and
axial ones

{
Hρ = − ∂2

∂ρ2 − 1
ρ

∂
∂ρ

− 1
ρ2

∂2

∂ϕ2

Hz = − ∂2

∂z2 + V
∧

con f (ρ, z)
. (37.2)

Along axial direction the particle is localized in the one-dimensional quantum
well with following boundaries

⎧
⎨

⎩

z1 =
√
R2
2 − ρ2 + R2 − h2

z2 =
√
R2
1 − ρ2 + h1 − R1

, (37.3)

where h1 and h2 are semi-axes for each convex part of asymmetric biconvex lens-
shaped QD, R1 and R2 are the curvature radii of two spheres intersection.

This problem has been discussed in [12] and for axial wavefunction and energy
spectrum, we can write

{
χ(z, ρ) =

√
2

a(ρ)
sin

(
πnz
a(ρ)

)
z

Ez
nz = π2

�
2

2μa2(ρ)
n2z

, (37.4)

where a(ρ) =
√
R2
2 − ρ2 +

√
R2
1 − ρ2 + (h1 + h2)− (R1 + R2) is one-dimensional

quantum well length, nz = 1; 2; 3; . . . is axial quantum number. For wavefunction
and energy spectrum one we have

{

f (ρ) = Cρ|m|e− λρ2

2
1 F1

(−nρ, |m| + 1; λρ2
)

Eρ
nρ ,m = ��

(
2nρ + |m| + 1

) (37.5)
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where λ = μ�

�
, �2 = R1+R2

2μ(h1+h2)3R1R2
π2

�
2n2z nρ = 0; 1; 2; . . . is the radial quantum

number, m is magnetic quantum number C is the wavefunction normalization
constant, 1F1(a, b; c) is the confluent hypergeometric function.

37.3 Results

Asymmetric biconvex lens-shaped QD made of InAs have been considered. For the
absorption coefficient, we have the following expression

K(�ω) = K0 · ω

(∫


e(�re)
h(�rh)dV
)2 ∑

νe,νh

δ
(
� ωe,h − Eg − Ee

νe
− Eh

νh

)
, (37.6)

where K0 is the quantity proportional to the square of the modulus of the matrix
element of the dipole moment, taken over the Bloch functions, 
e(�re),
h(�rh) are
electron and hole wavefunctions, Eg is band gap, Ee

νe

(
Eh

νh

)
is electron (hole) energy,

νe(νh) is set of quantum numbers for electron (hole), � ωe,h is incident light energy.
Figures 37.1 and 37.2 show the dependences of absorption coefficient on the

energy of incident light for the diagonal
∣
∣m, nρ, nz

〉 → ∣
∣m ′, n′

ρ, n
′
z

〉
transitions, in

the regime of strong size quantization, when an electron and a hole are in identical
states. As it can be seen from the figures, intensity of the absorption coefficient
decreases with increasing the axial quantum numbers for electron and light hole.
Also, with the temperature decrease, absorption peaks linearly decreases for both
|0, 0, 1〉 →|0, 0, 1〉 and |0, 0, 2〉 →|0, 0, 2〉 cases. It should be noted that we see
broadening of peaks on all dependences. This happens because (T) is directly
proportional to temperature.

Note that we have following selection rules for quantum numbers

Fig. 37.1 Dependence of the interband absorption coefficient on the frequency of incident light
for the light hole to electron diagonal |0, 0, 1〉 →|0, 0, 1〉 (left) and |0, 0, 2〉 →|0, 0, 2〉 (right)
transitions
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Fig. 37.2 Dependence of the interband absorption coefficient on the frequency of incident light
for the heavy hole to electron diagonal |0, 0, 1〉 →|0, 0, 1〉 (left) and |0, 0, 2〉 →|0, 0, 2〉 (right)
transitions

⎧
⎪⎨

⎪⎩

nr → n′
r ,

m → −m ′,
nz → n′

z,

(37.7)

for both light hole to electron and heavy hole to electron transitions.
The PL coefficient are calculated using the relation

R(�ω) = R0 · 1

kT
· �ω · K(�ω) · fc(1 − fv)

fc − fv
, (37.837.8)

where R0 is the quantity proportional to the square of the modulus of the matrix
element of the dipole moment, taken over the Bloch functions, k is Boltzmann
constant, fc and (1 − fv) are the probabilities that the state of the conduction band
is filled and the state of the valence band is empty, respectively.

Figures 37.3 and 37.4 show the dependences of PL coefficient on the energy of
incident light in the regime of strong size quantization. As it can be seen from the
figures, the intensity of the PL increases for both light hole to electron and heavy hole
to electron transitions with temperature. It should be noted that we see broadening of
peaks on all graphs. This happens because (T) in absorption coefficient is directly
proportional to temperature.

37.4 Conclusion

In present article, behavior of electrons localized in an asymmetric biconvex lens-
shaped quantum dot in external electric field has been studied. The confinement
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Fig. 37.3 Dependence of
the PL coefficient on the
frequency of incident light
for the light hole to electron
transitions

Fig. 37.4 Dependence of
the PL coefficient on the
frequency of incident light
for the heavy hole to electron
transitions

potential is considered as infinite. Interband absorption and PL coefficients depen-
dencies on incident light frequency are plotted for the strong size quantization
regime.
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Chapter 38
Binding Energy of Magnetobiexciton
in Ellipsoidal Quantum Dot

Yuri Y. Bleyan

Abstract The theoretical investigation of biexciton in ellipsoidal quantum dot in
the presence of the magnetic field is done in the scope of Heisenberg’s uncertainty
principle. The dependency of the energy for the magnetobiexciton on the magnetic
field is calculated. The magnetobiexciton energy increases with the increase of the
magnetic field magnitude. The dependence of the magnetobiexciton binding energy
on the magnetic field is computed and the binding energy decreases with the increase
of magnetic field value. Finally, the magnetic field threshold values, depending on
the geometrical parameters of the quantum dot, after of which the biexciton stability
is disrupted, are obtained.

Keywords Magnetobiexciton · Ellipsoidal quantum dot · Binding energy ·
Heisenberg’s uncertainty principle

38.1 Introduction

Reduction in size with the strong electronic and optical properties make the semicon-
ductor quantum dots (QD) as promising candidates for optoelectronic devices. The
QDs have potential applications in the research areas of high-density data storage,
quantum information processing, quantum computing and quantum cryptography
[1]. Since the motion of charge carriers is localized in three directions in QDs,
the electronic (energy, binding energy, recombination energy (difference between
the total energies of the initial and final states after recombination) etc.) and optical
(oscillator strength, absorption coefficient, photoluminescence etc.) properties can be
manipulated and controlled by changing its size and the barrier material. Especially
interesting problem is the investigation of four-particle systems in QDs.

The biexciton is a neutral compound quasiparticle, consisting of two electrons
and two holes. The conversion of excitons to biexciton complexes leads to various
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optical andother interesting effects. Someof that effects are photoluminescence emis-
sion peaks shift, sharp increase in two-photon absorption, change in the nonlinear
susceptibility [2–7].

Due to the size quantization effect the binding energy of the biexciton is increased,
as a result of which low-dimensional biexcitons havemuch higher stability [8]. There
are several ways for biexciton’s observation: two-photon absorption of light from the
ground state to the biexciton state, pump-probe experiments etc.

In former times the magnetic field effects on excitonic complexes have been
neglected as a magnetic field is technologically less significant than an electric field
in the device applications. However, a magnetic field has two important advantages.
The first advantage is that the magnetic field increases the exciton-biexciton binding
energy by squeezing the electrons and holes together. Therefore, a magnetic field
can cause improved nonlinear optical properties. Secondly, it offers far richer insight
into the physics of excitonic complexes, especially for low-dimensional systems [9].

Spherical, spheroidal and ellipsoidal QDs are in the spotlight of the investigators
as the ensembles of these structures can be easily synthesized and controlled by
the help of technological parameters [10–13]. In spheroidal and ellipsoidal QDs the
generalized Kohn theorem can be implemented [14, 15]. As the ellipsoidal QD has
two geometrical parameters (small and large semiaxes) it gives an opportunity to
control the energy spectra in a wide range [8].

Therefore, the theoretical investigation of biexciton in ellipsoidal QD in the
presence of magnetic field is an actual problem.

38.2 Theory

Let’s consider the biexciton states in strongly oblate ellipsoidal quantum dot
(SOEQD) with impenetrable walls in the presence of magnetic field (magnetobiex-
citon). The potential energy of the particle in the SOEQD in cylindrical coordinates
can be written as:

Ucon f (ρ, ϕ, Z) =
{
0, ρ2

a2 + Z2

c2 ≤ 1

∞,
ρ2

a2 + Z2

c2 > 1
, a2 � c2 (38.1)

where c and a, respectively, the small and large semiaxes of the SOEQD [12]. All
dimensionless lengths and energies in the paper are measured in the Bohr effective
radius of the electron ae = �

2ε/m∗
ee

2, the Rydberg effective energy ER = �
2/2m∗

ea
2
e

of the electron, m∗
e is effective mass of the electron and ε is the dielectric constant.

The Hamiltonian of the four interacting particles (two electrons and two holes) in
the presence of the magnetic field in cylindrical coordinates has the following form:
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H
∧

(�r1, �r2, �ra, �rb) =
∑
j

1

2m∗
j

( �Pj + e

s
�A j

)2 +
∑
i, j
i �= j

qiq j

ε
∣∣�ri − �r j

∣∣ +
∑
j

Ucon f
( �ρ j , z j

)

(38.2)

where j = {1, 2, a, b}, q1,2 = −|e|, qa,b = |e|, �r1 and �r2 are coordinates of electrons,
�ra and �rb are coordinates of holes. Here �Pj is the particle impulse operator,

−→
A j—

vector potential of the magnetic field, s is the light speed in vacuum, e is the electron
charge. The calibration Aρ = 0, Aϕ = 1

2Hρ, Az = 0 ensures the parallelism of the
magnetic field to the axial direction.

As a first step, let’s estimate the two-dimensional magnetobiexciton energy for the
ground level in the scope of the Heisenberg’s uncertainty principle. We will assume
that the electrons and holes are located on the vertices of the square.

This means that ρ1 = ρ2 = ρa = ρb ≡ ρ, p1 = p2 = pa = pb ≡ p and for the
distances between all the particles one can write:

|ρ1 − ρa| = |ρ2 − ρa| = |ρ1 − ρb| = |ρ2 − ρb| = √
2ρ,

|ρ1 − ρ2| = |ρa − ρb| = 2ρ. (38.3)

By using Heisenberg’s uncertainty principle p ∼ �/ρ and making some simpli-
fications for the energy of the system, one can present the energy in dimensionless
magnitudes as

E(ρ) ∼ 2

ρ2
(1 + σ) + (1 + σ)

(
π2

2c2

)
+ (1 + σ)

(
π2

2a2c2

)
ρ2

−
(
4
√
2 − 2

)
ρ

+ 1

2
γ 2

(
1 + 1

σ

)
ρ2 (38.4)

where σ = m∗
e

m∗
h
, γ = �ωH

2ER
, ωH = eH

m∗
e s
. The condition for minimizing the energy of

the system has the form:

dE(ρ)

dρ
= 0, (38.5)

After some transformations one can get the following equation for ρmin:

(1 + σ)

(
π2

a2c2

)
ρ4
min + γ 2

(
1 + 1

σ

)
ρ4
min +

(
4
√
2 − 2

)
ρmin − 4(1 + σ) = 0

(38.6)

If solve the Eq. (38.6) numerically, one can find the dependence of the minimum
radius ρmin on the geometric parameters of the SOEQD. After that, by substituting
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ρmin value in Eq. (38.4), one can calculate the magnetobiexciton’s minimum energy
for the ground state.

38.3 Results and Discussion

Let us now move to the discussion of the obtained results. Figure 38.1 shows the
dependence of the magnetobiexciton energy on the value of the magnetic field for
different values of small semiaxis, when the value of the large semiaxis is fixed.

As can be seen from the figure the magnetobiexciton energy increases with the
increase of magnetic field magnitude. Note, that value γ = 1 corresponds to the
value of the magnetic field H ≈ 0.16T .

It is worth to note that the dependence on the small semiaxis is stronger than
on the large semiaxis. This is due to the fact that the size quantization in the axial
direction prevails over the radial. That is why there are represented different values
for the small semiaxis in Fig. 38.1.

Fig. 38.1 The dependence
of the magnetobiexciton
minimum energy of the
ground state on the magnetic
field for the fixed value of
the large semiaxis

Fig. 38.2 The dependence
of the magnetobiexciton
binding energy of the ground
state on the magnetic field
for the fixed value of the
large semiaxis
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Table 38.1 The magnetic
field threshold values,
depending on the geometrical
parameters of the quantum
dot, after of which the
biexciton stability is broken
(i.e. the binding energy
becomes negative)

Large semiaxis Small semiaxis H, T

XX

a = 5aB c = 0.5aB 0.32214

c = 0.75aB 0.274272

c = 1aB 0.248522

In Fig. 38.2 the dependence of the magnetobiexciton binding energy on the
magnetic field for the different values of the small geometrical parameter of the
ellipsoid, when the large geometrical parameter is fixed, is obtained.

It is clear from the figure that themagnetobiexciton binding energy decreases with
the increase of the magnetic field. Also, it is evident that the lowest binding energy
has the magnetobiexciton, which has the highest value of the small semiaxis.

Finally, in the Table 38.1 the magnetic field threshold values, depending on the
geometrical parameters of the quantum dot, after of which the biexciton stability is
disrupted, have been shown.

38.4 Conclusion

In the present paper calculations were made for the biexciton in the ellipsoidal QD in
the presence of the magnetic field in the scope of Heisenberg’s uncertainty principle.
The dependence of the magnetobiexciton’s energy on the small semiaxis of the ellip-
soidal QD and the ratio of the effective masses of electron and hole is computed. The
magnetobiexciton binding energy is calculated as a function on the small geometrical
parameter (small semiaxis) and themagnetic field threshold values, depending on the
small and large semiaxes of the quantum dot, after of which the biexciton stability
is disrupted, have been shown.
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Chapter 39
Nonlinear Optical Absorption in Strongly
Prolate Conical Quantum Dot
in an External Electric Field

Khachik S. Khachatryan

Abstract Linear and nonlinear absorption coefficients in a strongly prolate conical
quantum dot in the presence of external axial electric field have been considered.
Infinite confinement potential has been chosen. The selection rules for intraband
transitions have been obtained. The generation coefficients of the second and third
harmonics depending on the photon energy were investigated both in the absence
and in the presence of external electric field.

Keywords Conical quantum dot · Electric field · Nonlinear absorption · Second
and third harmonic generations

39.1 Introduction

Quantumdots (QDs) are an interesting class in semiconductor nanostructures because
in these structures the motion of charge carriers is restricted in all three directions
[1–3]. This makes it possible to manipulate the energy levels of charge carriers by
purposefully growing QDs. Therefore, QDs are promising materials in various fields
of science: medicine, biology, optoelectronics and etc.

Some complexity in geometries of the QDs leads to the number of problems in the
theoretical description. For the theoretical description of QDs, various approximate
and numerical methods were used: variational method, perturbation theory, adiabatic
method, DFT, finite element method [4–7].

The conical quantum dots (CQD) are nanostructures with nontrivial geometry, the
analytic description of which is a difficult problem. In the case of strongly prolate
or oblate CQDs the most suitable method for the description of such systems is the
adiabatic approximation [8, 9].Theoretical study of physical processes in the CQD
has been implemented in the various papers [10–14].
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Semiconductor quantum dots have a very high nonlinear optical susceptibility
compared to bulk semiconductors. Therefore, the theoretical study of nonlinear
optical effects in QDs gains importance [15–18].

In this article nonlinear optical absorption has been considered for the case of
strongly prolate CDQ. Influence of the external electric field on the optical prop-
erties CQD was taken into account. The second harmonic generation (SHG) and
third harmonic generation (THG) dependencies from incident light energy have been
plotted.

39.2 Theory

Let us consider a strongly prolate CQD in the presence of the external axial electric
field. The confining potential of QD one can choose in the following form [9, 14]:

Vcon f (x, y, z) =
{
0, particle ∈ C Q D,

∞, particle /∈ C Q D.
(39.1)

The Hamiltonian of the problem has the following form

H
∧

(x, y, z) = − p̂2

2μ
+ Vcon f (x, y, z) − eFz, (39.2)

where F is electric field strength.
This problemof strongly prolateCQD in external electric field has been considered

in [14]. For the radial energy spectra have been obtained

Enρ ,m(z) = �
2λ2

nρ ,m

2μR2(z)
. (39.3)

The total wave function of the system was sought in the following form

�(ρ, ϕ, z) = eimϕ

√
2π

f (ρ; z)χ(z), (39.4)

where f (ρ; z) =
√
2

R(z)
Jm (λnρ ,m ρ/R(z))

{Jm+1(λnρ ,m )} is the radial part of wavefunction, χ(z) is axial

one. In the frame of adiabatic approximation axial energy spectrum have been
calculated.
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Enz = �
2λ21,0

2μR2
0

{
1(

1 − z0
H

)2 − 2 z0
H(

1 − z0
H

)3
}

−
⎛
⎝ �

2

2μ

{
�
2λ21,0

μR2
0 H

(
1 − z0

H

)3 − eF

}2
⎞
⎠

1
3

· æn+1,

(39.5)

where λnρ ,m are zeros of Bessel function of the first kind, R0 is base radius of CQD,
H is CQD height, μ is particle effective mass, æn+1(n = 0; 1; . . .) are zeros of the
Airy function, z0 is determined numerically.

The wavefunction for the axial part can be written as

χ(z) = C Ai

(
1

ξ0

(
z − ϑ

D

))
, (39.6)

where C is the normalization constant, Ai (t) = 1√
π

∫ ∞
0 cos

(
Ut − 1

3U 3
)
dU , ξ0 =(

�
2

2μD

) 1
3
, D = β − eϑ , ϑ = Enz − α, α = U0

{
1

(1− z0
H )

2 − 2 z0
H

(1− z0
H )

3

}
, β = 2U0

H(1− z0
H )

3 ,

U0 = �
2λ2

1,0

2μR2
0
.

39.3 Intraband Light Absorption

Now let us consider the direct intraband light absorption in the CQD. Analytical
expressions for the linear and nonlinear optical absorption coefficient (AC) are
obtained [17, 18]

α(1)(ω) = ω ·
√

η

εr

σ · ��fi(
E f i − �ω

)2 + (��fi)
2

∣∣M f i

∣∣2, (39.7)

α(3)(ω, I ) = −ω

√
η

εr

(
I

ε0nr c

) ∣∣M f i

∣∣42σ · ��fi[(
E f i − �ω

)2 + (��fi)
2
]2

×
{
1 −

∣∣Mii − M f f

∣∣2
4
∣∣M f i

∣∣2
((

E f i − �ω
)2 − (

�� f i
)2 + 2E f i

(
E f i − �ω

)
(
E f i

)2 + (
�� f i

)2
)}

,

(39.8)

where η is the permeability of the system, σ is the electron density in a QD, E f i =
E f −Ei is energy difference between the final and initial states ( f and i , respectively),
I is the incident optical intensity,nr is the refractive index,�fi = 1/τfi is the relaxation
rate for states f and i (corresponds to the full width at half maximum), M f i =
〈�f |ez|�i〉 is the matrix element of dipole moment. The total absorption coefficient
is as follows:
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α(ω, I ) = α(1)(ω) + α(3)(ω, I ). (39.9)

The expression of susceptibility to SHG in a three-level system is given by the
expression [16–18]:

χ(2)(2ω) = e3σ

ε0

Min1 Mn1 f M f i(
2�ω − E f i − i��fi

)(
�ω − En1i − i��n1i

) . (39.10)

The THG susceptibility in a four-level system is [16–18]

χ(3)(3ω) = e4σ

ε0

Min1 Mn1n2 Mn2 f M f i(
3�ω − E f i − i��fi

)(
2�ω − En2i − i��n2i

)(
�ω − En1i − i��n1i

) .

(39.11)

Here n1 and n2 are the quantum numbers of intermediate levels.

39.4 Results and Discussion

The case of CQD made of InAs will be considered. The material parameters which
have been used in the calculations are as follows:μ = 0.023m0, where m0 is the free
electronmass, εr = 15.15.Note that dependencies are plotted for I = 2.5·106 W/m2

and σ = 3 · 1022 m−3 values. The broadening linewidth is taken to be 0.5meV at
77K and 5meV at 100K for InAs QD [18].

Figures 39.1 and 39.2 present the dependencies of the linear, nonlinear and total
absorption coefficient on the energy of incident light in the external field, for different
|nr , m, nz|〉 → ∣∣n′

r , m ′, n′
z

∣∣〉 transitions. Since the nonlinear absorption coefficient
has the opposite sign to the linear one, the total absorption will be reduced. The
calculations were performed for two different temperatures: T = 77K (left) and

Fig. 39.1 Absorption coefficient vsincident light photon energy for |0, 1, 0|〉 → |0, 1, 1|〉
transition
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Fig. 39.2 Absorption coefficient vs incident light photon energy for |0, 1, 1|〉 → |0, 1, 2|〉
transition

T = 100K (right). As can be seen from the figures, with increasing temperature,
the value of total absorption also increases. Note that as the temperature raises,
the internal chaos of the system increases, therefore, linear and nonlinear optical
absorption increases.

Figure 39.3 shows the dependencies of SHG on the energy of incident light
for different electric fields. The calculations were performed for two different
temperatures:T = 77K (left) and T = 100K (right). As can be seen from the
figures, the SHG peaks increase with an increase in the eclectic field. Note that in all
cases the intensity of the first peak is greater than that of the second.

Figure 39.4 presents the dependencies of THG on the energy of incident light for
different electric fields. Calculations have been done for two different temperatures:
T = 77K and T = 100K. It follows from the figure that with an increase in the
electric field, the THG peaks increase. Note that in all cases the intensity of the first
two peaks is greater than that of the third.

Fig. 39.3 SHG for transition for |0, 1, 0|〉 → |0, 1, 1|〉 → |0, 1, 2|〉 transition
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Fig. 39.4 THGfor |0, 1, 0|〉 → |0, 1, 1|〉 → |0, 1, 2|〉 transition

39.5 Conclusion

The intraband absorption in strongly prolate CQD made of InAs is investigated.
The dependences of linear and nonlinear absorption coefficientson the incident light
quantum energyon strongly prolate CDQ are studied. The influence of the external
electric field strength on the nonlinear characteristics of CQDwas taken into account.
SHG and THG dependencies on the incident light energy, external electric field and
temperatures are shown.
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Chapter 40
External Electric Field Effect
on Interband Optical Absorption
and Photoluminescence in Vertically
Coupled Cylindrical Quantum Dots
with Modified Pöschl-Teller Potential

Tigran Sargsian

Abstract A theoretical study of external electric field effect on the interband optical
absorption and photoluminescence spectra of vertically coupled cylindrical quantum
dots with modified Pöschl-Teller potential has been carried out. Interband optical
absorption and photoluminescence plots have been obtained at different temperatures
and external electric field strengths. It is shown that the application of an external
electric field separates the charge carriers spatially, which in turn causes a blue shift
of the absorption and photoluminescence peaks and a reduction of their peak values.

Keywords Vertically coupled quantum dots · Modified Pöschl-Teller potential ·
Interband absorption · Photoluminescence · Electric field

40.1 Introduction

The huge amount of theoretical, experimental and technological knowledge accu-
mulated in the field of semiconductor nanostructures makes it reasonable to use
these structures not only in the field of classical computation but also in the quantum
computation. Quantum dots (QDs) or artificial atoms are one of the most note-
worthy candidates for realizing qubits and quantum gates for quantum information
processing [1, 2]. Electronic and optical properties of QDs are highly dependent on
the geometrical shape and sizes, which, in turn, can be precisely controlled during
the growth of the QD [3–7]. The application of additional external electric field also
has a significant influence on the physical properties of QDs [8–11].

Two QDs or artificial atoms placed on each other form a structure named verti-
cally coupled QDs or artificial molecule. Coupling between two QDs modifies their
electronic structure and one can control this modification by controlling the interdot
distance [12–14].
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The coupled QDs structure can be theoretically modeled by the confinement
potential, which will appear during the growth process of coupled QDs. There are a
number of theoretical confinement potential models that can be used for modeling
and simulating coupled QDs [15–18].

In this work, vertically coupled InAs quantum dots with modified Pöschl-Teller
potential (MPTP) have been considered in the presence of an external electric field.
Interband optical absorption and photoluminescence coefficients have been obtained
for these structures in a strong quantization regime.

40.2 Theory

Consider the motion of a particle in vertically coupled cylindrical QDs, which are
confined by MPTP in z axis and by the parabolic potential in the radial direction. In
the regime of strong size quantization, the energy of Coulomb interaction between
an electron and a hole is much smaller than the energy caused by the walls of the
QDs and, thus, can be neglected. Then the problem reduces to finding the energy
states of electrons and holes separately. In this case, the Hamiltonian of a particle in
cylindrical coordinates can be written as:

H
∧

= �p
∧2

p

2m∗
p

+Ucon f (�r) ± e
−→
F �r , (40.1)

in which m∗
p is the effective mass of the particle, �̂pp is the particle momentum

operator, Ucon f (�r) is the confinement potential, e is the electron charge magnitude,−→
F (0, 0, F) is the electrical field intensity, �r is the radius-vector and the signs - or +
before the last term depend on the type of charge carrier (electron or hole).

In dimensionless variables the system Hamiltonian can be presented as the sum
of Hamiltonians of radial and axial subsystems:

H
∧

= H
∧

radial + H
∧

axial , (40.2)

where:

H
∧

radial = − ∂2

∂ρ2
− 1

ρ

∂

∂ρ
− 1

ρ2

∂2

∂ϕ2
+Ucon f (ρ, ϕ), (40.3)

H
∧

axial = − ∂2

∂z2
± f z +Ucon f (z). (40.4)
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Fig. 40.1 The form of MPTP

Here all lengths are given in effective Bohr radius aB = εr�
2

e2m∗ , and all energies in

effective Rydberg energy ER = �
2

2m∗a2B
. In addition, f = eFaB

ER
denotation is made.

As it is mentioned above, for the radial direction the parabolic confinement
potential and for the axial direction MPTP has been chosen:

Ucon f (ρ, ϕ) = γ0ρ
2/4, (40.5)

Ucon f (z) = max
[
Ũ1, Ũ2

] − Ũ1

ch2
(
z+z1
β̃1

) − Ũ2

ch2
(
z−z2
β̃2

) , (40.6)

where γ0 = 2m∗ωa2B
�

, ω is the frequency of parabolic confinement potential, Ũ1,2 are
the depth, β̃1,2 the half-width and z1,2 the offsets of first and secondQDs, respectively,
and max

[
Ũ1, Ũ2

]
is the greater value from the QD depths. The form of the potential

in the axial direction is shown in the Fig. 40.1.
For one QD the total wave function of the system is searched in the following

form:

ψ(r, ϕ, z) = CeimϕR(r)χ(z), (40.7)

where C is the normalization coefficient and m is the magnetic quantum number.
In the case of the absence of external fields the problem has been solved analyt-

ically [19] and in the strong size quantization regime for the dimensionless wave
functions and energy levels we can write:
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R(ρ) = e− γ0ρ2

2
(
γ0ρ

2)|m|/2
1F1

[−nρ, |m| + 1, γ0ρ
2],

χnz (z) =
(

1 − th2
(
z

β

)) −(1+2nz)+
√

1+4β2U0
4

·

· 2F1

(

−nz,
√
1 + 4β2U0 − nz,

1

2

(
1 +

√
1 + 4β2U0

)
− nz,

1 − th(z/β)

2

)

,

(40.8)

Eρ = 2γ0(N + 1),

Ez = U0 − 1

4β2

[
−(1 + 2nz) +

√
1 + 4β2U0

]2
. (40.9)

Here N = 2nρ + |m| is the oscillatory quantum number, nρ and nz are radial and
axial quantum numbers, respectively. In the case of the presence of external electric
field, the problem has been solved in the framework of finite element method for
axial direction. For the coupled QDs the problem has been solved with the help of
numerical discretization method.

40.3 Results and Discussion

Now let us consider the interband light absorption and photoluminescence in verti-
cally coupled cylindrical QDs with MPTP confining potential in the presence of
external electric field. As it was mentioned above, QDs made of InAs will be consid-
ered. The material parameters which have been used in the calculations are the
following: m∗

e = 0.023m0, m∗
hh = 0.41m0, where m0 is the free electron mass,

Eg = 0.35 eV.
For the absorption coefficient one can write the following equation:

α(ω) = α0ω

(∫

�e(�re)�h(�rh)dV
)2 ∑

νe,νh

δ
(
�ωe,h − Eg − Ee − Eh

)
, (40.10)

where α0 is a coefficient proportional to the square of the modulus of the matrix
element of the dipole moment taken on the Bloch functions, �e(�re) and �h(�rh) are
electron and heavy hole wave functions, respectively, Ee is electron energy, Eh is
heavy hole energy.

The PL spectra are calculated using the relation:

R(�ω) = R0 · �ω · α(ω) · e �ω−Eg
kT · e 0.5−Eg

kT , (40.11)
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Fig. 40.2 Dependence of absorption coefficient on the incident light energy, a for |001〉 → |001〉
transition, when external electric field is absent at 273 and 300 K, b for |001〉 → |001〉 and
|002〉 → |002〉 transition at 300 K

where R0 is a coefficient proportional to the square of the modulus of the matrix
element of the dipole moment taken on the Bloch functions.

It should be noted, that coupled QDs discussed here are symmetrical, e.g.U0 =
Ũ1 = Ũ2 = 120 ER , β0 = β̃1 = β̃2 = 2aB and z0 = z1 = z2 = 3aB .

In Fig. 40.2a the dependence of absorption coefficient on the incident light photon
energy is plotted for |001〉 → |001〉 transition at 273 and 300 K temperatures when
external electric field is absent. Here the

∣
∣nρ,m, nz

〉
notation is used. Figure 40.2b

presents the dependence of absorption coefficient on the incident light photon energy
at 300 K but for both transitions |001〉 → |001〉 and |002〉 → |002〉, and one can
see that due to the symmetry of the coupled QDs these levels are degenerated and
absorption curves coincide. One can notice that curves in Fig. 40.2 are broadened.
The broadening mechanisms and parameters are discussed in details in [20]. When
external electric field is present (F = 103 V/m) one can see that the corresponding
curves are separated (see Fig. 40.3a). Thus, the presence of external electric field

Fig. 40.3 Dependence of absorption coefficient on the incident light photon energy a for |001〉 →
|001〉 and |002〉 → |002〉 transitions, at 300 K temperature, b for different values of electric field
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Fig. 40.4 Dependence of PL on the light energy for |001〉 → |001〉 transition at 273 and 300 K
(a), and for transitions |001〉 → |001〉 and |002〉 → |002〉 at 273 and 300 K (b)

removes the degenerate states. In Fig. 40.3b one can see the behavior of the absorption
coefficient curves at different values of external electric field intensity.

Figure 40.4a presents the dependence of PL spectra on the light energy for the
|001〉 → |001〉 transition at 273 and 300 K when external electric field is absent.
Figure 40.4b presents the influence of external electric field on the PL spectra for
both transitions |001〉 → |001〉 and |002〉 → |002〉.

40.4 Conclusion

In the work presented, the theoretical study of external electric field effect on the
interband optical absorption and photoluminescence spectra of vertically coupled
cylindrical quantum dots with modified Pöschl-Teller potential has been carried out.
Coupling between two quantum dots affects their electronic structure, which can be
controlled by changing the interdot distance. Such structures are great candidates
for physical realization of qubits and quantum gates, which are the foundation of
quantum computers. It is shown that the position of the absorption curve peak is
independent of temperature, while the intensity is dependent. It is shown that the
application of external electric field separates charge carriers spatially, which in turn
causes a blue shift of the absorption and photoluminescence peaks and a reduction
of their peak values. It should be noted, that the absorption curves for transitions
|001〉 → |001〉 and |002〉 → |002〉 at 300 K merge, while the presence of external
electric field separates these curves, in other words, the degeneration of levels is
moved.
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Chapter 41
Features of the Conductive Carbon
Coatings Formation on Titanium
Electrodes Using C60 Ion Beams

Vladimir Pukha, Andrey Belmesov, Alexander Glukhov, Igor Khodos,
Mahdi Khadem, Dae-Eun Kim, Kirill Krainov, Alexander Shakhmin ,
and Platon Karaseov

Abstract The regularities of superhard carbon nanocomposite (CNCs) growth on a
titanium substrate using accelerated C60 ion beam are investigated. Substrate temper-
ature Ts and ion energy E are the main parameters varied during film growth. The
formation of CNC coatings with a specific electrical resistance below 1 � × m is
observed at a substrate temperature Ts above 300 ºC and ion energies from 5 to
8 keV. CNC coatings obtained at Ts in the range of 300–400 ºC consist of graphite
crystals with a size of 1–2 nm enclosed in a diamond-like matrix. The sp2/sp3 bond
ratio weakly depends on Ts in this temperature range and slightly decreases with ion
energy increase (from 0.33 to 0.26 at 5–8 keV). Diamond-like coating grows on a
substrate at Ts lower than 300 ºC by 5 and 7 keV ions. At an ion energy of 8 keV
and above sputtering of the substrate was found. In all cases a TiC layer is formed at
the substrate-coating interface due to the ion-beam mixing. Formation of this inter-
layer provides good adhesion of the coating to the substrate. The CNC coating on Ti
exhibits high corrosion resistance and good protective properties. Thus, composite
carbon films could be used as a conductive electrode in various chemical and bio
applications.
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41.1 Introduction

Titanium and its alloys are currently the main materials for medical implants in
orthopedics, traumatology, and dentistry [1] as titanium has a unique combination
of properties required for biomaterials, namely, bioinertness, hypoallergenicity, lack
of toxicity, etc. These properties appear primarily due to the thin layer of titanium
oxide always present on the surface. The disadvantage of titanium is poor tribolog-
ical properties (high coefficient of friction and wear) [2] which make it practically
impossible to use it in rubbing joint pairs. Moreover, titanium oxide is not stable in
the corrosive environment of the organism which complicates its use as electrode
biosystems.

To date, various technologies have been proposed for modifying the surface of
titanium alloys, aimed both to solve problems with wear resistance and to improve
the electrical properties of the surface. One of the candidates for hardening the
surface of titanium and its alloys are carbon based coatings, including diamond
and diamond-like carbon films [3, 4]. Superhard carbon-based coatings, including
hydrogenated ones, are collectively referred to as diamond-like carbon (DLC). DLC
is a non-crystalline carbon with a high proportion of diamond-like (sp3) bonds. DLC
possess excellent physical properties (high hardness, high modulus of elasticity),
and also are chemically inert to any acids, alkaline solutions and organic solvents.
DLC can be effectively used to coat implants in contact with bone and soft tissues
of an organism. Metal implants with a diamond-like carbon coating exhibit high
biocompatibility. Carbon-based coating does not affect blood coagulation; it serves as
an effective barrier preventing the diffusion of metal ions into surrounding body. The
validity of the use of carbon materials as a coating of endoprostheses and implants
is based on the ability of carbon materials to stimulate osteogenesis. In addition,
carbon coatings have a biostimulating effect, improving the regeneration of the tissues
surrounding the implant. Products of wear and tear or destruction do not have a
harmful effect on the surrounding tissues, lymph nodes and the body as a whole
[5]. The combination of a low coefficient of friction (COF) and high wear resistance
makes it possible to significantly increase the durability of precision friction pairs,
for example artificial joints. In addition, DLC is an attractive electrode material due
to its antifouling properties. For example, DLC exhibited high static resistance to
the adhesion of Staphylococcus aureus and Staphylococcus epidermidis compared
to titanium, tantalum and chromium [6–9].

Another positive development for the use of hard carbon coatings is their elec-
trochemical properties. The rate of electrochemical reactions significantly depends
on the electrode surface properties. The kinetics of oxygen and hydrogen evolution
on a diamond-like carbon film is much slower than on the most commonly used
metal electrodes [10]. Doping with boron atoms is used in order to make the films
conductive [11]. Ion beam irradiation can be used to improve its properties [12, 13].
Such coatings are an excellent electrode material due to the large potential window
in an aqueous solution, low background current, fast electron kinetics, and chem-
ical stability [14, 15]. These characteristics of carbon-based electrodes have been
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used in many applications. Unfortunately, the chemical vapor deposition method
used to grow conductive diamond-like carbon films is carried out at high tempera-
tures (>800 °C), which limits the choice of substrate materials. Superhard carbon
coatings, which can be obtained at low substrate temperatures (Ts), usually have
high values of electrical resistance and also require doping to increase conductivity.
Doping with nitrogen and boron is not effective for DLC films. Nitrogen doped DLC
is n-type semiconductor where nitrogen acts as a weak compensative donor. Boron
is a weak p-type impurity for non-hydrogenated DLCs. Doping with metals is much
more effective, but in this case the diffusion of metal ions into surrounding tissues
is highly expected [10].

Recently, we have demonstrated pure carbon nanocomposite (CNC) coatings
synthesized using accelerated C60 ion deposition [16 17 18]. CNCs are formed by a
few keV energetic ions at relatively high substrate temperatures (300–400 °C), and
consist of 1–2 nm in size graphite nanocrystals enclosed in an amorphous diamond-
like matrix [17]. In contrast to DLC coatings, CNCs have a high ratio of hardness
to Young’s modulus (0.13–0.14) along with high hardness (H ~ 40–60 GPa), which
reduces the likelihood of brittle fracture of the coating under load [18]. In addition,
they have excellent biocompatibility [16], which allows them to be used as medical
antifriction coatings (for example, artificial joint parts coating). Such films have a
high conductivity comparable to that of graphite the necessary sp3-bonded carbon
structure, which usually exhibits a wide potential window. In addition, sp2 carbon
is very important for obtaining the electrode activity required for the oxidation of
target molecules.

Thus, modification of the surface of titanium and its alloys with CNC coatings
can not only protect the titanium surface from corrosion and improve its tribological
properties, but also make it possible to use it as an electrode material for detecting
a number of biomolecules, for measuring biopotentials and controlling bionic pros-
theses with their help. In this work, we investigated the regularities of the deposition
of coatings on a Ti surface under irradiation with 5–8 keV C60 ions. Sputtering of
a target by fullerene ions has a significant effect on the formation of coatings plays
important role in this energy range [19]. Special attention is paid to the revealing
relation between CNC coating structure and properties and deposition conditions.

41.2 Experimental

The installation and themethodof depositionof carbonnanocomposites are described
in detail in [17]. Polished VT1-0 titanium plates 10 mm3 × 10 mm3 × 0.5 mm3 in
size were used as substrates. The substrate was heated using halogen lamps and
kept at temperatures (Ts) 100, 200, 300, 350, and 400 °C. Fullerene C60 powder
of 99.5% purity (NeoTechProduct, St. Petersburg, Russia) was used as a starting
material. Fullerene powder was purified by vacuum distillation before use. The ion
beam passed through a system of electrostatic lenses, and a magnetic mass separator
onto a substrate covered a ~1 cm diameter spot. The ion energies were 5, 7, and
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8 keV. Base pressure in the chamber during deposition was ~10−4 Pa. In order to
distinguish samples, we have developed the following notation to encode all the
important parameters. The first two characters represent the substrate material (Ti),
one digit after the dash indicates the energy of the fullerene ion, and the last three
digits after the second dash indicate the deposition temperature. For example, Ti-5-
300 denotes a film deposited with a 5 keV beam at 300 °C.

After C60 ion bombardment, samples were examined using X-ray photoelectron
spectroscopy (XPS), atomic force microscopy (AFM), Rutherford backscattering
(RBS), and transmission electron microscopy (TEM). NanoFab-25 (NT-MDT) was
used to study samples by XPS. An Au film less than a nanometer thick was deposited
on a carbon film to check a possible charge-related shift in the position of the Cls
peak [20]. The crystal structure of the coatings was determined by TEM using a
JEM-2100 microscope. Titanium substrate was dissolved in a mixture of HNO3 and
HF acids (10:1), and then the carbon film was washed in deionized water and placed
onto a copper electron microscopic grid.

Electrical measurements were carried out using the four-probe technique. Corro-
sion tests were carried out in a three-electrode liquid cell (0.9% NaCl in water) with
a platinum auxiliary electrode, and a silver-chloride reference electrode. Test sample
was used as a working electrode. The measurements were carried out using Elins
P40x potentiostat at 25 °C, in argon ambient to avoid oxygenation. The potential was
scanned in the range from −0.5 to 1 V at a rate of 0.3 mV/s. Corrosion current and
potential were calculated from the data obtained using the standard procedure [21].

41.3 Results and Discussion

41.3.1 Carbon Coating Deposition

Carbon coating with thickness proportional to the beam current and deposition time
was observed on the titanium surface irradiated using 5 and 7 keV C60 ions at all
Ts. No coating is observed on samples irradiated by 8 keV ions at Ts < 200 °C.
Carbon film appears on the substrate surface if Ts exceeds 300 °C. The absence of
a continuous coating at low temperatures was confirmed by the RBS method and
survey XPS spectra (see Fig. 41.1). Figure 41.1a reveals the presence of significant
amount of titanium atoms right on the surface of the Ti-8-200 sample, whereas it is
strongly shifted deep for Ti-5-400 due to the presence of carbon film. Figure 41.1b
shows the presence of O1s and C1s peaks in the XPS survey spectra in both cases.
In addition, the Ti2p peak is clearly seen in the XPS spectrum of the sample grown
at 100 °C, which is absent in the spectrum of the sample obtained at Ts = 400 °C.
Similar phenomenon was earlier observed on silicon target at the same temperatures
and C60 ion energies [19, 22], as well as at lower energies for substrates coated with
In2O3-SnO2 [23] and was explained by the strong effect of sputtering process.
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Fig. 41.1 RBS spectra of selected samples as indicated a, andXPS spectra of carbonfilms deposited
on Ti substrates b

41.3.2 Carbon Bond Composition

It is known that the properties of amorphous carbon coatings are significantly affected
by the hybridization of electrons of atoms. In particular, the hardness and Young’s
modulus of the coating are mainly determined by the sp3 bond concentration. X-
ray photoelectron spectroscopy was used to determine the sp2/sp3 bond ratio in the
obtained coatings. Figure 41.1b illustrates typical survey spectra. Typical C1s peaks
are shown in the Fig. 41.2 together with their deconvolution. It can be easily seen
that C1s peak consists of two main peaks at 285 and 284 eV appear from sp3 and sp2
bonded atoms respectively [20]. Side peaks seen at about 286.4 and 288.7 eV are due
to C-O and C=O bonds respectively. An additional peak at an energy of 281.6 eV
corresponding to C-Ti bonds is present in the spectra of samples irradiatedwith 8 keV
C60 ions at Ts = 100 and 200 °C (see Fig. 41.2b). Similar effect was found in the
case of Si target irradiation [22]. Titanium carbide also appears at a lower C60 ion
energy at the initial stages of coating growth, regardless of the substrate temperature.
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Fig. 41.2 Typical XPS spectra obtained from samples irradiated with 8 keV C60 ions at low a and
high b substrate temperature
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ApproximationwithGaussian functionwas used to deconvolute Cls spectra. Iden-
tical parameters were used in the deconvolution analysis of spectra. The composition
of the film was determined as the ratio of the areas under the C1s peak components
(see Fig. 41.2). In all cases studied, the sp3/sp2 ratio exhibits very slight dependence
on the substrate temperature within the values corresponding to the nanocomposite
coatings formation. It decreases from 3.9 to 3.5 at 5 keV, and from 2.8 to 2.2 at 8 keV,
with Ts increase from 100 to 400 °C, and 300 to 400 °C respectively.

41.3.3 Coating Structure

TEM studies have shown that coatings grown at temperatures of 100 and 200 °C
are amorphous. A characteristic halo is observed in the microdiffraction patterns
(not shown here). An increase in Ts leads to the formation of graphite nanocrystals.
The reflection in the form of a blurred ring corresponding to the interplanar spacing
of 0.33 nm (which is close to 0.338 nm of (002) interplanar spacing of graphite)
is well distinguished in the microdiffraction pattern taken from the sample grown
by 5 keV ions at Ts = 300 °C (See Fig. 41.3a). This reflection becomes narrower
and more intense with Ts increase, while the intensity of the halo from amorphous
carbon decreases. Graphite (004) reflection appears at Ts = 350 °C and becomes
better manifested at 400 °C. Thus, the perfection and size of graphite nanocrystals
increases with an increase in the deposition temperature, although the amorphous
halo is still present in the microdiffraction pattern. Ion energy change from 5 to
8 keV has a little effect on the coating structure. Formation of graphite nanocrystals
is slightly enhanced at Ts = 350 and 400 °C. Thus, it can be concluded that CNC
coatings are formed on titanium in the temperature range from 300 to 400 °C. CNC
consists of 1–2 nm in size graphite nanocrystals enclosed by an amorphous carbon
matrix. Similar effect was earlier observed on silicon substrates [17].

Fig. 41.3 Bright field TEM images of nanocomposite carbon coatings obtained by 5 keV C60
ion beam irradiation of a substrate at a temperatures of a 300 °C, b 350 °C, c 400 °C. The inset
shows microdiffraction patterns from these regions. Dark spots in the image (C) are from graphite
nanocrystals
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It should be noted that a significant change in the crystal structure of coatings
in the deposition temperature range of 300–400 °C (see Fig. 41.3) occurs with an
almost unchanged sp3/sp2 bond ratio (see Fig. 41.2).

41.3.4 Potentiometry

Corrosion resistance in a medium simulating biological fluids was studied in the
potentiodynamic mode. According to the measurement results (see Fig. 41.4), it can
be seen that the carbon coating protects titanium well, since there is a significant
shift in the corrosion potential and a decrease in the corrosion current. Also, by the
absence of additional peaks on the polarization curve of a sample protected by a
carbon film, one can judge the continuity of the carbon coating. Table 41.1 presents
corrosion parameters obtained for bare and CNC coated Ti substrate. It is seen that
corrosion potential is almost twice higher whereas corrosion current in almost order
of magnitude lower for the CNC coated sample.

Fig. 41.4 Polarization
curves measured on bare and
CNC coated Ti plates
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Table 41.1 Corrosion
characteristics

Corrosion potential, V Corrosion current,
A/cm2

Bare Ti 0.387 1.4 × 10−9

CNC coated Ti 0.625 3.3 × 10−10
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41.3.5 Electric Conductivity

In order to investigate the electrical conductivity of CNC coatings special sample
geometry has been developed. Four silver strips 1 mm2 × 5 mm2 in size spaced
by 4 mm distance between them were deposited onto a polished sapphire substrate.
Then, a thin titanium layer was deposited above these strips through a 4 mm wide
mask by electron beam evaporation until electric conduction appeared between them
and the resistance decreased to 100�. The resulting structure was used as a substrate
for the deposition of CNC coatings. The layer thicknesses were 10 and 200 nm for
Ti and CNC, respectively as determined by AFM measurements at a step formed by
a silicon mask. The resistance decreased to 90 � after CNC coating grown by 8 keV
ion beam at Ts = 400 °C. If we consider Ti and CNC coating as two independent
conductors connected in parallel, then the specific resistance of the CNC coating is
1.7 × 10−4 � × m. A decrease in the ion energy to 5 keV at the same Ts leads to a
decrease in the resistance to 98 � and a specific resistance to ~1 × 10−3 � × m.

41.4 Conclusions

In conclusion, we report formation and properties of carbon-based nanocomposite
that can be used as hard conductive coating for electro-chemical, biological and
medical applications. Amount of sp3 bonded carbon atoms in the film slightly
decreases with temperature raise from 100 to 400 °C. Nanocomposite film consisting
of graphite nanocrystals (~1.5 nm in size) embedded in diamond-like matrix forms
at Ts above 300 °C. Nanocomposite is formed due to the spatial separation of sp3

and sp2 components, and not due to the conversion of sp3 to sp2. Bombardment
with 8 keV C60 ions sputters Ti substrate at the temperatures up to 200 ºC. Growth
of nanocomposite carbon film starts at Ts = 300 ºC. Amount of sp3 bonds in the
films is slightly lower in this case and formation of graphite nanocrystals is less
pronounced. Formation of Ti-C interlayer at the interface between the composite
and the substrate provides excellent adhesion. Low sheet resistance provides possi-
bility to use the composite films as a highly conductive protective electrode in various
applications. Titanium electrodes covered with a conductive chemically inert coating
are very suitable to measure biopotentials and control bionic prostheses.
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Chapter 42
Development of a Data Acquisition
System for Monitoring Environmental
Parameters of Laboratories

Vladislav A. Kruglov, Vladislav S. Reznik, Konstantin S. Sychev,
and Van Sinian

Abstract Currently, industrial sensors employing RS-485 communication channel
are widely used. A large variety of such sensors allows a wide range of tasks to be
solved. The RS-485 communication link allows the simultaneous use of up to 128
sensors, which in turn leads to the need for a data acquisition system, as well as the
output of these sensors in a convenient form for the end-user. In accordance with this,
this paper is devoted to the development of a sensor data acquisition system using an
RS-485 communication channel. This data acquisition system contains an RS-485
communication link, an Ethernet link for data output to the end user, and a USB link
used for debugging and controlling the board firmware. The control board uses a
single-board computer Raspberry PI compute Module 3. This article discusses the
main protection schemes of the channels used, the main schemes necessary for the
correct operation of Raspberry Pi Compute Module 3, as well as the basic principles
of the data acquisition system.

Keywords Data acquisition system · Protection circuits · RS-485 · Ethernet · USB

42.1 Introduction

Currently, in almost any industry sector, there is a need to control the processes
being carried out [1–9]. Nowadays many devices have been developed to imple-
ment various measurements [2, 5, 6, 9–18]. Different methods of measuring phys-
ical parameters are used depending on the tasks to be solved [10, 11, 13–17, 19–25].
Optical sensors have the greatest potential [14–17, 26–32]. In some cases, they allow
transmitting information over fiber-optic communication lines over long distances
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(remote control) [6, 33, 34]. When monitoring complex technological processes, it
is necessary to use many sensors.

In this case, systems that perform centralized control based on information
received from sensors have a great advantage in monitoring.

To ensure centralized management, it is necessary to obtain synchronized infor-
mation, which can be provided by a system for collecting data from sensors that
can be installed directly at the point of observation and a communication channel
with external access. Similar problems are solved when processing signals in radar
stations from many receiving antennas [35–40].

42.2 Structure of the Data Acquisition System

Due to the wide possible functionality of sensors that communicate via the RS-
485 communication channel, this implies a wide application of the data acquisition
system itself. Therefore, one of the important parameters of the system itself will be
low cost, small size, the ability to place it in various places, as well as convenience
and ease of use.

Based on these parameters, the system under development is made in the form
of several printed circuit boards, the dimensions of which allow them to be placed
in the D6MG standard case. The advantage of this choice is several factors at once:
the possibility of placing this housing on a DIN-rail, which in turn allows you to use
the data acquisition system as a ready-made housing device and place it in various
places, as well as the possibility to use terminal blocks as connectors, which in turn
simplifies the operation of this device.

In addition, for ease of operation, the developed system has several LEDs on the
front panel, each of which displays the status of the system, a reset button, as well
as a USB connector necessary for configuring the system.

The block diagram of the developed data acquisition system is shown in Fig. 42.1.
The main part of the system is a single-Board microcomputer Raspberry Pi

Compute Module 3. This microcomputer exchanges data with communication
channels, as well as provides data exchange between them.

Due to the fact that Compute Module 3 does not have the ability to communicate
using RS-485 and Ethernet communication channels, it was decided to use different
interface converters.

The RS-485 interface was converted to UART by using the MAX485 chip. In
addition, the implementation schemeof theRS-485 channel includes several different
protection schemes, such as protection against overvoltage of the communication
channel or against incorrect connection.

Also, to protect the rest of the circuit and to ensure the independence of the signal
circuits of the system and the connected sensors, a galvanic isolation of the part of
the circuit responsible for the RS-485 communication channel and the rest of the
circuit was implemented.
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Fig. 42.1 Block-diagram of data acquisition system

The Ethernet interface was converted to SPI by using the ENC28J60 chip. Inter-
ference protection schemes were implemented for the correct operation of the
interface.

To ensure the initial configuration of the system, as well as the configuration of
the Compute Module interfaces, it was decided to use the existing UART interface.
For the convenience of debugging and configuration, it was decided to use the USB
communication channel in order to debug from the computer. The CP2102 chip is
used to convert the UART interface to USB.

Considering that debugging can be performed from another device, similar to the
RS-485 channel, galvanic isolation was implemented.

To configure the system for working with sensors, a second USB communication
channel is used, implemented as a connector to which various USB drives can be
connected.

In order to ensure ease of operation, it was decided to use + 12 V as the
supply voltage. The power supply circuits of the various components of the circuit
also include protection circuits against incorrect connection, as well as against
overvoltage.

42.3 The Principle of Operation of a Data Acquisition
System

Since the data acquisition system must work with different sensors using the RS-
485 communication channel, it is necessary to configure the system to work with
different sensors.
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Fig. 42.2 Block diagram of working process of the data acquisition system

To implement this configuration, a USB communication channel is used. Before
working, the user needs to write a configuration file to a USB drive that would
contain data about the sensors used. This file must be written using YAML. The
Python programming language is used to process this data.

The block diagram of the data acquisition system after the configuration is shown
in Fig. 42.2.

After the correct configuration, the data acquisition system starts exchanging data
with the sensors. In this case, the survey is performed sequentially. The number
of sensors is limited by the capabilities of the RS-485 communication channel and
cannot exceed 128 sensors.

Next, the data is processed by Compute Module 3 and a future shipment is
generated, which is then sent to the user’s server using an Ethernet communication
channel.

42.4 Hardware Realization

After the basic principles of building the described data acquisition system have been
implemented, it is necessary to implement it at the hardware level. To do this, you
need to develop a circuit and a printed circuit board of the system.

An example of circuitry solutions used in the development of the hardware level
of the data acquisition system is shown in Fig. 42.3. This schematic diagram shows

Signal

3

1
2

XT3

MB312-508M3

GND(RS485)

VD5

SMAJ12CA-TR

20 kOhm

R5

+5V2

GND(RS485)

+5V2

GND(RS485)

120 Ohm

R7

-B

-B

20 kOhm

R10 VD6

SMAJ12CA-TR

+A +A
RS-485 

SMAJ12CA-TR

VD4
1RO 2*RE 3DE 4DI5 GND

6 A
7 B
8 VCC

DD4

MAX485CSAT

Fig. 42.3 Schematic of RS-485 communication channel
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the communication channel with RS-485 sensors, as well as its protection circuits,
the scheme for converting the RS-485 interface to UART.

As one of the protection circuits, TVS-diodes are used,which prevent the influence
of transients, such as, for example, electrostatic discharge, overvoltage or switching
transitions. To protect USB-based communication channels, an IP4234 protection
circuit is used, which consists of several diodes that prevent the communication
channels, as well as the power and ground lines from closing to each other.

For this device, printed circuit boards were developed, which are shown in
Fig. 42.4. For a convenient design of printed circuit boards, two were developed: the
first, which houses the main elements of the data acquisition system communication
channelswith sensors, a debug channel based on theUARTprotocol, and anEthernet-
based channel. It also houses the Compute Module 3 itself in the SODIMM-200
connector.

The second printed circuit board allows 4 LEDs to be displayed on the front panel
of the device housing to display the system status (communication with sensors,
communication with the server, connection via one of the channels based on UART
or USB, as well as the presence of system power), as well as a USB connector for
external storage.

Fig. 42.4 Printed circuit boards of data acquisition system
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Fig. 42.5 Results of measurements

42.5 Results

As a result, the developed system was tested using 3 temperature sensors. These
sensors were installed in various parts of the laboratory, and the obtained data were
displayed on the server screen in real time. In addition, the obtained parameters were
averaged. The results are shown in Fig. 42.5.

At the moment, there are several successful analogues of such systems on the
market based on the Compute Module from Raspberry, which can be performed
both in the form of simple expansion cards or ready-made devices. However, the
significant disadvantages of such solutions are their high price and the impossibility
of their convenient use in laboratories, for example, the lack of a convenient case for
placing the system on a DIN rail. The developed system is designed to solve some
of the existing shortcomings.

42.6 Conclusion

Thus, the developed data acquisition system allows communication with various
sensors using theRS-485 communication channel.Due to the use ofComputeModule
3, the system is able to work with various sensors. In addition, the implemented
protection circuits allow the unit to be protected against various contingencies.
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Chapter 43
Determination of Electrophoretic
Mobility of Magnetic Fluids
by Electrophoretic Light Scattering
Method

Ekaterina A. Savchenko , Olga I. Tkach, Alexey N. Skvortsov ,
and Peter A. Nekrasov

Abstract The electrophoretic mobility of magnetic fluids was determined by elec-
trophoretic light scattering approaches. Parameters of magnetic liquids such as
particle size, electrophoretic mobility and zeta potential have been studied, which
are particularly important for the study of binding capacity, solution stability and
the tendency to coagulation. The experimental setup for measuring electrophoretic
mobility is presented. The results obtained with our setup were compared with data
measured with a commercially available Zetasizer Nano instrument. The results of
an experimental study of the parameters of magnetic fluids are discussed.

Keywords Magnetic fluids · Dynamic light scattering · Electrophoresis ·
Electrophoretic light scattering

43.1 Introduction

Surface functionalized magnetic nanoparticles have been widely used in a range of
biological applications [1–3]. Magnetite Fe3O4 is an easily degradable material, and
it is therefore useful in bioseparation and catalytic processes.Magnetite nanoparticles
have also been extensively studied in biomedicine [4] due to their superparamagnetic
properties, high biocompatibility, and lack of toxicity to humans. Raw magnetite
nanoparticles possess high surface energy and thus tend to aggregate quickly. Such
strong aggregation degrades their adsorption properties and magnetic efficiency; so
the nanoparticles are frequently coated with organic or inorganic layers to prevent
aggregation. Such coatings not only stabilize the magnetite nanoparticles but can be
easily used for further functionalization.
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In this case, it is of great importance to study the mechanisms of charge transfer
in magnetic fluids and features of the flow of electrokinetic phenomena. There are
several methods to study electrokinetic phenomena. The method that is used in the
present work is electrophoretic light scattering, which combines the phenomena
of dynamic light scattering and electrophoresis [2]. This method was chosen due
to short time of measurements, minimal sample preparation; the method is also
non-destructive and does not damage the sample.

43.2 Techniques

Electrophoretic light scattering (ELS) is based on measuring the fluctuations of scat-
tering intensity from colloidal nanoparticles [5]. The total motion of the dispersed
particles is combined from random Brownian motion, directed motion of colloidal
particles in electric field (electrophoresis), and electroosmotic flow of the liquid.
In the electric field the particles of the sample gain a certain velocity named elec-
trophoretic velocity, which is proportional to the applied electric field. The propor-
tionality coefficient is electrophoretic mobility, which is an important characteristic
property of the particles.

Measurements were made by recording of autocorrelation characteristics (ACF)
of the light scattered by moving particles [5]. Uncharged particles do not contribute
in this case. The measured signal results from two types of motion from all the
particles in the light scattering volume. The ACF is a product of cosine Function
(43.1) exponential decay function

G(τ ) = Ae−Dq2τ · eiqμE ·cosθ/2, (43.1)

where the first factor is related to random motion, D is diffusion coefficient. The
second factor corresponds to directed motion in the electric field, E is electric field,
μ is electrophoretic mobility, and q is scattering vector.

As ACF was a known function, it was possible to define the oscillation period �t,
which yielded the value of electrophoretic mobility μ through Eq. (43.2)

�t = 2π

μEqcosθ
/
2

(43.2)

whereq is scattering vector, θ is the scattering angle.
If all of parameters are known, we can calculate zeta potential using formula

ζ = 3
μη

2 f (ka)εε0
(43.3)
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where η is dynamic viscosity of sample, f(ka) is Henry function, k is thickness of
double layer (Stern layer), a is radius of the particle, ε0 vacuum permittivity, ε

absolute permittivity. We used Smoluchowski theory [6, 7], which considers f(ka)
→ 1.

Two measurement modes exist: homodyne and heterodyne. In heterodyne mode
the interference pattern between the scattered light and reference beam with prede-
fined frequency shift is analyzed. However, the influence of the electric field on
colloidal solution produces some difficulties for the heterodyne mode. Parasitic
effects like electroosmotic flow and thermal convection due to Joule heating make it
very difficult to match the phases of the two beams work [8–10].

Therefore, the homodyne mode was used in this work for simplicity because
there is no need for additional items in scheme forming a direct beam. Also, it is not
necessary to reconcile the wavefront of the direct and scattered beams, which is a
difficult task and requires careful control. A high-sensitivity photodetector and high
sampling frequency was used for noise resistance.

In the future, we plan to develop a method for matching wavefronts [9, 11–13]
and create an installation for the heterodyne method.

43.3 Experimental Setup

The experimental setup was developed in accordance with the selected method. Its
main structural elements are presented in Fig. 43.1.

The beam of a 10mWdistributed Bragg reflector laser with wavelength of 633 nm
was passed through the pinhole (to eliminate the side modes of the laser) and was
focused using a short-focus lens on the sample sell. The diameter of the irradiation

Fig. 43.1 Setup for measuring the electrophoretic light scattering: 1—laser, 2—diaphragm
(pinhole), 3—electrodes and sample, 4—power supply, 5—optical fiber, 6—photomultiplier,
7—ADC, 8—computer
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spot behind the lens was estimated by the following formula:

D3 = 1.22*f

D2
(43.4)

where f is the focal length of the lens, D2 is spot size before the lens. In the present
case the beam diameter at the focus of the lens comprised 80 μm. The radiation was
focused inside the cell with the investigated liquid, where it was partially scattered.
The scattered light was captured by optical fiber [14–17] at the angle θ = 15° (larger
scattering angles were not used because of a stronger influence of diffusion on light
scattering) and detected by a photomultiplier. The signal from the photomultiplier
was digitized by an A/D converter board [15] with sampling frequency of 100 kHz.
One continuous series comprised 3 s, which made it possible to detect fluctuations
resulting from the electrokinetic motion. These fluctuations had larger oscillation
period than the fluctuations related to Brownian motion (Doppler frequency is less
than 100 Hz).

43.4 Results

The objects of our studies were samples of magnetite Fe3O4 suspended in water. The
average size of the particles was about 100 nm and typical concentrations comprised
0.02%. Concentration of solution was selected to provide the necessary amount of
500–1000 particles in the scattering volume. The ferrofluids sampleswere thoroughly
mixed prior themeasurements. The dynamic viscosity wasmeasured for temperature
25 °C. The autocorrelation functions measured from ferrofluids sample with and
without external electric field are presented in Fig. 43.2.

We can see the periodicACFunder the influence of the electric field [18, 19], while
without electric field ACF is decaying exponential. For following calculation elec-
trophoretic mobility by formula (43.2) we use an average period of ACF about 0,03 s
shownat Fig. 43.2.Next,we compared the results obtainedusing the developed exper-
imental setup and the measurements by commercial device Zetasizer Nano (Malvern
Panalytical, United Kingdom). The obtained values of electrophoretic mobility and
zeta-potential are presented in Table 43.1. Also, we need to match values of zeta
potential with a well-known line between stable and unstable suspensions which
taken as + 30 or −30 mV [20, 21].

The data obtained by the experimental setup developed in the present work match
the data from the commercial device Zetasizer Nano within the acceptance error. In
homodyne mode we cannot determine the sign of electrophoretic mobility [11] and
therefore we can compare values only by absolute value.

The difference in the obtained results is due to different experimental schemes
for the homodyne and heterodyne modes, and insufficient control of the dynamic
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Fig. 43.2 Autocorrelation
functions of ferrofluid
samples without external
electric field (a), and in
external electric field of
25 V/cm (b)
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Table 43.1 Electrophoretic
mobility and zeta-potential
obtained in various
measurement setups

Parameters Developed
experimental setup

Commercial device
Zetasizer Nano

Electrophoretic
mobility, μm
‧cm/s‧V

2.13 ± 0.50 −2.11 ± 0.30

Zeta-potential,
mV

−26.40 ± 1.28 −26.90 ± 3.89

viscosity of the sample and its temperature dependence. In general, the expected
zeta-potential values [22–25] of ferrofluids have been successfully received.
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43.5 Conclusion

In this work we developed an experimental setup for measuring electrophoretic light
scattering in homodyne mode. We were able to determine electrophoretic mobility
for a solution of magnetite nanoparticles (Fe3O4) and the zeta potential, which is
important for the solution stability. The data obtained by the developed experimental
setup match the data from the commercial device Zetasizer Nano within the accep-
tance error. According to resulting values, ferrofluid of Fe3O4 in aqueous medium
is acceptable for using as a medical agent for bloodstream, and it is also a potential
transport or diagnostic agent.
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12. V. Uskoković, Dynamic light scattering based microelectrophoresis: main prospects and
limitations. J. Dispers. Sci. Technol. 33(12), 1762–1786 (2012)



43 Determination of Electrophoretic Mobility … 413

13. P. Carvalho,M. Felício, N. Santos, S. Gonçalves,M.Domingues, Application of light scattering
techniques to nanoparticle characterization anddevelopment. Front. Chem.6(237), 1–17 (2018)

14. A. Markvart, L. Liokumovich, N. Ushakov, Fiber-Optic Fabry-Perot interferometric sensor for
pulse wave registration, in 2019 IEEE International Conference on Electrical Engineering and
Photonics (EExPolytech) (Saint Petersburg, 2019), pp. 341–343

15. N. Grebenikova, V. Davydov, A. Moroz, M. Bylina, M. Kuzmin, Remote control of the quality
and safety of the production of liquid products with using fiber-optic communication lines of
the Internet. IOP Conf. Ser. Mater. Sci. Eng 497(1), 012109 (2019)

16. V. Temkina, A. Medvedev, A. Mayzel, Computer simulation of the fiber optic electric field
sensor. J. Phys. Conf. Ser. 1236, 012031 (2019)

17. N.A. Ushakov, A.A. Markvart, L.B. Liokumovich, Pulse wave velocity measurement with
multiplexedfiber optic Fabry-Pérot interferometric sensors. IEEESens. J.20(19), 11302–11312
(2020)

18. F.G. Halaka, Dielectrophoretic dynamic light-scattering (DDLS) spectroscopy. Proc. Nat. Ac.
Sci. 100(18), 10164–10169 (2011)

19. N. Bakir, V. Pavlov, S. Zavjalov, S. Volvenko, A. Gumenyuk, M. Rethmeier, Development of a
novel optical measurement technique to investigate the hot cracking susceptibility during laser
beam welding. Weld World 63, 435–441 (2019)

20. E. Kokufuta, Light scattering and electrophoretic light scattering of biopolymers.Encyclopedia
of Biocolloid and Biointerface Science, vol. 2, 1st edn. (John Wiley & Sons, Inc., 2016)

21. M. Larsson, A. Hill, J. Duffy, Suspension stability: Why particle size, zeta potential and
rheology are important. Annu. Trans. Nord. Rheol. Soc. 20, 209–214 (2012)

22. E.N. Velichko, E.K. Nepomnyashchaya, K.G. Gareev, J. Martínez, M.C. Maicas, Char-
acterization of magnetite-silica magnetic fluids by laser scattering. Appl. Sci. 11(1), 183
(2021)

23. G.L. Klimchitskaya, V.M. Mostepanenko, E.K. Nepomnyashchaya, E.N. Velichko, Impact of
magnetic nanoparticles on the Casimir pressure in three-layer systems. Phys. Rev. B 99(4),
045433 (2019)
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Chapter 44
Infrared Finger-Piece Sensor for ICG
Concentration Measurements

Ilya Kolokolnikov , Elena Velichko , Lyubov Kiseleva ,
and Victor Osovskikh

Abstract Indocyanine green (ICG) is widely used in medicine as contrast media.
It has a high absorbance peak at 805 nm, which is known to be an isosbestic point
of hemoglobin. Therefore, the measurement of indocyanine green absorbance is
independent of the oxyhemoglobin to deoxyhemoglobin ratio, i.e., blood oxygen
saturation. Indocyanine green is unable to penetrate through cell and vascular walls
and can be completely excreted by the liver in several hours, which makes ICG a
safe and well localized compound. Human body tissues have a high transmittance
in the infrared, and, hence, the absorbance peak in the near infrared makes ICG a
very convenient solution for qualitative and quantitative optical in vivo analysis. For
instance, the technologies for liver function assessment using the ICG concentration
dynamics have been known for a long time and PDR (Plasma Disappearance Rate)
is a predictive parameter that has proven to be highly reliable. ICG is also used to
measure a cardiac output, and for ophthalmic angiography, perfusion diagnostics of
tissues, and selective tissue overheating. In this paperwe present a finger-piece device
for measuring the ICG concentration dynamics in a patient’s blood and algorithms
of signal processing.

Keywords Indocyanine green · Optical sensor · Attenuation analysis · Near
infrared · Colorant concentration

44.1 Introduction

Indocyanine green has been used as a contrast media since the late 1950s [1], and
research on the use of its properties in diagnostic medicine is still going on [2, 3].
Indocyanine green is used for diagnostics in many areas of medicine. It is applied
to reliably measure the patient’s liver function [4], blood plasma volume, cardiac
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output [5]. ICG is used in fluorescent imaging, e.g., angiography of blood flow in the
choroid of the eye [6]. In laser surgery a contrast colorant can be used to selectively
heat tissues [7].

Measurements of the ICG concentration dynamics in the patient’s blood are
primarily used to measure the liver function. Since ICG is almost completely elimi-
nated by the liver, the rate of its elimination is direct diagnostic parameter indicating
the ability of the liver to remove extraneous substances.

The basic method for liver function assessment using ICG is a fully invasive
method of sequential blood samples that requires collection of several samples of the
patient’s stained blood several times after a colorant intravenous injection [8]. With
further development of optical technics for colorant concentration measurements an
improved method appeared. The semi non-invasive method of course involves the
injection of the colorant into the patient’s blood, but concentration measurements are
made by a finger-piece optical sensor. Although the in vivo optical measurements
have less accuracy than measurements on the blood sample in a cuvette, they can be
carried out with a much higher frequency. Optical measurement methods [9, 10] and
especially fluorescent analysis [11–13] have a variety of applications in diagnostics
and medical practice.

Some devices that can be used in medical practice for in vivo ICG concentration
measurements exist nowadays. They are, for instance, LiMON (Pulsion Medical
Systems, Germany) and DDG 2001 (Nihon Kohden, Japan). But the only device
available in Russian Federation—LiMON—does not provide the full data set of
measurements. An incorrect measurement of the required parameter (PDR) negates
the advantage in rapidity of the non-invasive test—a repeat can be performed only
after a few hours, when the colorant is completely removed from the blood. A
certain amount of incorrect measurements by LiMON and significant cost of a single
measurement necessitates the development of the device that provides a full data set
to a doctor.

44.2 Materials and Methods

Indocyanine green is a tricarbocyanine colorant—a sodium salt which is normally
available in the powder form and can be dissolved in various solvents, 5% sodium
iodide is usually added to ensure a better solubility. In several first seconds after
injection ICG becomes completely bounded to blood plasma proteins (globulin, α1-
lipoproteins) and distributes within blood volume in 2–3 min [14]. ICG is almost
exclusively captured by the liver and then excreted to the bile without entering the
entero-hepatic circulation [15]. Being bounded to plasma proteins ICG has a sharp
absorption peak at 805 nm—in a shortest wavelength infrared range, where water
and, accordingly, most human body tissues, have a high transmittance.

The colorant concentration measurement technique is based on absorption anal-
ysis using the Beer-Lambert-Bouguer law for light attenuation in an absorbing
medium [16]. The intensity of light transmitted through an absorbing medium is
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Fig. 44.1 Schematic device
representation: 1—emitting
diode; 2—finger;
3—photodetector;
4—braided wires;
5—controller; 6—USB
interface

described by an exponential dependence on the optical path and on the concentration
of the absorbing substance if the medium is a solution.

I = I0 · 10−A (44.1)

where I is the intensity of the light transmitted through the absorbing medium, I0
is the reference point—intensity of the light transmitted through the medium before
colorant deposition, and A is the absorbance.

A = εcz (44.2)

where ε is the absorptivity, coefficient describing interaction of light and solvent for
direct transmission, c is the solute concentration, and z is the optical path length.

After the selection of elements and measurements on a laboratory model, which
were described in earlier reports [17, 18] we created a finger-piece device (Fig. 44.1)
to measure the ICG concentration dynamics in vivo.

A photodetector provides information about the transmitted light intensity. The
intensity measured before colorant injection defines reference point I0. After cutting
off the first-pass peaks, we leave only the elimination area, in which we recalculate
the absorbed light intensity to absorbance which is proportional to concentration.
PDR is measured in percent per minute and can be found as a slope factor of the
logarithmized absorbance curve.

44.3 Results

Our device was placed on the next finger to a LiMON sensor, for parallel measure-
ments, during a usual ICG clearance test. The data obtained are presented in
Fig. 44.2.

The data acquisition was performed with a period of 400 ms. The signal
was distorted by high frequency component created by scattering in the dynamic
inhomogeneous medium and the variable quantity of the contrast medium in the
capillaries.
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Fig. 44.2 Obtained signal

On the plot of the signal, we can see the first-pass peak, after the moment of
injection, when absorbed light intensity grows sharply. Then the first recirculation
peak can be identified, it represents thewave of plasmawith a high ICG concentration
and shows while colorant is still not distributed throughout the blood volume.

After recalculating the absorbed light intensity data to absorbance units the
elimination area was logarithmized once again to find PDR.

A

A1
= c

c1
= exp(−0.01 · PDR · t), (44.3)

where A1 and c1 are the absorbance and concentration in the region of stabilized
level of absorbed light intensity after the recirculation peak—90 to 150 s from the
beginning of the measurement, PDR is the plasma disappearance rate—the indicator
of liver function, t is the time.

PDR can be found as a slope of the straight line:

PDR · t = − 100 ln

(
A

A1

)
(44.4)

By using the least squares linearization we got PDR = 2.34%/min.
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44.4 Conclusion

A finger-piece device for in vivo measurements of the indocyanine green (ICG)
concentration dynamics has been developed. Dynamic measurements of the ICG
concentration in a patient’s blood allow one to assess the liver function expressed as
a referent parameter PDR (Plasma Disappearance Rate), which has already proved
to be a reliable prognostic parameter for resection and transplantation procedures.

The colorant concentration was determined by using the absorption analysis
method. Being bounded with plasma proteins indocyanine green has the absorption
peak at 805 nm, which makes measurements independent of the saturation level.

The first measurements on a patient were performed. Further research will be
devoted to reducing noise in determining the required parameter and collecting statis-
tics. Research for the further method progress is related to the practical experience
in fluorescence measurements [19, 20] and data matching of ICG concentration
dynamics and blood flow velocity [21].
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Chapter 45
Ring-Shaped Contamination Detection
System

Yakov Kovach, Artem Petrenko, Stanislav Rochas, Daniil Shiryaev,
Alexey Borodkin, and Evgeni Kolodeznyi

Abstract The paper describes designed and fabricated ring-shaped contamination
detection system based on the effect of total internal reflection. The design of
the detection system was determined by optoelectronic and thermal phenomena
computer simulations. The performance of the assembled system was confirmed
experimentally and the input range for setting the system sensitivity was ~10%.

Keywords IR contamination detector · Ring-shaped system · Total internal
reflection · Lidar · Autonomous cars

45.1 Introduction

Optical navigation, control andmonitoring systems efficiencymay be reduced during
outdoors operation due to contamination of their components [1–6]. Global informa-
tization and automation are bound with a growing demand of new types of sensors
such as lidars [7, 8]. For complete sensor autonomy it is necessary to detect and
remove contamination from sensor’s surface due to a contamination’s negative affec-
tion [1–6]. The contamination of transmitting and receiving optical devices can be
controlled with use of additional integrated optical detectors. The use of such small
dimension optical detectors in boundwith cleaning unit control systems forms a fully
automated cleaning device which can be used in combination with different types of
navigation systems.

An automotive transport, the number ofwhichwill increase significantly on public
roads according to the various news agencies estimates [9], is a promising area
for the described detectors application. In recent years, autonomous cars started to
develop rapidly, and such aspect as the disruption of their navigation systems requires
attention as it poses a danger to road users [10]. Optical detectors utilization allows
one to register lidar and video cameras, which are commonly used in autonomous
cars navigation, contamination and take timely measures to clean up contamination
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using automatic cleaning systems. Additionally, such sensors can be used as a rain
sensor for mobile vehicles and for stationary observation posts.

There are several types of detectors that respond to rain drops on the windshield of
the car had been developed in the past to increase vehicles safety and reliability. The
performance of such rain sensors can be based on changes in electrical circuit capac-
itance [11, 12] or resistivity [13]. In capacitance sensors contamination interferes
with the fringe field, which causes a change in the sensor capacitance. Such sensors
can detect the position and type of an interference material. Resistive sensors act as
a potentiometer the change in resistance of which depends on the amount of liquid
contamination on the surface. There are also optical detectors based on detecting the
radiation intensity changing due to the total internal reflection phenomena [14–16].
The optical system consists of an LED and a photodiode for a radiation and a signal
detection, which are positioned that the light signal of the light source falls on a
glass surface between the critical angle for the transition of radiation from glass into
air and a critical angle for the transition of radiation from glass to water. If there is
contamination on the glass surface, the light is partially scattered into the external
environment, while the signal at the photodiode decreases.

45.2 System Description

The paper describes the scalable cylindrical-shaped optical contamination detector.
The detection system consists of two printed circuit boards (PCB) for an optical
signal emission and detection. The emitting PCB places 16 GaAs-based 50 mW
infrared (IR) light-emitting diodes (LED). The detection PCB places 16 infrared
phototransistors with resistors and operational amplifiers. Both PCBs are placed
between an optical part in the form of a ring with a complex profile. The optical part
designed as a detection system’s casing with a 100 mm diameter, which corresponds
to the diameter of the most common commercial versions of lidars on the market.

The operating principle of the detection system is based on the effect of total
internal reflection of infrared LEDs radiation [15, 16]. Contamination registration is
carried out according to the level of the LEDs optical signal detecting by phototran-
sistors. LEDs and phototransistors are divided into 4 working autonomous sectors
of the same area. The signal inside of each sector is transmitted to an operational
amplifier, which acts as an adder, and to the AVR microcontroller analog inputs for
subsequent signal transmission to cleaning systems.

45.3 Experimental Results

Anoptical part of the detection systemwas simulated inZemax software. Fivemillion
rays were considered in every simulation. The following optical part heights: 20, 30
and 40 mm were studied. For each height wall thicknesses were modeled from 5 to
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2 mm with a 1 mm step. Due to the estimation of the influence of the optical system
dimensions on the maximum illumination in the photodetector plane the following
parameters were selected: height of 40 mm, wall thickness of 2 mm.

Three different profiles of the optical partwere proposed and studied: a profilewith
a prism, a profile with curved prism edges, and a profile with prism and microlenses
(Fig. 45.1a). Although the profilewith prism andmicrolenses is preferable in terms of
maximum illumination at the point, the profile with curved prism edges is preferable
due tomanufacturing resource intensity and a larger area of illumination (Fig. 45.1b).
The integrated optical power is slightly different between both profiles and twice as
high as for the profile with a prism.

Figure 45.2 shows the dependence of the photodetector mean illumination on
the IR LED optical power for a clean and contaminated outer surface of the optical
part, where 1, 2 are the dependences for the profiles with curved prism edges with
and without water layer, respectively, 3, 4 are the dependences for the profiles with
a prism with and without water layer, respectively. The mean illumination change
with contamination for the profile with curved prism edges is 29% and for the profile
with a prism is 12%.

The simulation of the profile with curved prism edges without the water layer on
the surface (Fig. 45.3a) and with the water layer (Fig. 45.3b) with use of 50 mW
optical power radiation source demonstrates that the presence of an additional layer
shifts the radiation beam, thus the maximum illumination in the sensitive area of the
photodetector decreases from 165 to 140 mW cm−2, which corresponds to the 15%
of losses.

The influence of water droplets location was also investigated. An array of one
hundred hemispheres with a diameter of 1 mm was set on the optical part outer
surface. Herein 2 × 107 emanating rays were considered while 1.56 × 107 rays
reach the photodetector’s plane, which corresponds to the 22% of losses. Thus, we

Fig. 45.1 a Types of simulated profiles: with a prism, with curved prism edges, with prism and
microlenses; b corresponding illumination in the photodetector plane
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Fig. 45.2 The dependence
of the photodetector mean
illumination on the infrared
light-emitting diode optical
power
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Fig. 45.3 a Ray diagram and illumination in the photodetector plane for the profile with curved
prism edges without additional water layer; b with a water layer on the outer surface

can assume that the optical part designed from the profile with curved prism edges
can be used as a rain sensor.

The contamination detection of the optical part outer surface implies the installa-
tion of several phototransistors and LEDs inside of the ring-shaped casing. For the
contamination detection not less than 50% of the outer surface of the optical part
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sixteen LEDs were taken. For a 5 mm GaAs LED the illuminated spot diameter on
the optical part is 11.34 mm, which corresponds to 13°1’ of the ring-shaped casing.
Thus, the use of sixteen LEDs overlaps 208°16’ of the optical part which allows to
detect 58% of the outer surface contamination.

To simulate thermal processes of the detection system using the finite element
method, COMSOLMultiphysics was used. The quarter of the computational domain
was considered, and a 40 mW heat source was specified within each GaAs LED.
Convective heat exchange was set on surfaces adjacent to an air. The constructed
computational grid is shown in Fig. 45.4a. The maximum temperature, equal to
333.8 K, was reached on the GaAs LED chip (Fig. 45.4b).

The estimation of the ring-shaped detection system (Fig. 45.5a) operability was
carried out according to the Fig. 45.5b at standard conditions. The following devices
and elements were used: power supply “KEYSIGHT N6705C”, voltmeter “GDM-
78342”, the detection system.

Fig. 45.4 a Constructed computational grid of the detection system; b temperature distribution of
the detection system

Fig. 45.5 a Photo of the ring-shaped detection system; b detection system measurement circuit
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Table 45.1 Photodetector mean output voltage

Sector 1 Sector 2 Sector 3 Sector 4

Output voltage with a clean optical part, V 3.37 3.41 3.36 3.39

Output voltage with contaminated optical part, V 3.05 3.1 2.95 3.05

Relative voltage difference, % 9.5 9.1 12.2 10.0

The voltage at the terminals of the operational amplifiers was measured for a
clean and contaminated outer surface of the optical part, measurement results are
presented in Table 45.1.

The PCB based on AVR microcontroller was designed and fabricated. The input
signal from the detecting system arrives to the analog-digital converter (ADC) of
AVR microcontroller. ADC of used AVR controller has a resolution of 0.005 V,
which allows detecting a voltage drop at the outputs of the operational amplifier.
From the Table 45.1 mean relative voltage difference equal 10.2% or 0.35 V, thus
the AVR microcontroller can detect voltage drop from the optical part outer surface
contamination. The algorithm of signal processing turns on digital outputs of the
AVR controller as the instantaneous value of an input signal differs from the initial
value, the average value of the input signal in first 10 s after the detection system is
turned, by 5%.

The output signal of AVRmicrocontroller activates relays scheme based on relays
and bipolar transistors which start the cleaning cycle using the electric drive and
using the water pump. The duration of a complete cleaning cycle is 7 s, after that
microcontroller turns off the relays scheme. For the supply voltage of the circuit
(12 V) and the supply voltage of the phototransistors (1.2 V) the step-down DC-DC
converter TPS5622 is used.

45.4 Conclusion

The study of the optoelectronic and thermal phenomena allowed us to define the
preferable parameters for the detection system design in terms of application with
the cleaning system. The use of PCB with 16 IR GaAs LEDs with an optical output
power of 50 mW and PCB with 16 phototransistors provides contamination detec-
tion of the 58% optical part outer surface area. Due to the fabricated PCB with an
AVRmicrocontroller the automation detection of 4 detection system separate sectors
contamination is provided.

The detection system operability is confirmed experimentally at standard condi-
tions and the photodetectors relative voltage difference ~10% provides a range to
adjust the sensitivity of the detection system. The obtained detection system can
be used with the majority of light-transmitting cylinder-shaped devices, such as
autonomous vehicle lidar due to its dimensions and scalability.
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10. A. Skarbek-Żabkin, M. Szczepanek, Autonomous vehicles and their impact on road infras-
tructure and user safety, in XI International Science-Technical Conference Automotive Safety
(IEEE, 2018), pp 1–4

11. A. Vasile, I. Vasile, A. Nistor, L. Vladareanu, M. Pantazica, F. Caldararu et al., Rain sensor
for automatic systems on vehicles. Adv. Topics Optoelectron. Microelectron. Nanotechnol. V
7821, 78211W (2010)

12. I. Bord, P. Tardy, F. Menil, Influence of the electrodes configuration on a differential capacitive
rain sensor performances. Sens. Actuators B Chem. 114(2), 640–645 (2013)

13. J. Mukul, J. Kaustubh, D. Sonawane, S. Vinayak, M. Joshi, A novel and cost effective resistive
rain sensor for automatic wiper control: circuit modelling and implementation, in 2013 Seventh
International Conference on Sensing Technology (ICST) (IEEE, 2013), pp. 40–45

14. N. Kyoo, Omni-directional rain sensor utilizing scattered light reflection by water particle on
automotive windshield glass. Sensors 1728–1731 (2011)

15. V. Matusevich, F. Wolf, E. Tolstik, R. Kowarschik, A transparent optical sensor for moisture
detection integrated in a PQ-PMMAmedium. IEEE Photonics Technol. Lett. 25(10), 969–972
(2013)

16. M. Trierweiler, T. Peterseim, C. Neumann, Automotive LiDAR pollution detection system
based on total internal reflection techniques, in J.K. Kim, M.R. Krames, M. Strassburg
(eds.) Light-Emitting Devices, Materials, and Applications XXIV, vol. 11302 (SPIE, 2020),
pp. 1130216–1

https://d19j0qt0x55bap.cloudfront.net/production/onboardings/5e5421415aaa397b552399b4/documents/file/Yole_WCP-LiDAR-Report_April-2018-FINAL.pdf


Chapter 46
Pulse Wave Measurement Using
Fiber-Optic Intermodal Interferometric
Sensor

Aleksandr Markvart, Daria Kulik, Alexander Petrov, Leonid Liokumovich,
and Nikolai Ushakov

Abstract The paper presents a fiber-optic pulse wave sensor based on an intermodal
interferometer formed by a singlemode-multimode-singlemode fiber structure. The
sensor was interrogated by means of spectral interferometry approach. Several sig-
nal processing methods aimed at suppressing the nonlinear distortions caused by
complex mechanical coupling between the pulse wave and the sensor are consid-
ered. Pulse wave signal with signal-to-noise ratio about 40 dB was acquired. The
proposed sensor can be used for medical diagnostics and vital signs monitoring and
can be further modified to be implemented in a portable form-factor.

Keywords Singlemode-multimode-singlemode · Fiber optic sensor · Pulse wave ·
Spectral interferometry · Biomedical sensor

46.1 Introduction

Recently, an increasing number of such chronic diseases as diseases of the cardiovas-
cular system, connective tissue dysplasia and others have become widespread [1–3].
At the same time, timely diagnosis is the most important stage of treatment and
prevention of complications. One of the widely used methods for diagnosing these
diseases is pulse wave analysis [1, 4, 5]. The advantages of this method include
non-invasiveness, high diagnostic confidence, and potential ease of implementa-
tion. Typically, high-precision setups for recording pulse wave signals are stationary
and are available only in medical institutions. The examples of such devices include
SphygmoCor (AtcorMedical, Sydney,Australia), Complior (ArtechMedical, Pantin,
France), and others [6, 7]. Themain factors limiting their implementation in personal
and portable devices is their high cost and sensitivity to body movements, which can
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significantly distort the recorded signals. On the other hand, the development and
implementation of portable and personal medical devices based on the registration
and processing of pulse wave signals will make it possible to diagnose the above dis-
eases at the earliest stage, significantly facilitating and increasing the effectiveness
of their treatment.

Optical sensing techniques are widely used in biomedical inspection, including
measurement of blood flow parameters [8–10]. Among other approaches, fiber optic
sensors are great candidates to measure pulse wave signals due to their noninvasive-
ness, bio-compatibility, immunity to electromagnetic interference, small footprint
of the sensing element, extremely high achievable accuracy and resolution. Several
recent papers report the approaches for cardiac monitoring [11–13] and pulse wave
measurement [14–18] bymeans of fiber Bragg gratings (FBG) and Fabry-Perot inter-
ferometric (FPI) sensors.However,when attached to the skin, such sensors are subject
to bending and uneven deformations, which will distort the shape of their spectral
transfer function and reduce the accuracy of the measurements. In order to overcome
this limitation, a sensor capable of distinguishing between different perturbations,
such as strain and bending. An example of such sensor is a fiber-optic intermodal
interferometer, based on singlemode-multimode-singlemode structure (SMS) [19–
22]. In addition to ability to multi-quantity sensing, SMS sensors also offer higher
strain sensitivities than FBG sensors [21].

In the current work, we report on a use of SMS sensor for pulse wave monitoring
and compare the obtained signals with those obtained using an FBG sensor, interro-
gated by the same hardware. Two algorithms for processing signals of SMS sensor
are considered, their linearity and attained signal-to-noise ratio is compared with the
signal obtained using FBG sensor.

46.2 Experimental Setup

The schematic drawing of the interrogation hardware and the sensor is presented in
Fig. 46.1a, b. Since both the used sensors (SMS and FBG) require measurement of
their spectra in order to demodulate the sensor signals, we were able to use the same
interrogation hardware for both sensors and therefore compare their performance.
Superluminescent light emitting diode (SLED) model Exalos EXS210066-01 SLED
(output power up to 5 mW, central wavelength 1.55 μm, −6 dB spectral width
160nm, flat-top spectrum shape), installed on Exalos EBD5000 driver board was
used as a light source. The optical spectra of the sensors were measured with an
Ibsen I-MON USB512 spectrometer (spectrum measurement interval was [1.51;
1.595] μm, variable integration time from 10 μs to 100 μs, spectra acquisition rate
up to 3 kHz). In case of an SMS sensor the light was transmitted directly from SLED
to spectrometer through the sensor, while in case of FBG reflection spectrum was
measured, which was done by connecting FBG to the SLED and the spectrometer
via optical circulator, as shown in Fig. 46.1b.
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Fig. 46.1 Schemes of interrogation setups for SMS sensor (a) and FBG sensor (b)

Fig. 46.2 Examples of optical spectrum of SMS sensor (a) and its FFT, circle shows the first sample
(b); FBG sensor (c)

The SMS sensor was fabricated using standard fiber splicer Fujicura FCM
45M. The multimode (MM) section consisted of a 5cm long step-index Thorlabs
FG050LGA fiber. At both ends, it was spliced to singlemode (SM) SMF-28 patch-
cords. Its optical spectrum and its FFT are shown in Fig. 46.2a, b, respectively. The
FBG sensor was a commercially acquired grating with about 1540nm resonance
wavelength, its reflection spectrum is shown in Fig. 46.2c. The fabricated sensors
were placed on the skin over the arteries and fixed by a flexible adhesive tape as
shown in Fig. 46.3a, b.
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Fig. 46.3 Photos of SMS (a) and FBG (b) sensors, installed on Subject’s radial artery

46.3 Signal Processing

The measured optical spectra were stored on the personal computer, to which the
spectrometer was connected via USB protocol and further processed inMatlab. FBG
signalwas demodulated by least-squares fitting of themeasured spectrawith gaussian
functions as was done in [23, 24] with its position, width and amplitude being fit
parameters. It was shown in [24] that such FBG demodulation approach is nearly
optimal in terms of demodulated signal noise.

For SMS sensor, two signal processing approaches were utilized: one based on
spectra correlation [25] and other one, based on FFT-based phase calculation, as it is
often done in case of spectral interferometry [22, 26]. Prior to calculating FFT, the
measured optical spectrum was interpolated so that spectra samples correspond to
uniform spacing of optical frequency, not the wavelength. In this case interferometer
OPD directly corresponds to fringe oscillation frequency, hence resulting in minimal
broadening of FFT peaks. Also, the optical spectrum was multiplied at a Blackman
window before FFT calculation in order to mitigate the cross-talk between different
interference components. Phase unwrapping [27] was applied to the calculated FFT
argument in order to remove the signal discontinuities.

As can be seen in Fig. 46.2b, optical spectrum of the fabricated SMS sensor con-
tains a great number of interference components, whichwas expected for SMS sensor
with a step-index multimode section. Obviously, different harmonic components of
the SMS optical spectrum correspond to interference of MMfiber modes of different
orders. This may potentially lead to different responses of these components’ phases
to the PW signal.

SMS spectrum components with lower optical path difference (OPDs) are of
interest for our task, which is also advantageous due to their higher magnitudes, as
can be seen in Fig. 46.2b. The phase of the first sample of SMS spectra FFT (the 0-th
sample corresponds to the constant component) was used as the main demodulated
signal for SMS sensor with FFT demodulation. The phases of other FFT samples
were compared with it to prove the above reasoning.
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46.4 Pulse Wave Measurement

The pullse wave measurements were performed for one subject, who was in a sitting
position, hand put on a table. Pulse wave signals were measured at the radial artery,
at the wrist. Although the subject didn’t move deliberately, there still were some
quasi-static motion artefacts in the demodulated signals, which, however, can easily
be removed by either high-pass or band-pass filter with the lower cut-off frequency
about 0.6Hz (lower than the typical heart rate).

The following parameters of the demodulated signals were compared: signal to
noise ratio (SNR), estimated as a ratio of standard deviation of high-pass filtered
signal and white noise level, evaluated from high-pass filtered signal according to
[28], signal to quasi-static ratio (SQSR), estimated as ratio of standard deviations of
high-pass filtered and non-filtered signals and subjective score, indicating correspon-
dence to typically observed pulse wave signals at the radial artery. The comparison
results are shown in Table 46.1. Fragments of demodulated signals of FBG and SMS
sensors with different processing algorithms are shown in Fig. 46.4.

Table 46.1 Comparison of pulse wave signals measured with different sensors and signal
processing

FBG SMS, corr SMS, FFT#1 SMS, FFT#3

SNR, dB 30 23 38 40

SQSR, dB –2 –21 –11 –21

Linearity + – + –

Fig. 46.4 Comparison of pulse wave signals obtained with FBG sensor (a); SMS sensor, FFT
processing, sample #1 (b); SMS sensor, FFT processing, sample #3 (c); SMS sensor, correlation
processing (d)
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As can be seen in Table 46.1, FFT-based processing of SMS sensor signal results
in the highest SNR value. Choosing the proper FFT component also leads to an
improvement in quasistatic component suppression. As can be seen in Fig. 46.4,
linear sensor response was obtained with the both FBG and SMS sensors, since the
signals in Fig. 46.4a, b correspond to the typically observed pulse wave signal very
well. However, SMS turns out to be preferable due to lower noise and quasi-static
component levels.

46.5 Conclusion

A singlemode-multimode-singlemode fiber-optic interference sensor was studied in
terms of its efficiency for pulse wave signal measurement. It was shown that interfer-
ence of lower-order modes of multimode fiber can provide a demodulated signal of
high quality, both in terms of signal to noise ratio and linearity. This finding is quite
important for technology transfer and development of portable pulse wave sensors,
which will require spectrometers with very mild requirements to spectral resolution.
Moreover, a close analogue of SMS sensors, a multimode-coreless-multimode fiber
sensors, which in addition do not require a spatially coherent light source, can be also
studied in terms of their potential to such tasks. In contrast, FBG sensor requires both
spatially coherent light and high spectrl resolution of optical spectrometer, hence,
its realization in portable form-factor is hardly feasible. Therefore, our work might
pave the way to non-invasive, highly accurate, low-cost and portable pulse wave and
other biomedical sensors, which can revolutionize the health care system.
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Chapter 47
Quarter Wave Plate for Fiber Optic
Current Sensor: Comparison
of Modeling and Experimental Study

Valentina Temkina , Andrei Medvedev , Alexey Mayzel ,
and Eduard Sivolenko

Abstract Fiber optic current sensor is the high-precision device for measuring large
current values in high-voltage grids. A quarter wave plate is an important part of this
sensor, as its quality affects the accuracy of the entire system. Firstly, this plate must
be fiber so as not to violate the integrity of the device. Secondly, its length must
be equal to the quarter of fiber beat length. It is just a few millimeters. Finally, the
optical length of quarter wave plate depends on its temperature. Due to all this facts,
a perfect quarter wave plate preparation is a very difficult task, and it is often not
ideal in a real device. In this paper, we studied the plate imperfections effect on the
performance of the fiber optic current sensor. The mathematical model of the sensor
was developed using the Jones matrices formalism. The non-ideality of a quarter-
wave platewas considered by introducing a small phase shift between two orthogonal
linear modes, which led to the formation of an elliptical polarization mode instead
of a circular one at the plate output. The similar experimental study was conducted
for the real prototype of a fiber optic current sensor and compared with the modeling
results. Thus, it was found that the quarter wave plate affects not only the sensor
measurement error, but also the contrast of the interference signal.
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47.1 Introduction

The fiber optic current sensor (FOCS) operation principle is based on the Faraday
Effect, which occurs in a sensitive element (spun optical fiber) due to the presence
of a magnetic field. The specificity of the spun fiber is maintaining of the circular
polarization of the light propagating through it. In the electric systems the magnetic
field is generated by an electric current propagating through a conductor. The spun
fiber is wrapped around a conductor. Then, due to the Faraday Effect, a phase shift
proportional to the current is formed between the light modes with the right and left
circular polarizations [1–9].

To ensure the introduction of circularly polarized light into the spun fiber, a
quarter-wave (QW) plate is used in the FOCS scheme. It converts linearly polar-
ized light modes into modes with circular polarization, and vice versa. It is known
that the measurement accuracy of the FOCS depends on the accuracy of this transfor-
mation [10–12]. Therefore, firstly, the QW plate must be fiber to maintain the high
accuracy of the fiber-optic measuring system. It allows not violating the integrity of
the sensor. Secondly, a QW plate is a segment of a birefringent fiber, the length of
which should be equal to

L = Lb ·
(
1

4
+ n

2

)
, (47.1)

where Lb is the beat length of fiber, n is an integer. For example, the beat length of
the commercial PM fiber HB1250 is equal to 3.28 mm. Then the length of the QW
plate should be equal to 0.82+ 1.64nmm. Tomanufacture a fiber QW plates, optical
component suppliers also offer a special fiber with an increased beat length, e.g.
Fibercore company offers to use the fiber HB1500(8.9/125)QW with Lb = 8.84 mm
for our application. In this case, the length of the QW plate should be equal to 2.21
+ 4.42n mm. However, even using of a special fiber, it is very difficult task to make
a QW plate with an accuracy of hundredths of a millimeter. In addition, the QW
plate temperature will affect the conversion accuracy of the polarization of light by
the plate. The temperature deviation leads to the optical path length deviation of
orthogonal light modes in the plate. As a result, the phase shift between them at
the QW plate output becomes different from π/2, and an elliptical polarization is
obtained instead of circular one.

Thus, the QW plate in the FOCS scheme is a particularly important component
with difficult-to-achieve accuracy and strong influence of external factors. Therefore,
it is investigated in this paper how the fiber QW plate imperfections will affect the
FOCS performance characteristics.
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47.2 Mathematical Modeling of the Fiber Optic Current
Sensor with Quarter Wave Plate Imperfections

There is an optical fiber coupler, a polarizer, an electro-optical modulator (EOM), a
delay line, a fiber QW plate, a sensitive spun fiber, a mirror and a photodetector in
the FOCS scheme (see Fig. 47.1).

We use the additional phase modulation of linearly polarized light by a harmonic
signal

�ψM(t) = ψm cosωmt, (47.2)

where ψm is modulation amplitude, ωm is modulation frequency. Phase detection is
based on the method of the harmonic ratio of the modulation frequency.

Previously, we have developed the FOCS model based on the Jones matrices
formalism [13]. According to it, each element of a fiber-optic system can be repre-
sented by a 2 × 2 matrix describing the transformation of the polarization state of
the light transmitted through this element. Then the total matrix of the system [T ]
is obtained by successive multiplication of the matrices of each element in the order
opposite to the direction of light propagation [14]. When all FOCS elements are
ideal, [T ] is equal

[T ] =
[
j cos(ϕmod + ϕF ) 0

0 0

]
, (47.3)

where ϕF is the phase difference formed in spun fiber between light modes of circular
polarization (due to the Faraday Effect), ϕmod is the phase difference formed by
electro-optical modulator between light modes of linear polarization.

The matrix of an ideal QW plate is represented as

[
Fλ/4

] =
[
e− jπ

4 0
0 e

jπ
4

]
. (47.4)

Fig. 47.1 FOCS scheme
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When two linearly polarized light modes pass through the phase plate, a phase
shift between them is equal to π/2 and circular polarization of light is formed at
the plate output. However, as described above, it is technologically very difficult to
manufacture an ideal fiber QW plate. Therefore, in a real FOCS device, the phase
shift introduced by the QW plate will have an error �ϕ. In addition, the QW plate
temperature in the actual operating conditions will be unstable, which will also
introduce an error in the phase shift.

We considered the QW plate imperfections in the FOCS developed model. Then
the phase shift between two orthogonal linearly polarized modes introduced by the
plate is equal to π/2 + �ϕ, and the imperfect QW plate matrix is given as

[
Fλ/4

]imp =
[
e− j( π

4 + �ϕ

2 ) 0
0 e j( π

4 + �ϕ

2 )

]
. (47.5)

We substituted this matrix in the common matrix of the system [T], described
in detail in [13], instead of the ideal QW plate matrix [Fλ/4]. Multiplying all the
matrices in the system, we get the analytical expression for the common matrix of
the system [T] with the QW plate imperfection

[T ] =
[− cosϕF · sin�ϕ + j(cosϕF · cos�ϕ · cosϕmod − sin ϕF · sin ϕmod) 0

0 0

]
.

(47.6)

If the light at the FOCS input is linearly polarized, then the input Jones vector is
equal to

[Din] =
[
1
0

]
. (47.7)

Then the output Jones vector [Dout] and the intensity I of the light beam are defined
as

[Dout] = [T ] · [Din]

=
[− cosϕF · sin�ϕ + j(cosϕF · cos�ϕ · cosϕmod − sin ϕF · sin ϕmod)

0

]
,

(47.8)

I = [
D∗

out

]T · [Dout ] = 1

2
+ 1

4
sin2 �ϕ +

(
1

4
cos2 �ϕ − 1

4

)
cos 2ϕmod

+ 1

2

(
1

2
cos�ϕ − 1

2

)2

cos(2ϕmod − 2ϕF )

+ 1

2

(
1

2
cos�ϕ + 1

2

)2

cos(2ϕmod + 2ϕF ). (47.9)
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According to Eq. (47.9), if the QW plate is ideal and the error �ϕ = 0, then
the intensity of the output optical signal of the sensor looks like the intensity of an
interferometer

I (�ϕ = 0) = 1

2
+ 1

2
cos(2ϕ mod + 2ϕF ). (47.10)

Taking into account the phase modulation of light by a harmonic signal (47.2),
Eq. (47.9) can be rewritten in the following form

I = 1

2
+ 1

4
sin2 �ϕ +

(
1

4
cos2 �ϕ − 1

4

)
cos(2ψm sinωmt)

+ 1

2

(
1

2
cos�ϕ − 1

2

)2

· cos(2ψm sinωmt − 2ϕF )

+ 1

2

(
1

2
cos�ϕ + 1

2

)2

cos(2ψm sinωmt + 2ϕF ). (47.11)

It can be seen that the equation for intensity I consists of one constant and three
variables components, proportional to cos(z sin t). It is a widely accepted method of
using an expansion in terms of Bessel functions for similar components according
to expressions

cos(z sin t) = J0(z) + 2
∞∑
k=1

J2k(z) cos 2kt, (47.12)

sin(z sin t) = 2
∞∑
k=1

J2k−1(z) sin(2k − 1)t, (47.13)

where Jk(z) are Bessel functions of the first kind of the k-th order.
We applied the sum and difference formulas for cosine to the Eq. (47.11) and

took an expansion in terms of Bessel functions. At the same time, in the expression
(47.12), we limited the value of k to 2, and in the expression (47.13) to 1. This is due
to the FOCS signal processingmethod [13]. It relies on synchronous extraction of the
first, second and fourth harmonics of the modulation frequency and the computation
of their relationship.

Thus, the equation for intensity I can be rewritten in the following form

I = 1

2
+ 1

4
sin2 �ϕ +

(
1

4
cos2 �ϕ − 1

4

)
[J0(2ψm) + 2J2(2ψm) cos 2ωmt

+2 J4(2ψm) cos 4ωmt] + 1

2

(
1

2
cos�ϕ − 1

2

)2

· {[J0(2ψm) + 2J2(2ψm) cos 2ωmt + 2 J4(2ψm) cos 4ωmt] cos 2ϕF
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+ 2J1(2ψm) sinωmt sin 2ϕF } + 1

2

(
1

2
cos�ϕ + 1

2

)2

· {[J0(2ψm) + 2J2(2ψm) cos 2ωmt + 2 J4(2ψm) cos 4ωmt] cos 2ϕF

− 2J1(2ψm) sinωmt sin 2ϕF }. (47.14)

Based on Eq. (47.14), analytical expressions for first, second and forth harmonics
were obtained

U1 ∼ −J1(2ψm) sin 2ϕF cos�ϕ, (47.15)

U2∼
(
1

2
cos2 �ϕ − 1

2

)
· J2(2ψm)

+ J2(2ψm) cos 2ϕF

([
1

2
cos�ϕ − 1

2

] 2

+
[
1

2
cos�ϕ + 1

2

] 2
)

, (47.16)

U4 ∼
(
1

2
cos2 �ϕ − 1

2

)
· J4(2ψm)

+ J4(2ψm) cos 2ϕF

([
1

2
cos�ϕ − 1

2

] 2

+
[
1

2
cos�ϕ + 1

2

] 2
)

. (47.17)

It should be noted that the second and fourth harmonics of the modulation
frequency are the same up to the values of the Bessel functions J2(2ψm) and J4(2ψm).
Therefore, we use the ratio of these harmonics in the FOCS signal processing
algorithm to compensate the error that occurs due to an uncontrolled deviation of
the modulation amplitude from the optimal value. This compensation algorithm is
described in detail in [13]. Thus, the FOCS signal with the compensation of measure-
ment dependence onmodulation amplitude andwith an imperfectQWplate is defined
by the following equation

ϕr
F = arctg

[
J1(2ψm)

J2(2ψm)
· g(2ψm)

· cos�ϕ sin 2ϕF(
1
2 cos

2 �ϕ − 1
2

) + cos 2ϕF

([
1
2 cos�ϕ − 1

2

] 2 + [
1
2 cos�ϕ + 1

2

] 2)
⎤
⎦,

(47.18)

where ϕF and ϕr
F are measured and calculated Faraday phase shifts, g(2ψm) is the

error correction function [13].
In addition, Eq. (47.14) shows that the imperfection of the QW plate affects

not only the current measurement error, but also the constant component in the
interference signal I, and hence its contrast.
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47.3 Experimental Results of QW Plate Temperature
Impact on FOCS Signal Processing

Our goal was to measure the impact of the QW plate temperature on the first, second
and fourth harmonics of themodulation frequency.Wemodified our FOCS laboratory
prototype, which we described in [13], by isolating a fiber QW plate in a small
chamber controlled with a Peltier cooler, driven by a triangular signal generator with
a period of 500 s [15]. As a result, the QW plate is heated from 23 to 58 °C, and then
cooled. Temperature of the QW plate is measured by thermocouple. It should also be
noted that the fiber QW plate has made of a special fiber HB1500 (8.9/125)QWwith
a beat length Lb = 8.84 mm by the method described in [16]. The sensing element is
a coil of 159 turns of spun fiber. Three turns of copper wire are passed through this
fiber coil. The industrial frequency (50 Hz) current flows through the copper wire.

The experimental results of QW plate temperature impact on the first, second and
fourth harmonics of the modulation frequency are shown in Figs. 47.2, 47.3, 47.4
and 47.5.

It can be seen that the amplitudes of the second and fourth harmonics depend
parabolically on the QW plate temperature, which will lead to an error in calculating

Fig. 47.2 QW plate temperature versus time

Fig. 47.3 Amplitude of the first harmonic of the modulation frequency versus time
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Fig. 47.4 Amplitude of the second harmonic of the modulation frequency versus time

Fig. 47.5 Amplitude of the fourth harmonic of the modulation frequency versus time

the amplitude of the measured current signal. When the plate temperature increased
from 23 to 58 °C, the amplitudes of these harmonics are increased by 0.6%. In
addition, the response of the system to changes in the QW plate temperature is not
instantaneous. As for the first harmonic of the modulation frequency, in this case,
the dependence on the plate temperature is not observed.

47.4 Comparison of Modeling and Experimental Study

To compare the results of our modeling and experiment, we have to find a match
between the QW plate temperature change in experiment and the corresponding
change in the phase shift introduced by the plate between two linearly polarized
modes in modeling. It is known that a temperature change of the fiber plate leads
both to a change of its length and the birefringence coefficient of the fiber [11]. Then
the erroneous phase shift introduced by the QW plate can be represented as

�ϕ = ϕλ/4(CL + CB)�T = ϕλ/4Cϕ�T, (47.19)
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where ϕλ/4 = π/2, CL is thermal coefficient of linear expansion, CB is the thermal
coefficient of the birefringence coefficient change, �T is the temperature deviation
of QW plate. Since the thermal coefficient of linear expansion of quartz glass is very
small and equal to CL = 5 · 10−7K−1 [17], the main contribution to the erroneous
phase shift is made by the birefringence coefficient change [11].

We obtained the experimental results for the QW plate temperature effect on the
ellipticity of the state of light polarization at the QW plate output in our previous
work [18]. Using these results, we determined the value of Cϕ = −0.008K−1 for our
fiber QW plate.

To compare the results of experiment and modeling, we substituted the value of
the modulation amplitude ψm = 1.31 rad from the experiment into Eqs. (47.11),
(47.12) and (47.13). In addition, we set the Faraday phase shift ϕF as a sinusoidal
signal with a frequency of 50 Hz and �ϕ according to Eq. (47.19), where the value
of temperature T increases linearly from 23 to 58 °C and then decreases with a period
of 500 s (see Fig. 47.6). Using the Eqs. (47.11), (47.12) and (47.13), we plotted the
modeled dependences of the first, second, and fourth harmonic amplitudes versus
time (see Figs. 47.7, 47.8 and 47.9).

Our modeling shows that when the QW plate temperature changed from 23 to
58 °C, the first harmonic amplitude decreased by 9%, the second and fourth harmonic
amplitudes decreased by 18%.

Comparing modeling results with the experimental data, one can see that:

(1) The experimental dependences of the second and fourth harmonic amplitudes
on theQWplate temperature have the same shape as themodeled dependences.
However, the direction of amplitudes change is opposite and there is a smoothed
extremum. Probably, the smoothing of the extremum is due to the fact that the
fiber of the QW plate does not heat up instantly.

(2) The impact of the QW plate temperature on the first harmonic amplitude was
not observed in the experiment, although such dependence exists in modeling
results.

Fig. 47.6 QW plate temperature versus time (modeled dependence)
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Fig. 47.7 Amplitude of the first harmonic of the modulation frequency versus time (modeled
dependence)

Fig. 47.8 Amplitude of the second harmonic of the modulation frequency versus time (modeled
dependence)

Fig. 47.9 Amplitude of the fourth harmonic of the modulation frequency versus time (modeled
dependence)
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47.5 Conclusion

The fiber QW plate is the weakest point in the FOCS optical circuit. It is very
laborious task to make the ideal fiber QW plate with the length of a few millimeters.
Moreover, the plate is strongly influenced by external factors, especially temperature.
These lead to a change in the amplitudes of the detected harmonics of the modulation
frequency and, as a result, to errors in FOCS signal processing.

In this paper, we present the comparison of the mathematical modeling and the
experimental study of the FOCS with the temperature dependent QW plate. Our
model is based on the Jones matrices formalism and demonstrates that the plate
imperfections caused by changes in its temperature introduce an error both in the
detected harmonics of the modulation frequency and in the contrast of the interfer-
ence signal at the optical circuit output. As a result of modeling, the first harmonic
amplitude should decrease by 9% and the second and fourth harmonic amplitudes
by 18%, while the QW plate temperature increases from 23 to 58 °C. The experi-
mental curves look similar to modeled dependences but differ in following. There is
no influence of the QW plate temperature on the first harmonic amplitude. Besides,
the second and fourth harmonic amplitudes increase only by 6% in the experiments
instead of predicted 18% and there is a smoothed extremum in the experiments. We
consider the smoothing extremum can be due to the fact that QW plate fiber has
thermal inertia. The reason for the direction change in the deviation of the second
and forth harmonic amplitudes has yet to be investigated.
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Chapter 48
Non-invasive Blood Glucose Estimation
Using Two Multiplexed Fiber-Optic
Fabry-Perot Interferometric Sensors
and Pulse Wave Signal Features Analysis

Daria Kulik, Dmitry Zubko, Aleksandr Markvart, Leonid Liokumovich,
and Nikolai Ushakov

Abstract The paper describes and verifies a non-invasive blood glucose estimation
method, which uses two multiplexed fiber-optic Fabry-Perot interferometric sensors
interrogated by means of spectral interferometry. The sensors were installed at the
wrist and ankle and the corresponding pulse wave velocity was measured. A mathe-
matical model for estimating the blood glucose concentration from pulse wave signal
features was developed. Themodel accuracywas proven by estimating blood glucose
values from pulse wave signals measured in an additional validation experiment.

Keywords Biomedical sensor · EFPI · Pulse wave · Glucose · Spectral
interferometry · Non-invasive diagnostics · Cardiovascular monitoring · Pulse
wave velocity

48.1 Introduction

Diabetes mellitus is one of the most common chronic diseases both in Russia and in
most of developed countries of theworld.Regularmeasurement of bloodglucose con-
centration (BGC) is an important means of diagnosis and control of diabetes [1–3].
Traditionally, this procedure is carried out on a sample of the patient’s blood, which
makes it difficult to constantly monitor (patients with type 1 diabetes are required to
make up to ten measurements a day), and it is objectionable from the point of view of
hygiene psychological comfort. Thus, the task of non-invasive control of blood glu-
cose concentration is of great interest from the point of view of science and medicine
and attracts the interest of researchers fromaround theworld formore than 30years[4,
5]. Currently, there are many areas of development for non-invasive control of blood
glucose concentration: bioimpedance analysis [6], spectroscopy [7], optical coherent
tomography [8], registration and analysis of the pulse wave signal [9], photoacous-
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tic techniques [10] and other methods. Various optical methods are commonly use
for estimation of blood properties [11–13], which can be used for blood glucose
estimation as well. Among all the above-mentioned methods, the approach of BGC
estimation based on measurement and analysis of pulse wave signals appears to
be the safest, as it doesn’t require any interaction of electromagnetic radiation or
ultrasound waves with biological tissues, yet, it appears to be quite promising since
glucose concentration changes biochemical andmechanical properties of blood [14],
hence, influencing pulse wave propagation conditions.

Fiber optic sensors are good candidates to measure pulse wave signals due to
their bio-compatibility, immunity to electromagnetic interference, small footprint
of the sensing element, extremely high achievable accuracy and resolution. Recent
paper reports the approaches for non-invasive BGC measurement with a fiber Bragg
grating [9]. However, when attached to the skin, the Bragg grating is subject to
bending and uneven deformations, which will distort the shape of its spectral transfer
function and reduce the accuracy of measurements. Moreover, the implementation
of high-precision measurements using Bragg gratings requires expensive and quite
bulky equipment.

In our previous work [15] we present an approach to noninvasively measure pulse
wave velocity by means of two multiplexed fiber-optic Fabry-Perot interferomet-
ric sensors interrogated by means of spectral interferometry. Here we utilize this
approach for BGC estimation.

48.2 Experimental Setup

The schematic drawing of proposed glucose estimation system is presented in
Fig. 48.1a. We used two fiber optic sensors two measure the pulse wave at different
locations. Broad spectrum light from a SLED (Exalos EXS210066-01) was trans-
ferred to the sensors via the optical circulator, denoted as� in Fig. 48.1a and divided
between the sensors by a 50:50 coupler. The light waves, reflected from the sensors,
went back through the same fibers, were combined at the coupler and directed to the
spectrometer (Ibsen I-MON USB512) via the optical circulator. Both sensors were
extrinsic Fabry-Perot interferometers (EFPI), formed by two fiber facets, mated in a
glass capillary, as shown in the inset in Fig. 48.1a. Cavity lengths of fabricated EFPIs
were set to about 56 and 143 µm which are sufficiently different in order to sepa-
rate the signals by means of frequency division multiplexing and avoid cross-talk,
as described in [16]. The fabricated sensors were placed on the skin over the radial
artery of the wrist and tibialis posterior artery of the medial ankle and fixed by a
medical tape as it presented in Fig. 48.1b. The blood pressure induced the capillary
deformation that finally led to changing of the gaps between fiber ends. Thus, the
pulsewaveformswere reconstructed by the registration of the gaps in the Fabry-Perot
sensors. To determine the gaps we used spectral interferometry as a well-established
method for interferometric sensor interrogation [17–19].More details about the setup
can be found in our previous work [15].
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Fig. 48.1 aConcept of the proposed glucose estimation setup.bPhoto of fabricated sensor installed
on radial artery. c An example of a pulse wave segment measured at the radial artery on the
wrist (solid bold blue line) and its decomposition into direct and reflected waves. The sum of six
Gaussian functions is shown with a dashed bold red line. The first Gaussian peak (solid thin red
line) corresponds to the direct wave, the rest—to reflected waves

48.3 Blood Glucose Estimation

Measurement of the initial data for the development of amathematicalmodel describ-
ing the blood glucose concentration was performed similarly to the standard glucose
tolerance test.Measurements were taken under fasting condition, the subject (healthy
male, 32 years old) was in a supine position, pulse wave signals were measured at the
wrist and medial ankle. 5min after the start of measurement, subject drank a glass
of warm water with dissolved 75g of glucose, after which, for an hour, the pulse
wave signals were recorded and every 2min the blood glucose level was invasively
measured. The results of invasive glucose concentration measurements were used as
reference values for developing a mathematical model. At the same time, the arterial
pressure was monitored, which revealed that it remained constant throughout the
measurements.

The measured pulse wave signals were used to determine the pulse wave velocity,
the signals themselves were divided into segments corresponding to single pulse
waves. The starting points were chosen as the boundaries of the pulse wave slopes.
To eliminate the influence of the heart rate on the measurement results, for each
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segment, an interpolation procedurewas carried out, in a result ofwhich each segment
contained the same number of samples, and the sampling rate was normalized to
the pulse period. For each segment, signal features were found by approximating a
segment by a superposition of six Gaussian functions similarly to [20–22], and as a
result, each segment was described by 18 parameters (amplitude, position and width
of the Gaussian peak). Initial approximations and restrictions on the values of the
approximation parameters were chosen in such a way that the Gaussian functions
corresponded to direct and reflected waves in the pulse wave signal. Pulse wave
segment example measured on the radial artery at the wrist and its approximation by
six Gaussian functions is shown in Fig. 48.1c.

The set of the initially estimated parameters (pulse wave velocity and signal
features) corresponds to separate pulsewaves.Due to the effect of pulsewave velocity
variability, the values of these parameters were averaged over an interval of 120s
length (about 110–120 pulse waves). In this case, the boundaries of the averaging
intervals were chosen in such a way that the midpoints of these intervals correspond
to the time moments of reference glucose concentration measurements.

After preparing the data, the pulse waves parameters that were significant for
describing the blood glucose concentration were found. Signal features were com-
bined into a matrix X, the first column of which contained the reference glucose
concentration values, the second column - values of the pulse wave velocity, and the
remaining columns – pulse wave signal features. It was revealed that the best results
are obtainedwhen the analysis included only the features of the signalmeasured at the
wrist. The analysis included the coordinates of the approximated Gaussian functions
corresponding to the reflected waves, from which the coordinates of the direct wave
peaks were subtracted, the widths of all approximated Gaussian functions and the
amplitudes of the approximated Gaussian functions, corresponding to the reflected
waves, normalized on the direct wave amplitude (16 signal features: 5 values of the
relative positions and amplitudes of the reflected waves and 6 values of the widths of
the peaks of the reflected waves, total matrix contained 18 columns). The principal
component analysis (PCA) decomposition was applied to this matrix for dimension
reduction and the search for correlations between the features and glucose concen-
tration. As a result of PCA decomposition, the feature matrix is represented in a
form

X = V · CT , (48.1)

where V is principal components matrix (columns contain principal components)
and C is a matrix of expansion coefficients (rows correspond to the original signals,
columns – to principal components). The normalization was carried out in such a
way that the standard deviations of the components were equal, and the expansion
coefficients varied from−1 to 1, so that the absolute value of expansion coefficients
characterizes the degree of importance of the corresponding principal component to
describe the columns of the original matrix. A graphical representation of the matrix
of the coefficients for the first 10 components is shown in Fig. 48.2a, the coefficients
corresponding to the significant components and parameters of the pulse wave are
highlighted with rectangles.
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Fig. 48.2 a The matrix of the decomposition coefficients into the main components of the matrix
containing the reference values of the glucose concentration (the corresponding coefficients in the
first row). The pulse wave velocity (the second row), the delay of the reflected waves relative to the
direct wave (rows 3–7), the width of the peaks corresponding to the straight wave (8-th line) and
reflected waves (lines 9 through 13). Relative amplitudes of reflected waves (lines 14 through 18).
The rectanglesmark the coefficients of expansion into significant components, themodulus ofwhich
exceeds 0.15. b Correspondence between the measured blood glucose value from the validation
experiment and the corresponding reference measurements of blood glucose concentration. The
dots show the experimental data, the solid line corresponds to the function y = x, the dashed lines
show the confidence interval of 95%

During the analysis of the decomposition coefficients, it was found that the col-
umn of blood glucose concentration is described by the three main components, the
values of the expansion coefficients for which were equal to 0.88, −0.31 and 0.27,
and its expansion coefficients for other components did not exceed 0.15. Further, by
analyzing the rest of the decomposition coefficients, it was determined which pulse
wave features are significant for describing the blood glucose concentration—those
parameters for which the values of the decomposition coefficients for three compo-
nents, describing the blood glucose concentration exceeded 0.15, were selected as
significant, the rest were excluded from the analysis. Based on the results of this
analysis, it was revealed that the largest values of the decomposition coefficients
were observed for the values of the pulse wave velocity (decomposition coefficients
in two of the significant components were equal to 0.44 and 0.63), the relative posi-
tions and widths of all approximated Gaussian functions corresponding to reflected
waves, while the amplitudes of the approximated Gaussian functions do not provide
useful information.

Further, a linear regression model was built using the significant parameters of the
pulsewave signals, describing the blood glucose concentration. The obtained value of
the coefficient of determination of 0.88 testifies to the high accuracy of the developed
model. The correctness of the model was also verified during a repeated validating
experiment similar to the first one. The validation experiment was conducted at the
same time around 9 a.m., 8d after the original. Blood pressure values were also
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monitored during the validation experiment and differed from the values measured
during the initial experiment by no more than 4mm Hg. Pulse wave signal features
obtained during the validating experiment were substituted into the developedmodel,
and the resulting estimated blood glucose concentration was compared with the
invasively measured reference values. The correspondence between the reference
and measured values is shown in Fig. 48.2b. Solid line depicts a straight-line y = x,
dashed lines—95% confidence intervals of the values predicted by the developed
model.

Thus, the developed mathematical model accurately describes blood glucose con-
centration, which is demonstrated by the repeatability of estimated blood glucose
values in a validating experiment.

48.4 Conclusion

Anon-invasivemethod for estimating blood glucose level is proposed. Themethod is
based on the measurement and further processing of pulse wave signals, which were
acquired using two multiplexed fiber-optic sensors. The pulse wave signal features,
most relevant for blood glucose estimation, were identified. The performed analysis
of pulse wave signal features might shed some light on biomechanics of pulse wave
propagation and its relation to various health issues. A mathematical model, able to
predict BGC from those signal features was developed and experimentally verified
through an independent measurement. Further studies will include more thorough
verification of the proposed approach, involving a greater number of participants and
various experimental conditions.

Funding This work was supported by the Russian Science Foundation under Grant 19-72-00051.
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Chapter 49
Kerosene- and Water-Based Magnetic
Fluids Stability Studied by Spectral
Analysis

Arseniy Alekseev, Elina Nepomnyashchaya , Elena Velichko ,
and Ivan Pleshakov

Abstract The paper is aimed at studying the magnetic fluids by analyzing their
transmission spectra. We compared stability of kerosene- and water-based samples
with equal concentration of magnetic nanoparticles. The transmission spectra were
detected for different concentrations of kerosene-based and water-based specimens,
their stability was analyzed after dilution and sonification. We concluded that
kerosine-based fluid is more stable under the dilution than water-based fluid. The
data obtained allow better understanding of the stability limits of these materials.

Keywords Magnetic fluids · Transmission spectra · Absorption · Spectroscopy

49.1 Introduction

Magnetic fluids (MF) are colloidal systems consisting of magnetic particles
suspended in a carrier fluid. Due to unique properties, they are widely used inmodern
technology, for instance in optical systems for recording and transmitting information
controlled by amagnetic field [1]. In such application bothwater- and kerosene-based
magnetic fluids can be used [2–4]. In particular, MF can be used in the design of
fiber-optic modulators [2–10]. The application of these substances in such systems
is associated with their optical properties, such as refraction, scattering and absorp-
tion [11–14]. That is why the study of the optical properties of magnetic fluids is an
important task for modern studies in optoelectronics [15–19].

Our research focused on the transmission of light through MF with different
dilutions. We have previously investigated the dependence of the transmission on
the type of surfactant and on the concentration of magnetite phase in the solution
[19, 20]. This work is devoted to assessing the sedimentation and aggregate stability
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[21] of MF depending on the solvent. In the study, we analyzed transmission spectra
of magnetite, dispersed in distilled water and kerosene.

49.2 Mathematical Analysis

Our research is based on the concept of the light attenuation cross section σ, which
shows the attenuation of light caused by a single particle. It is equal to the sum of
the scattering cross section σsca and the absorption cross section σabs

σ = σsca + σabs (49.1)

For the scattering by small particles (R < λ, R stands for the particle radius, λ is
the light wavelength) the Rayleigh approximation is applicable and the expressions
for the cross sections can be written as

σsca = 8

3

(
2πR

λ

)4
∣∣∣∣∣
(
m̃2 − 1

)
(
m̃2 + 2

)
∣∣∣∣∣ (49.2)

σabs = 8πR

λ
Im

( (
m̃2 − 1

)
(
m̃2 + 2

)
)
, (49.3)

where m̃ is the complex refractive index of the particles with respect to the carrier
liquid

m̃ = m + ik

k = ε′′

2m

ε̃ = ε′ + iε′′,

where ε̃ is an effective dielectric constant.
Equations (49.2) and (49.3) show that the attenuation of light is proportional

to the particle size. As the particle size increases the attenuation of light increases
proportionally. In other words, solutions that are more prone to aggregation will
transmit less light than solutions with good aggregate stability.

At the same time, large aggregates will settle. This will lead to a decrease in the
concentration of particles suspended in the carrier liquid [14] and, as a consequence,
to a decrease in optical density and to increase in transmission. This dependence of
the particle concentration on optical density is described by Beer’s law
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lg
I0
I

= kC,

where I0 is initial light intensity, I is light intensity after passing through the cuvette,
k is aspect ratio, C is concentration.

49.3 Materials and Methods

To carry out the experiments, we used a setup for detecting transmission spectra of
fluids shown in Fig. 49.1.

The broadband illuminator L10290 (Hamamatsu) consisting of deuterium and
halogen lamps was chosen as the illumination source. The spectrum of its radiation
lies in the range 200–1100 nm, which makes it possible to study spectral characteris-
tics in a wide range of wavelengths. The optical fiber was used for transmitting light
to the sample.

The spectrometer C10083MD (Hamamatsu) was used to detect the spectrum of
the transmitted light. It allowed high-precision spectroscopic measurements in the
330–850 nm range. All experiments were carried out in dark room to avoid additional
exposure.

The following samples were chosen in the research. The particles in each MF had
size in the range of 5–40 nm (in dry).

• Kerosene-based ferrofluid (Fe3O4) with concentration of the magnetic phase in
the initial liquid equal to 18% (according to the manufacturer’s passport data),
synthetic oil was used for stabilization.

Fig. 49.1 Setup for
detecting transmission
spectra of magnetic fluids
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• Water-based ferrofluid (Fe3O4) with concentration of the magnetic phase in the
initial liquid equal to 27% (according to themanufacturer’s passport data), organic
oil was used for stabilization.

To achieve the same transparencies for both samples and study the aggregate
stability we diluted MF in water or kerosene. In this work, the following dilutions of
ferromagnetic fluids were used.

• Kerosene-based ferrofluid was diluted 40,000, 20,000 and 13,000 times.
• Water-based ferrofluid was diluted 8000, 4000 and 2700 times.

Magnetic fluids based on water and kerosene were chosen due to the fact that they
are the most used nowadays.

49.4 Results and Discussion

The transmission spectra of the samples were detected immediately after dilution,
after dispersion them in an ultrasonic chamber for 10 min (sonification), and after
10 days since dilution of MF to assess their stability. For dilution, a solvent was
used, in our case distilled water and kerosene, without the additional stabilizers and
surfactants. The results are shown in Figs. 49.2 and 49.3.
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Fig. 49.2 Transmission of a magnetic fluid based on kerosene with dilution of 40,000 a, 20,000 b,
13,000 c times immediately after dilution (blue line), after sonification (red line), and 10 days after
dilution (green line)



49 Kerosene- and Water-Based Magnetic Fluids Stability … 461

(a) (b)

(c) 

0
0.2
0.4
0.6
0.8

1

335 485 635 785

I (
re

l.u
n)

λ (nm)

0
0.2
0.4
0.6
0.8

1

335 485 635 785

I (
re

l.u
n)

λ (nm)

0
0.2
0.4
0.6
0.8

1

335 485 635 785

I(
re

l.u
n.

)

λ (nm)

Fig. 49.3 Transmission of magnetic fluid based on water with dilution of 8000 a, 4000 b, 2700
c times immediately after dilution (blue line), after sonification (red line), and 10 days after dilution
(green line)

As seen from the figures, the transmission of a magnetic fluid in the ultraviolet
region is minimal. We believe that this is due to the absorption effects, which coin-
cide for the studied MFs (in water and kerosene). With increasing concentration,
transmission decreases in the entire spectral range.

The kerosene-based MF sample studies after sonification show lower transmis-
sion. We believe that this is due to ultrasonic-induced aggregation, which was noted
by some researchers before. This effect is less noticeable for high concentrations of
MF in kerosene. At the same time, the effect of ultrasound on the water system at
high concentrations has the predicted opposite effect.

The transmission obtained 10 days after the dilution of the kerosene-based MF is
higher for low concentrations of the magnetic phase in the sample. We believe that
this is due to partial loss of aggregate stability and following sedimentation [14].

The transmission obtained for a higher concentration of the magnetic phase in
kerosene demonstrates a decrease over time. This may be explained by formation of
clusters, which reduced transmission, but did not become large enough to precipitate
(larger density and viscosity of the liquid makes sedimentation difficult).

Water-based MF samples with low magnetic phase concentrations ten days after
dilution became almost transparent, which indicates a stability violation. The pres-
ence of sediment in the fluid was also visually observed. At the same time, the
non-diluted fluid did not precipitate. The 2700 times diluted water-based MF sample
still shows partial stability after 10 days.
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Thus, according to the results of the experiment, it can be concluded that the
kerosene-based MF is more stable, while the water-based MF completely lost its
properties when diluted by 4000 times or more.

49.5 Conclusion

In this work, the sedimentation and aggregate stability of ferromagnetic fluids were
investigated depending on the solvent used. Transmission spectra were obtained for
magnetic fluids based on kerosene and water.

Comparing the experimental results, we can conclude that all the studied MF
samples have the strongest attenuation of light in the UV region of the spectrum. The
work also indicated differences in the stability of fluids based on kerosene and water.
We established the effect of ultrasonic waves and dilution with a solvent without
the use of additional stabilizers on studied MFs. It was shown that the water-based
ferrofluid is less stable with respect to dilution.

Acknowledgements This research was supported by the Peter the Great St. Petersburg Polytechnic
University in the framework of the Russian state assignment for basic research (project N FSEG-
2020-0024).
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Chapter 50
Data Analysis in Polarized Multispectral
Imaging

Valeriia Osochenko, Elina Nepomnyashchaya , Marina Galeeva ,
and Nikita Kirpanev

Abstract Non-invasive skin diagnostic methods are already being used in medical
practice, but doctors are still in need with new ones. In this paper we suggest a new
realization of a polarized multispectral imaging method and an experimental setup.
We take snapshots of skin with scattered light in it. The processing includes object-
motion compensation and computation of the residual polarization degree that gives
us information about skin morphology. Description of the processing algorithm and
received images analysis are presented in this paper. The result of this work can be
of use in dermatology and trichology.

Keywords Polarization visualization · Biological tissue · Non-invasive methods ·
Skin · Dermatoscopy

50.1 Introduction

It is a well-known fact that it is much easier to prevent a disease than to treat it,
especially when it comes to cancer. Nowadays a surgical removal of the cancerous
tumors is the most common treatment [1]. A preoperational demarcation can be quite
useful. But before it is necessary to detect and diagnose the disease [2]. The statistics
says the doctors overlook about 50% of melanoma cases [3]. Non-invasive methods
for diagnosing diseases [4], in particular the skin condition especially in combina-
tion with computational system are a promising field because it helps therapists to
identify the malignant tumors and when using them the biological tissues are not
damaged. Some of these methods are already being widely used in medicine. For
example, dermatoscopy where the white light, magnification and cross-polarization
effect are used to diagnose melanoma [5]. It is based on polarized visualization [6],
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which is a powerful method for skin analysis [7]. The other method, spectrophoto-
metric intracutaneous analysis (SIAscopy), uses multiple light souses with different
wavelengths of light. Dermatoscopy and SIAscopy also can be used to investigate
blood vessels or hematomas [8–11].

The main problem is that the dermatoscopy, used nowadays in medicine, still has
low specificity for skin diseases, especially non-melanoma cancer [12, 13]. Modern
non-invasive methods, based on optical coherent tomography, are usually expensive
and cannot be widely used in common clinics and dermatology centers [14]. In
addition, the analysis of images, received using different dermatoscopy techniques
is usually provided only based on doctor’s experience and is not realized using
machine methods. Meanwhile processing methods development is an actual and
important task [15–17].

In this study we decided to unite benefits of polarization visualization methods,
used in regular dermatoscopy, and multispectral imaging, used in SIAscopy. Joint
use of these two methods can sufficiently increase the sensitivity and specificity of
non-invasive dermatological analysis [18].

The other benefit of our approach is that our setup is not expensive comparing to
other multispectral scanning devices. Moreover, a multispectral light source which
we use provides us with different light penetration so we can examine different
skin layers [19]. The absorbance spectra differ between 440 and 650 nm because of
melanin and hemoglobin influence. The light of visible range can be used for oxyhe-
moglobin, deoxyhemoglobin and melanin chromophore examination [20]. To detect
these differences, we used narrow-band linearly polarized light for skin lighting.

50.2 Description of the Experimental Setup

The method of polarizing visualization is used to obtain high-contrast images
containing information about the surface and subsurface structures of biological
tissues. In our experiment, we used linearly polarized light to illuminate an object
(in our case—birthmarks and scars). Then through imaging system we registered
backscattered light what gave information about the skin morphology.

The experimental setup is presented in Fig. 50.1. As a light source we used SMD
diodes with power 3 W, amperage 0.7 A and voltage 3.0–3.8 V. The distances
and angle between objects are not that crucial. After passing through the polar-
izer, we have a linearly polarized light. In the tissue the light scatters. We shot two
images: 1 when the axes of polarizer and analyzer are parallel, 2 when the axes are
perpendicular.

In the images there are polarized and depolarized components. In the first case
we get an image of the surface layer with reflected light, so we examine the surface
structure of the tissue. By changing the orientation of the filter axes to the orthogonal
one, depolarized light enters the imaging system. The images from the camera are
transmitted to the computer.After thatweget information about the internal structures



50 Data Analysis in Polarized Multispectral Imaging 467

Fig. 50.1 The experimental
setup: 1—light source (SMD
diode with different
wavelength: 440, 530, 575
and 640 nm), 2—lens,
3—polarizer, 4—object,
5—analyzer, 6—color filter,
7—camera

of the tissue on which it was scattered and depolarized. The resulting image shows
subsurface layers and no surface structural features [21].

50.3 Data Processing

After shooting two images with reflected and depolarized light we process them in
Wolfram Mathematica according to Eq. (50.1) to get a high-contrast image of the
investigated area.

POL DEG = (PAR− PER)/(PAR+ PER) (50.1)

PAR stands for an image with parallel axes, PER stands for an image with
perpendicular axes, POL DEG is a resultant image that shows polarization degree.

On that step of our experiment, we faced an obstacle. When changing the filters
axis, the object moved slightly. As a result, there was an image shift. To correct it
we used a reference mark so that the program could distinguish it and process the
image considering that mark.

To correct the rotation angle of images with different polarizations, a reference
mark search algorithm was used. During the operation of the algorithm, one image
was fixed, and the position/angle of rotation of objects in the second image changed
relative to it.

Image processing performed as follows. First, we look for key points on both
images with SURF [22] detector. After that, we match images key points with k-
nearest neighbours algorithm [23] and filter extra ones. As a result, we have control
points for further processing (see Fig. 50.2).
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Fig. 50.2 A scar: in the first image the axes are parallel, in the second—perpendicular. By lines
mapped marks after filtering are shown

On the next step for each pair of points (the point from the first image and the
corresponding point in the second image) the coordinate difference (x, y) is calcu-
lated. Based on the average value of the coordinate difference and its sign one of the
images shifts up or down, left or right.

After shifting, the image rotation angle is additionally adjusted. Once again, we
define key points for the shifted image andmatch itwith second image,which remains
unchanged. This process is similar to the explained above. The next step is to define
a homography matrix [24] for two images—an image with a shift and an image
relatively which the transformation takes place. Homography matrix represents the
transformation of one image into another if they are taken from one camera with
different angle. Using this matrix, the perspective is restored.

Theperspective restoration algorithmprovides an accurate overlayof the reference
marks while the boundaries of the object do not necessarily coincide (see Fig. 50.3).

Fig. 50.3 Overlaying a processed image on a fixed one: shift only and shift and restoration
perspective
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Fig. 50.4 A scar under the red light: parallel axes (left), orthogonal axes (middle), processed image
(right)

It is obvious that exact overlap is provided at the reference marks. At the same
time the borders of the object (finger) are not superimposed perfectly; in addition,
the area of one of the stickers has enlarged (Fig. 50.3). Thus, because of restoring
perspective, we can expect an accurate overlay in the area of existing key points, but
distortions appear outside of them.

After the shift compensation the image showing the degree of residual polarization
was processed according to formula 50.1. An example of the resulting images is
shown in Fig. 50.4.

50.4 Results and Discussion

The results of one mole imaging in different light ranges are presented in Figs. 50.5,
50.6, 50.7 and 50.8.

In the resulting picture we see a skin defect area framed with the reference marks.
The processed image has a high contrast of the defect and shows the boundaries of it
clearer. The contrast ratio in the processed image is formed of the light scattered from
different structures in tissue, so it shows the difference of skin layer structures. The
resultant image also depends on the pigmentation, as one can see the studied mole is
more visible in 440 and 530 nm spectral ranges, while in 575 and 640 nm the mole

Fig. 50.5 440 nm radiation: parallel axes (left), orthogonal axes (middle), processed image (right)
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Fig. 50.6 575 nm radiation: parallel axes (left), orthogonal axes (middle), processed image (right)

Fig. 50.7 530 nm radiation: parallel axes (left), orthogonal axes (middle), processed image (right)

Fig. 50.8 640 nm radiation: parallel axes (left), orthogonal axes (middle), processed image (right)

image lost some contrast. We can expect, that different types of skin abnormalities,
for example sin cancer, will be more visible in different spectral ranges.

50.5 Conclusion

In this study we suggested a simple experimental setup for joint application of
dermatoscopy and SIAscopy methods. We suggested an algorithm for processing
detected images in different polarizations.Results on polarizedmultispectral imaging
of benignant mole processed by suggested algorithm are presented. It is visible that
some images are darker than the others while diaphragm is not changed, different
color filters cause this. Different skin structures absorb light in different ways, this is
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the reasonwhy the images of the same birthmark under different light is not the same.
The presented setup and processing algorithm can be useful for doctors to distinguish
noncancerous and malignant tumors on early stages of cancer. Such images show
the boundaries of object, melanin concentration and skin morphology.
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Chapter 51
Features of Degradation of Silicon-Based
Solar Photovoltaic Cells

Linda Boudjemila , Vadim V. Davydov , Vladislav G. Malyshkin ,
and Vasiliy Yu. Rud’

Abstract The article substantiates the need for the development of solar power
plants in the energy system of various countries. Currently known solar cells have
limited band gaps which makes their efficiency not very high. It has been observed
that in long-term operation, degradation is the most important factor limiting the
efficiency of photovoltaic cells, which is already low. Various factors caused by
nature that reduce the efficiency of solar energy systems are mentioned. So, this
work intends to present a method for efficient analysis of the photovoltaic cells
degradation data. The necessity of developing methods for modeling the efficiency
of a solar power plant for the photovoltaic cells degradation study has been proved.
The calculation results for the rates of Si photovoltaic cells degradation are presented
for different countries. It was noted that the main factor in the degradation process
formation is manufacturing technology of photovoltaic cells.

Keywords Solar power plant · Degradation · Silicon · Photovoltaic cell ·
Simulation · Solar energy conversion efficiency

51.1 Introduction

The development of scientific and technological progress requires more and more
electrical energy for a stable functioning of various spheres of human activity every
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year [1–8]. The deterioration of the environmental situation in the world [3, 9–
13] creates stable preconditions for the development and introduction of alternative
sources of electrical energy into the energy system. One of these is solar energy
[11–15]. The rapid development of solar energy is due not only to the solution of
environmental problems [9–11, 16–18]. There are also a number of other factors.
The main ones are:

• A constant decrease of solar cell price from $3.88/W in 2008 to $0.80/W in 2013
[19] and then under $0.23/W in 2020 [20];

• Increasing the efficiency of solar cells. Currently, the best laboratory photovoltaic
converters based on silicon have an efficiency of above 28%, and commercial
cells of 22% and above [21];

• State financing of solar energy development programs and tariff regulation
[14, 15].

The solar cells are typically classified in four generations based on time of devel-
opment and categories of materials used [22–24]. The most common solar cells on
the market are the first-generation solar cells which comprise mono-crystalline and
poly-crystalline silicon. In 2012–2021 silicon wafer prices have undergone more
than 10 times decline [24, 25] which made mono-crystalline and polycrystalline
silicon technology most attractive and put thin-film solar cells at a disadvantage.
Many companies have been forced to update their technology or go bankrupt [26].
This has required extensive research, both in academia and industry (e.g. the opera-
tion of solar panels in power plants under various conditions). One of the important
elements in these studies is the modeling of the operation of a solar power plant,
taking into account the climatic conditions of operation of photovoltaic converters,
the processes of their degradation, etc.

51.2 Features of the Degradation of Solar Photovoltaic
Cells

It should be noted that the processes of degradation of solar photovoltaic cells are the
main reason that reduces the amount of power generated by a solar power plant during
its long-term operation [14, 15, 19–26]. The climatic factors affect the acceleration of
the degradation processes of photovoltaic cells. Therefore, it is extremely important
to have these data when simulating the operation of a solar power plant. In the
Figs. 51.1 and 51.2 we present NASA data on climatic factors (illumination of a
horizontal surface in energy units per day, temperature and wind speed; these last
twoparameters aremeasured at 2maltitude. InFig. 51.1 the data on climatic factors in
the territory of the city of Algeria, Algeria, and in Fig. 51.2 the city of St. Petersburg,
Russian Federation, is presented for 10 years. A period of 10 years is the effective
life of a solar power plant. The type of PV cells chosen is mono-crystalline silicon
in both locations as this type is very common within easy reach. An analysis of the
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Fig. 51.1 The climatic data over 10 years in Algeria: incoming solar irradiation a, temperature T
b, wind speed c
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Fig. 51.2 The climatic data over 10years inSt. Petersburg: incoming solar irradiation a, temperature
T b, wind speed c
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climatic conditions between the two cities shows large differences in illumination
and temperature and little difference in wind speed. The first two factors have a
significant impact on the power generated by a solar power plant throughout the
year. Wind speed has a different effect on the rate of degradation of photovoltaic
converters (warm or cold wind and humidity are of great importance).

In case of low temperatures and strong winds, the process of degradation of
contacts on photovoltaic cells is faster. This fact must be taken into account when
modeling degradation processes in St. Petersburg. In Algeria, the impact of these
processes is less significant. In Algeria, the degradation process is affected by the
heating of photovoltaic cells (their expansion occurs causing displacement of layers
and damage to contacts). The various heterogeneities in solar panels associated with
production technology are beginning to have a more significant impact on the work-
flow. The preferred method of degradation estimation in such a situation is the
annual (YOY) approach [21]. The algorithm includes the following: normalizing
the measured PV power, by site irradiance and temperature; filtering the data (the
most common filter is a low irradiance cutoff of about 200 W/m2); data analysis.
There are actually two major categories of degradation calculation methods: with an
independent measurement of solar irradiation and without it. Advances in algorithm
processing [21, 22] allows to obtain sufficiently accurate value of the degradation rate
even without independent irradiation measurements. Data availability is one of the
major issues. NRELmaintains an array of PV systems for the US, representing many
PVmodule technologies with an operating history in exceed of 10 years. Global data
is much more scarce and require substantial effort to obtain. Figures 51.3 and 51.4
show the results of calculations of the rate of distribution of the generated power
by a solar power plant and the confidence interval for the degree of degradation of
photovoltaic stations for Algeria and St. Petersburg.

The obtained results of modeling the operation of a solar power plant show that
degradation processes occur more actively at solar power plants located in the region
of St. Petersburg. For the research, data was taken on the operation of SES, in which
photovoltaic converters of the same company are used.

Fig. 51.3 Work of solar power plants in Algeria over the past 8 years



478 L. Boudjemila et al.

Fig. 51.4 Work of solar power plants in St. Petersburg over the past 8 years

51.3 Conclusion

The results obtained show that the location of the solar power plant has a major
role in the degradation. The location of Saint Petersburg provides more complicated
climatic conditions than the city of Algeria which is located in North Africa. The
rate of degradation in Saint Petersburg (with rainy, windy and snowy weather) is
quite high because of the air humidity which is much higher comparing to the city of
Algeria which has humid but very hot climate. Another important factor in increasing
the rate of degradation of photovoltaic cells is the presence of violations or minor
deviations during their transportation which can cause some invisible cracks leading
to fast degradation. Especially in case of high humidity and temperature, the defects
become visible to the naked eye. The damage in one photovoltaic cell, which is
installed on a solar panel, leads to increase in the rate of degradation of other elements
located on this panel even if they do not have defects.

The results obtained show that the climatic conditions of operation of photovoltaic
cells do not have a major effect on the rate of their degradation during the first years
of use. The amount of degradation defects becomes more important and affects the
efficiency after a long period of functioning in a harsh weather.
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Chapter 52
Simultaneous Measurement of Strain
and Curvature with a Fiber Optic
Singlemode-Multimode-Singlemode
Structure

Aleksandr Markvart, Leonid Liokumovich, and Nikolai Ushakov

Abstract Current paper reports a novel approach for simultaneous measurement of
strain and curvature by a single mode-multimode-single mode (SMS) sensor based
on different dependencies of mode propagation constants on the perturbations. For
that, optical transmission spectra of SMS sensor are to be measured and processed
with a fast Fourier transform (FFT). FFT analysis allows to decompose the complex
interference signal onto components corresponding to individual mode groups. This,
in turn, allowed us to carry out simultaneous measurement of strain and curvature,
which, to the best of our knowledge, was done for the first time with a SMS sensor.

Keywords Optical fiber sensors · Intermode interference ·
Single-mode-multimode-single-mode · Sms sensor · Spectral interferometry ·
Strain · Curvature · Fourier transform

52.1 Introduction

Fiber-optic sensors are a rapidly developing area of interest for both academia and
industry due to their high accuracy, immunity to electromagnetic interference, easy
integration into complex constructions, small footprint, ability to multiplex several
sensors and perform remote measurements. Measurement of different physical quan-
tities like temperature, strain, curvature and so on is required for various applications,
including, but not limited to structural health monitoring and industrial inspection,
medical diagnostics for health monitoring and during surgery. One the most widely
used fiber optics sensors is a fiber Bragg grating (FBG). It’s main limitation in prac-
tical tasks is cross-sensitivity and impossibility of simultaneous registration of dif-
ferent impacts (for example, strain and temperature) by a single sensor. The using of
multiple sensors with different sensitivities is needed in this case, which complicates
the scheme.
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One of themost promising proposed types of fiber optic sensors is sensor based on
singlemode-multimode-singlemode (SMS) structure. In simplest case it consists of
three sections of optical fibers, where the multimode fiber (MMF) is spliced between
two singlemode fibers (SMF), is straightforward to fabricate and low-cost [1]. The
MMF section is a sensing element here, which typical length ranges from several to
tens of centimeters, depending on the type of MMF. The first SMF launches several
modes in MMF, which are then coupled to the main mode of the second SMF. Due to
different propagation constants of MMF’s modes, the intensity of output SMF mode
depends on their optical path differences (OPD), hence, demonstrating interference
behaviour. In fact, SMS sensor is a variant of mode-mode interferometer [2, 3]. The
sensor interrogation is usually carried by spectral interferometry [4, 5]. It was demon-
strated that it is possible to eliminate the cross-sensitivity between different physical
quantities and measure them simultaneously with a single SMS sensor [6–8]. It was
also shown that SMS sensors have higher temperature, strain sensitivities compared
with FBGs [4, 8, 9]. Silva et al. [6] demonstrated the curvature sensor without cross-
sensitivity to temperature and strain. Wu et al. [7] demonstrated simultaneous tem-
perature and displacement measurements. Lu et al. [8] demonstrated simultaneous
temperature and strain measurement.

However, the main factor, limiting the further development of state of the art SMS
sensors is the use of simple signal processing algorithms, such as peak/dip wave-
length tracking and peak/dip width estimation. It limits the dynamic range and the
resolution of such sensors. Moreover, a detailed analysis of spectral characteristics
of SMS structures may result in better understanding of their performance and fun-
damental limitations. In other areas of spectral interferometry applications, such as
extrinsic Fabry-Perot interferometers (EFPI) and FBGs, a great attention is paid to
development of advanced signal processing algorithms [10–13].

Here we present a novel approach for SMS interference signal processing for
efficient simultaneousmeasurement of different impacts. Simultaneousmeasurement
of strain and curvature is, to the best of our knowledge, reported for the first time.

52.2 Description of Singlemode-Multimode-Singlemode
Structure

The investigated SMS structure was fabricated using standard fiber splicer Fujicura
FCM 45M. As a multimode section, we have used a 32cm long step-index Thorlabs
FG050LGA fiber. At both ends, it was spliced to SMF-28 patchcords. The interro-
gation of SMS sensor was performed by NI PXIe 4844 optical sensor interrogator.
Since it is generally used for interrogation of FBG and EFPI sensors, for which
reflective spectral characteristics are generally analyzed, we had to use two channels
of interrogator, using channel#1 as a source and channel#0 as a receiver, for that it
was connected to SMS output via optical circulator as shown on scheme in left part
of Fig. 52.1.
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Fig. 52.1 The scheme of SMS sensor and interrogation setup (left); experimental arrangement for
controlling strain and curvature of MMF section

The main goal of this work was to simultaneously measure strain and curvature
of MMF section of SMS. Since simultaneous and precisely controlled bending and
straining of fiber requires very sophisticated setup, we have decided to apply strain
and bending to two distinct parts of MMF, which was done by a special experimental
arrangement, shown in the right part of Fig. 52.1. The left part of MMF section was
subject to strain, while the right part was bent. The middle of multimode fiber was
fixed by a stationary clamp; SMF on the left side was attached to a roller, to which
different loads were applied, causing strain of left part of MMF; SMF on the left side
was attached to a translation stage, which was shifted in left direction to increase
the bend, which can be assumed close to circular in case of small slack of the fiber.
The bending was done analogously to [6]. This relatively simple setup allowed to
simultaneously and independently control strain and curvature of two parts of MMF
section.

Transmission spectra of SMS sensor and FFT of one of the spectra are shown in
Fig. 52.2, a, and b, respectively. FFTof presented spectra are nearly indistinguishable,
therefore, only one of them is illustrated. Complex structure of spectra and their FFT
indicate that there is a large number of modes that are excited in multimode fiber
and interfere when are coupled to the main mode of output SMF [5]. Spectra shown
in Fig. 52.2, a were obtained in three cases: no strain, curvature 2.75m−1; slight
strain 0.32mε, curvature 2.75m−1; no strain, curvature 2.85m−1. It can be seen in
enlarged fragments of SMS spectra that the behaviour of spectra dips due to various
perturbations ofMMF section is quite complex and unpredictable. Therefore, instead
of empirically investigating how different dips (or peaks) behave in case of different
perturbations, we propose to use integral parameters of SMS spectra, for example,
phases of FFT components, as for example, was done in [14] for high-birefringence
fiber loop sensors.

FFT of SMS spectrum can be represented as a decomposition of complex spec-
trum, resulting from OPDs. Since propagation constants for different modes of step-
index fiber are not equidistant [15], the spacing between the FFT peaks increases
as the OPD of interference component becomes greater. Since resolution of spectra
FFT in OPD domain in presented case is relatively low (∼30µm, which is limited
by the width of the spectral range, in which the spectra are measured), interference
components with smaller OPDs overlap in FFT domain and it is hard to extract infor-
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Fig. 52.2 Experimental spectra of SMS sensor (a) and FFT of typical SMS spectrum (b)

mation from them independently. On contrary, in case of larger OPDs interference
components become unambiguously distinguishable, and for instance, FFT compo-
nents #55 and #62 have relatively large amplitude and are presented by clear peaks,
and will be used in the following analysis.

52.3 Signal Analysis

An experiment for calibrating sensor sensitivities to strain and curvature was per-
formed. For that, we have varied strain in limits from 0mε to 0.32mε with step
0.08mε (5 steps overall) and curvature in limits from 2.75 to 2.85m−1 with step
0.02m−1 (6 steps overall). During each step of curvature variation, the whole range
of strain values was scanned, as a result, 30 points with different pairs of strain and
curvature values were measured. For each point, 100 SMS spectra were measured
in order to increase the accuracy of sensor sensitivities’ estimation. All spectra were
saved and further processed in Matlab.

For each measured spectra, phases of 55-th and 62-nd FFT samples, denoted as
ϕ62 andϕ55 were calculated, their dependencies on strain ε and curvatureρ were fitted
by plane equations, which are presented in Eq. (52.1). Cross-sections of ϕ62 and ϕ55

dependencies on strain and curvature are shown in Fig. 52.3a and b, respectively.

ϕ62 = 6.64 · 10−3 × �ε + 6.04 × �ρ,

ϕ55 = 5.40 · 10−3 × �ε + 1.07 × �ρ,
(52.1)

Adjusted R2 values were calculated for each fit, comprising R2
ad j = 0.9997 for

ϕ62 and R2
ad j = 0.9992 forϕ55, which indicates excellent linearity of the sensor. Also,

from fit coefficients, it can be seen that the system of equations, relating ϕ62 and ϕ55
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Fig. 52.3 Dependencies of phases of 55-th and 62-nd FFT samples on strain (a) and curvature (b);
dependencies of estimated strain on induced strain (c) and estimated curvature on induced curvature
(d)

with strain and curvature, is non-degenerate, allowing one to simultaneously obtain
the sensor readings for strain and curvature from experimentally measured ϕ62 and
ϕ55.

The possibility to correctly estimate strain and curvature values was validated by
finding the solution of system of Eq. (52.1) and calculating ε and ρ for all measured
SMS spectra. Since the values of induced strain and curvature were known, the
dependencies of estimated values on the true ones were analyzed and linearly fitted,
corresponding plots can be seen in Fig. 52.3, c and d. Corresponding fitting equations
and adjusted R2 values are also presented in Fig. 52.3. Again, exceptional linearity
with no cross-talk was obtained, with larger variation of sensor readings in case of
curvature measurement, which may be due to nonideal conditions of experiment.

52.4 Conclusion

Simultaneous measurement of strain and curvature by singlemode-multimode-
singlemode is reported for the first time. Proposed SMS sensor consisted of con-
ventional step-index multimode fiber, spliced between two SMF-28 fiber. Novel
FFT-based algorithm for processing SMS signals was proposed, which demonstrated
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excellent linearity and no cross-talk during simultaneous measurement of strain and
curvature of multimode fiber section.
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Chapter 53
A Broadband Analog Fiber-Optic Line
with Recirculating Memory Loop
for Variable Microwave Signal Delay

Dmitrii V. Kondakov , Sergei I. Ivanov , and Alexander P. Lavrov

Abstract An active device for variable time delay of broadband radio signals is
described. The device is made on the base of analogue fiber-optic link included in
software-reconfigurable recirculating memory loop. An analogue fiber-optic link
is an intensity modulated direct detection type link with an external integrated-
optical Mach–Zehnder modulator. The time delay is changed in steps: multiples
of the minimum delay time. The minimum time was 552 ns in our case. It was deter-
mined by the length of fiber-optic link, which was about 100 m of SMF-28 fiber. To
change the time delay, recirculation was organized using high-speed radio frequency
switches. Switches control was carried out using FPGA. The developed device works
with radio signals in 0.5…14 GHz frequency band. Experiments have been carried
out, which have shown the device operability in a wide range of radio signal delay
times. The number of cycles of passage of the radio signal in the memory loop varied
in the range from 1 to 30. The error in setting the radio signal delay time was no
more than 2 ns. The influence of the loop gain in the recirculating memory loop on
the output signal level and noise level in the developed delay line is estimated. The
obtained measurement results were used to calculate the dynamic range of the delay
line for different numbers of recirculation cycles.

Keywords Broadband analogue fiber-optic link · Recirculating memory loop ·
Microwave signal variable delay

53.1 Introduction

Microwave photonic systems have many advantages over traditional only electronic
systems: low propagation loss, high instantaneous bandwidth, and insensitivity to
electromagnetic interference [1, 2]. So that systems included fiber-optic line were
used for variety of applications: in diverse signal processing and generation, reference
clock distribution in radioastronomy, phased array antenna beamforming, radar range
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testing, countermeasurement tasks andmany others [1–11]. The important utilization
of a fiber-optic delay line in modern electronic systems is a ‘simple’ wideband signal
memory. Other possible variants of wideband signal delay line realization one can
find in [12, 13].

In some tasks like radar range testing or electronic countermeasure applications an
RF memory is necessary to store complex-waveform microwave pulses for retrans-
mission them or detailed explore them. A RF memory within fiber-optic delay
approaches is much more wideband variant then one within electronic approaches
due to A/D conversion. When RF memory has to be changed in wide range of time
delay than recirculating type RF memory is an attractive one [14–17].

In recirculating type RF delay lines, the RF signal is converted to the optical
domain, and at the end of the delay line, to obtain the RF signal again, conversion
from the optical domain is performed. The signal delay time is determined by the
length of the optical path (the length of the optical fiber). The recirculation loop itself
is realized in the optical domain or in the radio frequency domain. The delay time
can be changed in multiples by changing the number of repeated passes through the
loop. The input and output of an RF signal to the delay line and control of the number
of signal passes through the loop is performed by using high-speed switches installed
at the input and output of the delay line. A delay line of this type was investigated in
[18].

We have been studied the functioning of this type analog fiber-optic recirculating
delay line with switchable time delay focused on more thorough measurements of
signal amplitude when it reticulates in loop. Also, in our laboratory setup of a fibre
optic recirculating delay line, we use RF optics and opto-RF converters with a wider
radio frequency band than in [18].

53.2 Analogue Fiber-Optic Switchable Recirculating Delay
Line

A block diagram of the fiber-optic switchable recirculating delay line (DL) is
presented in Fig. 53.1. The base of DL is a wideband analogue fiber-optic link.
In the laboratory set-up we used Optiva OTS-2 (Emcore) link. This link is intensity
modulation direct detection type (IM-DD) one [19, 20].

An input RF signal comes through switch SW1, amplifier Amp, and attenu-
ator ATT to input of Rf-optic converter Tr Emcore. This link transmitter module
realizes intensity modulation (IM) of DFB laser radiation (wavelength in 1.5 mcm
band, ITU grid) by MZM modulator driven by input RF signal with frequencies in
0.05…18 GHz band. We can comment: analogue optical transmitters with external
intensity modulation by MZM modulators have significantly wider RF bandwidth
than optical transmitters with direct intensity modulation by laser injection current
modulation [1, 20].
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Fig. 53.1 The block diagram of the fiber-optic switchable recirculating delay line

Intensity modulated optical signal is delayed in the fiber optic coil, and then the
delayed signal is converted back to RF frequency domain by this link receivermodule
R Emcore (direct detection). In our lab experimental setup of DL the receiver output
RF signal comes through splitter Sp in two ways. The one way—back to link input
(to switch SW1), so forming loop for recirculating functioning, the second way—for
RF signal registration on oscilloscope OCS. At the output of recirculating DL there
is the switch for snatch (pull out) delayed RF signal. In our lab setup it is switch SW2
installed after the splitter. The snatched RF signal we can exam by spectrum analyzer
SA. The switches SW1 and SW2 work under control from time control (TC) unit.

The switching time of an RF switches may be in nanosecond range: 10 ns as
in [21]. TC unit also gives synchro pulse to ‘trigger’ input of OSC. Some details
concerning our exam of the Optiva OTS-2 18 GHz link: link gain, 1 dB compression
point, output noise level, own intrinsic time delay in the ‘transmitter + receiver’
modules pair one can find in [22].

The time delays Td implemented in our DL depend on the fiber segment length
L as well as the number (N) of recirculation assigned to the DL from TC unit: Td =
T1·(N + 1). The minimum delay time (when N = 0) is T1 = (L·n)/c, where n is the
effective refractive index of fibermode (singlemode fiber SMF-28 type), c is the light
velocity in free space. In the DL lab setup we use 100 m fiber segment (fiber spoon),
so T1 = 552 ns. The length L of fiber segment determines time discrete (resolution
= step) when one switches total time delay in DL. This time discrete depends on the
DL application (Radar, Radio intelligence, Radio countermeasures means).
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Fig. 53.2 General view of the experimental setup

We canmeasure time delay in analogue fiber-optic links with high precision using
vector network analyzer (VNA) [23]. A VNAmeasures the S-parameters (S11, S12,
S21, and S22) of microwave two-port networks. To measure network time delay the
parameter S21 is important: |S21(f)| is the amplitude response of a two-port device,
and arg[S21(f)] is its phase response, ϕ(f). From the measured phase response ϕ(f)
in an analogue FO link specified frequency band �f, the group delay time Tdel is
determined: Tdel = �ϕ(f)/(�f·360), where �ϕ(f) − phase change, in degrees.

For phase unwrapping in �ϕ(f) a VNA has to measure S21(f) with large amounts
of points in measurement trace. We use the VNA S5085 (Planar) with number of
points in S(f) traces up to 200,001 [24].

We comment also that the VNA S5085 software allows selecting superimposed
RF signals (case of multipath RF signal propagation through a two-port networks
under test), and these possibilities was used in our research of delay line based on
LiNbO3 crystal [25].

The general view (a photo) of the lab experimental setup is shown in Fig. 53.2.

53.3 Experimental Results

In experiments we changed some of the DL parameters: time duration Tsw1 and
Tsw2 when RF switches SW1 and SW2 close the recirculating loop and their mutual
time shift Tsh also, the number of recirculation N, the ATT setting, the input RF
signal level Pin and some other parameters. In presented results simple one tone
(sinusoidal) signal was used as the DL RF input from generator 8684C (Agilent).
The ATT used in our DL lab setup was ZX-76-31R5-P-S + type (MiniCurcuits),
it allows controlling one pass gain GRL in the recirculating loop (open loop gain)
with small step 0.5 dB. When one uses the DL with large recirculation number N
than the open loop gain GRL is adjusted to be close to 1 across the DL operating
RF bandwidth. If the loop gain GRL > 1 than a recirculating RF signal will increase
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gradually in amplitude (as (GRL)N) until its saturation. It is necessary to note: when
number N of recirculation is large even in case GRL < 1 the DL saturation will be
reached by fiber-optic link own noise because a fiber-optic link noise factor is large
[1]. We adjusted open loop gain GRL in selected bandwidth to different values: GRL

≈ 1, GRL < 1, GRL > 1. The DL functioning is monitored on an OSC and a SA (see
Fig. 53.2).

The DL works in repetitive mode under control from the TC unit. In our experi-
mental setup the TC unit was realized on the Xilinx KC705 evaluation board with the
XC7K325T-2FFG900C FPGA of the Kintex 7 family located on it [26]. On the base
of the FPGA some counters with user-defined operating modes are implemented.
Modes are set from PC via the UART interface. The TC unit generates synchro pulse
(like meander) with period Trep and two pulses Tsw1 and Tsw2 to control the RF
switches SW1 and SW2. Durations of Tsw1 and Tsw2 and their mutual position
into period Trep are set independently. We set Trep = T1·M, M—integer number, so
number of recirculation N = M − 1 and RF pulse time delay in the DL under test
will be Td = (M − 1)·T1.

We test the DL with a Tsw1-wide pulse at a different RF input signal carrier
frequencies. A Tsw1 is duration of control pulse when the SW1 is connected to the
RF signal source (generator 8684C in our lab setup). A Tsw1 was slightly less than
T1: Tsw1 = 548 ns, T1 = 552 ns. So we can see signal zero level for a short time
at the end of each signal pass in the loop. In Fig. 53.3 one can see the repetitive RF
pulse train in the DL—as the bottom trace; the upper trace is the TC unit synchro
pulse with period Trep = T1·10, so N = 9—number of recirculation. The 9-th RF
pulse was snatched from the DL by the SW2, Tsw2 = 556 ns, so in Fig. 53.3 one
sees zero level instead of 9-th pulse. In this experiment GRL < 1: −2 dB.

Fig. 53.3 Receiver output RF signal in the recirculating DL. N = 9 recirculation, loop gain GRL
= –2 dB
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Figure 53.4 shows the similar experiment, but GRL ≈ 1: 0 dB, and Fig. 53.5
corresponds to the case when GRL > 1: + 3.5 dB, M = 10 again, so the delay time
for the snatched 9-th RF pulse is (Trep–T1) = 5468 ns.

Figures 53.6, 53.7 and 53.8 show the DL repetitive work with different period
Trep = T1·M and GRL < 1. One can see the snatched RF pulses for cases M = 5,

Fig. 53.4 Receiver output RF signal in the recirculating DL N = 9 recirculation, loop gain GRL
≈ 0 dB

Fig. 53.5 Receiver output RF signal in the recirculating DL N = 9 recirculation, loop gain GRL =
3.5 dB
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Fig. 53.6 Delay line output RF signal. Time delay is 2208 ns, N = 4 recirculation

Fig. 53.7 Delay line output RF signal. Time delay is 5468 ns, N = 9 recirculation

10 and 20 accordingly, so time delays Td were 2.208, 5.468 and 10.488 mcs. In all
these cases a RF pulses have duration 548 ns.
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Fig. 53.8 Delay line output RF signal. Time delay is 10488 ns, N = 19 recirculation

53.4 Discussion and Conclusion

Experimental studies of the developed device with switchable time delay of RF
signals have shown the promise of using it in systems where a wide range of inser-
tion time delay andwide bandwidth for delayed RF signals are required. The changes
of insertion time delay are realized by using a recirculating loop. The technical imple-
mentation of this delay line based on an analogue fiber-optic link with an external
electro-optic Mach–Zehnder modulator and software-reconfigurable recirculating
loop allowed in our experimental studies to change the number of passes through
recirculating loop in the range from 1 to 30. Maximum number of the RF signal
delay cycles is determined by the delay line operating bandwidth, the unevenness of
the total RF amplitude-frequency response, discrete in settings times Tsw1, Tsw2,
their mutual position and also period Trep under control the RF switches from the
TC unit—approx. 2 ns (when using the Xilinx KC705 evaluation board), the tran-
sient time of the RF switches itself (for HMC347ALP3E no more than 2 ns [21]) and
the gain control accuracy in recirculating loop (for the software-controlled attenuator
ZX-76-31R5-P−0.5 dB). Our preliminary analysis shows that themaximumnumber
of RF signal delay cycles can reach several hundred. The maximum delay time is
determined by the length of the fiber-optic link and can be (depending on the used
operating bandwidth) several tens of microseconds. The maximum operating band-
width of this type delay line is currently determined by the operating bandwidth of the
RF switches used and in our experiment it was 14GHz [21]. Theminimumdelay time
of RF signal is determined by the minimum length of the analogue fiber-optic link,
as well as the latency of the RF switches time control unit and the transient time of
the RF switches themselves, and amounts to several tens of nanoseconds for the used
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software-controlled Xilinx evaluation board. One additional question concerning of
fiber-optic line functioning is possible nonlinear effect in fiber. Typical transmitter
optical power in analogue fiber-optic line is approx. 10 mW, so fiber nonlinear effect
is negligible quantity.Another question is the fiber dispersionD(λ) influence [27].We
exploited just the fiber dispersion D(λ) in developing photonic beamformer for linear
phased array antenna [9]. In this investigation of fiber DL we have small frequency
bandwidth in optical domain of only 2Fmax, Fmax is maximal frequency of input RF
signal (20…40 GHz), so we consider fiber dispersion D(λ) influence also negligible.
In the future, it is planned to carry out a theoretical and experimental analysis of a
noise-like RF signal transformation in the investigated switchable time delay line.
We believe that a delay line of this type could be of interest not only in radar and
countermeasures, but also in other applications, for example inmeteorological radars
and lidar systems [28] to imitate return pulses in them.

Acknowledgements This research was funded by RFBR, project number 20-07-00928.
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Chapter 54
Research of an X-band Oscillator Based
on a SiGe Amplifier with Dielectric
Resonator

Egor V. Egorov , Sergey B. Makarov , and Victor M. Malyshev

Abstract This paper presents the model of 9.93 GHz low-phase noise reference
oscillator and its experimental sample with electrical and mechanical tuning. The
oscillator is built on a two-stage transistor amplifier with external feedback. In the
feedback, the resonant system with electrical and mechanical frequency tuning is
based on DRwith unloaded Q factor of 20,000. The loaded Q factor of such a system
exceeds 7,300 over the entire electrical tuning range. The phase noise level of oscil-
lator prototype is less than−120 dBc/Hz at 10 kHz offset from the 9.93 GHz carrier
with output power over 0 dBm. A comparison of calculations and measurements
shows that the noise model of the transistor is quite suitable for calculations at the
analysis of frequencies F above 10 kHz. At frequencies F below 1 kHz, there is a
significant discrepancy between the phase noise of the oscillator obtained experi-
mentally and from the AWR design based on the transistor spice model. Possible
ways to overcome this discrepancy are presented.

Keywords Reference oscillator ·Microwave · Low noise amplifier · Phase noise ·
Oscillatory system · Frequency tuning · Dielectric resonator · Q factor

54.1 Introduction

Modern reference oscillators (RO) are widely used in many radio electronic systems
for frequency synthesis and signals [1–5]. The frequency stability is a vital param-
eter in conditions of rapid technologies development [6, 7]. The phase noise (PN)
is a fundamental qualitative indicator of any reference oscillator. Phase noise char-
acteristics are important for digital, as well as analog, communication. Nowadays,
you have to use complex processing to extract useful information from a noisy and
distorted signal. For example, in radar systems, PN degrades the ability to process
Doppler information in radar. And, in digitally modulated communication systems,
phase noise degrades error vector magnitude (EVM) [8]. In the SHF range, low-noise
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SiGe amplifiers and high-Q resonant systems based on dielectric resonator (DR) are
currently used to achieve low PN level of oscillator. With a low production cost of
such RO, it is possible to achieve a PN level less than−120 dBc/Hz at 10 kHz offset.

Currently, CAD is widely used in the development of various types of microwave
devices and, in particular, oscillators [9–11]. They allow you to speed up the devel-
opment process. This mainly refers to the calculation of energy and frequency char-
acteristics. To a lesser extent, this applies to the noise characteristics of the RO. This
is due to the lack of a developed noise model of individual active elements [12].
The paper presents the results of modeling and measuring the phase noise of refer-
ence oscillator with an oscillatory system (OS) based on DRwith varactor frequency
tuning (DRO).

54.2 Oscillator Description

The reference oscillator consists of a low-noise two-stage amplifier with external
feedback. As a feedback, a modified design of a resonant system with a DR located
in a metal cavity is used [13]. The DR is a cylindrical disk resonator with an absolute
dielectric constant of ε = 30. DR dimensions are 6 mm in diameter and 2.7 mm
in height. The unloaded Q factor (Qun) of the resonator is 20,000. The oscillating
system has a resonant frequency f0 equal to 9.93 GHz, the transmission loss L at
f0 are equal to 8.5 dB, and the loaded quality factor QL is not less than 7300 in the
entire range of electrical frequency tuning. Electrical tuning of 1.1 MHz is carried
out usingMACOMMA46H120 varactors [14]. Mechanical tuning of such oscillator
is more than 25 MHz and it is obtained by the screw.

The common emitter low noise amplifier was designed using SiGe BFP843 tran-
sistor [15]. The parameters of the LNA: gain G at the operating frequency f0 near
10 GHz is 10 dB, the noise figure NF = 2.6 dB, output power for 1 dB compression
P1dB= 1.7 dBm, Output Third Order Intercept IP3 is 9.5 dBm. Oscillator structure
is shown in Fig. 54.1. The reflective phase shifter was used as the phase shifter ϕ,
and the Minicircuits ZX10-2-126-S splitter was used as the directional coupler [16].

The S-parameters of DRO’s individual linear parts were measured and simulated
in the AWR environment before design. It turned out that the losses in the connecting
cables and the phase shifter do not allow achieving self-excitation conditions when
using the LNA on a single transistor. Therefore, the second stage was added to the
amplifier, connected to the first stage through the 2.5 dB attenuator. As a result,
the LNA gain reaches 17.5 dB. This made it possible to provide conditions for the
self-excitation of DRO.Moreover, self-excitation of the oscillator was observed only
in a narrow range of angles ϕ. By choosing the angle ϕ, it is possible to achieve a
minimum PN level. For all varactor’s bias voltages UV (0-15 V) the PN level Sϕ

is less than −120 dBc/Hz at 10 kHz frequency offset from the carrier 9.93 GHz.
Figure 54.2 shows the spectral power density of oscillator’s phase noise for UV =
12 V, measured with the Rohde & Schwarz FSWP26 phase noise analyzer.
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Fig. 54.1 Oscillator
structure

Fig. 54.2 Phase noise spectrum

54.3 Simulation

Before creating the DRO experimental sample, oscillator was simulated in the AWR
MicrowaveOffice. Experimentallymeasured characteristics were used as parameters
of individual parts of themodel (Fig. 54.1). Both the simulatedDROand the amplifier
has frequency and energy parameters close to those of the experimental models.

The spice model of the BFP843 transistor offered by the manufacturer, in which a
collector current source of flicker noise is introduced [17], was used in LNA design
[15]. The spectral density of flicker noise S (F) is described by the formula (54.1),
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Fig. 54.3 PN spectral density Sϕ (F) of the amplifier

where I is the current through the device, AF = 1.529, KF = 3.12 × 10–16.

S (F) = KF · IAF/F (54.1)

The parameters of the flicker source in the spicemodel can be adjusted. Figure 54.3
shows the results of measuring the PN spectral density Sϕ (F) of the experimental
amplifier and AWR model for input power level Pin = −20 dBm. It can be seen that
the coincidence of the experimental and simulated results is observed at frequencies
offset more than 10 kHz (white noise of the spectrum presumably caused by thermal
noise sources). At frequencies less than 10 kHz, there is a significant discrepancy.
The phase noise level of the experimental LNA significantly exceeds the PN of the
AWR model. The PN of the amplifier model can be approximated to the experi-
mental results by increasing the KF to 6.24× 10–11. It is clear that such a difference
in the KF estimates, determined from the PN of the experimental amplifier and
determined by the transistor manufacturer based on modern methods of extracting
noise parameters [18], indicates that at frequencies F less than 10 kHz the effect
of another noise source appears in the PN of LNA sample. It is known that such a
noise source can be a base current noise source caused by low-frequency fluctua-
tions of the base current [17]. To create these fluctuations without changing the spice
model of the transistor, a low-frequency noise source (I_Burst) was located at the
input of the transistor base. I_Burst parameters were determined based on the coin-
cidence of experimental PN level of the amplifier and its model. As can be seen from
Fig. 54.3, the frequency dependence Sϕ (F) of the experimental amplifier is close
to the contribution of three generation-recombination noise (g-r noise) sources. The
spectral density of this current noise is described by the formula (54.2), where FB is
the cutoff frequency [17, 19].

S (F) = KB · IAB/(1+ (F/FB)2
)

(54.2)
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Fig. 54.4 Low-frequency noise Source I_Burst

Figure 54.4 shows the AWR base noise model. As can be seen from Fig. 54.3, the
g-r noise parameters, found using parametric optimization (KB1= 5.2× 10–6; FB1
= 8.1× 10–6; KB2= 1.3× 10–5; FB2= 1.3× 10–6; KB3= 7.9× 10–5; FB3= 1.2
×10–7; AB= 2), allow us to get PN level quite close to the experimental dependence.

Comparison of PN level of DRO in three different cases is shown in Fig. 54.5.
As can be seen from the graph, the most accurate coincidence of the spectrum is

also observed at offset frequencies above10 kHz (the main contribution to the noise
comes from white noise of the spectrum source). At lower frequencies offset, the
DRO PN level, using an amplifier with a single flicker collector noise, has a much
lower value with respect to the experimental one. A more accurate match there is in
the DROmodel, which uses I_Burst noise source in the base circuit of the transistor’s
amplifier. Since the low-frequency phase noise may be caused by fluctuations in the
barrier capacitances of the transistor [12], the contribution of which depends on the
level of the variable signal, this can be attributed to the difference in the experimental
PN level and the DRO model with the noise source in the base circuit. However,

Fig. 54.5 PN spectral density Sϕ (F) of reference oscillators
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the use of an additional noise source allows us to give a more accurate phase noise
estimate of the DRO over the entire frequency offset. In the presence of the measured
phase noise of the amplifier, the PN level of the oscillator at low frequencies offset
can be estimated more accurately at the design stage.

54.4 Conclusion

The paper presents the results of a comparison an experimental oscillator, a LNA and
their models designed in the AWR MWO to obtain phase noise level estimates. The
results show the coincidence of the PN for the white noise part of the spectrum. For
flicker part of the spectrum, the measured phase noise of the amplifier should be used
to estimate the phase noise level of the reference oscillator. The 9.93 GHz dielectric
resonator oscillator with electrical tuning more than 1 MHz and phase noise level
less than −120 dBc/Hz at 10 kHz offset was developed.

Acknowledgements The reported study was funded by RFBR, project number 19-32-90272.
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Chapter 55
Geometry and Radiating Patterns
of Segmented Long-Ring Travelling
Wave Resonator Antennas

Dmitry Dicky

Abstract The results of the development and study of long-ring (L � λ, L is ring
length) low-profile antennas based on the traveling wave resonator (TWR) idea are
presented. Depending on the configuration of the radiating ring, different radiating
patterns can be obtained. It opens comprehensive capability to use these antennas in
many applications, especially in satellite and mobile telecommunication as a vehicle
antenna. Dual orthogonal polarized radiation mode and multi-frequency capability
remain almost in all configurations of the segmented long-ring TWR antennas. The
theoretical analysis, design, and calculations are performed with special computer
programs using thematrixmethods of circuit theory and vector potential calculations.

Keywords Travelling Wave Resonator Antenna · Antenna Radiation Pattern ·
Antenna Polarization

55.1 The General Idea of a Non-segmented TWR Antenna

The TWR antenna (Fig. 55.1) includes the radiating ring, situated at the height h
above the ground plane, and the strip-line directional coupler (DC), one port of
which is an exciting one. The general idea and some fundamental relations between
the incident and reflected waves are given in [1, 2].

Several works are devoted to the theory of thin loop antennas. As shown in [1],
under certain circumstances, when radiating power is equal to the energy pumped
into the ring with a directional coupler, the reflections from the supply port is zero.
Wu [3] and Whiteside [4] have shown that when the radiating ring is situated over
a conductive surface, the ring’s current distribution varies a little. This fact allows
setting the amplitude of the ring’s current to some constant. Lately, numerical results
for the ring’s current distribution for the TWR antenna with different supply systems
are obtained in [5].
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Fig. 55.1 The geometry of
strip-line TWR antenna

In the case of the circular ring under a resonant wavelength λres = L
n , n =

1, 2, 3, . . . the following equations for the orthogonal components Eθ and Eϕ are
evaluated in [6, 7]. Practical equations for the TWR antenna pattern for the ring over
the conductive surface are obtained in [5, 7]:

Eϕ = nI0
2r

[
Jn−1(n sin θ) − Jn+1(n sin θ)

]
sin

(
2π

h

λ
cos θ

)

Eθ = nI0
2r

[
Jn−1(n sin θ) + Jn+1(n sin θ)

]
sin

(
2π

h

λ
cos θ

)
cos θ

where, I0—resonant current of the ring, h—ring’s height, Jn —the cylinder Bessel
function. Axis (θ = 0) radiation takes place only when n = 1, i.e. L = λ (for
the circular ring). As calculations and experimental data show, the axis gain of the
strip-line TWR antenna is about 9.5 dB.

55.2 The Segmented Long-Ring TWR Antenna

Further increase of directivity can be achieved by increasing the radiating area, i.e.
the ring diameter. Although the formulas above show zero radiation in the axis
direction for L = nλ (n �= 1), it is valid only for a circular ring. Other geometry of
the radiating element (not a circular ring) does not allow to write simple expressions
for components of the radiating field. Therefore, in the assumption of the constant
amplitude of the ring’s current, the radiating pattern can be obtained numerically.

Figure 55.2 shows the radiating line’s configuration, which provides high direc-
tivity for L = nλ (n > 1). Here all outer segments A, B, C,… radiate the right
circular-polarised (CP) wave.

The inner segments a, b, c,… radiate the left CP field. It may be shown that if the
full length of the ring is equal to (m + l)λ, where m-number of segment pairs, co-
polarised waves of the outer segments sum up in-phase in the axis direction, whereas
cross-polar waves of the inner elements sum up into zero in the axis direction.
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a 

b 

c 
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Travelling
wave

r 

Fig. 55.2 Segmented ring configuration

Similarly, axis radiation of the segments a, b, c,… is amplified, and the one of
segments A, B, C…. is depressed when n = m − l. Two examples of the possible
configurations of the segmented TWR antenna for n = m+ l are shown in Fig. 55.3.
The calculated maximum of the axis gain is 16.6 dB for m = 4 and 14.5 dB for
m = 3.

Figure 55.4 shows the radiating patterns under the different arc lengths of useful
segments for m = 4 (Fig. 55.3a). Calculations were performed with the Vector
Potential method’s help by integrating the travelling wave current distribution with
its mirror image over the ground plane.

In practice, it is possible to depress the radiation of the useless segments (to
decrease the sidelobes) even more by placing them on the lower height. Figure 55.5
shows the experimental model of the segmented TWR antenna with n = 5, m = 4.
The strip-line configuration is performed as a patch on a thin, flexible substrate curved
by lines C1–C2, as shown in Fig. 55.5.

R2

R1

R1

m = 4
n = 5 m = 3

n = 4

a) b)

Fig. 55.3 Possible configurations of the segmented rings
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2ψ1=90o r1=.30λ  r2=.17λ  2ψ1=120o r1=.19λ  2ψ1=135o r1=.16λ  

φ=0o

φ=45o

φ=45o φ=45o

φ=0o φ=0o

Fig. 55.4 Field patterns of segmented TWR antenna (m = 4, n = 5) for the principal (ϕ = 0o)
and diagonal (ϕ = 45o) planes. Solid line is co-polarisation, dashed line is cross-polarization

substrate

Ground plane

patch

Fig. 55.5 The geometry of the segmented TWR experimental antenna with n = 5, m = 4

It is possible to obtain the radiation of two orthogonal polarised fields with this
antenna, with the help of a branch-line hybrid junction, as shown in Fig. 55.5. If only
one circular polarization is required, branches 1, 2 (Fig. 55.5) may be removed, and
the exciting system becomes simple.

Besides, the availability of a low-height strip-line structure in the centre provides
many possibilities to supply the ring in several points to increase the bandwidth.

Figure 55.6 shows the dual-band segmented antenna (λ = 18 cm and 30 cm)
produced for passive radio-thermal earth mapping. This antenna is installed on the
small aircraft wing.

This antenna has a gain of 11.9 dB, and the sidelobe level is −11.5 dB. The
bandwidth of each channel is about 5%, with the VSWR less than 2, the axial ratio
is better than 0.85. The radiating pattern at λ = 18 cm in principal (ϕ = 0) plane is
shown in Fig. 55.7.

Taking into account the zero axis radiation of circular TWR antennas with n �= 1
andnon zero radiation of the segmentedTWRantenna, someomnidirectional antenna
can be approached by the intermediate segmentation of TWR antennas with n > 1
(as shown in Fig. 55.3b).
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Fig. 55.6 Dual-band
segmented TWR antenna

Fig. 55.7 The radiation
pattern of the experimental
segmented long-ring TWR
antenna

55.3 The Bandwidth of the Long-Ring TWR Antenna

The bandwidth of the long-ring (n > l) TWR antenna is less (approximately by n
times) than the bandwidth of the ring TRW antenna. There are two possible ways
to increase the bandwidth: (a) feed the radiating element in several points, as shown
in Fig. 55.6, to decrease the electrical length between the exciting points, (b) multi-
stage construction of TWRs (like was used in [9, 10] for n = 1) to implement the
multi-peak frequency response pattern. An equivalent scheme of multi-stage TWR
antenna is shown in Fig. 55.8 (left).

In this construction, only the upper ring (actually segmented, but for simplicity
depicted as circular) is the radiating one, and all other ones are intermediate
resonators. Intermediate resonators do not have to be segmented and can be
constructed as convenient. Rings are linked by the system of non-directional
elements, which in sum provide the directional coupling effect. Figure 55.8 (right)
shows the frequency response (mutual coupling between RCP and LCP inputs) for
the dual-stage TWR.
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Coupling elements

Fig. 55.8 Two-stage TWR antenna and its frequency response

Calculations and experimental data show that the use of both of these methods
(a and b) gives the bandwidth of more than 10–12% at the level of mutual coupling
�k = 2 − 5% even for n = 5.

55.4 Discussion

There are many designs of the wide-band low-profile antennas [11–13]. These
designs show suitable parameters for the particular area of application—broadband
communication, near field source localization, short-range radars, etc. The proposed
design is suitable for a wide range of application, from radars to passive radio loca-
tion. Namely, the radiating line configuration allows for varying the radiating pattern,
while changing the supply system allows for varying the frequency response. A
single segmented TWR antenna has a bandwidth up to 10–12%, while a stacked
TWR antenna can cover up to several octaves in frequency.

The mutual coupling between ports defines the noise figure of the segmented
TWR antenna. For example, if �k < − 10 dB in the desired frequency range, the
noise figure of the antenna is below 30 K. VSWR is generally below 1.2.

Another advantage of the proposed antenna is that it has a stable field pattern in
the desired frequency range while other antennas like in [14–16] have a frequency-
dependent field pattern and high VSWR (about 2).

55.5 Conclusion

Multi-stage segmented long-ring TWR antennas are low-profile, super-directive
antennas with a gain above 11 dB in the axis direction and low sidelobes level.
They can be used in a wide range of applications where low-profile and high direc-
tivity is a must. Themulti-frequency capability of such antennas makes them suitable
for mobile and satellite communication systems.
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Chapter 56
Modeling the Effect of Geomagnetic
Field Anomalies on the Frequency
of Satellite Onboard Rubidium Clock
in the GPS Navigation System

Daniil Borisov , Roman Lozov , Maxim Kuznetsov ,
Anastasiya Nitkina , and Aleksandra Chekireva

Abstract This paper presents the results of modeling the influence of the Earth’s
magnetic anomalies on the positioning accuracy of the GPS navigation system. We
estimate the orientational frequency shift influence of a quantumstandardwith optical
pumping on the positioning accuracy of the GPS navigation system. Calculations
were carried out using the British Geological Survey (BGS) API, which is based
on the World Magnetic Model (WMM). Comparison of calculated and experimental
data on the time dependences of positioning errors by calculating the values of the
correlation coefficients is presented.

Keywords Navigation satellites systems · Atomic clock · GPS ·WMM · BGS ·
Geomagnetic field · Light shift

56.1 Introduction

Themodernworld cannot be imaginedwithout satellite navigation systems. After all,
it solves a rather important navigation-time problem, the result of which is the deter-
mination of the location of the object in space, the rate of change of its coordinates,
as well as the establishment of the exact time [1–5].

However, the solution of the above problem is achieved if the time scales of
special on-board computing equipment are bound, the deterioration of accuracy due
to various external sources of errors of which can lower the quality of the desired
result. Such onboard equipment can be an optically pumped rubidium atomic clock,
and one of the sources of error is the geomagnetic field.

The operation of the atomic clock on Rb87 vapor is based on the method of double
radio-optical resonance. With this method, two quantum transitions are simultane-
ously carried out: optical and microwave ranges [6]. The first is responsible for the
redistribution of the populations of the hyperfine sublevels F of the ground state 2S1/2,
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and the second causes the corresponding induced transitions. Each F level from the
hyperfine structure is split into 2F+ 1 sublevels with different values of the magnetic
number mF [7].

A microwave transition between F = 2, mF = 0 and F = 1, mF = 0 of the main
energy level 2S1/2 (0–0 transition) is used as a reference. Its choice as a standard is
explained by the fact that the sublevels mF = 0 are least of all exposed to the influence
of parasitic magnetic fields that can arise from various sources. But this does not at
all negate the fact that the effect of magnetic fields makes a certain contribution to
the energy hyperfine structure, changing the length of the quantum transition line,
which leads to the so-called light shift [8, 9].

The magnitude of the light shift depends on many factors, such as the nuclear spin
of the alkaline atom, the intensity and polarization of the radiation from the pumping
source, the composition and pressure of the inert gas in the working absorption cell,
as well as the angle between the direction of the pumping light and the magnetic field
vector. The latter affects the movement of a communications satellite in orbit, when
themagnitude and direction of the geomagnetic field, including due tomagnetic Earth
anomalies, have different variations, which has a direct effect on the measurement
error of modern rubidium atomic clocks with optical pumping used in the on-board
apparatus-tour, and this, in turn, leads to an error in the solution carried out by various
navigation systems (GLONASS, Galileo and GPS), the navigation-time problem.
To weaken the effect of an external magnetic field on the frequency stability of
rubidium atomic clocks, multilayer magnetic shields, including cylindrical ones,
made of materials with high magnetic permeability, are used. Practice shows that
the calculated shielding coefficients for a constant magnetic field (~ 105–106) can
differ significantly from the experimental values (~ 102–103) [10], which is due
to the presence of technological holes connecting electronic components in screen
designs. Therefore, the screening coefficients of the magnetic screen are different for
different directions of the magnetic field, which, due to this fact, will certainly affect
the vapors of theworking substance of the atomic clock. The foregoing determines the
relevance of a detailed study of the effect of light frequency shift on the metrological
characteristics of navigation satellite systems.

Thus, the purpose of this work is to establish the influence of the Earth’s magnetic
field on the satellite navigation systems accuracy by means of computational-
theoretical modeling for a GPS satellite taking into account data from a real map
of the planet’s magnetic field (the map includes various magnetic anomalies), which
results in a light shift of themicrowave resonance frequencies of the onboard optically
pumped rubidium atomic clock.

56.2 Computational Modeling

Earlier in [11], an algorithmwas already presented that made it possible to determine
the effect of a magnetic field on the accuracy of a rubidium atomic clock, and then
calculate the positioning error of a GPS communication satellite. However, such an
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algorithm (presented in [11]) did not consider the real magnetic field, which includes
various anomalies, but only the theoretical one,which is a uniformfield over the entire
radius of the calculation. The algorithm of the authors of this article considers the
real situation when calculating the positioning error.

This algorithm has the following stages of work.

1. The calculation of the Earth’s magnetic field (considering all anomalies of
the magnetic field) is carried out at the distance of the GPS communication
satellite. This calculation is performed using a special API developed by the
British Geological Survey (BGS), which is based on theWorldMagnetic Model
(WMM).

2. The calculation of the light frequency shift of the rubidium atomic clock on
board the GPS communication satellite is carried out.

3. The calculation of the positioning error of the GPS communication satellite is
carried out (taking into account only the influence of the geomagnetic field, and
hence the light shift of the frequency of the onboard rubidium atomic clock).

4. Comparison of the results of GPS positioning (considering the Earth’s magnetic
field) with real data presented in open literature is carried out [12, 13].

The input parameters of the program are [14, 15]:

1. The angle of inclination of the satellite orbit to the plane of the Earth’s equator;
2. The major semi axis of the elliptical orbit of the communications satellite under

study;
3. Eccentricity of the elliptical orbit of the communications satellite under study;
4. Working magnetic field inside the magnetic shield of the investigated atomic

clock;
5. Location of the atomic clock on board the communications satellite;
6. The number of desired calculated points for one rotation period of the

communication satellite;
7. The number of periods of rotation of the communication satellite.

The screening of themagnetic shields of the rubidium atomic clock in the program
is carried out the considering data presented in article [10].

56.3 Results

The calculation of the positioning error of the GPS communication satellite, which
considers only the effect of the real geomagnetic field with magnetic anomalies
(which is described byWMM), is presented in Fig. 56.1 by red dash-dotted line. The
black solid line represents the experimental dependence, which is described in [13].

The distribution (taken from the Internet) of the WMM magnetic fields is shown
in Fig. 56.2.
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Fig. 56.1 Experimental (solid black line) and calculated (dotted red line) time dependencies GPS
satellite position error

Fig. 56.2 Distribution of WMM magnetic fields (values are given in nT)

A comparison of experimental and calculated by the developed algorithm depen-
dencies of the positioning error of theGPScommunication satellite on the observation
time is presented in the form of correlation coefficients in Table 56.1.
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Table 56.1 Correlation coefficients values to dependencies in Fig. 56.1 at different starting times

�t −6 T −4 T −2 T 0 2 T 4 T 6 T

RGPS 0.42 0.43 0.42 0.42 0.43 0.42 0.42

�t is starting time, T is the satellite rotation period, RGPS is correlation coefficient value (Fig. 56.1).

56.4 Conclusion

As a result of the research carried out, an algorithm was implemented that calculates
the positioning error of a GPS communication satellite. This algorithm considers the
effect of the real magnetic field of the Earth with all anomalies on the frequency
of the rubidium atomic clock. The real geomagnetic field was considered using the
BGS API.

The positioning error versus the observation time calculated by the developed
algorithm was compared with the experimental data.

It can be concluded that the effect of a real magnetic field, considering magnetic
anomalies, contributes to the positioning error of a GPS communication satellite due
to the appearance of a light shift. The greater the magnetic anomaly, the greater the
light shift, and hence the greater the positioning error of the GPS communication
satellite (large peaks in Fig. 56.1).

The similarity of the correlation coefficients in Table 56.1 is explained by the
rotation period of the GPS communication satellite, which is half the rotation period
of the Earth.

Acknowledgements This work was carried out with the help of a grant from the Russian Science
Foundation № 20-19-00146.
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Chapter 57
Features of a Fiber-Optics Transmission
System Using Dispersion-Managed
Optical Solitons

Artur A. Ermolaev , Maria A. Shevchenko , Elena I. Andreeva ,
and Dmitry P. Andreev

Abstract The analysis of the parameters of a high-speed information transmission
system using dispersion-managed solitons is carried out. It is shown that the quality
of information transmission can be increased by choosing the input–output point of
the symbol sequence on the dispersionmap. Fiber-optics soliton information systems
are distinguished by high stability of data transmission. However, in real fibers, it
is possible to realize the soliton regime at certain approximations. For high-speed
WDM systems, it is advisable to use the dispersion-managed soliton. The feature of
this mode is the low threshold level forming soliton in an optical fiber, which ensures
a low level of inter-channel interference. The dispersion map parameters largely
determine the bit rate. However, with the given parameters of the dispersion map, it
is possible to select the parameters of the symbol pulse, providing a higher bit rate
and higher signal-to-noise ratio in the system. A computer simulation of a fiber-optic
data transmission system using optical solitons has been carried out. It is shown that
when constructing a system with a dispersion map, which assumes input–output of
spectrally limited pulses, the quality of data transmission increases. The method for
the optimization of the parameters of the soliton data system is presented.

Keywords Fiber optics transmission system · Optical soliton

57.1 Introduction

Soliton information transmission systems are distinguished by high stability and
high information capacity as product of the bit rate on the transmission distance
[1–15]. However, in the real fibers, it is possible to realize the soliton regime at
certain approximations. Various types of the soliton-like regime are used to solve
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the specific problem. The classical regime of the fundamental soliton provides a
high speed in the transmission channel but requires a relatively high peak power of
symbol pulses. The use of wavelength division multiplexing (WDM) is hindered by
the effect of the soliton’s interaction. The pass-average soliton regime is suitable
for long-haul systems and has symbol width and bit rate limitations. For high-speed
WDM systems, it is advisable to use the dispersion-managed soliton mode. The
distinguishing feature of this mode is the low threshold level forming soliton in an
optical fiber, which ensures a low level of inter-channel interference.

Dispersion management is actively used in the high-speed information trans-
mission systems. It turns out that if fibers with varying dispersion are used or if
fibers with different dispersions are alternated in a special way, the parameters
of soliton systems can be significantly improved. Periodic dispersion (dispersion-
managed) circuits consist of alternating fiber lengths with opposite sign dispersion.
Dispersion-managed systems are attractive because of the following.

– The average variance of the entire system can bemade very small, which improves
the characteristics of the systems as a whole.

– The dispersion of each individual segment (β2) remains large enough, which
reduces the influence of the effects of four-wavemixing and third-order dispersion.

57.2 The Main Characteristics of the Dispersion Map

Dispersion scheme (Fig. 57.1) consist of the two fibers with the anomalous (negative)
dispersion β2a and length la and positive dispersion β2n and length ln

Lmap = la + ln

where Lmap is the period of the dispersion map.
Path-average dispersion:

Fig. 57.1 Typical dispersion
management map
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β2 = β2nln + β2ala
ln + la

The scheme map is selected in such a way that the average variance turns out to
be small, although it remains anomalous (path-average dispersion parameter of the
map, D > 0, and value β2 < 0).

The input pulse width To is determined depending on the initial chirping Co and
the parameter T map is dispersion map parameter [4].

To = Tmap

√
1 + C2

o

|Co|

where To is pulse width and Co is pulse chirp between the segments with different
dispersion, and.

Tmap =
√

|β2nβ2alnla|
β2nln − β2ala

In the segment middle value C(z) ∼= 0 and pulse width became Tmin [4]

Tmin = To√(
1 + C2

o

) = Tmap√|Co|

The value of Tmin can be used to estimate the allowable bit rate.
Initial soliton pulse energy Eo [4]

E0 = 2
√
2π

β2aεa(la) + β2nε2(ln)(
γ0a√
ca

)
lnra +

(
γ0n√
cn

)
lnrn

while (i = a, n)

εi (z) ≡ 1

2

ci − aibi√
c3i bi

[
tan−1

(√
ci
bi

(li )

)
− tan−1

(√
ci
bi

(li − 2z)

)]
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√
ci

T0 − li
√
ci

ai ≡ C2
0

l2i

bi ≡ 1

2
β21C0li + T 2

0

ci ≡ ∓β2iC0

2li
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Fig. 57.2 Spatial dynamics
of changes in the pulse width
T(z) (1–2) of a soliton and a
chirp C(z) (3–4) at Co =3 (1,
3) and Co = 1 (2, 4) (a) on
the period of the
dispersion map la = ln =
48 km, | β2 | ∼= 3 ps2/km (b)

The soliton is formed as averaged over a long nonlinearity manifestation. For
pulse chirp [4]:

C(z) =
⎧⎨
⎩

Co

(
1 − 2z

la

)
, 0 ≤ z ≤ la

−Co

(
1 − 2z

ln

)
(z − la), la ≤ z ≤ Lmap

For pulse width [4]:

T 2(z) =
⎧⎨
⎩

T 2
o + 2β2aCo

(
1 − z

la

)
z, 0 ≤ z ≤ la

T 2
o + 2β2nCo

(
1 − 1

l (z − la)
)
(z − la), la ≤ z ≤ Lmap

Along the segment length, the parameters of the soliton pulse, such as the pulse
width T(z), the frequency chirp C(z), experience periodic changes, keeping their
values To and Co at the segment boundary (Fig. 57.2).

57.3 Computer Simulation

The fiber-optic system with a period l a = l n = 48 km was modeled in OptiSystem.
Input soliton pulse width, corresponding to To = 12 ps and Co = 1, so that the T map

= 8.5 ps realized the bit rate of 10 Gbit/s.
The dispersion map parameters largely determine the bit rate. However, with the

given parameters of the dispersion map, it is possible to select the parameters of the
symbol pulse (Figs. 57.3 and 57.4), providing a higher bit rate and higher SN-ratio
in the system. For this, a differential dispersion map is used, which makes it possible
to input/output data at the midpoint of the segment, the so-called point of zero chirp,
where the pulse width takes on a minimum value.
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Fig. 57.3 Pulse width To, a at the boundary of segments with different dispersion (1) and the pulse
width Tmin (2) in the middle of the segment vs initial energy Eo of the soliton pulse and the pulse
power Po, b at the boundary of segments with different dispersion (1) in the middle of the segment
(2)

Fig. 57.4 Peak power Po in
the middle of a segment vs
chirp Co at the boundary of
segments with different
dispersion

As shown by computer simulation with the OptiSystem-program, with an
initial value of Co = 1 and entering the middle of a segment with anomalous disper-
sion, the value of the Q- parameter increases by 3 times. An increase in the initial
energy Eo of the pulse and, accordingly, an increase in Co = 3 additionally increases
the Q- parameter up to 5.6 times (Fig. 57.5). However, a further increase in these

Fig. 57.5 Q-parameter at the output of the system Qm when entering the middle of a segment with
anomalous dispersion (at the point of zero chirp) vs the value ofCo chirp at the boundary of segments
with variance of different signs, normalized to the value of Qo (the value of the Q-parameter at Co
= 1) and data input at segment boundaries
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values Co already leads to a decrease in the value of the Q-parameter since the pulse
width at the segment boundary and the interaction of solitons significantly increase.

57.4 Conclusion

Acomputer simulation of a fiber-optic data transmission systemusing optical solitons
has been carried out. It is shown that when constructing a system with a dispersion
map, which assumes input–output of spectrally limited pulses, the quality of data
transmission increases. The optimal parameters of such a system can be chosen.
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Chapter 58
Application of Nonlinear Algorithms
with Decision Feedback for FTN Signals
Coherent Detection

Ilya Lavrenyuk , Sergey Makarov , and Wei Xue

Abstract An approach to the problem of increasing the bandwidth efficiency of
communication systems, which has recently received considerable attention, is the
introduction of so-called controlled inter-symbol interference in the time and/or
frequency domain of the signal. However, in this case, in order to minimize energy
loss, more computationally complex detection algorithms should be applied to elim-
inate the negative effects of inter-symbol interference in the signal. One of the
barriers to implementing the above approach in existing communication standards
is the high complexity of implementing detection algorithms. This paper presents a
study on application of coherent detection algorithms with decision feedback for the
faster-than-Nyquist signaling to decrease detection complexity.

Keywords Faster-than-Nyquist · Detection algorithm · Decision feedback ·
Intersymbol interference

58.1 Introduction

Random sequences of binary FTN (Faster-Than-Nyquist signaling) signals s(t) with
the increased duration exceeding the transmission time T of one bit of messages
without coding can provide a channel rate R above the “Nyquist barrier” [1, 2]. High
spectral efficiency is achieved using signals of duration Ts = LT (L = 2, 3, …)
and energy Es, which can be formed using a filter with an extremely narrow band
of occupied frequencies ΔF. The message transmission occurs in the conditions of
intersignal (intersymbol) interference ISI, caused by the superposition of adjacent
signals on each other, which significantly affects the decrease in the bit error rate
performance at high channel message transmission rates. The properties of such
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FTN signals are considered in [3–5] and estimates of their detection performance
in channels with additive white Gaussian noise (AWGN) with an average power
spectral density N0/2 are given.

To receive FTN signals, in most cases, algorithms of coherent detection are
used, including maximum likelihood sequence estimation (MLSE) algorithms for
processingmessage packets. These algorithms are themost efficient and in ISI condi-
tions they carry out a weighted enumeration of all possible combinations of received
signals. However, the hardware complexity of the implementation of such algorithms
is not realizable for high absolute transmission rates. Reducing the complexity of
processing algorithms is achieved by using the MLSE detection methods based on
the Viterbi algorithm and its modifications [3, 6, 10]. However, it is not possible to
achieve any significant gains in reducing the number of computational operations
when demodulating signals. At the same time, when using the classical algorithm of
element wise detection without taking into account ISI, which ensures the maximum
speed of the signal demodulator, energy losses due to the presence of significant ISI
reach 10–20 dB at specific bit rates R > 1/T. Similar difficulties arise when detec-
tion signals with interference in the frequency domain, such as in SEFDM approach
[11–15]. The approach of joint application of error-correction codes and optimized
signal shapes considered in papers [7–9]. Such approach demonstrates promising
results in bandwidth efficiency gain without extremely complex detection and energy
efficiency degradation.

It is reasonable to formulate the problem of reducing energy costs due to the
transition to the application of algorithms for receiving FTN signals, which occupy
an intermediate place between easily implemented element wise processing, which
does not take into account ISI, and algorithms forMLSEdetection taking into account
ISI, but having a complex. These algorithms include nonlinear iterative algorithms for
coherent reception with decision feedback. The main idea of using such algorithms
is that in the presence of intersymbol interference, the signals that follow before
and after the analyzed signal fall into the observation interval of the useful signal.
Under these conditions, it is possible to use decisions about the previous (following
before the analyzed) received symbols as knownwhen receiving this symbol. The so-
called ideal feedback on decisions about the previous received symbols is introduced
into the reception algorithm. This makes it possible to compensate for intersymbol
interference from previous received symbols [16, 17].

The purpose of this work is to determine the possibility of increasing the perfor-
mance of FTNsignal sequences detectionwhen using coherent processing algorithms
with decision feedback at increased bit rates R > 1/T.

58.2 Definition of Random FTN Sequences

Let us consider an FTN signal with an arbitrary amplitude pulse shape a(t), having
a maximum value A0, a carrier frequency and a pulse duration Ts = LT (L > 1). We
represent it in the following form:
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sr (t) = A0a(t)d(0)
r cos(2π f0t) (58.1)

where d(0)
r is the modulation symbol in the time interval from 0 to T. For BPSK d(0)

r
= ± 1 and r = 1, 2.

A random sequence consisting of N signals (58.1) for an arbitrary symbol rate
can be written as:

y(t) = A0

N/2∑

n=−N/2

a(t − ξnT )d(n)
r cos(2π f0t) (58.2)

Sequence (58.2) provides binary data transmission at symbols rate R = 1 / ξT (0
< ξ ≤ 1) above the “Nyquist barrier” (at �F = 1/2 T ). In the general case, for FTN
signals with the channel alphabet base M, the values in (58.1) are determined by the
following expression:

d(n)
j = M − 2 j + 1

M − 1
, j = 1...M

For example, for pulse amplitude modulation andM= 4 we have j= 1, 2, 3, 4 and
d(n)
1 = 1; d(n)

2 = 0.33; d(n)
3 = −0.33; d(n)

4 = −1. The values d(n)
j are evenly spaced

from+ 1 to−1. For FTN signals, the values d(n)
j have equal occurrence probabilities

for each n.
Random sequences (58.2) of FTN signals can be based on square root raised

cosine (RRC) pulses. Figure 58.1 shows the normalized RRC functions of the pulse
a(t) for the roll-off factor of the frequency characteristic |H(f)|2 of the filter β = 0.0,
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Fig. 58.1 RRC impulse type with different roll-off factors: a) Ts = 4 T; b) Ts = 8 T
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0.3, 0.5 and duration Ts = 4 T (Fig. 58.1a) and Ts = 8 T (Fig. 58.1b). Note that for the
value of the parameter β = 0, the form of the amplitude pulse a(t) coincides with the
form of the function sin(x)/x. This amplitude pulse has the maximum amplitude side
lobes in time domain and, accordingly, the highest level of intersymbol interference.

In general, a random signal sequence generated from truncated RRC pulses, even
at a transmission rate of R = 1/T, will have a high enough level of intersymbol
interference. Consider a nonlinear algorithm for coherent detection with decision
feedback under such conditions.

58.3 Algorithm for Coherent Detection with Decision
Feedback.

When analyzing coherent signal processing, we will assume that the measurement
of the initial phase of a high-frequency oscillation with a carrier frequency is deter-
mined using a phase-locked loop (PLL) device according to the preamble before
the information sequence (58.2). Clock synchronization is also determined from a
periodic sequence of symbols using a clock synchronization system (CSS). Under
these conditions, the analyzed process at the input of the receiving device has the
form:

r(t) = μsl(t) + μy−(t, i) + μy+(t, q) + n(t). (58.3)

Here, n(t) it is additive white Gaussian noise (AWGN) with an average power
spectral density of N0/2, which is the transmission coefficient over the communica-
tion channel, which is determined by the level of fading μ. In (58.3) for R = 1/T,
the signal sequence (58.2) is converted into two preceding y−(t, i) and subsequent
y+(t, q) signal sequences. The indices i and q correspond to the i-th preceding and
q-th subsequent combinations of characters.

y−(t, i) =
−(L−1)∑

k=−1

s(p)
ri (t − kξT ) =

−(L−1)∑

k=−1

d(p)
ri a(t − kξT )cos(2π f0t); (58.4)

y+(t, q) =
L−1∑

k=1

s(p)
rq (t − kξT ) =

L−1∑

k=1

d(p)
rq a(t − kξT )cos(2π f0t). (58.5)

When writing the likelihood ratio functional, we will take into account the the
decisions on the previously transmitted symbols. At the same time, we will keep
the averaging over the subsequent unknown symbols. Then for the M-ary channel
alphabet we get:
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ML−1∑

q=1

exp

⎛

⎜⎜⎜⎝
1

N0

⎛

⎜⎜⎜⎝

2μ
∫ LT

0
r(t)(sl(t) + y−(t, i) + y+(t, q))dt

−μ2
∫ LT

0
(sl(t) + y−(t, i) + y+(t, q))2dt

⎞

⎟⎟⎟⎠

⎞

⎟⎟⎟⎠ >

>

ML−1∑

q=1

exp

⎛

⎜⎜⎜⎝
1

N0

⎛

⎜⎜⎜⎝

2μ
∫ LT

0
r(t)(sr (t) + y−(t, i) + y+(t, q))dt

−μ2
∫ LT

0
(sr (t) + y−(t, i) + y+(t, q))2dt

⎞

⎟⎟⎟⎠

⎞

⎟⎟⎟⎠.

(58.6)

Let us transform (58.6), assuming that all signals following the analyzed one on
the current symbol interval are additional noise and a priori information about the
form of implementation of this noise is not taken into account in processing:

exp

(
1

N0

(
2μ

∫ LT

0
r(t)(sl(t) + y−(t, i))dt − μ2

∫ LT

0
(sl(t) + y−(t, i))2dt

))
>

> exp

(
1

N0

(
2μ

∫ LT

0
r(t)(sr (t) + y−(t, i))dt − μ2

∫ LT

0
(sr (t) + y−(t, i))2dt

))
.

(58.7)

Then expanding (58.7) in a power series and limiting ourselves only to the first
terms of the expansion, we get: the l-th symbol is registered if the inequality holds:

∫ LT

0
r(t)(sl(t) − sr (t))dt

>
1

2
μ

(∫ LT

0
(sl(t) + y−(t, i))2dt −

∫ LT

0
(sr (t) + y−(t, i))2dt

)
;

(58.8)

Consider the implementation of the solution feedback algorithm for FTN signals
with binary modulation. Taking into account the fact that for BPSK s1(t) = −s2(t),
and simplifying (58.8), we obtain the following rule for making a decision:

∫ LT

0
r(t)sl(t)dt

>
<μ

∫ LT

0
sl(t)y−(t, i)dt (58.9)

Consider representation (58.9) through baseband quadrature components.Wewill
write r(t) and sl(t) in the form:

r(t) = Arc(t) cos(2π f0t) − Ars(t)sin(2π f0t)

sl(t) = Alc(t) cos(2π f0t) − Als(t)sin(2π f0t)
(58.10)

Taking into account (58.2) and (58.10), we rewrite (58.9) in the form:
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d(0)
l

∫ LT

0
Arc(t)a(t)dt><μd(0)

l

∫ LT

0
a(t)

−(L−1)∑

k=−1

d(p)
ri a(t − kξT )dt (58.11)

As can be seen from (58.11), the algorithm for coherent detection with decision
feedback involves comparing the result of correlation processing of a signal over
the interval of its existence and comparing this result with a threshold, the value
of which is determined by the interference value of the previous signal combina-
tions. In addition, the level of the threshold depends on the transmission ratio μ of
the communication channel, which is determined by the level of fading. Algorithm
(58.11) provides feedback to the depth L of symbols for the transmission rate R =
1/T. At a transmission rate higher than this value, more than L number of previous
symbols falls into the observation interval, which can be taken into account when
receiving. Of course, the depth of feedback can also vary depending on the require-
ments for the hardware and software implementation (58.11). Algorithms (58.9) and
(58.11) can be performed based on correlators or matched filters.

Let us consider the block diagram of the implementation based on correlators,
which is shown in Fig. 58.2. From the analyzed process at the input of the receiving
device with the help of phase (PLL) and clock synchronization (CSS), the refer-
ence waveform and clock synchronization frequency are defined from the message
preamble. To implement algorithm (11), the channel transmission coefficient μ is
estimated in the “Estimation μ” block. After the transfer of the analyzed process
r(t) to zero frequency and low-pass filtering from the components at the doubled
carrier frequency, the correlation processing of the process Arc(t) takes place. At
the output of the “symbol decision”, estimates of the received symbols d̂(n)

j of the

LPF
Symbol 
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μ 
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PLL
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cos(ω0t)

Z-1

Z-2

Z-(L-1)

K

K

K

+

a(t)
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(1)R

(2)R

( 1)LR −

x x
0

LT

∫

Fig. 58.2 Schematic flow-chart for implementation of algorithm (58.11)
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channel alphabet appear. These estimates are taken into account when choosing the
response threshold of the feedback loop. This loop includes time T delay elements
Z−k(k = 1, 2...L − 1) for a transmission rate R = 1/T. As R increases, the number
of delay elements increases accordingly. When constructing a feedback loop, it is
necessary to have estimates of the cross-correlation coefficients of the transmitted
signals included in (11). For this, the coefficients are calculated R(i) (i= 1, 2,…L-1).
They are equal:

R(1) =
∫ LT

0
a(t)a(t − T )dt L;

R(2) =
∫ LT

0
a(t)a(t − 2T )dt;

...

R(L−1) =
∫ LT

0
a(t)a(t − (L − 1)T )dt

The coefficients R(i), taking into account the estimate μ, are added to the value
of the response threshold of the decision block. This is done using the switching
elements K and the adder.

Thus, in the symbol decision block the results of correlation processing (see
(58.11)) are compared with the threshold value, the value of which changes and
depends on the received previous symbols. Of course, parts of the signals following
the analyzed signal will also fall into the integration interval. They considered as
hindrance. To reduce the complexity of the implementation of the reception algo-
rithm (58.11), it is possible to adjust the depth of the feedback on the solution, taking
into account not all the previous signals that affect the current analyzed process,
but only a part of them. Coefficient storage units R(i), switching elements K and
delay elements Z−k can be implemented on the basis of, for example, an FPGA.
Of particular importance is the calculation of the μ parameter which is transmis-
sion coefficient over the communication channel. This is especially important when
receiving signals under fading conditions. The simplest device of the μ estimator
block can be performed with the classical automatic gain control scheme.

58.4 Simulation Results

Let us consider the results of simulation of a nonlinear algorithm with decision feed-
back when receiving FTN signals formed on the basis of RRC pulses of different
duration. The purpose of the simulation is to estimate the bit error rate (BER) perfor-
manceof coherent detectionofFTNsignals in the presenceof additivewhiteGaussian
noise (AWGN) in the transmission channel with an average power spectral density
N0/2 at various data rates.
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Fig. 58.3 BER performance for an RRC pulse with β = 0 and R= 1/T at different pulse durations:
a Ts = 2 T, b Ts = 4 T

When performing simulation, binary phase shift keying with RRC shaping was
used, the forms corresponding baseband pulses are shown in Fig. 58.1. The number
of signals in sequence (58.2) N = 106. Figure 58.3 shows the dependences of the
error probability (BER) on the signal-to-noise ratio (Eb/N0, where Eb is the signal
sr (t) energy in (58.1)) for the data rate R= 1/T. As a modulation RRC pulse, a pulse
with a duration of Ts = 2 T (Fig. 58.3, a)) and Ts = 4 T (Fig. 58.3, b)) was taken
when the roll-off factor of the frequency response |H(f)|2 of the filter β = 0 (pulse
type sin(x)/x).

For comparison, Fig. 58.4 shows the dependences of the error probability for the
case of using the coherent elementwise detection algorithmwithout compensation for
intersymbol interference.Hereinafter,wewill understand the notation of the feedback
depth R(1), as consisting of one feedback pass; designation R(2)—consisting of two
feedback passes, namely R(1) + R(2); designation R(3)—consisting of three passes
R(1) +R(2) +R(3) and so on. From the analysis of the dependences shown in Fig. 58.3,
the following conclusions can be drawn. First, the use of the algorithmwith feedback
on the decision allows to increase the BER performance of detection compared to
using the algorithm without ISI compensation even at a relatively low transmission
rate R = 1/T for the case when signals are partial responsed. The energy gain is
about 1 dB at Ts = 2 T (Fig. 58.3a) and about 2.5 dB at Ts = 4 T (Fig. 58.3b) in the
range of error probabilities p = 10–4−10–5. Secondly, an increase in the feedback
depth (Fig. 58.3, b) to two (R(2)) gives a significant improvement in performance
amounting to up to 2 dB in comparison with the case of using only one feedback
pass (R(1)).

Consider the BER performance when the message transmission rate is increased
to R = 1.25/T for Ts = 4 T (Fig. 58.4, a) and Ts = 8 T (Fig. 58.4, a), for different
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Fig. 58.4 BER performance for an RRC pulse with β = 0 and R = 1.25/T at different pulse
durations: a Ts = 4 T, b Ts = 8 T

values of the feedback depth. It can be seen that with an increase in R and, naturally,
with an increase in ISI, the BER performance decreases. If we compare the obtained
error probability values with similar BER values for the transmission rate R = 1/T
(Fig. 58.3), it is easy to see that the energy loss will be more than 4 dB at the
feedback depth R(4) for the signal duration Ts = 4 T and more 8 dB at feedback
depth R(8) for signal duration Ts = 8 T. However, one should not conclude from this
comparison that algorithms with decision feedback are ineffective. With an increase
in the message transmission rate and an increase in ISI, the number of signals falling
into the analysis interval increases. Therefore, to reduce the BER, it is necessary to
increase the depth of the feedback.

Let us analyze the efficiency of the feedback algorithm with a further increase in
the transmission rate. For RRCmodulation, we use a pulsewith a rounding parameter
of the amplitude-frequency characteristic |H(f)|2 filters β = 0.3with a signal duration
Ts = 8 T. Figure 58.5 shows the detection results for the message transmission rate
up to R = 1.33/T and the feedback depth R(4).

As can be seen from the comparison of the curve in Fig. 58.5 for R(4) and the
curve for R(8) in Fig. 58.4 b) with an increase in the transmission rate from R =
1.25/T–R = 1.33/T, but with a decrease in the ISI level (see Fig. 58.1 for β = 0.3) it
is even possible to improve the BER performance. The energy gain is about 2 dB in
the range of error probabilities p = 10–4−10–5.

With a further increase in the transmission rate to the value R = 1.66/T, but with
an increase in the parameter β = 0.5 (decrease in the ISI level), it becomes possible to
obtain an increase in the detection quality when using the algorithmwith feedback on
the decision for R(3). In this case, it is possible to obtain an energy gain in relation to
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Fig. 58.5 BER performance
for an RRC pulse with Ts =
8 T, β = 0.3 and R = 1.33/T
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Fig. 58.6 BER performance
for an RRC pulse with Ts =
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the previous figure (Fig. 58.5 for R(4)) of about 1 dB in the same range of error prob-
abilities. Thus, the region of applicability of the algorithm can be designated. Firstly,
this detection algorithm can efficiently be applied in non-strong-ISI scenario (for
example, corresponding to high ξ values in the cases considered in the simulation).
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Secondly, the algorithm does not lead to a significant increase in the complexity of
the detection for large pulse length L values (the complexity increases linearly with
the L growing) and can efficiently implemented in computational devices. Thirdly,
the given algorithm can be the core for further modification, for example, related to
taking into account subsequent signals.

58.5 Conclusions

As a result of this work, the following is shown.

1. The application of the algorithm with decision feedback makes it possible to
increase the BER performance of reception in comparison with the use of the
algorithm without ISI compensation even at a relatively low transmission rate
R = 1/T for partially responded signals. The energy gain is from 1 dB to 2.5 dB
in the range of error probabilities p = 10–4–10–5.

2. An increase in the feedback depth gives a significant improvement in the BER
performance, providing energy gains of up to 4–5 dB, in comparison with the
case of using the feedback algorithm, but with one pass.

3. An Increase of More Than 60% in the Bit RateWhen Using FTN Signals Based
on RRC Pulses Does not Increase the Bit Error Rate When Using Algorithms
with Decision Feedback.

4. With an increase in the symbol rate of message transmission, the application of
algorithms with decision feedback provides energy gains, in comparison with
the elementwise detection, which does not take into account the ISI, more than
10–12 dB in the range of error probabilities p = 10–4–10–5.
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Chapter 59
Selection Features of Different Standard
Optical Fiber in CCTV Fiber-Optics
Systems

Yury E. Krivenko , Semen E. Logunov , Maxim N. Davydov ,
Elena I. Andreeva , and Dmitriy P. Andreev

Abstract The high-quality video signal has a wide spectrum typically. Therefore, in
order to transmit such a signal over long distances through an optical cable, low-loss,
low-dispersion optical fiber is required. In fiber-optic video systems, as well as in
optical communication systems, standard singlemode optical fibers (SSMF, standard
G 652) are usually used. One of the advantages of these fibers is the ability to use
CWDM in a wide spectrum (from 1270 to 1610 nm). At the same time, non-zero
dispersion fiber (NZDSF, standard G 655) is more optimal near the wavelength of
1550 nm. However, as studies have shown, these optical fibers have an increased
sensitivity to bending. This fact can be used to traffic interception. In WDM-system,
for example, CWDM, due to nonlinear effects in fiber the part of the optical power
from the working channel can enter the adjacent channels. Computer simulation of
the four-wave multiplexing (FWM) effect in CWDM-system has been carried out.
It is shown that fiber-optics systems with SSMF have more protection from traffic
interception than systems with NZDSF. To transmit a high-confidential video signal,
special techniques, such as frequency modulation, can be used, or additional noise
signals can be added.

Keywords Video systems · Security systems · Fiber-optic cables

59.1 Introduction

The use of the optical cable in the communication systems provides such advantages
as information capacity, reliability, durability and protection [1–15]. To achieve these
advantages, different types and standards of fibers are used. However, this does not
exclude the interception of the transmitted information.
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The optimization of some system parameter is associatedwith difficulties inmain-
taining the proper level of other systemparameters.One of the key issues in the design
of a video surveillance system is the choice of the type of optical fiber as a direct
signal transmission medium. The characteristics of the optical fiber must ensure the
maximum of the transmission distance on the one hand, and the protection from the
interception of the transmitted information on the other. To provide the transmis-
sion a high-quality video signal, it is necessary to transmit a wide- spectrum optical
signal. Therefore, for long distance optical signal transmission, fibers with a low loss
and low dispersion can be used, such as NZDSF—nonzero dispersion shifted fibers
(standard G.655). In fiber-optic video surveillance systems, as well as in optical
communication lines, standard optical fibers (SSMF, Standard Single Mode Fiber,
standard G.652) are most often used. One of the advantages of these fibers is the
ability to use the wavelength division multiplexing in a wide spectrum range (from
1270 to 1610 nm, CWDM). At the same time, the optimal parameters for loss and
dispersion in the spectral window near the wavelength of 1550 nm are provided by
NZDSF fibers. However, as studies have shown, these fibers have an increased sensi-
tivity to bending. This can lead to additional losses when laying optical cables and
an increased risk of unauthorized access. To mitigate these risks, the Bending Loss
Insensitive Fiber (BLIF—fibers, standard G.657) can be used.

Thepurpose of thisworkwas a comparative studyof thefiber-optic systemsecurity
against the interception of the transmitted information by such parameters as the fiber
bend sensitivity and nonlinear effects in fibers.

59.2 Bend Loss Sensitivity of the Fibers.

The main methods of interception are connected with the formation of optical infor-
mative signals by outputting a part of the optical information signal, e. g., by removing
a part of the radiation when the fiber is bended.

To study the effect of bending of an optical fiber on its characteristics, a stand was
assembled, the block diagram of which is shown in Fig. 59.1.

Fig. 59.1 Block diagram of the measuring setup: 1—WD-multiplexor, 2—measuring optical fiber,
3—tested optical fibers, 4—optical spectrum analyzer, 5—optical power meter
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Fig. 59.2 The bend loss α in dependence from wavelength λ for NZDSF (G.655) (1), for SSMF
(G.652) (2) and BLIF (G.657A2) (3) is presented. (The bend diameter is 12.5 mm.)

An experimental study of the level of bending losses was carried out by the
substitution method. Testing was carried out in 2 stages. At the first stage, the spec-
tral dependence of the level of introduced losses was recorded in a wide range of
wavelengths: from 1270 to 1610 nm. CWDM SFP modules (Small Form-Factor
Pluggable) were used as radiation sources. Registration of the optical signal was
carried out by the differential method taking into account the spectral sensitivity of
the photodetector [2]. Optical power measurements were carried out using a Rubin-
300 stationary optical power meter. The source parameters were monitored using a
Yokogawa AQ6370C optical spectrum analyzer.

Experimental investigation of the bend sensitivity of the different fiber is presented
in Fig. 59.2. NZDSF has maximal bend sensitivity within studied fibers. So, this fiber
has big risk of the information interception.

59.3 Nonlinear Effects in the Fibers

In WDM systems, part of the transmitted signal can fall into the adjacent spectral
channel due to FWM (Four Wave Mixing). The simulation was carried out in the
OptiSystem program. The optical signal was fed into the spectral channels of the
CWDM grid: 1470 and 1490, 1530 and 1550 nm. After passing the effective loss
manifestation length Leff = 20 km, signals due to the original ones were observed
in the neighboring spectral channels. The level of these signals is 53 … 55 dB lower
than that transmitted in NZDSF and 55 … 60 dB lower than that transmitted in
SSMF. This fact reflects the difference in the nonlinearity coefficient of these optical
fibers (Table 59.1). Standard optical fibers are characterized by greater protection
from unauthorized access then NZDSF.
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Table 59.1 Nonlinear fiber coefficient

Fiber Aeff ,
µm2

n2, 10–20 m2/Wt n2/ Aeff ,
10–10 W−1

γ = (2πn2)/(λ Aeff ), W−1 km−1

SSMF 80 2.35 2.94 1.2

NZDSF 55 2.6 8.7 3.5

Aeff—the effective core area.
n2—nonlinear refractive index.
Γ—nonlinearity coefficient (Fig. 59.3).

Fig. 59.3 Optical signal at input (a), and output (b) optical fiber with dispersion D = 2 ps/nm/km.
Signal wavelength: λ = 1470, 1490, 1530 and 1550nm. Distance 20 km

59.4 Conclusion

It is experimentally confirmed that NZDS-fibers (with low dispersion) of the G.655-
standard are characterized by increased sensitivity to bending, as result of which they
require greater security to avoid interception of the transmitted signal traffic.

To transmit a high-privacy video signal, special modulation methods, such as
frequency modulation [4], can be used, or additional noise signals can be added.

References

1. D. Andreev, E. Andreeva, A. Sergeev, V. Sumkin, Influence of optical cable bending in fiber
optic systems video surveillance and subscriber access with spectral multiplexing. ICAT-2020
Proc., pp. 57–61 (2020)

2. E. Andreeva, V. Valyukhov, V. Kuptsov, Hight-quality video transmission over fiber-optic
network with CWDM-technique. ICAT-2019 Proc., pp. 56–60 (2019)



59 Selection Features of Different Standard Optical Fiber in CCTV… 543

3. V. Grishachev, Traffic interception in optical network: informative parasitic electromagnetic
radiation. Photonics 13(3), 280–294 (2019)

4. E. Andreeva, V. Valyukhov, V. Kuptsov, Fibre optics CCTV systems and security alarms.
ICAT-2018 Proc., pp. 57–61 (2018)

5. V. Kuptsov, V. Valyukhov, K. Kopalin, V. Sumkin, Optical cable bending in fiber optic systems
video surveillance and subscriber access with spectral multiplexing: A technique. ICAIT –
Proc., pp. 68–72 (2020)

6. V.D. Kuptsov, V.P. Valjukhov, Sensitivity of photoreception devices fiber-optic communication
lines. Comput. Telecommun. Control 11(6), 31–36 (2010)

7. M. Tarasenko, V. Lenets, K. Malanin, N. Akulich, V. Davydov, Features of use direct and
external modulation in fiber optical simulators of a false target for testing radar station. J. Phy.
Conf. Series 1038(1), 012035 (2018)

8. V. Fadeenko, V. Kuts, D. Vasiliev, V. Davydov, New design of fiber-optic communication line
for the transmission ofmicrowave signals in the X-band. J. Phys.: Conf. Series 1135(1), 012053
(2018)

9. V. Grishachev, Photonics for security systems and data security. Photonics 5(6), 58–63 (2011)
10. N. Grebenikova, V. Davydov, A. Moroz, M. Bylina, M. Kuzmin, Remote control of the quality

and safety of the production of liquid products with using fiber-optic communication lines of
the Internet. IOP Conf. Series: Mater. Sci. Eng. 497, 012109 (2019)

11. V. Grishachev, Traffic intercept in optical network: method of optical tunneling. Photonics
14(8), 280–294 (2020)

12. A.V. Moroz, R.V. Davydov, V.V. Davydov, A new scheme for transmitting heterodyne signals
based on a fiber-optical transmission system for receiving antenna devices of radar stations
and communication systems. Lecture Notes in Computer Science (including subseries Lecture
Notes inArtificial Intelligence andLectureNotes inBioinformatics) 11660LNCS, pp. 710–718
(2019)

13. A. Me’Ndez, T. Morze, Specialty optical fibers handbook. Academic Press, USA (2007)
14. M. Johnson, Optical fibre, cables and systems. ITU-T Manual (2010)
15. G. Agrawal, Nonlinear Fiber Optics, 5th Academic Press (San Diego, USA, 2013)



Chapter 60
Evaluation of the Transmission Efficiency
of Multi-frequency Signals
with an Unknown Initial Phase
in the Meteor Burst Communication
System

Ekaterina Mashkova , Sergey Zavjalov , Sergey Volvenko ,
and Wei Xue

Abstract Due to the intermittent nature of the meteor channel, the transmission is
conducted at a fairly low speed. Usually meteor burst communication uses single-
frequency signals, but multi-frequency signals can be used to increase the date rate.
However, such signals have a disadvantage in the form of a high value of the peak-
to-average power ratio of the emitted oscillations. To reduce this parameter, one
can apply an amplitude limit on the transmitting module, which will increase the
average signal power while maintaining the peak instantaneous power. It is inter-
esting to consider a situation that is close to reality: the lack of information about the
initial phase of the signal on the receiving module. This article discusses a variant of
receiving OFDM and SEFDM signals with an unknown initial phase when transmit-
ting in a meteor radio channel. It is proposed to introduce an initial phase estimation
unit on the receiving module and make a corresponding change in the reference
oscillation based on the records of the received signals. The obtained estimates of
the system characteristics show that it is possible to reduce the PAPR by 4–6 dB
when using multi-frequency signals without large losses in system performance. For
the OFDM case, the measured delivery time and error probability are less than for
the SEFDM signal transmission under the same conditions.

Keywords Meteor burst communications ·Meteor channel ·Multi-frequency
signals · Initial phase · OFDM · PAPR

E. Mashkova (B) · S. Zavjalov · S. Volvenko
Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russia
e-mail: mashkova.ed@edu.spbstu.ru

W. Xue
College of Information and Communication Engineering, Harbin Engineering University, Harbin,
China

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
E. Velichko et al. (eds.), International Youth Conference on Electronics,
Telecommunications and Information Technologies, Springer Proceedings
in Physics 268, https://doi.org/10.1007/978-3-030-81119-8_60

545

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-81119-8_60&domain=pdf
http://orcid.org/0000-0003-3931-902X
http://orcid.org/0000-0003-3398-3616
http://orcid.org/0000-0001-7726-8492
http://orcid.org/0000-0003-1104-0959
mailto:mashkova.ed@edu.spbstu.ru
https://doi.org/10.1007/978-3-030-81119-8_60


546 E. Mashkova et al.

60.1 Introduction

Meteor burst communication (MBC) has recently been actively developed, especially
for prospective use on the Northern Sea Route. This type of radio communication
has features associated with the intermittent nature of the appearance of meteors in
the Earth’s atmosphere. Falling into the Earth’s atmosphere at a speed of several tens
of kilometers per second, meteor particles heat up. As a result of thermal ionization,
a trace of ionized gas is formed. This occurs at altitudes from 70 to 120 km [1].
The size of the resulting ionized trace depends on the mass and speed of the meteor.
The trail can be tens of kilometers long. The possible radius is about a meter and it
increases over time due to diffusion.

One of the disadvantages of usingMBC is a rather lowdata transfer rate. Typically,
MBC systems use single-frequency signals [2–5], but in order to increase the trans-
mission rate, it makes sense to consider the transmission of multi-frequency signals.
This article describes a research on working with OFDM and SEFDM signals [6–
11]. But they, like everything else in this world, have a disadvantage: a high value of
the peak-to-average power ratio (PAPR) [12, 13]. PAPR is the ratio of the maximum
power of a signal Pmax to its average power Pavg:

PAPR = Pmax

Pavg
(60.1)

High values of the PAPR can lead to the fact that the amplifiers aren’t used to the
maximum power, therefore, the efficiency of the amplifier stages is low [12–16]. In
order to use them more effectively, the implemented model includes an amplitude
limiterworking togetherwith a power amplifier [10, 17–20]. Thismethod of reducing
the PAPR is called clipping. In this case, we have two effects. On the one hand, the
average signal strength increases, and the probability of error at a given distance at a
fixed noise level decreases.On the other hand, at a certain value of the amplitude limit,
the system becomes more subject to distortion, and the probability of error increases.
If the PAPR control scheme is not applied, clipping may occur unintentionally in the
system due to exceeding the saturation level of the power amplifier. Thus, there
are some optimal values of the reduction value of PAPR, at which it is possible to
minimize the probability of error. The clipping method is described in [12, 21–23],
where the advantages and disadvantages of its use for variousmulti-frequency signals
are shown in more detail.

MBC is used in radiolocation, radio navigation, communications and various
tracking systems. In each of these systems, there is a problem of synchronization
of processes. For coherent reception, it is necessary to compensate for the phase
mismatch of the received signal and the signal of the reference generator used in the
receiver. The study towhich [24] is devoted, and onwhich this study is based, assumes
that the initial phase of the received signal is precisely known in the receivingmodule.
However, in reality, this information in noise conditions can’t be accurately known
and is subject to evaluation. The purpose of this work is to study the efficiency of
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transmittingmulti-frequency signals with an unknown initial phase by implementing
in the receiving module a block for evaluating the initial phase from the records of
the received signal. After that, the phase adjustment of the mixer of the reference
generator in accordance with the estimated phase is assumed.

60.2 Simulation Model

The simulation is based on the use of a broadcast protocol that does not assume
that the transmitting module has information about the success of data transmission.
However, it is quite simple to implement, since the transmission is carried out contin-
uously, regardless of the fact of the formation of the channel, so the stations operate
in the prescribed modes without wasting time and energy on changing modes—from
transmission to receiving and back. The simulation model is implemented in the
Matlab R2018b software package and is presented in Fig. 60.1.

A sequence of bits of a given length is formed in the information source block. In
the transmitting module modulation symbols are formed based on the received bits,
and BPSK manipulation is used. N = 8 subcarriers are used for data transmission.
The frequency difference between the subcarriers is given as α/T, where the param-
eter α determines the type of multi-frequency signal: for OFDM α = 1, for SEFDM α

< 1. Further actions to limit and amplify occur with the signal in the time domain, so
the IFFT is implemented. In the case of OFDM, the received signals from the IFFT
output have the property of orthogonality. Multi-frequency signals with orthogonal
frequency compaction provide high BER performance in the conditions of intercar-
rier interference due to the distribution of information over frequency channels in
comparison with single-frequency signal systems. In order to increase the average
signal power, the symbols go to the input of the pre-amplifier, and then they are fed
to the input of the limiter. It sets the PR value by which we want to reduce the PAPR.
Then the data is transmitted in the meteor channel, after which it is assumed to return
to the analysis in the frequency domain.

After parallelizing the data streams, the input of the initial phase estimation unit
receives a signal of the subcarrier frequency allocated specifically for phase adjust-
ment. The frequency of this subcarrier is reported to the receiving module and is
considered known. In the initial phase evaluation block, the frequency components
of the received signal are determined. After that, the angle by which the phase of the
element corresponding to the specified frequency of the subcarrier under consider-
ation is rotated relative to the zero value is calculated. The phase of the generated
reference oscillation is rotated by this angle. The resulting oscillation is fed to the
receivermixer. Further, the received information symbols are demodulated,which are
transmitted using the remaining (N–1) = 7 subcarriers. After that, the received bits
are sent to the error probability calculation block. If the information was transmitted
without errors, the delivery time is calculated.

Specified simulation parameters for the signal and meteor trail:
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Fig. 60.1 Block diagram of the implemented model of the MBC system

• OFDM symbol duration: TOFDM = 10–4 s;
• number of symbols in one packet: NOFDM = 100 symbols;
• accordingly, the duration of the package: T = 0.01 s;
• sampling frequency: Fs = 10 MHz;
• mean duration of a meteor trail: Tc = 330 ms;
• mean duration between two meteor trails: �Tc = 800 ms.
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In this case, we assume that the receiver knows the time of receipt of OFDM
symbols.

60.3 Results

To check the adequacy of the model and the correct operation of the initial phase
evaluation block, the BER performance was investigated (Fig. 60.2). Variants of
multi-frequency OFDM (α = 1) and SEFDM (α = 0.9) signals without limiting the
amplitude on the transmitting module are considered. It can be seen that the experi-
mental data correspond to the behavior of the theoretical curve, however, in the case
of SEFDM, the BER performance is worse, which is associated with the appearance
of additional interference of signals from neighboring subcarrier frequencies.

Figure 60.3 shows the obtained dependences of the error probability on PR. It can
be concluded thatwhen transmittingmulti-frequency signalswith an unknownphase,
it is possible to reduce the PAPR up to 4 dB without BER performance degradation.
Further restriction will lead to an increase in the error probability, as the level of
interference in the frequency domain between signals located at different subcarrier
frequencies begins to increase, which in turn worsens the BER performance. Also a
similar effect of increasing interference is observed with a decrease in the value of
α.

Figure 60.4 shows the resulting dependence of the delivery time onPR.We see that
for OFDM signals with an unknown initial phase, it is possible to reduce the PAPR
by 6 dB and keep the delivery time almost unchanged. In the case of SEFDM signals,

Fig. 60.2 BER performance in the AWGN channel
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Fig. 60.3 Dependence of the error probability on the decrease in the peak-to-average power ratio

Fig. 60.4 Dependence of delivery time on the decrease in the peak-to-average power ratio when
transmitting via the meteor channel

the delivery time is slightly longer, but the trend of the curve behavior remains, and
it is also clear that a decrease in the PAPR by 4–6 dB won’t lead to a significant
increase in the delivery time. And so the existing interference between the subcarrier
frequencies for SEFDM signals, coupled with additional distortions introduced in
the power amplifier or during clipping, can significantly complicate the reception
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of such signals, which affects the results both for the error probability and for the
delivery time.

The article [26] on which this paper is based cites the results of such a study, but
when received it is assumed that the initial stage is accurately known. The results
obtained in [26] suggest that in the case of OFDM signals, when the PAPR decreases
by 6 dB, the delivery time almost does not change, which is consistent with the
results obtained. Also [26] suggests that it is possible to minimize the probability
of an erroneous reception if you select the effective value of the PAPR limit. In the
case of adding the initial phase evaluation block Fig. 60.3 doesn’t have a specific
minimum, but there is a “shelf” that allows you to make an estimate of possible
values by which you can reduce the PAPR without significant losses in the accuracy
of reception.

60.4 Conclusion

In this paper,we consider amodel of ameteor communication system that allows us to
obtain estimates of such parameters as the delivery time and BER when transmitting
multi-frequency signals under conditions of an unknown initial phase. During the
simulation, estimates of the delivery time for the cases of OFDMand SEFDM signals
were obtained, which allow us to conclude that the transmission of OFDM signals
under equal conditions takes less time. At the same time, it is noted that without
large losses in system performance, it is possible to reduce the PAPR of the used
multi-frequency signals by 4–6 dB, which can allow using the power amplifiers used
in the system more efficient.

Further development of the model involves the introduction of clock and symbol
synchronization at the receiver. Also, the implementation of the start of transmission
at a random time after the appearance of the meteor trail will be close to real condi-
tions. In addition, it is necessary to add control over the integrity and authenticity of
the transmitted data.
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Chapter 61
Hardware Architectures of Multipliers
in Binary Galois Fields
with Characteristic Less Than 1024

Valerii Perhun, Andrey Rashich, and Tan Ngoc Nguyen

Abstract The multiplication in Galois field is actively used on various steps of
algebraic decoders of BCH codes. The short codes are usually used as the compo-
nent codes of more complex structures, like Open FEC. The decoding of the overall
construction is usually iterative and thus requires very fast decoders of component
codes. The fast hardware architectures of multipliers for short code decoders are
considered in this paper and carefully compared in terms of gates consumption
and critical path length for various field sizes. The best architecture candidates are
proposed depending on the field size and requirements.

Keywords Multiplier · Binary Galois field · Polynomial · Karatsuba · Hybrid ·
Architecture · Implementation · Gates · Critical path

61.1 Introduction

The algebraic decoding, which is used to decode cyclic block codes, especially BCH
codes, involves multiplication in Galois field operation on various steps of decoding
procedure [8]. The short codes (of length less than 1024) are usually used not by
themselves but in the complex coding structures, like Open FEC. In such cases
very fast decoder of inner codes architectures are needed, which in turn arise the
problem of fast and simple (in terms of gates number) blocks of basic operations.
The multiplication is one of most demanding. The main ideas of this paper are
to find the best algorithms of multiplication in terms of gates number and critical
path length or to develop new architectures of multipliers like hybrid multiplication
architecture based on the Karatsuba algorithm and direct multiplication algorithm in
binary Galois field with characteristic less than 1024. The important note here is that
the architectures are to be parallel (providing maximum throughput), because they

V. Perhun (B) · A. Rashich · T. N. Nguyen
Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russia

A. Rashich
e-mail: rashich@cee.spbstu.ru

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
E. Velichko et al. (eds.), International Youth Conference on Electronics,
Telecommunications and Information Technologies, Springer Proceedings
in Physics 268, https://doi.org/10.1007/978-3-030-81119-8_61

555

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-81119-8_61&domain=pdf
mailto:rashich@cee.spbstu.ru
https://doi.org/10.1007/978-3-030-81119-8_61


556 V. Perhun et al.

are to be used in component codes decoders, which appear in the iterative decoding
of Open FEC.

Multipliers in binary Galois Field can be implemented in different ways: using
logarithm and anti-logarithm tables, full multiplier approach or using various inge-
nious algorithms, which can reduce the number of gates or critical path or both
(e.g.: Schönhage-Strassen, Toom-Cook, Karatsuba, Montgomery, Massey-Omura
multipliers [1–9]). Also, one can combine different algorithms and get hybrid
multiplication schemes in GF(2m), where m is the extension of the original field.

The paper is organized as follows. In the Sect. 61.2 the architecture of the
full multiplier is described, its complexity and critical path length are considered.
Section 61.3 presents the Karatsuba algorithm and hybrid multiplier architecture.
Section 61.4 describes the multiplexer-based multiplier architecture on logarithm
and anti-logarithm tables. Section 61.5 dedicated to normal basis multiplier, its
complexity and critical path length are calculated. Section 61.6 presents a comparison
of multiplier architectures in terms of gates number and critical path length.

61.2 Full Multiplier

Consider two elements in binary Galois field GF(2m) represented by a polynomial
basis {1, α, α2, …, αm−1}, which are presented in general form:

bm−1α
m−1 + bm−2α

m−2 + · · · + b1α + b0 (61.1)

cm−1α
m−1 + cm−2α

m−2 + · · · + c1α + c0 (61.2)

Three steps are needed to get the multiplication result using full multiplier
approach. The first step is the pairwise multiplication of all coefficients of the first
polynomial by all coefficients of the second. Next step is the addition of those pair-
wise multiplication results, which correspond to the same power of x. The result of
such operation is the following polynomial (not simplified):

(bm−1cm−1)α
2m−2 + (bm−1cm−2)α

2m−3 + (bm−2cm−1)α
2m−3 + · · · + b0c0 (61.3)

The final step is the polynomial modulo reduction using the field irreducible poly-
nomial. This operation is done using Euclidean algorithm for polynomials division
[10].

All calculations are performed in binary Galois fields, therefore all coefficients at
each step take values 0 or 1, multiplications are logical AND and addition is done
modulo 2 (XOR).

In general, the polynomial in (61.3) has m2 terms. It is then simplified to 2m − 1
terms at the second step.
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Fig. 61.1 Full multiplier in GF(24) with primitive polynomial f (x) = x4 + x3 + 1

The example architecture of such full multiplier for GF(24) with primitive
polynomial f (x) = x4 + x3 + 1 is shown in Fig. 61.1.

Themultiplication of each coefficient inGF(2m) is done bym2 logical ANDs. The
coefficients additions at the second step require (m − 1)2 XORs. Euclid algorithm
requires (m − 1)(k − 1) XOR gates, where k is the number of non-zero coefficients
in primitive polynomial. In total full multiplier requires m2 + (m − 1)2 + (m − 1)(k
− 1) logic gates.

The critical path length consists of the following terms: 1 is the parallelmultiplying
of coefficients, �log2m� is the modulo two addition at the second step, (m − 1) is a
reduction.

Note that multi-input XORs are considered as trees of two-input XORs.

61.3 Hybrid Karatsuba Multiplier

The Karatsuba algorithm of multiplying two elements in GF(2m) is based on
multipliers of half bit width numbers.

The Karatsuba algorithm is as follows [7]. Let us consider the multiplication of
two elements (61.1) and (61.2). They can be represented as m bit-width vectors:

A = am−1am−2 . . . a1a0 (61.4)

B = bm−1bm−2 . . . b1b0 (61.5)

Each vector can be represented as a sum of two terms, each has n = m/2 digits:

A0 = an−1an−2 . . . a0
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A1 = am−1am−2 . . . an
A = A0 + A1 ∗ Sn (61.6)

In (61.6) S is the number base, for GF(2m) it is 2:

B0 = bn−1bn−2 . . . b0
B1 = bm−1bm−2 . . . bn
B = B0 + B1 ∗ 2n (61.7)

Note that multiplication by 2n in (61.6) and (61.7) is just a shift and requires no
resources. Denote this shift operation as *.

If m is odd or vectors (61.4) and (61.5) have different numbers of digits in their
representation, zeros are added at the most significant positions of the input vectors
in such way, that the number of digits is the same.

Let multiply AB:

AB = (A0 + A1 ∗ 2n)(B0 + B1 ∗ 2n)

= A0B0 + A0B1 ∗ 2n + A1B0 ∗ 2n + A1B1 ∗ 22n

= A0B0 + (A0B1 + A1B0) ∗ 2n + A1B1 ∗ 22n (61.8)

The multiplication in (61.8) requires 4 multipliers of n-digit numbers. Karatsuba
proposed the approach, which requires only 3 multipliers. Consider the following
representation of (A0B1 + A1B0):

(A0B1 + A1B0) = (A0 + A1)(B0 + B1)−A0B0−A1B1 (61.9)

All operations are calculated in binary Galois field; therefore, the subtraction is
equivalent to addition. Note that addition here is just the XOR operation. The result
is the following:

AB = A0B0 + ((A0 + A1)(B0 + B1)−A0B0−A1B1) ∗ 2n + A1B1 ∗ 22n (61.10)

At this point one can recursively reapply Karatsuba algorithm for each multipli-
cation in (61.10) so that finally all operations are performed on single-bit elements.
But for ASIC or FPGA implementation and for fields with m ≤ 10 it is better to use
the following hybrid approach. At first apply the Karatsuba algorithm on the input
operands. It will turn out to 3 multipliers of m/2-digit numbers. Then perform full
multiplication for them.

The multiplication result is to be reduced modulo the field irreducible polynomial
as for the full multiplier architecture.

The example of such multiplier forGF(24) without Euclidean algorithm is shown
in Fig. 61.2.
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Fig. 61.2 The architecture of hybrid Karatsuba multiplier for GF(24)

The number of gates for this scheme is defined by the following: three full multi-
pliers ofm/2-digit, which require 3((m/2)2 + ((m/2) − 1)2) gates, two bitwise XORs
of m/2-bit numbers, m gates, three bitwise XORs of (m − 1)-bit numbers, 3(m −
1) gates. Note that during the last operation the shifted versions of input vectors are
XORed, thus, in one position there is no XOR operation, the input bit is just copied
into the result. And the last step is Euclidean algorithm. Thus hybrid scheme requires
1.5m2 + m − 1 + (m − 1)(k − 1) gates.

The critical path length of proposed hybrid architecture is 5 + �log2(m/2)� +
(m − 1). The critical path length consists of the full multiplier of m/2-bit inputs,
the XORs in Karatsuba algorithm (the term (A0 + A1)(B0 + B1) in (61.10)) and
Euclidean algorithm as in the full multiplier architecture.

61.4 Logarithm, Anti-Logarithm Table-Based Multiplier

Each finite field has a primitive element—α [11]. The powers of primitive element
generate all non-zero elements of this field. Thus, the multiplication of two input
elements is the addition of powers modulo 2 m − 1. The conversion from polyno-
mial representation to the powers of primitive element and back can be done using
precomputed tables.

These tables may be implemented using ROMs. The drawback of such approach
is that it takes at least one clock cycle to extract an element from memory. The better
way is to implement tables using multiplexers. In this case the multiplexer address
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Fig. 61.3 Scheme of table-based multiplier in GF(23), f (x) = x3 + x + 1

input receives input element in polynomial representation, data inputs are connected
to constants from table. The reverse conversion is done in the same way.

The example of such multiplier for GF(23) with primitive polynomial f (x) = x3

+ x + 1 is shown in Fig. 61.3.
The multiplexer occupies 3(2m − 2) gates, but this value is an upper bound esti-

mate, because during synthesis multiplexer will be simplified. This is due to the fact
that data inputs are connected to constants.

The addition and modulo reduction operations require 6m − 6 gates. There are
3m (2m − 1):1 multiplexers in scheme. The total number of gates is 9m(2m − 2) +
6m − 6.

The critical path length is 2m + (m + 1) + 2m. The first and the last terms
correspond to conversionbetweenpolynomial andpower representations. The second
term is addition modulo 2m − 1.
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61.5 Normal Basis Multiplier

Consider two elements in binary Galois field GF(2m) represented by a normal basis
{β, β 2, β 4, . . . , β 2m−1}, which are presented in general form:

bm−1β
2m−1

+ bm−2β
2m−2

+ · · · + b1β
2 + b0β (61.11)

cm−1β
2m−1

+ cm−2β
2m−2

+ · · · + c1β
2 + c0β (61.12)

The multiplication of two elements is done by parallel Massey-Omura multiplier
[12–14]. The product of (61.11) and (61.12) is

dm−1β
2m−1

+ dm−2β
2m−2

+ · · · + d1β
2 + d0β (61.13)

From (61.13) and the fact that β is the root of the irreducible polynomial, one
obtains the result of multiplication for each di.

Themultiplication is done in the following steps.At thefirst step all the coefficients
of the input polynomials are multiplied pairwise as in the full multiplier. Further the
resulting coefficients, which correspond to the same power, are XORed. Then due
to the fact that β is the root of the irreducible polynomial the result of multiplication
in normal basis is obtained.

The example architecture of suchmultiplier forGF(24) with primitive polynomial
f (x) = x4 + x3 + 1 is shown in Fig. 61.4.

The normal basis multiplier requires m2 + 0.5(m2 − m) + m2m − 2 gates, where
m2 gates are required for the pairwise multiplication of all input coefficients and
0.5(m2 − m) gates correspond to XORs of coefficients with the same power and

Fig. 61.4 Normal basis multiplier in GF(24) with primitive polynomial f (x) = x4 + x3 + 1
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2m – 2 gates are required be the XORs for one digit of the output vector, there are m
digits in total.

The critical path length is 1+ 1+ (m− 1). The first term is parallel multiplication
of each coefficients and the second term is themodulo two addition of the coefficients
with same power and the last term is XORs.

Note, that the number of gates and critical path can be reduced. The architecture
improvement is based on a reformulation of the multiplication as in [13] or on other
ways of multiplication of two elements in normal basis [15].

61.6 Comparison of Multiplier Architectures

Table 61.1 shows how many gates requires each algorithm of multiplication for m <
10. The Table 61.2 represent the length of critical path for each multiplier for m <
10.

The critical path of normal basis multiplier is always less than of other schemes
for m > 2. But hybrid scheme requires less gates compared to full multiplier starting
fromm = 6. Scheme with tables always require much more gates but this is an upper
bound estimate. Such scheme better suits for implementation in signal processor
rather than in ASIC/FPGA.

Table 61.1 Gates number for various types of multipliers and m values

m Full Hybrid Table Normal

2 7 9 42 7

4 31 33 522 38

6 71 69 3378 147

8 141 131 18,330 604

10 199 177 92,034 2705

Table 61.2 Critical path length for various types of multipliers and m values

m Full Hybrid Table Normal

2 3 6 11 3

4 6 9 21 5

6 9 12 31 7

8 11 14 41 9

10 14 17 51 11
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61.7 Conclusions

In this paper a number of architectures for multiplier in binary Galois fields of
size not greater than 1024 were discussed. They are direct multiplication scheme,
Karatsuba and hybrid Karatsuba algorithm, normal basis multiplier and logarithm
and anti-logarithm table-based scheme. These schemes were compared in terms
of gates consumption and critical path length for various field sizes. The hybrid
approach requires fewer gates than the full multiplier scheme for m > 6 but has
greater critical path. The normal basis multiplier has the shortest critical path among
other approaches for m > 2 considered field sizes. The table-based approach loses to
all others in each term, although the before-synthesis-optimization estimates were
shown. This algorithm suits better for software implementation rather than hardware.
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Chapter 62
On the Possibility of Application
of Optimal Signals with Restriction
on Energy Concentration on SDR
HackRFOne

Aleksandr V. Zhila, Anna S. Ovsyannikova, and Wei Xue

Abstract The article presents a method for optimizing single carrier signals with
the criterion of a given energy concentration and restrictions on energy and peak-to-
average power ratio (PAPR). The method of numerical solution of the optimization
problem is shown. The influence of constraints on the solution of the optimization
problem is considered. An experimental study was conducted on the basis of the
HackRFOne SDR platform.

Keywords Spectral efficiency · Single carrier signals · Optimization · PAPR ·
Restrictions · Maximum energy concentration · Spectrally efficient signals ·
Occupied frequency bandwidth · Wireless systems · SDR · HackRF One

62.1 Introduction

Modern communication systems require the development of information transfer
methods. One of the promising directions for systems of the “Beyond 5G” and “Pre-
6G” classes is the application of optimal signals, which can be obtained as a result of
solving an optimization problem with various optimality criteria: the reduction rate
of out-of-band emissions, energy concentration in bandwidth, signal-to-noise ratio
at the receiving point and many others. The choice of optimality criterion depends
on the specific scenario of applicability [1–5].

In this paper, we will consider a method for optimizing single carrier signals
according to the criterion of a given energy concentration in a frequency band. The
relevance of such a criterion is explained by the peculiarities of the construction of
information transmission systems. Since information transmission system contains
filters, it can accordingly work with signals in a limited frequency band. Thus, an
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increase in the concentration of energy in a given frequency band can lead to an
increase in the quality of information processing.

Further in the article, the optimization method is complicated by adding a limi-
tation on the peak to average power ratio (PAPR) of the radiated oscillations. The
value of PAPR is calculated as the ratio of the peak instantaneous power Pp to the
average power Pav of the radiated oscillations. The problem of a high value of PAPR
leads to underutilization of power amplifiers and an increase in the level of nonlinear
distortions in the signal, which, in turn, leads to an increase in the level of out-of-
band emissions [6–9]. Because of this, the average signal power is reduced and the
BER performance degrades [10, 11]. Thus, a decrease in the PAPR is undoubtedly in
demand, especially in the promising systems “Beyond 5G” and “Pre-6G” [12–14].

There are variousmethods of reducing the PAPRvalue, such as SelectiveMapping
(SLM), Tone Reservation (TR), Tone Injection (TI) [15]. All of these methods have
drawbacks such as signal distortion, lower transmission rates, and high computational
complexity. Themethod for solving the optimization problem proposed in this article
allows avoiding the above-mentioned drawbacks, since the limitation of the PAPR of
the radiated oscillations is proposed even at the stage of signal waveform synthesis.

The purpose of this article is to analyze the possibility of obtaining the forms of
optimal signals with the criterion of optimality of a given energy concentration in a
fixed frequency band and in the presence of restrictions on the PAPR of the radiated
oscillations.

When synthesizing optimal signals, a search is performed for the function a(t),
which describes the envelope of signals with duration Ts and provides the minimum
of the following functional:

arg

{
min
a(t)

(J )

}
, J = BEC − BECd , BEC

=
�F/2∫

−�F/2

∣∣∣∣∣∣∣
Ts/2∫

−Ts/2

a(t) exp(− j2π f t)dt

∣∣∣∣∣∣∣

2

d f (62.1)

where BEC is the initial energy concentration in the �F band, BECd is the desired
concentration of energy in the �F band, set as a certain percentage (90%, 95%,
99%).

Note that analytical solutions to problems of this class can be found only for a
small set of input parameters without additional restrictions. The issues of reducing
the value of the PAPR lead to the complication of the nature of the optimization
problem. For this reason, we will choose a variant of the numerical solution, in
which we use the expansion of the function a(t) in a bounded Fourier series.

It is convenient to consider the limiting condition on the PAPR of the radiated
oscillations in the form of the following inequality:

PAPR < (PAPR∗ − �PAPR), (62.2)
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Fig. 62.1 A graphical representation of the optimization procedure

where PAPR* is the initial value of the PAPR of the radiated oscillations. As a result
of solving the optimization problem with such a limitation, an envelope shape will
be obtained that will reduce the PAPR of the radiated oscillations by �PAPR dB
relative to the original signal. Also, the PAPR of the pulse sequence will be equal
to the PAPR of one pulse, since there is no interference and the modulation used is
BPSK.

Figure 62.1 shows a graphical view of the procedure for solving the optimization
problem. On it, along the axes of a two-dimensional graph, the selected values of the
energy concentration in a fixed band and the limitation on the PAPR are plotted.

The initial approximation for solving the optimization problem is the shape of
the envelope, which was obtained in the course of optimization with the criterion for
ensuring a given decay rate of the level of out-of-band emissions. At the first step of
the optimization problem, restrictions are introduced on the energy concentration in a
given frequency band. This changes the shape of the envelope a(t).With an increase in
the energy concentration, the value of the PAPRof the radiated oscillations decreases.
In the second step, a limitation on the PAPR is introduced. The result of solving the
optimization problem by a numerical method will bem coefficients of the expansion
of the envelope a(t) in the Fourier series {ak}.

The sequence of solutions to the optimization problem is shown in Fig. 62.2.
Initially, the required solution accuracy is set and the initial approximation is set.
It should be noted that the choice of the initial approximation can significantly
affect the final result of the algorithm. The required solution accuracy is determined
by the choice of the number of expansion coefficients m of the envelope a(t) in a
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Fig. 62.2 Block diagram of the optimization problem

bounded Fourier series. The value m, the initial approximation and the constraints
of the optimization problem are the input parameters of the optimization algorithm
(Fig. 62.2).

At the output of the optimization block, the coefficients of the expansion of the
envelope a(t) into a limited Fourier series are calculated. The resulting solution
accuracy is assessed. If necessary, the value of m is increased and the optimization
algorithm is restarted.

Also, one of themain stages of workwas an experiment based on the HackRFOne
SDR platform [16]. This technology allows us to change its settings very easily and
to use it for research of different forms of optimal signals. HackRF One has a wide
frequency range from 1 MHz to 6 GHz, a bandwidth of 20 MHz, 8 RX ADC bits
(input bits), 8 TX DAC bits (output bits). In addition, this platform has a cost several
times less than NI USRP 2920. The block diagram of the experiment is shown in
Fig. 62.3.

To begin with, various envelopes were recorded in Matlab environment, obtained
in the course of solving the optimization problem. Then a complex envelope was
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Fig. 62.3 Block diagram of the experiment

formed in the Visual Studio program and fed to the transmitter, the role of which
is played by the HackRF One device. In the hardware part of the SDR, it is trans-
ferred to the carrier and transmitted to the Agilent DSO9104A oscilloscope and
the Agilent Technologies N9342C spectrum analyzer. Experiments were carried out
with the modem parameters: carrier frequency—402 MHz, sampling frequency—
10 MHz, number of samples per bit—100, modulation scheme DBPSK. Also, in the
experiment, we consider the case of a fixed peak power.

62.2 Optimization Problem

62.2.1 Examples of Numerical Solutions to the Optimization
Problem

Let us consider the results of solutions when choosing a limitation on the concentra-
tion of energy with a further limitation of the PAPR of the radiated oscillations.

The case without limiting the PAPR is shown in Fig. 62.4. In this case, the

Fig. 62.4 Solution results for the case without limitation on the PAPR values and the corresponding
energy spectra
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Table 62.1 Results of solving an optimization problem with a constraint on the energy
concentration and then adding a constraint on the PAPR

m n BECd (%) Initial PAPR (dB) PAPR with limitation
(dB)

Occupied frequency
bandwidth, 1/T

9 8 90 6.7 6.5 3.17

95 6.3 6 3.75

99 3.7 3.6 4.83

frequency band was fixed at an energy concentration of 90%, then the BECd param-
eter was increased at a given band equal to 3.2/T (Table 62.1). The PAPR value
without increasing the energy concentration is 6.7 dB. After adding the limitation on
the BECd parameter in the fixed band (Fig. 62.3), the PAPR values decreased from
6.7 dB for BECd = 90% and to 3.7 dB for BECd = 99%. Note that the envelope
shape tends to a rectangular shape while energy concentration increases.

Also, according to the data from Table 62.1, it can be seen that 90% of the energy
of the signal under consideration is contained in the frequency band equal to 3.17/T,
after the introduction of a restriction on the energy concentration, the frequency band
for 99% became equal to 4.83/T. In the frequency domain, this limitation influenced
the redistribution of energy from the main lobe to out-of-band emissions. Let us
move on to the case with the addition of a limitation on the value of the PAPR.

Figure 62.5 shows the optimal envelopes when limiting the PAPR to 6.5, 6, 3.7 dB.
In this case, it was possible to synthesize signals with a relatively small limitation on
the PAPR (0.1–0.2 dB), since this order of limitations complicates the optimization
problem and complicates the search for solutions. Also, the optimization problem is
solved in such a way that the frequency band does not change due to the introduction
of a limitation on the PAPR.

Let us consider a technique for optimizing a PAPR limited signal with subsequent
limitation on energy concentration in a given frequency band (Fig. 62.6). The initial
value of the PAPR limitation is 6 dB (Table 62.2). After increasing the BECd param-

Fig. 62.5 Solution results for the case with a limitation on the PAPR value and the corresponding
energy spectra
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Fig. 62.6 Solution results for the case of a PAPR limited signal with subsequent limitation on the
energy concentration and the corresponding energy spectra

Table 62.2 Results of solving an optimization problem with a signal limited by the PAPR and a
subsequent restriction on the energy concentration

m n BECd (%) Initial PAPR (dB) PAPR with limitation
(dB)

Occupied frequency
bandwidth, 1/T

9 8 90 6 2.82

95 6 5.5 3.32

99 3.5 4.22

eter by 9% in the 2.82/T band, the PAPR reached 3.5 dB. Lower values of the PAPR
and a smaller occupied frequency band relative to the above considered case allow
us to conclude that this technique is more efficient.

62.2.2 Experimental Study Based on the HackRF One SDR
Platform

Let us move on to examining the results obtained during the experiment on HackRF
One. To analyze the PAPR, signals with different envelopes were recorded with
subsequent transfer to Matlab. The obtained experimental values of the PAPR are
given in Table 62.3. It can be seen that the experimentally obtained PAPR values
are greater than the simulated PAPR values by about 1 dB. This fact is explained
by the presence of transient processes when the signal phase changes and parasitic
amplitude modulation due to the nonlinearity of the amplifiers.

Figure 62.7 shows the oscillograms of the optimal signal at the concentration
of energy in a given frequency band without limiting the PAPR of the radiated
oscillations. The difference in the form of the envelopes on the oscillograms from
the envelopes in Figs. 62.4, 62.5 and 62.6 is explained by the fact that the experiment
recorded the peak power.
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Table 62.3 Simulation results and experimental values at different signal envelopes

Optimization technique
used

BECd (%) Simulation results (dB) Experimental PAPR (dB)

A case without restriction
on PAPR

90 9.6 9.6

95 9.2 9.1

99 6.7 7.3

A case with a restriction
on a PAPR

90 9.5 10

95 9 9.6

99 6.7 7.5

A case of a PAPR limited
signal with subsequent
limitation on the energy
concentration

90 8.9 10.3

95 8.5 9.8

99 6.7 7.4

Fig. 62.7 Optimal envelope shapes (BECd = 90 and 99%) without PAPR limitation at 2 µs

Figure 62.8 shows oscillograms of the optimal signal at energy concentration in
a given frequency band with a limitation on the PAPR of the radiated oscillations.

Consider a technique for optimizing a PAPR limited signal with subsequent
limitation on the energy concentration in a given frequency band (Fig. 62.9).

Let us consider the characteristics of the experimentally obtained energy spectra:
without limitation on the PAPR (Fig. 62.10a), with limitation on the PAPR

Fig. 62.8 Optimal envelope shapes (BECd = 90 and 99%) with PAPR limitation at 2 µs
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Fig. 62.9 Optimal envelope shapes (BECd = 90 and 99%) of a PAPR limited signalwith subsequent
limitation on the energy concentration at 2 µs

Fig. 62.10 The energy spectrum of the optimal signal with and without PAPR limitation

(Fig. 62.10b), limited in the signal PAPR with subsequent limitation on the energy
concentration (Fig. 62.11).

It can be seen that an increase in the energy concentration in a given frequency
band leads to narrowing of the spectrum near zero, which corresponds to the results
obtained as a result of modeling.

62.3 Conclusion

The problem of synthesis of optimal spectrally effective signals for the criterion of
a given energy concentration in the frequency band with the addition of a limitation
on the PAPR is considered, as well as the numerical solution of this optimization
problem using the expansion of the signal envelope in a limited Fourier series. Two
methods for solving the problem were shown and compared.

The influence of restrictions on the solution of the optimization problem is shown.
In particular, it was shown that with an increase in the value of the BECd parameter,
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Fig. 62.11 The energy
spectrum of a PAPR limited
signal with subsequent
limitation on the energy
concentration at 2 µs

which is responsible for the energy concentration in a given frequency band, by 9
percent, the occupied frequency band increases by 65% for the first technique, and
when optimizing the PAPR-limited signal, the occupied frequency band increases by
67%. Also, with an increase in the energy concentration in a fixed frequency band,
the PAPR decreases by about 1.7 times. It has been shown that the second technique
provides a lower PAPR and occupied bandwidth relative to the first.

An experimental study was carried out on the basis of the HackRF One SDR
platform with different signal envelopes. The simulation results are consistent with
the experimental data.
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Chapter 63
Design of Compact Shielded Multilayer
Directional Coupler

Alexey V. Andropov, Sergey V. Kuzmin, and Konstantin O. Korovin

Abstract Although the general trend in HF technology is to reduce the analogue
part of the feeder line, directional couplers are still in demand. The development
of directional coupler designs has been towards increasing the operating frequency
bandwidth and reducing weight and dimensions. The use of directional couplers in
high-density equipment introduces additional boundary conditions that significantly
affect the performance, which have been taken into account in this paper. The paper
discusses the implementation of directional couplers in a microstrip line designed for
communication links in the 2–3 GHz frequency range, on a substrate of the widely
available and commonly used RO4350 material, with a coupling factor of 3–7 dB.
These directional couplers have been designed with additional boundary conditions
to reduce the overall size of the unit. In the numerical modelling, the correction
factors used for the preliminary analytical calculations were refined.

Keywords Directional coupler · Microstrip line

63.1 Introduction

Despite the general trend to decrease the analog part of the feeder line, directional
couplers are still widely used in microwave technique.

There are many microstrip coupler designs but, due to the technological and
series production limitations, just a few of them are widely used in industry. These
are mainly structures with a lateral and facial coupling [1].

Printed design directional couplers with side coupling, are usually employed used
when it is necessary to provide transient attenuation of 10–20 dB formeasuring power
in a feeder line. At the same time, they strive to increase the coupling factor, as a
rule, making use of the structures described in [2–4]. Since the distance between
the strip lines is big and practicable by printed circuit board technology for such
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coupling factor, directional couplers of this type have reproducible characteristics
and are successfully used.

In addition, such devices withstand high levels of average and impulse power,
especially after coating with varnish.

Directional couplers with a transient attenuation of 3–8 dB are mainly necessary
when creating beamforming network (BFN), in particular, of matrix type [5]. With
coupling factor mentioned above, the gap between the strip lines in the side-coupled
structure gets narrow and practically can’t be realized with the PCB (printed circuit
board) technology. Even using other technologies (vacuum deposition, etc.), it is not
possible to ensure repeatability, high operating capacity, manufacturability and low
cost. This was the reason for transition to the structures with facial coupling.

Commercially available samples of multilayer printed directional couplers with
a face coupling through a thin dielectric layer have a number of disadvantages.

The most significant of them are the following.

• During installation on the printed circuit board, parasitic reactivity occurs, which,
as a result, degrades the characteristics of directional coupler in the product.

• The most popular transitional attenuation values, which are in series production,
are not always suitable for building a beam forming network to form the necessary
amplitude-phase distribution.

• The production of directional couplers using the technology of multilayer printed
circuit boards makes prototyping difficult due to the high cost of single samples.

These disadvantages have led to the need to search for a more technologically
advanced structure of directional couplers. Now, directional couplers with front
coupling through a slot in a screen are actively developing. It was noted in [6] that
the degree of coupling is determined by the width of the gap. A similar structure is
described in [7]. There, in the field of communications, strip lines have wider than
regular lines and beveled at 45° to reduce the ratio reflections. In [8], the shape of
the stripes in the bond region is offered in the form of rhombuses, and the slot is in
the form of hexagon. In [9] the stripes and the slit are made in ellipsoid form, which,
with the correct selection dimensions, can significantly improve performance.

63.2 Problem Statement

The directional coupler described in [9] has an open structure. The strips in the
coupling area are unshielded and can be affected by external boundaries such as
enclosure covers or adjacent elements onboard. If, for example, a BFN has a dense
layout [10], it is necessary to reduce the dimensions of the elements included. In this
regard, it became necessary to create a methodology for designing such directional
couplers, taking into account the effect of shields, in order to reduce the overall
dimensions. As an example of utilization of such technique, we consider directional
couplers built for communication lines in the frequency range of 2–3 GHz, on a
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substrate made of generally used and readily available material RO4350, with a
coupling factor of 3–7 dB.

63.3 Experimental Technique

At themoment, there is no analyticalmodel that allows one to synthesize the structure
of directional coupler under study with sufficient accuracy. Well-known analytic
expressions help to get the preliminary dimensions of the structure. Therefore, the
design of directional coupler includes the stage of preliminary analytical calculations
and the stage of numerical experiments inCAD.Since numerical experiments inCAD
require sufficient computational power, the finite difference time domain (FDTD)
technique was chosen for the calculations. At the same time, it is possible to use
computing systemsbasedongraphic processor units (GPUs),which leads tomanifold
acceleration of calculations, and the utilization of optimization becomes possible.

63.4 Analytical Calculations

Let us present analytical expressions from [9, 11, 12] for calculating structures shown
in Fig. 63.1.

Fig. 63.1 Geometry of the problem, a Initial structure, b structure under study
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The design shown in Fig. 63.1b consists of two dielectric layers and three metal
layers. Microstrip lines, turning into ellipses are formed on the outer layers of metal.
Some of the metal in the inner layer is removed and an elliptical window is formed.
The centers and semi-major axes of all ellipses coincide. The minor semiaxis of
the inner elliptical window is larger than the identical minor semiaxes of the outer
metallized ellipses.

The required wave impedances for even and odd wave modes are found from the
equations:

Zoe = Z0

√
√
√
√1 + 10

−CdB
20

1 − 10
−CdB
20

,

Zoo = Z0

√
√
√
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20

1 + 10
−CdB
20

, (63.1)

where CdB is the coupling factor of the coupler in dB, Z0 is the characteristic
impedance of the supply line.

For the structure shown in Fig. 63.1a the indicated wave impedances will be as
follows:

Zoe = 60π√
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By equalizing the corresponding wave impedances in Eqs. (63.1) and (63.2), we
obtain the desired line dimensions. In the simplest case, the solution can be found
graphically.

Let’s introduce auxiliary designations: Rx = 0.5D1, Ry = 0.5D3, Rm = 0.5D2.
To find the semiaxes of the ellipses, correction factors are introduced:
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D3 = ky
(√

l2p + w2
p + l p
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D1 = kx

(
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)

,

D2 = km

(
wsl p
D3

)

,

(63.3)

where l p = �/4 in microstrip line.
From [1] kx = 1.273, ky = 0.5, km = 1.273.

63.5 Numerical Experiment

63.5.1 Preparing a Model for a Numerical Experiment

Initially, for preliminary calculations and optimization of characteristics, a simplified
model is formed, shown in Fig. 63.2.

Since the directional coupler will be used in the future in the electronic devices
with high packing density [12] the boundary conditions simulate the situation when
metal parts of the structure are located on all sides of the coupler. Optimization of
characteristics is carried out with allowance for these boundary conditions. If they
change, the characteristics of the directional coupler can change significantly. The
distance from the strip to the case cover is chosen equal to triple substrate height H,
which will allow the use of other components, for example, SMD resistors, without
significantly affecting their performance.

As can be seen from Fig. 63.2, the preliminary model is simplified. To make an
experimental sample, one needs to separate the supply lines on the sides to make
the installation of radio frequency connectors possible. This simplified model is
required to accelerate the optimization of the directional coupler characteristics when

Fig. 63.2 Preliminary
model of directional coupler
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changing the semiaxes of the ellipses at the expense of reducing the size of the
structure.

Another reason for the construction of such initial model is the ability to correctly
shift the reference planes of the ports to the beginning of the ellipses to exclude the
get rid of supply lines, which is necessary to speed up the calculations.

63.5.2 Results of Model Analysis

Let us substitute in the model the length of the semiaxes calculated analytically. As
a result of numerical calculations in CAD, using the finite difference method in the
time domain, we obtain the results shown in Figs. 63.3 and 63.4

We optimized the performance, which took quite a long time. The results can be
seen in Figs. 63.5 and 63.6.

The VSWR is decreased by an impedance transformer between the regular
microstrip line and outer ellipses. The dimensions of the transformer can be found as
a result of numerical experiments, but it takes a long time. Therefore, we will apply
a different technique.

We shift the reference planes ports to the beginning of the outer ellipses and
obtain scattering matrix of directed coupler. Then we export this matrix in CAD
based on microwave circuit theory, add impedance transformers to the new model

Fig. 63.3 Transmission coefficients (Rx = 2.75 mm, Ry = 9.03 mm, Rm = 2.93 mm)

Fig. 63.4 VSWR (Rx = 2.75 mm, Ry = 9.03 mm, Rm = 2.93 mm)
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Fig. 63.5 Transmission coefficients after optimization (Rx = 2.42 mm, Ry = 11.0 mm, Rm =
5.0 mm)

Fig. 63.6 VSWR after optimization (Rx = 2.42 mm, Ry = 11.0 mm, Rm = 5.0 mm)

and carry out optimization of performance. The results are shown in Figs. 63.7 and
63.8. Transformer dimensions Ltr = 3.92 mm, Wtr = 1.67 mm.

The approach to calculating the size of the transformer, described above, is
hybrid and combines analytical calculations by the method of microwave circuit
theory and numerical optimization methods. By doing this, we increase the speed of
calculation manifold, compared with CAD calculations using numerical methods of
electrodynamics.

The new refined model of directed coupler is shown in Fig. 63.9. Outputs are
spaced apart, since on the basis of this model a model for field experiments is made.

Fig. 63.7 Transmission
coefficients after
optimization in CAD based
on circuit theory
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Fig. 63.8 VSWR after
optimization in CAD based
on circuit theory

Fig. 63.9 Refined directed
coupler model with
transformers

Fig. 63.10 Transmission coefficients (Rx = 2.64 mm, Ry = 10.5 mm, Rm = 5.86 mm, Ltr =
3.11 mm, Wtr = 1.7 mm)

The results of the characteristics optimization after the next correction of
geometric dimensions are shown in Figs. 63.10 and 63.11.

63.5.3 Refining Analytic Expressions

The geometric dimensions obtained as a result of optimization in the course of
numerical experiments allow adjust the coefficients in (63.3). The new coefficients
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Fig. 63.11 VSWR (Rx = 2.64 mm, Ry = 10.5 mm, Rm = 5.86 mm, Ltr = 3.11 mm, Wtr =
1.7 mm)

will be as follows: kx = 1.363, ky = 0.609, km = 2.640. We use them to obtain the
dimensions of the directional coupler, the characteristics of which are upshifted by
300 MHz.

The results of numerical simulation are shown in Figs. 63.12 and 63.13.
As a result of numerical simulation, one can also obtain the coefficients in (63.3)

for different values of attenuation. The results are shown in Table 63.1.
Thus, expressions (63.3), with allowance for the coefficients from Table 63.1,

make synthesis of the required dimensions of the directional coupler possible,without
lengthy numerical experiments, decreasing the time to obtain the results.

Fig. 63.12 Transmission coefficients (Rx = 2.41 mm, Ry = 9.86 mm, Rm = 4.98 mm)

Fig. 63.13 VSWR (Rx = 2.41 mm, Ry = 9.86 mm, Rm = 4.98 mm)
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Table 63.1 Coefficients that were obtained as a result of numerical simulation

k C (dB)

3.0 6.0 6.6 10.5

kx 1.363 1.339 1.315 1.252

ky 0.609 0.613 0.614 0.615

km 2.640 1.823 1.840 1.696

63.6 Conclusion

The presented technique allows one to accelerate the design of directional coupler
with the face coupling of elliptical conductors through an elliptical slit in the screen,
with account for external closely spaced screens. The coefficients obtained in numer-
ical experiments can be used to synthesize a directional coupler design with a tran-
sient attenuation of 3–11 dB without lengthy numerical calculations. As a result of
insertion of shields into the structure of the directional coupler, the total height of
the structure is reduced by more than by factor of 2.

Further development of the subject of miniature and face-to-face shielded
microwave devices through the slit can be directed to increase operating frequency
bands, as suggested, for example, in [13].

Based on the structures considered in [10], broadband phase-shifting circuits
can also be created [14], which are especially relevant in modern antenna arrays.
Introduction of adjustment elements in the design can allow the creation of a new
class of phase shifters with manual and electromechanical control [15]. Shielded
broadband directional taps and phase shifters can be the basis for the construction of
Butler matrices in two-dimensional multi-beam antenna systems.
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Chapter 64
Development of the Controllable C-field
Current Stabilizer for the Atomic Beam
Tube of the Cesium Atom Clock

Kseniya Arinushkina, Anna Grevsteva, Anton Valov, and Nikita Lukashev

Abstract The feasibility of using quantum frequency standards (QFS)—atomic
clocks as reference measures in satellite navigation systems (SNS) compared to
other reference generators models is justified. It is noted that among all atomic
clocks, cesium QFS occupy a special place. These standards are the primary refer-
ence frequency on which the international time scale is based. Given the importance
of atomic clocks in the operation of satellite systems, the development of new and
modernized QFS models is an important and urgent task. The main goal of new
developments or upgrades is to improve the metrological characteristics of QFS. In
case of its application formobile objects, its dimensions, weight and power consump-
tion also become important characteristics. One of the factors causing instability in
the operation of QFS is considered. The development of a device for stabilizing the
magnetic field at a given level in the atomic-beam tube of the QFS and the results of
its operation are presented. The short-term frequency stability of the output signal of
the frequency standard is improved by 10% and its temperature sensitivity is reduced
twice.

Keywords Automatic Frequency Adjustment · Frequency Stabiliser · Cesium
Frequency Standard · Stable STI Provision · Operational Amplifier ·
Digital-to-Analog Converter · Atomic Beam Tube

64.1 Introduction

The development of modern systems of communication, navigation and exploration
of outer space is impossible without the time determination with high accuracy [1–
7]. To solve this problem, various devices are used in navigation systems, electronic
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equipment, telecommunication equipment, and computer and cellular networks [1,
6, 8–12]. These devices have different accuracy and stability of frequency determi-
nation, which is recalculated into units of time [9, 13–17]. Among them, quantum
frequency standards (QFS), which are one of the most high-precision frequency
measures [3, 5, 10, 12, 15, 17–21], have the best parameters. Therefore, only QFS
are used as reference sources of high accuracy signals in satellite systemsGLONASS,
GALLEO and GPS [2, 3, 9, 10, 18, 22–25].

CesiumQFS occupy a special place among all quantum standards, since they give
the primary reference frequency, which is the basis of international time scale [26–
29]. Operation of the cesium QFS is based on the principle of tuning the frequency
of the high-stability quartz oscillator (QG) relative to the cesium Cs-133 quantum
transition frequency in the atomic beam tube (ABT), equal to 9,192,631,770 Hz.
[26–29].

The relevance of the topic of this paper is determined by the fact that at present
the frequency error of cesium standards has nearly reached its minimum. To improve
the characteristics further, it is necessary to eliminate the influence of a number of
factors, such as instabilities of magnetic field (for example, long-term drift of the
current source, temperature dependence, the influence of an external magnetic field),
of microwave power level, etc.

The solution to this problem is extremely important in the context of new require-
ments for the accuracy of determining coordinates. The work presents a developed
scheme that allows stabilizing the magnetic field at a given level in the ALT.

The practical significance of the work lies in the development of a new device
and substantiation of new methods for improving the metrological characteristics of
the midrange.

64.2 Current Stabilizer

It has previously been found that the wavelengths of the spectral lines and the periods
of the respective radiations can be used to determine the unit of length and theunit
of time, respectively [11, 18, 20, 24]. The splitting of energy levels when a magnetic
field is applied to atoms is called the Zeeman effect. Level splitting results in the
splitting of spectral lines into several components (Fig. 64.1).

The transition |F= 3, mf= 0|↔ |F= 4, mf= 0|, mf= 0| is used for the operation
of QFS on cesium-133 atoms, since it has a minimum dependence on the magnetic
field that creates it. Atoms in the state of F = 4, mF = 0 or in the state of F = 3, mF
= 0 are selected in the cesium ABT using a magnetic polarizer. The cesium beam
is affected by three magnetic fields as it travels from the furnace to the detector. In
order to split a beam of atoms into several beams, an inhomogeneous magnetic field,
also called the A-field, acts. A magnetic field called the B-field is used to finally
focus on the detector only atoms belonging to the same pair of energy levels used,
which also serves to deflect the other atoms.
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Fig. 64.1 Energy levels of
the cesium atom in the main
and first excited state

In the interval between these magnetic fields, the atoms fly through a volume
resonator with conducting walls, in which electromagnetic oscillations of a certain
frequency are excited, that is, a so-called C-field is created. If, under the influence of
these vibrations, the Cs atomwith the energy E1 goes over to the energy state E2, then
the field of the second magnet will throw it away from the detector, because for an
atom that has passed into the E2 state, the field of the secondmagnet will no longer be
focusing and this atomwill bypass the detector. Thus, the current through the detector
will be reduced by an amount proportional to the number of atoms that have made
energy transitions under the influence of the electromagnetic resonator. Transitions of
Cs atoms from the E2 state to the E1 state will be recorded in the same way. Atoms in
this state are detected and allow determining the frequency of the interrogation field,
since the probability of transition has a maximum at the frequency of microwave
resonance. Atoms in this state are detected and allow determining the frequency
of the interrogation field, since the probability of transition has a maximum at the
frequency of microwave resonance.

Scanning the atomic resonance frequency f results in a detector current similar to
that represented in Fig. 64.2.

The central frequency of this resonance circuit (Zeeman line) depends linearly
on the magnetic field inside the atomic beam tube. By measuring the resonance
frequency, it is possible in some cases to stabilize the magnetic field inside the tube.
Under the new operating conditions of the QFS, this becomes insufficient.
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Fig. 64.2 Cesium ABT output vs microwave frequency

To stabilize the current, it is proposed to use a different dependence of different
transitions of the ultra-thin structure of cesium on themagnetic field. The dependence
of the main transition on the magnetic field is expressed by:

� f0 = 427 · H 2
0 (64.1)

Dependence of the first lateral transition on the field relative to the main one:

� f1 = f1 − f0 = 700,841 · H0 (64.2)

Current stabilizer is used for generation ofDC current on load supplied to solenoid
of ABT medium field. The structural diagram of the developed current stabilizer is
shown in Fig. 64.3.

Fig. 64.3 Structural diagram of current stabilizer



64 Development of the Controllable C-field … 593

The voltage generated at the current sensor is fed to the inverse input of the
operational amplifier (Op-Amp), thus providing negative feedback. The transistor is
connected according to the emitter follower circuit and amplifies the output current
of the Op-Amp.

The voltage generated when the output current flows through the control resistor
is fed to the Op-Amp, which amplifies this voltage 10 times and sends it to the
“The control 1” output. In the case of a displacement of the magnetic field value, an
unbalance voltage occurs, which allows monitoring the output current of the CS.

In the technical conditions for the Zener diode 2S198K OSM, we find that the
temporary instability of the stabilization voltage is δsourse = ±0.02% = 2 × 10–4 per
1000 h. The service life of the equipment is 100,000 h.

Thus, the current drift over the service life will be:

δsourse = 2 × 10−4 × 100 = 2 × 10−2,

where δsourse is the voltage drift of the Zener diode for 1000 h; 100 is the number of
intervals of 1000 h during the service life of 100,000 h.

Then the possible drift of the output current over the service life will be:

�Ist = Inom × 2 × 10−2 = 20 mA × 2 × 10−2 = 0.4 mA,

where �Ist is the possible drift of the output current over the service life from the
voltage drift of the Zener diode; Inom is the rated value of the CT output current.

64.3 Results of Experimental Studies of MHF Operation
with New Current Stabilizer

In the previous version of themean field current stabilizer, the signal from the voltage
follower went directly to the voltage-current converter. The development of a new
branch, consisting of an input buffer, a DAC and an adder, made it possible to avoid
a current drift of 400 μA over 10 years of the stabilizer’s service life. This branch
provides an atomic transition adjustment.

In the temperature range from −20 °C to 20 °C, in accordance with the technical
conditions, the current drift is not more than 1 μA/°. Tuning will take the current
back.

The prototype of the current stabilizer was included in the design of the QFS, the
output characteristics of which have been measured. After processing the obtained
data, graphs of the dependence of Allan variance σ (τ) [º/h] on time τ were built for
the modernized (Fig. 64.4) and the previous design of the QFS (Fig. 64.5).

The results obtained show an improvement inAllan variance σ (τ) by 12%. Studies
of the operation of the QFS were carried out for 12 days in a temperature chamber.
As a result, it was found that the temperature coefficient of the standard frequency
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Fig. 64.4 A plot of Allan variance versus time using a new magnetic field stabilization system

Fig. 64.5 A plot of Allan variance values vs time for the QFS of previous design

decreased by 2 times when the current adjustment ring was closed. Further tests were
carried out in a chamber in which a spaceflight is simulated. From these two tests
of the standard performance, conclusions were drawn regarding the improvement in
Allan variance.

64.4 Conclusion

The results obtained show the validity of the proposed solutions to improve the stabi-
lization of the magnetic field in ABT, which were implemented in the modernized
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design of the quantum frequency standard based on cesium-133 atoms. The experi-
ments carried out made it possible to determine new directions of development for
the modernization of the design of the magnetic field stabilizer in the ABT.
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