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Preface

This volume comprises the peer-reviewed papers and reviews related to biomedical
applications of soft matter systems. Initially, these papers were planned to be
presented at the International Conference “Physics of Liquid Matter: Modern
Problems” (PLMMP-2020) in May 2020 in Kiev, Ukraine. However, due to the
COVID-19 pandemic the PLMMP Conference was shifted to May 2022. The
collected papers highlight latest research trends and include contributions from
global experts in the field. The book contains 15 chapters, and the content is divided
into four parts that include considerations of fundamentals of soft matter systems,
mechanisms and molecular interactions, magnetic field effects, and biomedical
applications of nanosystems and nanomaterials. Particularly, the water contribution
to the protein folding, dynamics of biological water, recent data on modeling and
experiments of bio-liquids, behavior of lyotropic liquid crystal phases of phos-
pholipids, and colloidal particles in confined and deformed nematic liquid crystals
have been reviewed. Book content also includes analysis of intermolecular inter-
actions and effects of magnetic fields in biosciences. Biomedical applications of
smart polymer-based multicomponent nanosystems and of Laponite®-based
nanomaterials and formulations have been also presented. We hope that this vol-
ume will stimulate further research in all these areas.

Leonid Bulavin
Nikolai Lebovka
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Part I Fundamentals of Soft Matter
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Chapter 1
Water Contribution to the Protein
Folding and Its Relevance in Protein
Design and Protein Aggregation

Giancarlo Franzese, Joan Àguila Rojas, Valentino Bianco, and Ivan Coluzza

Abstract Water plays a fundamental role in protein stability. However, the effect
of the properties of water on the behaviour of proteins is only partially understood.
Several theories have been proposed to give insight into the mechanisms of cold
and pressure denaturation, or the limits of temperature and pressure above which no
protein has a stable, functional state, or how unfolding and aggregation are related.
Here we review our results based on a theoretical approach that can rationalize the
water contribution to protein solutions’ free energy. We show, using Monte Carlo
simulations, howwecan explain experimental datawith our recent results.Wediscuss
how our findings can help in developing new strategies for the design of novel
synthetic biopolymers or new possible approaches for mitigating neurodegenerative
pathologies.
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List of Abbreviations and Symbols

Abbreviations

2D two-dimensional
3D three-dimensional
b bulk
f folding
GPU graphics processing unit
h hydration
HB hydrogen bond
IFP inverse folding problem
IU internal units
MD molecular dynamics
R residue
SR stability region
u unfolding
w water

Symbols

Cp isobaric heat capacity
Cp isobaric heat capacity
F effective free energy
H enthalpy
k factor of compressibility
kB Boltzmann constant
N number of cells
P pressure
r distance
S entropy
T temperature
V volume
v proper volume
α thermal expansivity factor
b isothermal compressibility factor
ε depth of the potential well
Δx difference in magnitude x between final and initial state
σ bonding index
Φ hydrophobic amino acid
ζ hydrophilic amino acid
χ mixed amino acids
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1.1 Introduction

Proteins are complex molecules consisting of one or more amino acids chains and
are essential for all living organisms. They can be part of structural components,
as in muscles and collagen, or can develop fundamental functions, like antibodies
and enzymes. To perform their biological activity, proteins in many cases need to
fold into unique conformations (native states) and be soluble. Protein misfolding can
lead to their aggregation with fibrillar morphology (amyloids), which, as a conse-
quence, gives rise to pathological conditions. These conditions include neurodegen-
erative disorders, as Alzheimer’s or Parkinson’s disease, and others amyloidosis, i.e.,
pathological states associated with the formation of extracellular amyloid deposits
[1]. Among them, two pathologies of high interest are organ-limited amyloidosis,
e.g., the senile cardiac amyloidosis that causes heart failure, and systemic amyloi-
doses, e.g., the AL amyloidoses affecting kidneys, heart, peripheral nervous system,
gastrointestinal tract, blood, lungs, and skin, among other organs.

A folded protein undergoes a conformational change (denaturation) and unfolds
when its temperature T is increased above some limiting value. The unfolding by
heating stops the protein’s biological function and changes its properties, including
optical qualities and solubility. A typical example occurs when we cook an egg. Heat
makes the transparent and liquid albumen, a protein solution made of about 90%
water and 10% proteins, opaque-white and gelatinous.

The thermal denaturation iswell understood as a consequence of the increase of the
solution’s kinetic energy, which induces disorder into the ordered native state. Hence,
hot unfolding is a process somehow similar to the melting of a crystal. The transition
from the high-T unfolded state to the lower-T folded configuration is understood as
a consequence of the protein chain collapse due to the effective attraction among the
amino acid residues [2].

However, proteins unfold also when they are pressurized [3]. Unlike the case of
high temperature, the effect of pressure P on the stability of the native state is more
debated, with some emphasis on the roles of cavities in the folded protein [4].

More intriguing is that proteins can also unfold bydecreasingT [5].Cold denatura-
tion is counterintuitive if we assume that folding is similar to melting, and the protein
stability is controlled by an effective attraction that increases when T decreases [6, 7].
It reveals that protein stability results from a balance among different water-mediated
forces, including, but not limited to, effective hydrophobic interaction.

To rationalise all the experimental data, Hawley proposed a theory that, based
on free energy relations, predicts for any protein with a native state a close stability
region (SR) with, in general, an elliptic shape in the T-P plane. Depending on the
specific protein and its measurements, the elliptic SR can also extend toward negative
pressures. Hence, the theory predicts that a protein would denature under tension,
consistent with experimental extrapolations [8] and direct observations [9].

Cold and P unfolding can be rationalised, assuming an enthalpic gain of the
solvent upon the denaturation process without clarifying this gain’s origin and its
relationship with molecular interactions [10]. Alternative theories have hypothesised
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a P-dependent hydrophobic collapse [11] or enthalpic gain and entropic cost [12].
Further analytic studies have shown that indirect accounting for the P-dependent
water-water and water-protein interactions are enough to explain why in the exper-
imental is more difficult to observe the high-pressure reentrant helix–coil transition
in DNA than in protein folding [13]. However, none of these approaches can repro-
duce the entire elliptic SR as Hawley predicted and supported by experiments. As
we discuss in this short review, cold and P unfolding can be better understood as
a competition between different free energy contributions coming from water, one
from hydration water and another from bulk water, reproducing the whole elliptic
SR.

Also, within our approach, we rationalise why proteins, stable at ambient condi-
tions, do not necessarily work at extreme T-P conditions and why there are T-
P above which no protein is stable in its native state. By explicitly including
water, we can show its evolutionary driving force toward thermophilic proteins with
higher surface hydrophilicity at high T and ice-binding proteins with lower surface
hydrophilicity at low T. On the other hand, the proteins have smaller segregation
between the hydrophilic surface and the hydrophobic core if they are stable at high
P. As we discuss in the following, our theory allows us to introduce a new protein
design protocol useful for engineering proteins and drugs working far from ambient
conditions.

Finally, we discuss the protein interface effect on the water fluctuations in the
protein hydration shell and their relevance in the protein–protein interaction. We
study the folding and aggregation of proteins as a function of their concentration.
The mechanisms leading to the folding process’s failure and the formation of poten-
tially dangerous protein aggregates are a matter of considerable scientific debate
[14]. We show that the propensity to aggregate is not strictly related to the surface
hydrophobicity of the protein. The increase of the concentration of individual protein
species can induce a partial unfolding of the native conformation without the occur-
rence of aggregates. The concentration at which the proteins aggregate is, indeed,
higher than that at which they unfold. Hence, we discuss two-steps smooth transition
between the folded, unfolded, and aggregated states of proteins and how this process
could be affected by a nearby hydrophobic interface, such as that of a nanoparticle.

This chapter does not pretend to represent an exhaustive review of the vast litera-
ture about protein folding, aggregation, and design generated in many decades by the
community of renowned biophysicists. It is just a summary of a part of our contri-
butions to the field. It can be considered as a structured introduction to the topic
for beginners in this field. It assumes the knowledge of basic notions of Statistical
Physics and Thermodynamics and provides a minimal list of references where the
interested reader can find further details and more comprehensive reviews.
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1.2 Hawley’s Theory

In 1971, Hawley proposed a theory based on the assumption that the folding (f)
unfolding (u) transition can be modelled as a reversible first-order phase transition
and that equilibrium thermodynamics hold during the denaturation [15]. The theory
is based on a Taylor expansion of the difference in Gibbs’ free energy 	G between
the folded and the unfolded state truncated at the second order:

	G(P, T ) = 	β

2
(P − P0)

2 + 2	α(P − P0)(T − T0) − 	Cp

2T0
(T − T0)

2

+	V0(P − P0) − 	S0(T − T0) + 	G0

(1.1)

whereT 0 andP0 are the temperature and pressure of the ambient conditions,	V 0 and
	S0 are the volume and entropy variation along the folded-to-unfolded (f-u) transi-
tion, 	α, 	CP and 	β are the differences along the f-u transition in the thermal
expansivity factor, the isobaric heat capacity and the isothermal compressibility
factor, respectively. This equation is constrained by 	α > 	Cp	β/T 0 resulting in
the SR having an elliptic shape (Fig. 1.1). Even if it is a phenomenological model,
the ability of Eq. (1.1) to describe the experimental data makes it a useful tool when
studying the f-u transformation.

Fig. 1.1 Stability Region of a protein according to the Hawley theory in a temperature–pressure
T-P representation. The elliptic line separates the native (folded) from the denatured state. The
folded-to-unfolded transition occurs by varying either T or P, or both, and implies changes in the
volume V or the entropy S as illustrated along the arrows. Loci with ΔV = 0 and ΔS = 0 cross the
ellipsis where its tangent has infinite or zero slope, respectively
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1.3 The Model for the Hydrated Protein

We consider a single protein, represented by a flexible chain of coarse-grained
residues (R), suspended in water (w) and described by the enthalpy

H ≡ HR,R + HR,w + H (h)
w,w + H (b)

w,w (1.2)

where the first term accounts for the residue-residue contribution, the second for
the residue-water contribution at the protein interface, the third for the hydration (h)
water contribution, and the fourth for the bulk (b) water contribution away from the
protein interface. Before describing in detail each of these terms in the following
Eqs. (1.3), (1.8), (1.13), we observe that this minimal model comprises:

1. The covalent (peptide) bonds between the amino-terminal and the carboxyl-
terminal of consecutivemonomers along the chain,which constrains the possible
configurational changes of the protein and the total conformational entropy.

2. The interactions between non-consecutive residues, including a repulsive and
an attractive part, represented as a pairwise term, sum of all the R-R (van der
Waals, hydrogen bond, and electrostatic) contributions. This term is one of the
driving forces leading to the native state.

3. The R-w van der Waals and hydrogen bonding enthalpy at the protein surface,
influencing the protein secondary structure, exposing the hydrophilic residues
to water, and burying the hydrophobic residues into the folded protein core.

4. The w-w van der Waals and hydrogen bond enthalpy in the hydration layer,
influenced by the nearby protein residues.

5. The w-w van der Waals and hydrogen bond enthalpy in the bulk, not affected
by the protein residues.

By changing the pressure P and the temperature T, as we discuss in the following,
the enthalpy and the Gibbs free energy of the system change and drive the protein
toward folded or unfolded states.

1.3.1 The Franzese-Stanley Coarse-Grained Water Model

In a diluted protein solution, water represents more than 90% of the system. It is
the thermal bath that continuously interchanges energy, entropy, and enthalpy with
the protein. This interchange allows the protein to overcome the potential energy
barriers, separating metastable states from the native state, within the range of P
and T at which the folded protein is stable. Fully atomistic models can explicitly
account for the water contribution to the free energy but are limited in size and time
by their large computational cost. All atoms molecular dynamics (MD) simulations
with explicit water are very expensive due to the large number of water molecules
necessary to solvate even small proteins. For example, MD can simulate proteins up
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to 80 amino acid residues in ~ 11,000 water molecules for a cumulative simulation
time of 643 μs on a specialized Anton supercomputer [16]. On more affordable
CPU or GPU hardware all atoms MD calculations with specialized algorithms can
simulate, e.g., 42-residues-long proteins in ~5,000 water molecules for a cumulative
simulation time of 52 μs [17] or 200 μs [18], or a 29-residue-long region of a
disordered protein in ~8,200 water molecules for an aggregated simulation time of
∼1.4 ms [19].

If, instead, the model has an implicit solvent with effective T and P-dependent
force-fields, larger proteins, up to 92 amino acids, can be simulated for milliseconds.
However, the drawback, in this case, is that the water effect on the residues inter-
actions is included only in an effective way, losing the transferability of the model
to others T and P and changing the dynamics. Possible alternatives combine MD
with experimental constraints reaching predictions of the structures of proteins up
to 326 amino acids [20] and competing with structural bioinformatics methods [21].
However, also in these cases, it is hard to tell if the protein-folding kinetics resembles
the experiments. More details can be found in recent reviews [22, 23].

Another common option is coarse-grain groups of atoms into larger rigid units
and to combine this grouping with implicit water or pseudo-explicit water (charged
Lennard–Jones particles replacing groups of water molecules) [24]. These models
gain speed in simulations by reducing the resolution of the description. Hence, their
use is limited to those cases inwhich no atomic resolution is needed, and the principal
aim is, in general, a qualitative understanding of a specific process. However, these
approaches, although useful in several studies, are unable to account for the most
specific contribution of water, the hydrogen bonds.

To explicitly include the water into a coarse-grain protein representation, we
developed in these years awatermodel inwhichwe retain the description of thewater
hydrogen bonds at the molecular level but lose the molecular resolution of the water
position, replacing it with a density field. Furthermore, we account in the model for
the many-body contribution of the hydrogen bonds [25–30]. We have shown that this
contribution is relevant to better describe the water anomalous properties at least on
a qualitative level [31–40]. Furthermore, the simple formulation of the model allows
us to perform approximated analytic calculations that facilitate the understanding of
the relevant mechanisms underlying the properties of the proteins [41–45].

The large reduction of water degrees of freedom that we attain with our specific
coarse graining allows us to study systems as large as 160.000 water molecules [29]
or more (512.000 water molecules, unpublished), reaching sizes that are challenging
for atomistic models. Furthermore, it allows to reach simulation timescales as long
as 100 s [46], comparable to the experimental times.

In particular, we focused on the water under confinement or at hydrophobic
interfaces [47–54] or the interface with proteins [46, 55], see also [56–60]. In the
following, wewill define themodel focusing on the protein folding problem [61–65],
the protein design [66, 67], and the protein aggregation [68, 69].

In this approach, we partition the bulk intoN cells, one per molecule, and consider
that, at high T and ambient P, when there are no hydrogen bonds, the molecules are
homogeneously distributed in volume V, each with a proper volume v = V/N. We
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consider the system at constant N, P, T with a fluctuating volume V (b)
T OT and an

enthalpy [29, 30]

H (b)
w,w ≡

∑
i j
U

(
ri j

) − J N (b)
HB − Jσ Ncoop + PV (b)

T OT (1.3)

where the first term

∑
i j
U

(
ri j

) ≡ 4
∑

i j

[(
r0
ri j

)12

−
(
r0
ri j

)6
]

(1.4)

is the Lennard–Jones (LJ) potential energy (isotropic term), being ∈= 5.8 kJ
mol the

depth of the potential well, r0 = 2.9Å the distance from the particle to the well
(molecule’s hard-core), and ri j the O–O distance. A cut-off of the LJ potential was
established at r = 6r0 to accelerate the calculations.

The second term accounts for the directional contribution of the hydrogen bond
(HB) interaction, with J = 1.2ε being the energetic gain for each HB. Here,

N (b)
HB ≡

∑
〈i j〉 nin jδσi jσ j i (1.5)

is the number of HBs in the bulk, depending on the local density index ni and the
bonding index σij, with δσi jσ j i = 1 if molecules i and j have the same bonding index,
δσi jσ j i = 0 otherwise. The first index is ni = 1 if the proper volume of the molecule i
has a characteristic size at most ~3.7 Å, the distance at which a HB breaks [28, 29],
ni = 0 otherwise. The bonding index σij = 1, …, q describes the relative orientation
of molecules i to its neighbour j. We choose the parameter q by selecting 30° as the
maximum deviation from a linear bond (i.e., q ≡ 180°/ 30° = 6) [29, 30]. The sum
in (1.5) runs over neighbouring molecules and, to simplify the model, we assume
that each molecule can form at most four HBs.

The third term of Eq. (1.3) takes into account the quantummany-body interaction
caused when a new HB is formed, reinforcing all the other HBs formed by the same
molecule [28, 29]. It is

Ncoop ≡
∑

i
ni

∑
(l,k)i

δσikσil (1.6)

and it mimics the cooperativity of the HBs between the possible pairs of the σij

indices of the molecule i. The choice Jσ = 0.2∈, an order of magnitude smaller than
J, ensures that the cooperative term is relevant only below the temperature at which
the HBs are formed.

In Eq. (1.3) the total volume is [29, 30]

V (b)
T OT ≡ V + N (b)

HBv
(b)
HB (1.7)
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where cv(b)
HB/v0 = 0.5, the average volume increase associated with the formation

of a HB, is given by the average volume increase between high-density ices VI and
VIII and low-density (tetrahedral) ice Ih, and v0 is the proper volume of a water
molecule without the HB. The volume term V is free to fluctuate as a function of
the LJ interaction and depends weekly on T and P near ambient conditions. The
local formation of HBs gives rise to the local density fluctuations responsible for the
density and compressibility anomaly of water [31–40].

1.3.2 The Coarse-Grained Hydration Water Model

As we describe in the following, we coarse-grained the proteins as self-avoiding
heteropolymers with residue that can occupy only one of the cells of the system.
Hence, when we include proteins in the system, we replace water cells with coarse-
grained residues, generating an interface. Each residue can be a neighbour of another
residue or can be hydrated. The water can form HBs within the hydration shell. The
energy of the hydration-shell HBs depends on the nature of the nearby amino acids.
For water molecules, forming a HB, near two hydrophobic (�) amino acids, two
hydrophilic (ζ) amino acids, or one of each kind (mixed, χ), the enthalpy is [63–65]

H (h)
w,w ≡ H (Φ)

w,w + H (ζ )
w,w + H (χ)

w,w (1.8)

where

H (Φ)
w,w ≡

∑
i j
U

(
ri j

) − J (Φ)N (Φ)
HB − J (Φ)

σ N (Φ)
coop + PV (Φ) (1.9)

with

V (Φ) ≡ N (Φ)
HBv

(Φ)
HB (1.10)

and

v
(Φ)
HB/v

(Φ)
HB,0 ≡ 1 − k(Φ)

1 P (1.11)

where v
(Φ)
HB,0 is the volume increase forP= 0, and k(Φ)

1 = v0
4∈ is a factor accounting

for the compressibility of the hydrophobic hydration shell [64–66]. Based on numer-
ical and experimental observations that point to a higher correlation in the HBs
between water molecules near hydrophobic residues, Bianco et al. [64–66] adopted
J (Φ) = 1.83J , while J (Φ)

σ = Jσ .
Expressions similar to Eq. (1.9)-(1.11) hold for the hydrophilic (ζ) and the mixed

(χ) cases in Eq. (1.8). Parameters in the mixed case are set equal to the average of
the � and the ζ case. To simplify the model, the parameters for the ζ case are set
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equal to the bulk case and k(ζ ) = 0 because the compressibility effect is due mainly
to the hydrophobic interface [64–66].

The total volume occupied by the water is

VTOT ≡ V (b)
T OT + V (Φ) + V (ζ ) + V (χ) (1.12)

and fluctuates with T and P. The volume occupied by the proteins is constant.

1.3.3 The Coarse-Grained Protein-Water Model

The protein’s enthalpy, including the interaction with the hydration shell, is modelled
as [64–66]

Hp ≡ HR,R + HR,w ≡
∑Nc

i

[∑Nc

i �= j
Ci j Si j +

∑Nw

j ′
Ci j ′ S

W
i

]
(1.13)

where the first sum runs over the Nc residues indices, the second over the Nw

hydration water molecules, C is a contact matrix with Cmn = 1 if m and n are first
neighbours and 0 otherwise, S is the Miyazawa-Jernigan matrix [70, 71] where Sij
accounts for the interaction between amino acids i and j, and SiW is the interaction
energy the residue i with the hydration water molecule and depends on residue’s
hydropathy,with SWi = − ∈(Φ) or− ∈(ζ ) if the residue is hydrophobic or hydrophilic,
respectively.

With this model, Bianco and Franzese [64] identify the different mechanisms
with which water participates in the cold and pressure denaturation. Furthermore,
Bianco et al. in Ref. [65] analyse how changes in i) the specific protein residue-
residue interactions in the native state of the amino acids sequence, and ii) the water
properties at the hydration interface, affect the protein stability region. They show
that the solvent properties are essential to rationalize the stability region shape at low
T and high P, independent of the model’s parameters and for both proteins with a
native state and disordered proteins. These results open the perspective to develop
advanced computational design tools for protein engineering.

1.4 Protein Design

Protein design has as main objective to understand how a protein sequence encodes
specific structural and functional properties [72]. It consists of searching for the
ensemble of sequences that fold into a target protein backbone structure. However,
it remains one of the major challenges across the disciplines of biology, physics, and
chemistry [73, 74].
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Protein design is often referred to as the inverse folding problem (IFP). IFP is still
one of the toughest major challenges in biophysics, and the most common approach
is to search for the sequence that minimizes the energy or a scoring function into
the target protein [72, 75–77]. When considering extreme conditions, it is important
to observe that protein sequences that are robust against mutations tend to have
larger thermal stability [74, 77]. To this end, previous studies tried to identify how
intra-protein interactions affect the thermal stability of the native structure [78], or
to optimize specific interactions, such as the charge, to improve the stability of the
proteins [79].

However, until the work by Bianco et al. [66], the way the design changes at
extreme conditions was not disentangled. In Ref. [66] the authors develop a strategy
for protein design, following the previous approach introduced by Coluzza et al. [75,
76], and focusing on the relationship between the sequence and the thermodynamic
conditions at which the target structure is stable. They adopt the coarse-grained
model for hydrated proteins described in the previous section to perform the design
of heteropolymers on a lattice.

According to previous design studies on the lattice a solution to the folding
problem can be found by looking for the sequence with the lowest energy under
the constraint that the composition of the amino acids maximizes the number of
letter permutations NP = N !/(nA!nB !..nY !), where N is the sequence length and nx

is the number of residues corresponding to the letter x .
In the presence of explicit water, the solvent interactionmust be taken into account

during the energy minimization. However, a simple downhill search does not work
because it would be too sensitive to the large noise produced by the water config-
urations. Hence, the best strategy is to average the energy of each sequence on the
ensemble of water configurations, getting an effective free energy per sequence FS .
Such an approach is currently only feasible in a water model on a lattice, where
a large number of solvent configurations per sequence can be scanned efficiently,
allowing the design protocol to explore many solutions. The design process consists
of finding the sequence that minimizes FS under the constraint of maximizing NP .
As a consequence of this approach, the ensemble of the design solutions is influenced
by the environmental parameters, such as temperature and pressure, via their effect
on the solvent properties. An interesting extension would be to include also the effect
of pH changes on the solvent.

Finally, it is important to stress that we considered only fully compact structures.
The presence of internal pockets could be used to design stable proteins with internal
water molecules. Following the pioneering work of Sterpone et al. [80–82] we can
extrapolate that internal water could have an additional stabilization role, a prospect
that will definitely deserve future investigation.
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1.4.1 Design Protocols

Bianco et al. [66] follow two protocols to design a stable protein at a given T and
P. Both protocols are based on the average enthalpy associated with the hydrated
protein. The first (MIN ENTHALPY) consists of minimizing the average enthalpy
in the protein folded state. The second (MAX GAP) maximizes the enthalpy gap
between the folded and the unfolded protein conformations.

In the following, we adopt the first protocol. We start from an initial random
sequence for the protein already folded in the target structure and we sample the
space of sequences. At each sampling step, we replace an amino acid of the polymer
either by exchanging it with another of the 20 possible monomers or by swapping
the position of two amino acids in the sequence. We perform 100 replacements for
each swap.

For each move, we check (i) if it does not lead to a more homogeneous sequence,
that would be unable to fold, and (ii) if it decreases the protein’s enthalpy. If
both conditions are met, we accept the protein move, otherwise we accept it with
probability [66]

pacc ≡ min{1, exp(−	/T0}min{1, (n/o)
ω} (1.14)

where 	 is the change in enthalpy, expressed in internal units, between the new
and the old sequence, T0 = 0.05 is an optimization temperature, n and oare the
numbers of permutations of the new and old sequence, respectively, ω = 14 is a
weighting parameter. The interested reader can find further details and references in
Ref. [66]. Next, we perform a series of Monte Carlo steps to equilibrate the water
with cluster and single variable moves [28, 29]. Once the water is equilibrated, we
compute the protein’s average enthalpy and check that it is smaller than the previous
one. Hence, the new sequence is a better candidate for the protein to fold into the
target structure at the given pressure and temperature.

For each thermodynamic state point, we sample more than 108 independent
sequences and consider, for characterization and stability analysis, only the best
5 or 15 sequences. For these selected sequences we check their validity (ability to
fold into the target structure) with isobaric, isothermal Monte Carlo simulations,
starting from a stretched protein conformation. We finally select the valid sequence
with the smallest enthalpy in the native state [66].

1.4.2 Design Results in Two Dimensions

In Ref. [66], Bianco et al. identify 5–15 optimized sequences for each design pressure
and temperature, for a total ofmore than1.5×103 optimizations, a number far beyond
the capability of any fully atomistic protein model. For each designed sequence, they
test the stability in T–P by checking if the protein folds into the target structure.
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Consistent with natural proteins, they show that sequences that are stable at
ambient conditions do not necessarily work at extreme conditions of T and P and
that the range of stability in T and P increases with the design temperature Td at
ambient pressure (Fig. 1.2). Also, they find that there are limits of T and P above
which no protein has a stable functional state [83–85] and no stable sequence can
be found. Furthermore, small proteins undergo cold denaturation for temperatures
that are lower than those for longer proteins, with a higher content of hydrophobic
residues [66]. They demonstrate that these limits, and the selection mechanisms for
proteins, depend on how the properties of the surrounding water change with T and
P.

They study how the design temperature and pressure, Td and Pd , affect the segre-
gation of a hydrophilic surface and a hydrophobic core in the selected proteins. They
find that the segregation is never extreme but is larger at highTd and lowPd (Fig. 1.3).
This result is consistent with experimental trends for thermophilic, mesophilic [86],
and ice-binding proteins [66].

Fig. 1.2 T-P stability region (SR) for proteins designed to fold in a given native structure, with
the explicit water model described in the text. The coloured continuous lines enclose the SRs
for sequences designed at the temperature and pressure indicated in the legend and marked by
corresponding-coloured stars. The dotted line marks the SR found with implicit water. The contin-
uous black line locates the glass transition below which the relaxation times toward equilibrium
exceed our observation times (here the Monte Carlo simulation times) as in real experiments. The
dashed line traces the liquid–gas spinodal. The orange-shaded ellipse evidences the near-ambient
conditions. The symbols with error bars represent the typical error over the estimate of the SRs.
Pressure and temperature are expressed in internal units (IU), corresponding to 4ε/v0 and 4ε/kB,
respectively, where kB is the Boltzmann constant. Adapted from Ref. [66]
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Fig. 1.3 Hydrophilicity of the surface of the designed protein for a range of design temperatures Td
at Pd = 0 calculated with explicit water. Sequences selected with different protocols in 2D (black
dots and purple rhombuses) qualitatively follow the trend observed for the average hydropathy
of real thermophilic (large red circle), mesophilic (large green circle), and ice-binding proteins
(large blue circle). Differences between the two protocols are discussed in Ref. [65]. Preliminary
results in 3D and two different design temperatures (orange hexagons) show a consistent trend. The
discontinuous line corresponds to the calculations with implicit water. The design temperature Td
is expressed in internal units (IU), as in Fig. 1.2, and the hydrophilicity as a dimensionless number
normalized to 1, corresponding to the fraction of hydrophilic surface residues. Adapted from Ref.
[66]

Surprisingly, they observe that larger segregation reduces the stability range in
T and P. The more segregated sequences, selected at high T, are highly resistant
(superstable) to both cold and pressure denaturation. Superstable proteins have an
average stability region that encompasses the average stability region of proteins
designed at ambient conditions. These results are potentially useful for engineering
proteins and drugs working far from ambient conditions and offer an alternative
rationale to the evolutionary action exerted by the environment in extreme conditions
[66].
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1.4.3 Design Results in Three Dimensions

Here we describe our preliminary results for the extension of the design approach,
described above, to the 3D case. We aim to assess how the dimensionality affects
them when compared with those achieved in 2D.

The change of dimensionality implies some differences in the relative weight of
the enthalpy and energy terms described in Sect. 1.3. In particular, if we consider
a partition of the 3D volume into cubic cells, each molecule (or residue) has six
neighbours, instead of four as in the 2D partition into squares. On the one hand, each
water molecule can form only up to four HBs, hence the entropy associated with
the HB formation largely increases in 3D compared to 2D. On the other hand, the
six neighbours in 3D give rise to more terms in the energy contributions to the total
enthalpy, partially balancing the increased entropy.

To keep our preliminary calculations affordable on cheap GPUs, we design a 48-
residue-long heteropolymer with a compact target structure (Fig. 1.4). We hydrate
the protein with 681 water molecules within a cubic volume partitioned into 93

cells with periodic boundary conditions. The target structure has a core of four
residues and a surface of 44 amino acids on three different layers of the partition. We
optimize the sequence using theMIN ENTHALPY protocol at three thermodynamic
conditions, listed inTable 1.1. For each thermodynamic condition,weobserve that the
design protocol leads to sequences with converging enthalpies within 108 iterations
(Fig. 1.5).

First, we observe that in 3D (Fig. 1.4) 38, i.e., 80%, of the 44 surface residues
are hydrophilic. This value is 30% higher than the surface hydropathy found in 2D
at the same P and T. However, the 2D result is for a heteropolymer with a smaller
number of surface residues, due to its shorter length (30 residues) and to the lower
dimensionality.Wefind that the trend in the difference in surface hydropathy between
2 and 3D design is independent of P and T, being always higher in 3D (Table 1.2).

On the contrary, the fraction of hydrophobic residues in the core in 3D is less than
that observed in 2D. Here, only one of the four core residues is hydrophobic, while in
2D approximately 40% of the core was hydrophobic. However, due to the small size
of the present core (four residues), any hydropathy smaller than 50% (corresponding
to two residues), would be discretized to one single residue.

We rationalize these differences in surface and core hydropathy as due to the
different sizes of surface and core sequences. In particular, these results suggest that
the smaller the sequence, the smaller the fraction of surface hydrophilic residues or
core hydrophobic amino acids. Longer proteins, with larger cores in 3D and larger
surfaces in 2D, should be investigated to clarify this point.

Despite these differences between 2D [66] and 3D preliminary results, we find
that the Td-dependence of the surface hydropathy in 3D is consistent with that found
in 2D and in real thermophilic, mesophilic, and ice-binding proteins (Table 1.2 and
Fig. 1.3). In particular, the residue segregation increases by increasing the design
temperature Td. More systematic studies, beyond the scope of this minireview, are
needed in this direction to support these preliminary results.
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Fig. 1.4 Schematic representation of the sequence selected by our design protocol atP= 0.8 (4ε/v0)
and T = 0.2 (4ε/kB) for a 48-residue-long heteropolymer with the compact target structure as in
the figure. The structure occupies three planes in the cubic partition of the volume, corresponding
to the z-coordinate z = 3, 4, 5, with 1 ≤ z ≤ 9. Each plane, and the corresponding z value, are
represented separately for clarity. We mark the chain structure by green segments within the plane
and by a crossed or an empty circle––depending on if the chain moves up or down, respectively–
–between the z-planes. We represent the hydrophilic and the hydrophobic residues in green and
brown, respectively, according to the Kyte-Doolittle hydropathy scale [87]. All the residues, but the
(central) core four at z = 4, are exposed to water

Table 1.1 Design pressure
and temperature at which we
optimize the protein sequence
with the target structure in
Fig. 1.4. Initial and final
enthalpy refers to the
calculated values at the
beginning and the end of the
optimization protocol. All the
quantities are expressed in
internal units (IU): 4ε/v0,
4ε/kB, 4ε for pressure,
temperature, and enthalpy,
respectively

Pressure [IU] Temperature
[IU]

Initial
enthalpy [IU]

Final enthalpy
[IU]

0.2 0.2 −0.2 −12

0.2 0.5 −0.2 14.12

0.8 0.2 −0.2 −33.71
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Fig. 1.5 Enthalpy changes
as a function of the number
of iterations (time steps) for
our design protocol at P =
0.2 (4ε/v0) and T = 0.2
(4ε/kB) for a 48-residue-long
heteropolymer with the
compact target structure as in
Fig. 1.4. Symbols mark the
iterations that lead to
sequences with lower
enthalpy. Enthalpy is
measured in internal units
(IU), 4ε

Table 1.2 Surface
hydropathy (fraction of
hydrophilic residues on the
protein surface) for the
sequences selected by the
MIN ENTHALPY protocol in
2D and 3D calculations at
different design pressures Pd
and temperatures Td . Values
in 2D are from Ref. [66]. All
quantities are expressed in
internal units (IU)

Pd [IU] Td [IU] 2D Surface hydropathy 3D Surface hydropathy

0.2 0.2 0.65 0.77

0.2 0.5 0.70 0.80

0.8 0.2 0.55 0.80

1.5 Protein Unfolding as a Precursor of Protein
Aggregation

Protein aggregation is a mechanism related to a large number of diseases, such as
Spongiform encephalopathies, Parkinson’s, or Alzheimer’s disease [1, 88–90], and is
a relevant issue in biopharmaceutical production [91]. It can be related to the variation
of external factors [92] or the milieu composition, as, e.g., ions concentration [93]
and it is mostly inevitable when protein concentrations exceed the natural values
[68]. Nevertheless, the mechanisms leading to the aggregation are still debated [94]
and the objective of extended research. In particular, coarse-grainedmodels represent
valid tools to investigate protein solutions at large concentrations in explicit water
[68, 95, 96].

In a recent publication, Bianco et al. [68] use the coarse-grain model described
in the previous sections to study by Monte Carlo simulations how the increase of
concentration of individual protein species affects their folding and aggregation in
an aqueous solution. They follow the design protocol described in this chapter to
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select eight proteins with native structures with maximally compact conformations,
composed of 36 or 49 amino acids. The selected proteins have different compositions,
with a rangeof surface and core hydropathy combinations.The fractionof hydrophilic
surface amino acids varies from 0.5 to 0.7, while that of hydrophobic residues in the
protein core is between 0.25 and 0.45.

They calculate the free energy profile of these proteins as a function of the native
contacts and inter-protein contacts, for different protein concentrations c, defined
as the volume fraction of the system occupied by the protein and expressed in
percentage. In all the cases they observe that for low concentrations, c � 5%, all
the proteins reach their native folded state and, on average, are not in contact with
each other. They show that the increase of c can induce a partial unfolding of the
native conformation without inducing aggregation [68].

At very high (sequence-dependent) concentrations, e.g., c ≥ 20% in some of the
studied cases, Bianco et al. find that the proteins lose completely their folded struc-
tures and aggregate. Comparing proteins with different compositions, they show that,
as long as the design explicitly accounts for the water environment, the propensity to
aggregate is not strictly related to the hydrophobic content of the protein’s surfaces.
Also, proteinswith the same native structure, but different sequences, have thresholds
for the unfolding and the aggregation that are different in each case [68].

By approaching two isolated proteins of the same species, they show that their
unfolding is water-mediated and starts before the residues can interact directly
(Fig. 1.6). This occurs at a distance close to the average separation between proteins
at the unfolding concentration. Furthermore, by switching off the water terms

Fig. 1.6 Percentage of Native contacts < NC > as a function of the minimum distance between two
appr proteins (of the same type, A0 or C, or of different types, A0 and C). As they approach, the
two proteins partially unfold even before touching
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Fig. 1.7 Phase diagram of the folding and aggregation of two designed proteins A0 and B. The
folded regions of each protein are orthogonal to each other, indicating that each folded protein
remains rather insensitive to the increase in the concentration of the other. Volume concentrations
are expressed in percentage

between the two approaching proteins, they show that the proteins aggregate without
unfolding. Hence, the water causes a free-energy barrier against aggregation [68].

Bianco et al. suggest that the distance at which the two approaching proteins start
to unfold can be considered as the water-mediated interaction radius of a protein.
To support this conclusion, they perform a percolation analysis of the cluster sizes
of statistically correlated water molecules between the two proteins when they are
folded or unfolded.

This size is a proxy of the correlation length in water affected by the nearby
proteins. Bianco et al. find that this size increases when the proteins unfold. Hence,
the water-mediated protein–protein interaction increases in the unfolded state. This
role of the water in inducing the unfolded regime, which is a precursor of the fully
aggregated state, is an unexpected and not previously observed prediction of their
simulations [68].

The water-mediated protein–protein interactions are essential also when different
proteins are mixed at different concentrations. Bianco et al. [97] show that each
component of a protein mixture is capable of maintaining its folded state at densi-
ties greater than the one at which they would precipitate in single-species solutions
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(Fig. 1.7). They demonstrate that the free energy of each protein in the mixture
remains unaffected by the presence of the other protein species and depends mainly
on their individual concentrations.

Moreover, by increasing the protein concentrations, they find that the protein
aggregates mostly between proteins of the same species. The aggregation propen-
sity is essentially regulated by similarities in protein sequence more than in protein
structure [97].

They show the generality of their observation over many different proteins,
adopting the coarse-grained model of hydrated proteins described here and based
on the Franzese-Stanley water model. Furthermore, they confirm their simulation
results by performing dynamic light scattering experiments to evaluate the protein
aggregation in a binary mixture of bovine serum albumin and consensus tetratri-
copeptide repeat, clarifying critical aspects of the cellular mechanisms regulating
the expression and aggregation of the proteins [97].

1.6 Conclusions

The results summarized in this chapter show that water plays a complex role in the
enthalpy balance of protein solutions. In particular, protein (i) cold denaturation,
(ii) unfolding by pressurization, and (iii) unfolding by depressurization, are energy,
density, and enthalpy driven by water, respectively, in addition to other suggested
mechanisms [4].

The understanding of these mechanisms and the water contribution to these
processes have opened the perspective to develop advanced computational design
tools for protein engineering. In particular, including water contribution into the
analysis of the selection of stable proteins at ambient and extreme thermodynamic
conditions, allows us to elucidate why there are limits of temperature and pressure
above which no protein has a stable functional state. Also, it clarifies why the large
segregation of hydrophilic amino acids on the surface and hydrophobic residues into
the protein core reduces the thermodynamic stability range of a protein.

We presented a design protocol that explains the hydropathy profile of proteins
as a consequence of a selection process influenced by water. Proteins selected to be
stable at high temperatures are stable also at extremely low temperatures and high
pressures and are characterized by non-extreme segregation of a hydrophilic surface
and a hydrophobic core. These results shed light on how environmental extreme
conditions could have exerted an evolutionary action regulated by thewater-mediated
interactions.

In particular, the water fluctuations in the hydration shell are essential to under-
stand the protein–protein interactions. The partial unfolding can occur for increasing
protein concentration without aggregation. The hydration water is responsible for the
enthalpy barrier that stabilizes misfolded proteins when their concentration further
increases. As a consequence, the water contribution pushes toward high values the
concentration thresholds above which the proteins aggregate, possibly representing
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an important regulatory mechanism against neurodegenerative aggregation-related
diseases.

In a recent work Koga et al. [98] show that an extensive mutation of large
hydrophobic residues to smaller ones for a de novo designed ideal protein, with
an extremely high thermal stability, does not affect significantly the stability of the
protein at 100 °C. Hence, by taking into account explicit water in the design of highly
stable protein, we could also shed light on the observation that hydrophobic tight
cores might not be key for the stability of a protein at high temperatures.
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Chapter 2
Slow Dynamics of Biological Water

Gaia Camisasca, Antonio Iorio, Lorenzo Tenuzzo, and Paola Gallo

Abstract Water hydrating biomolecules shows amore complex dynamical behavior
when compared to the bulk. Its translational slow dynamics can be described by two
mechanisms characterized by two well distinct time scales. One mechanism is the
α-relaxation typical of supercooled bulk water and other glass forming liquids. Upon
cooling, this relaxation shows a fragile-to-strong crossover due to the activation of
hopping phenomena which permits to the water molecules in the hydration layer to
escape from nearest neighbors cage. The second mechanism is a much slower relax-
ation that is present only in hydration water and it is coupled with the biomolecule
dynamics. This long-relaxation shows upon cooling a strong-to-strong crossover
in coincidence with the well-known Protein Dynamical Transition. Structural rear-
rangements of biomolecules can trap hydration water molecules over length-scale
larger than nearest neighbors distances. This causes a new hopping regime specific
only of hydration water and already active at high temperature.
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List of Abbreviations

FSC Fragile-to-Strong Crossover
MCT Mode Coupling Theory
MSD Mean Square Displacement
MSF Mean Square Fluctuation
PDT Protein Dynamical Transition
RDF Radial Distribution Function
SISF Self Intermediate Scattering Function
SSC Strong-to-Strong Crossover

2.1 Introduction

Biological water refers to thewater present in biological environment. In bio-systems
water plays a role of paramount importance and it is essential for life [1]. Water is
present in biology at different levels: for instance,water participates inmany chemical
reactions and bio-mechanisms such as protein folding, fromamolecular point of view
fewwatermolecules are typically structurally bound to proteins in order to contribute
to their stability. Since water is the natural ambient for living organisms, it facilitates
the transport of molecules and drugs inside the body in order to reach theirs targets
and can be used safely as a solvent for many biomedical applications, such as the
storage of biomaterials without the hazard of toxicity.

But water is also one of themost peculiar liquid on Earth, due to the behavior often
opposite to the behavior of most of the other simple liquids: for example it is usual for
simple liquids to contract upon decreasing temperature, while water reaches a density
maximum which at ambient pressure is observed at 4 °C. Starting from the striking
ability of a single water molecule to form up to four hydrogen bonds, which is at the
base of its cooperative dynamics and particular tetrahedral structure, water anomalies
can be actually encountered all over its phase diagram and have great impact also
in the dynamics. For these reasons, many different scenarios have been proposed
in order to frame water anomalies [2], including the most fascinating presence of
a liquid–liquid critical point inside the no-man’s land [3] and the singularity-free
scenario [4]. Both these scenarios predict a line of finite maxima in the different
thermodynamic response functions, which in the first scenario it is known as Widom
line [5–8]. The Widom line is the line of correlation length maxima that emanates
from a second order critical point in the one-phase region. Close to this line and
close to the critical point thermodynamic response functions, like specific heat and
isothermal compressibility, show lines of maxima that converge to the Widom line
upon approaching to the critical point.
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Modifications in the thermodynamics [9–17], in the structure [18–26] and espe-
cially in the dynamics [18–20, 25, 27–46] of the water contained in biological envi-
ronment are due to the interaction of water with the biomolecules and this changes
profoundly the situation. Besides the fundamental knowledge, the study of biological
water dynamics and structure is essential for advancements.

In this chapter we will focus on the behavior of biological water in the super-
cooled regime. The study ofwater at low temperatures has several important practical
aspects, especially in connection to biomedical applications. For instance, we can
consider the case of the biological role of water in the low-temperature activation
of proteins. In fact, protein functions are inhibited if the protein is not minimally
hydrated. If hydrated, a protein can undergo the so-called protein dynamical tran-
sition [47] (PDT) which takes place in the supercooled regime of water and which
is essential to the activation of conformational changes necessary to carry out their
biological functions [48–51]. Connected to the supercooled regime, there are the
cryostorage of biomaterials and the problem of maintaining biological functions.
For example, stabilization of membranes and proteins at low temperature can be
improved by employing sugar-water solutions which protect them from freezing
stresses, but the mechanism of protection is still today mostly debated.

How does the biomolecule dynamically couple with its hydration water? Does
this coupling modify the behavior of hydration water with respect to the behavior of
bulk water? Is it possible to predict the bioprotection ability of a solute by studying
its interaction with water? In order to answer these questions a profound study of the
relaxation mechanisms in biological water is mandatory and fundamental to improve
biomedical protocols. Here we review some results obtained by molecular dynamics
simulations on two water solutions of biological interest. The first system consists
of the lysozyme protein immersed in pure water and it permits to investigate the
relaxation mechanisms of the water in contact with the protein and their coupling.
The second system consists of a trehalose-water solution employed in cryoprotocols
and it permits to investigate how the relaxationmechanismmay changewhen the size
and the nature of the solute change.We investigated these systems upon supercooling,
therefore we also characterized the slow dynamics of hydration water as a function
of the temperature, which is an important parameter in biology.

2.2 Methods

The results shown in this chapter come from two series of simulations. Two different
systems have been simulated by means of classical molecular dynamics.

The lysozyme-water system is composed by 1 lysozyme protein immersed in
13,982 water molecules. 8 Cl− ions are also inserted in this solution in order to
neutralize the charges on the lysozyme residues. A snapshot from the simulation box
is shown in Fig. 2.1 (left). Water molecules were modeled with the SPC/E potential
[52] and the lysozyme by the CHARMM force-field for proteins [53, 54]. Chlorine
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Fig. 2.1 Left: Cubic simulation box containing one lysozyme protein and water molecules. The
linear dimension of the box is 75.6Å and the temperature is 280K. The protein is depicted according
to its secondary structure. Residues are colored according to the following criterion: blue indicates
basic residues, red indicates acid residues, green indicates polar residues and white indicates non-
polar residues. Water molecules are shown in white and the hydration water molecules in red
(oxygen) and white (hydrogens). In order to optimize the visualization, only a slice of 15 Å of
water molecules in the direction perpendicular to the book page is rendered. Lysozyme is shown
entire. Right: Cubic simulation box containing a solution of trehalose and water molecules. The
linear dimension of the box is 40.0 Å and the temperature is 290 K. Trehalose molecules are shown
in different colors with respect to each other, to better identify trehalose clusters. Water molecules
outside trehalose hydration shells are colored white, while hydration water molecules are colored
in red (oxygen) and white (oxygens). In order to optimize the visualization, only a slice of 15 Å
box along the direction perpendicular to the book page is shown here.

force-field was also taken from CHARMM. The system was simulated at constant
pressure for temperature in the range from 320 to 200 K every 10 K. Production runs
used to calculate dynamic quantities last 20 ns at high temperature and 30 ns for the
lowest temperatures in refs. [23, 41, 55–57]. These runs were recently extended to
100 ns at each temperature in ref. [58].

The trehalose-water system is composed by 54α−α trehalosemolecules and 1498
water molecules, corresponding to a weight percentage φ = 40.65%wt in trehalose.
A snapshot from the simulation box is shown in Fig. 2.1 (right).Watermoleculeswere
modeled with the SPC/E potential [52] and trehalose with the CHARMM force-field
for sugars [59, 60]. The system was simulated at constant pressure for temperatures
in the range from 320 to 200 K every 10 K. Production runs varied from 30 ns at the
highest temperature to 95 ns at the lowest temperature [25, 44, 56, 57].

Classical molecular dynamics simulations were run with GROMACS simulation
package [61]. Details on the simulation procedures and preparation of the systems
can be found in the cited literature.
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2.3 Hydration Water

Here we focus on the dynamical behavior of the water moving closer to the lysozyme
or the trehalose bio-molecules, which we call hydration water. In the simulations
we adopted a geometrical criterion to define hydration water: we classified a water
molecule as a hydration water molecule if the distance between its oxygen atom and
the closest biomolecule atom is less than or equal to 6 Å. We therefore analyze the
structure and the dynamics of water molecules which lie and move within a 6 Å-shell
around the lysozyme or a 6 Å-shell around the trehalose molecules, depending on the
system. Hydration water molecules have been colored differently from themolecules
outside thehydration shell for both systems, seeFig. 2.1. In the case of lysozyme,most
of the water molecules contained in the box are bulk-like and around 1200 molecules
over the more 13 thousand are classified as lysozyme hydration water molecules. In
the case of the trehalose system, the solution is concentrated, therefore we observe
that most of the water is hydration water. Trehalose molecules also cluster together
upon cooling and consequently hydration water is shared among several trehalose
molecules.

We decided to take a 6 Å shell for hydration water based on the analysis of the
radial distribution function (RDF) of water around the lysozyme protein and adopted
the same definition around trehaloses.

In Fig. 2.2 the oxygen–oxygen RDF of pure water is shown in blue dashed line.
Water organizes into defined shells: the first peak of the function corresponds to the
first nearest neighbors, while in the second shell the neighbor molecules organize
in almost tetrahedral arrangement. In the same figure we report the RDF of water
around two particular sites of the lysozyme protein, these sites are shown in the
inset. The orange site is buried inside the protein, i.e., it is not exposed directly to the
water. The RDF calculated between this site and the water oxygens in the solution
corresponds to the orange curve.We see that there are on average no water molecules
within 6Å, and consequently, we have labelled the site “not-hydrated”. Very different
behavior is observed for the green site that is directly exposed outward the water. The
RDF, see the green line, it is similar to the bulk-water RDF: it does have the typical
oscillations of the blue line, approximately at similar distances. The water contained
in the solution, therefore, organizes into defined shells also around the protein sites
which are exposed and hydrophilic and consequently we label them “hydrated site”.
With the adopted criterion for the definition of hydration water, we see now from
these RDFs that our lysozyme hydration water corresponds to about two hydration
shells around the exposed protein sites. In the case of trehalose hydration water, the
RDFs between hydration water and the oxygen atoms of the hydroxyl groups of
trehaloses are similar to the RDF shown in Fig. 2.2 for the lysozyme hydrated site,
and also in this case (not shown) the second shells ends at about 6 Å [25].

In Fig. 2.3 we compare the hydrogen bonding properties of pure water (left)
with the properties of lysozyme hydration water (right). We report on these plots the
percentage ofwatermolecules involved inn hydrogen bonds at different temperatures
starting from 300 K down to 200 K. In the case of bulk water, we see that most of the
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Fig. 2.2 Radial Distribution Functions (RDF) between water oxygens and two selected lysozyme
sites: an exposed/hydrated site (green curve) and an inner/non-hydrated site (orange curve). For
comparison also the oxygen–oxygen RDF of bulk water is reported (blue curve). The temperature
for all curves is 300 K. In the inset, we show the location of the two selected sites of the lysozyme
protein highlighted as balls superimposed to its secondary structure. The color of the arrow coincides
with the color of the corresponding RDF (reprinted with permission from [23])

Fig. 2.3 Distributions of the population of water molecules engaging n hydrogen bonds (HB) with
another water molecule in bulk water (left panel) and in the hydration layer around the lysozyme
protein (right panel) at different temperatures

population forms four hydrogen bonds already at high temperature and upon cooling
almost all the molecules are sharing four hydrogen bonds. This indicates that the
structure of water becomesmore andmore coordinated into tetrahedral configuration
as we cool down the system. In the case of lysozyme hydration water, we observe that
a hydration water molecule forms with another hydration molecule more likely 2 or
3 hydrogen bonds at high temperature. As the temperature goes down, the number of
molecules involved in 4 hydrogen bonds increases at the expense of the population
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involved in 2 hydrogen bonds, but the most likely value remains 3 hydrogen bonds.
The fourth hydrogen bond of hydration water can in fact be directly formed with the
atoms of lysozyme.

The hydrogen bonds distribution of trehalose hydrationwater is practically similar
to that of lysozyme hydration water (not shown) [25].

In the next sections, we will discuss results about the dynamics of the water which
moves close to these two biomolecules.

2.4 Slow Dynamics of Hydration Water Probed with Self
Intermediate Scattering Functions

The dynamics of liquids can be studied by means of the Self Intermediate Scattering
Function (SISF), FSELF (Q, t), that is defined as:

FSELF (Q, t) = 1

N

〈
N∑
i=1

ei
�Q·(�ri (t)−�ri (0))

〉
, (2.1)

where N is the number of water molecules, �ri (t) is the position of the oxygen
atom of the i-th water molecule at time t, and �Q is the transferred wave-vector. This
correlation function can be directly computed from the atomistic trajectories stored
frommolecular dynamics simulations and it is able to track through the single particle
dynamics the relaxations of the system, and how they evolve upon supercooling.
We will, here in the following, concentrate on this correlation function calculated
for the oxygens. Being the oxygen located very close to the center of mass of the
water molecules, this function will have information only relative to the translational
dynamics of the water molecules.

The Self Intermediate Scattering Function of water was computed in pioneering
works on the supercooled regime [62, 63], where it was modeled according to the
Mode Coupling Theory (MCT) [64] with the following formula:

FSELF (Q, t) = (
1 − fQ

)
e
−
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−
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τα

)β
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In this model, the correlation function decays at early times according to a Gaus-
sian dependence on time characterized by a short relaxation time τs to take into
account the initial ballistic motion of the tagged particle. In this regime, the water
molecule moves as a free particle and its motion does not depend greatly on the
temperature. When approaching the neighbors, the water molecule starts to feel the
environment that in the context of the Mode Coupling Theory corresponds to the
cage formed by the neighbors. Inside the cage, the water molecules are character-
ized by a rattling motion. The cage regime is strongly temperature dependent, and
upon increasing the supercooling it becomes more and more effective in trapping
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transiently the molecules. fQ is the Lamb-Mössbauer factor which is the dynamic
signature of the cage effect in the self-intermediate scattering function and it quan-
tifies the rattling motion of the water molecule and consequently it can be used to
estimate the typical cage radius [57, 62, 63]. Once the cagemelts, thewatermolecules
can explore the space outside the cage. This happens at longer time and the liquid
structural relaxation is modeled with the stretched exponential function, with a char-
acteristic time τα , called structuralα-relaxation time andβ is the stretching parameter
of the α -relaxation. The α-relaxation is strongly temperature dependent.

The Self Intermediate Scattering Functions of lysozyme and trehalose hydration
water were calculated by considering only the water molecules belonging to a shell
of 6 Å around the protein or around the sugars in a series of papers [23, 25, 31, 41,
44, 55, 56]. A selection of results is presented in Fig. 2.4 for lysozyme hydration.
Bulk water curves are also reported for comparison. Similar results are obtained
for trehalose hydration water, see ref. [44]. All the curves were calculated at the
Qmax = 22.5 Å−1, which corresponds to the position of the first sharp peak of the
oxygen–oxygen structure factor of water. Here, the peculiar features of the MCT
caging due to supercooling are enhanced [65], because this Q value corresponds to
the typical interparticle nearest neighbors distance.

The correlation functions of hydration water show the typical behavior of bulk
water and other glass-forming liquids upon supercooling described by the Mode
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Fig. 2.4 Self-intermediate scattering functions (SISFs) of the oxygen atoms of bulk water and
lysozyme hydration water at three selected temperatures (symbols). SISFs are calculated at the
peak of the oxygen–oxygen structure factor Q = 2.25 Å−1. Continuous lines are fits to the model
described by Eq. 2.2 for water (blue lines), and by Eq. 2.3 for lysozyme hydration water (red lines)
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Coupling Theory. Upon cooling the so-called two step relaxation, the signature of
the presence of two well-defined time scales of relaxation, is clearly detectable.

At high temperatures the correlators, after the first ballistic regime, decay quickly
to zero. Upon decreasing temperature, the time scale of the ballistic regime approx-
imately remains the same and the curves nearly coincide up to ≈ 0.2 ps. At lower
temperature correlators develop a plateau region, where transiently the particles are
trapped by the neighbors cage. Eventually, the correlators decay to zero when the
cages melt, and the liquid can structurally rearrange.

By comparing the curves, we see that at a given temperature hydration water
correlators decay to zero slower than the correlators of bulk water, meaning that
the translational dynamics of hydration water is slower due to its interaction with
the biosurface, in particular both lysozyme and trehalose hydration water correlators
show upon cooling a very stretched tail.

The Self Intermediate Scattering functions of hydration water of both lysozyme
and trehalose cannot in fact be described by the model of bulk water which misses
to describe a very-long time decay that is the visible tail in the curves of Fig. 2.4.
These very stretched tails which extend correlations in the self-motion of particles
over times, are not compatible with a single stretched relaxation mechanism, such
as the model of Eq. 2.2. For this reason, the model must be modified by adding a
second structural long-relaxation. The new model, firstly proposed in ref. [31] and
then adopted to described the Self Intermediate Scattering functions of hydration
water, is given by:

FSELF (Q, t) =(
1 − fα − flong

)
e
−

(
t
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+ fαe
−

(
t

τα

)β

+ flonge
−

(
t

τlong

)βlong

(2.3)

where ( fα, τα, βα) and ( flong, τlong, βlong) are the amplitude, relaxation time and
stretching parameters of the α-relaxation and the long-relaxation respectively.

The second stretched exponential, which described the long-relaxation absent in
bulk water, can describe the curves very well, as we can see from fit reported in
Fig. 2.4 on top of the curves. To appreciate the quality of the fit with this model with
respect to the model of bulk water, we refer the reader to Fig. 1 of ref. [56].

From the fits of the Self Intermediate Scattering Functions, we can obtain the two
important slow time scales of the single-particle dynamics of hydration water. One is
the alpha relaxation also present in the bulk water and the other is the long-relaxation
characteristic only of hydration water.

The presence of two different relaxations of hydration water is supported by
several experimental studies, including depolarized light scattering experiments [35,
45, 66, 67], femtosecond resolved fluorescence experiments [68–71] and neutron
scattering experiments [29].

We will discuss these two timescales in details in the following.
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2.4.1 The α-relaxation of Hydration Water

The α-relaxation time of the lysozyme hydration water and of the trehalose hydration
water extracted from the fits via Eq. 2.3 are shown in Fig. 2.5. As the temperature
decreases, the structural relaxation becomes slower and slower. The time scale of
this relaxation varies from the order of 1 picosecond at temperature T= 300 K to the
order of 1 ns at the lowest investigated temperature T = 200 K in both cases. The α-
relaxation of bulk water lies on the same time scale of that of the biological hydration
water in the same range of temperatures. Direct comparison with the α-relaxation of
bulk water was made in the original references, refs. [41, 44, 55].

The α-relaxation of bulk water follows the predictions of the Mode Coupling
Theory upon cooling, and the temperature behavior of the relaxation time can be
described by a power law of the form:

τα = τ0(T − Tc)
−γ , (2.4)

from high temperature down to the mild supercooling regime. Tc and γ are the
Mode Coupling temperature and exponent respectively and τ0 is a time constant.
At pressure of 1 bar, SPC/E water shows approximately at TFSC = 210 K [41, 62,
72] a crossover from the power law regime to an Arrhenius law regime, where the
relaxation time is described by:

τα = τ ′
0e

− Ea
kB T , (2.5)

Fig. 2.5 Left: α-relaxation times of lysozyme hydration water as a function of the temperature.
Right: α-relaxation times of trehalose hydration water as a function of the temperature. The points
fit the MCT power law, Eq. 2.4, at high temperatures (continuous red lines) and the Arrhenius law,
Eq. 2.5, at low temperatures (dashed blue lines). TFSC indicates the temperature of the fragile-to-
strong crossover of τα (left panel is reprinted with permission from [55])
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upon further supercooling. Ea is the activation energy for the hopping mecha-
nisms, τ ′

0 is a time constant and kB is the Boltzmann constant.
Glass-forming liquids are conventionally classified into two broad classes, strong

or fragile liquids, depending on the temperature behavior of their structural relaxation
times [73]. When the α-relaxation time follows the Arrhenius law, Eq. 2.5, the liquid
is termed strong. Fragile liquids show a relaxation time which follows a super-
Arrhenius behavior, that can be phenomenologically described with the MCT power
law, Eq. 2.4, or with the Vogel − Fulcher − Tamman law [2]. Because of this
classification, the crossover of τα takes the name of fragile-to-strong (FSC) crossover.
The fragile-to-strong crossover of theα-relaxation time along a thermodynamic path,
here along the 1 bar isobar, is connected to the crossing of the Widom line, the
line of maxima in the thermodynamic response functions that is connected to the
characteristics of water of having both a high density structure and a low density
structure [74, 75], and consequently to the phase-diagram of water [5]. Different
models employed inMolecular Dynamics simulations of bulkwater show the fragile-
to-strong crossover and its connection to the Widom Line [72, 76–80]. The FSC and
the Widom line were also observed in simulations of water in diluted solution with
electrolytes [81] and confined water [8, 82, 83].

The α-relaxation of both lysozyme hydration water and trehalose hydration water
has the same phenomenology of the α-relaxation of bulk water. As we can see from
Fig. 2.5, both the water hydrating the lysozyme and the trehalose is described at high
temperature by the fragile MCT power law, and crosses to the strong Arrhenius law
at low temperature. The temperature of fragile-to-strong crossover is TFSC = 215 K
and TFSC = 230 K in the case of lysozyme hydration water and trehalose hydration
water respectively. The increase of the crossover temperature indicates a higher glass
transition temperature. The presence of the fragile-to-strong transition in hydration
water could be connected to the Widom Line and consequently to the presence of a
liquid–liquid transition and of a liquid–liquid critical point in the phase diagram of
hydration water as it has been discussed for bulk water. Such hypothesis has been
discussed in literature, see refs. [9, 15, 17, 84].

TheMCTmakes precise predictions for example, about the scaling behavior of the
Self Intermediate Scattering Functions in temperature and time, the time temperature
superposition principle, and on the numerical values of the scaling exponents. Tests
of the MCT theory in the fragile region were conducted in ref. [56] in the case
of lysozyme and trehalose hydration water. Results were fully consistent with the
predictions of the theory.

Finally, the α-relaxation of lysozyme hydration water was also probed at different
length scales in ref. [57]. The Self Intermediate Scattering functions were calculated
at different Q-values from 6 nm−1 to 30 nm−1 for several temperatures. From the
curves it was then obtained τα(Q, T ). The inverse of the α-relaxation time as a
function of Q is reported in Fig. 2.6. τα is an estimate of the time a water molecule
needs to diffuse over a distance Q−1. Therefore, it decreases with increasing Q
at every temperature. Besides, it was observed for the lysozyme hydration water
a quadratic dependence τ−1

α ∼ Q2, for all the investigated temperature regime. A
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Fig. 2.6 Inverse of the
α-structural relaxation times
of lysozyme hydration water
extracted from the self
Intermediate Scattering
Functions calculated at
several different values of
the wave vector Q and for
different temperatures. Black
lines reporting quadratic
behavior are guides for the
eyes (reprinted with
permission from [57])

10-5

10-4

10-3

10-2

10-1

100

101

100 101 102
1/

τ α
 [p

s-1
]

Q [nm-1]

200 K
220 K
240 K
260 K
280 K
300 K
∝ Q2

similar result was observed in the case of confined water [85], while in the case of
bulk water deviations from the quadratic dependence are found at high Q and low
temperatures [63].

In conclusion, the α-relaxation of lysozyme hydration water and trehalose hydra-
tion water is the analogous α-relaxation of bulk water and other glass-formers. The
interaction of hydration water with the biomolecule preserves the characteristics of
this relaxation: the time scale and the temperature behavior, including the FSC, of
the α-relaxation is the same of the one of bulk water. Only the value of TFSC appears
to depend on the details of the biomolecules.

2.4.2 The Long-Relaxation of Hydration Water and Its
Connections to the Biomolecule Dynamics

In this section we discuss the temperature behavior of the second longer time scale
extracted from the density correlators of hydration water of lysozyme and trehalose.
This second slower relaxation is absent in bulk water and arises in hydration water
from the dynamic coupling between the hydration water and the solute. In order
to investigate the coupling, we also show in this section the connections with the
biomolecule dynamics. We start from the lysozyme hydration water.

The long-relaxation time extracted from the fit of the SISFs of lysozyme hydration
water is shown in Fig. 2.7 (left panel). The time-scale spans from several picoseconds
at higher temperatures to several nanoseconds at low temperatures, about 5 times
slower than the α-relaxation process at the highest temperature and about 2.5 slower
at the lowest temperature. Similar slowing factors at high temperature were evaluated
from experiments of dynamic light scattering [35].

The long-relaxation is not only slower than the α-relaxation at each temperature,
but it shows a different temperature behavior. τlong is described by two Arrhenius
laws at high and low temperature, with two different values of activation energy.
The crossing between the two strong regimes, a strong-to-strong crossover (SSC),
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Fig. 2.7 Left: Plot of the long-relaxation time τlong of lysozyme hydration water. The points fit
Arrhenius laws with different activation energies at high and low temperature. The strong-to-strong
crossover (SSC) temperature is Tssc = 240 K. Right: Mean Square Fluctuations (MSF), �r2, of
the structure of lysozyme as a function of temperature. Dashed lines are best linear fits to determine
the protein dynamical transition, the crossover take places at TPDT = 240 K. Note the coincidence
of the SSC of τlong and the protein dynamical transition at 240 K (reprinted with permission from
[41])

takes place at TSSC = 240 K. As said at the beginning of this section, the long-
process arises from the dynamic coupling between the protein and its hydration
water layer. As a supporting evidence of this point, in ref. [41] it was explicitly
investigated the protein internal motion. The mean square fluctuations (MSF) of the
lysozyme structure were evaluated at each temperature, by a procedure of structure
alignment of the protein along the Molecular Dynamics trajectory which removes
rigid translational and rotational motion of the protein during the simulations and
permits therefore to evaluate fluctuations of its structure. The obtained MSF are
shown as a function of the temperature in Fig. 2.7 (right panel). The fluctuations
of the protein structure increase linearly with temperature, but two different slopes
are observed at low and high temperature. The MSF of proteins consists of two
contributions, one due to vibrations and a second one due to conformational changes
[86]. At low temperatures theMSF consists of the vibrational contribution only and it
increases linearly with the temperature. The conformational contribution is activated
above a specific temperature only if the protein is minimally hydrated. If this is the
case, when the conformational contribution sets on, a change in the slopes of the
MSF of proteins can be detected. This transition between a regime where the protein
is essentially structurally hindered and a regime where it can change conformations
and it exerts its different functions is called protein dynamical transition (PDT) [47].
From the calculated MSF, the protein dynamical transition of the lysozyme happens
at TPDT = 240 K, in coincidence therefore with the strong-to-strong crossover of
τlong at TSSC in the dynamics of hydration water. The coincidence of the crossover
temperatures of two quantities, one solely of the hydration water and one solely of



42 G. Camisasca et al.

the protein, strongly evidences the dynamic coupling between the protein internal
dynamics and its hydration water.

In the case of the trehalose hydration water surprisingly similar results were
obtained in ref [44]. It was observed in the study that trehalose molecules aggregate
consistently below 280 K in the investigated solution. In particular, the size of the
biggest trehalose cluster of the solutionwasmonitored in the simulations as a function
of the temperature, and it was found that the biggest cluster is composed by more
than 50% of the total trehalose molecules of the solution below 280 K and increases
to almost 90% at 200 K. The presence of an extended cluster of trehalose molecules,
with a total number of atoms comparable to the lysozyme but with a larger surface
exposed to the solution, gives rise to a collective surface dynamic of the cluster which
behaves as a flexible macromolecule, similarly to a protein.

The long-relaxation times extracted from the fits of the Self Intermediate Scat-
tering Functions calculated using the positions of the oxygen atoms of water
molecules moving inside the trehalose hydration shell [44] are plotted in Fig. 2.8
(left panel).

The time scale of the long-relaxation of trehalose hydration water spans from
several picoseconds at higher temperatures to hundreds of nanoseconds at low
temperature.

The τlong shows a first crossover upon cooling at 280 K, in correspondence of
the formation of the extended cluster of trehalose molecules. Once the cluster is
formed, by decreasing further the temperature we observe a second strong-to-strong
crossover around 250 K. In order to test whether a dynamic coupling between the
hydration water and the trehalose clusters holds also in this system, the mean square
displacements of the hydroxyl groups of the trehalose molecules were evaluated at
each temperature. Its value at 500 ps is plotted in Fig. 2.8, right panel. We observe

Fig. 2.8 Left: Plot of temperature behavior of the long-relaxation time τlong of trehalose hydra-
tion water. The points fit Arrhenius laws with different activation energies. Right: Mean square
displacement (MSD) of the hydroxyl groups of trehalose as a function of the temperature. Lines are
best linear fit lines done to determine the crossover locations. Both the τlong and the MSD exhibit
crossovers at T = 280 and at about 250 K. The MSD bears information also about the α-relaxation
exhibiting an extra crossover at T = 225 K (see the inset) (reprinted with permission from [44])
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that the formation of the trehalose cluster impacts also this quantity as we find again
the signature of the cluster formation at 280 K as a first crossover upon cooling. A
second change of slope happens approximately at 250K, therefore in correspondence
of the (second) strong-to-strong crossover of the τlong . Since at this temperature the
cluster is formed, by analogy with the lysozyme this transition was called trehalose-
dynamical transition. This crossover was also observed experimentally in ref. [87].
The presence of a transition in the dynamics of hydrated solute could be general
feature of water closer to macromolecules [88], and in fact it has been recently also
observed in hydrated PNIPAM microgels [89, 90]. Finally, since the mean square
displacement probes translational dynamics, it is also sensitive to the α-relaxation.
In the inset, the mean square displacement is magnified in the low temperature
region where we observe a third, low temperature crossover around 230 K which
corresponds to the FSC of the τα .

With a follow-up study [25], it was unambiguously proved that the α-relaxation
is related to only water, while the long-relaxation arises from the coupling with
the macromolecules. This was possible by calculating the correlation function of
hydrogen bonds between hydration water molecules and the correlations function of
hydrogen bonds between hydration water and the trehaloses. The first correlations
functions probes therefore only water properties, and it shows a unique crossover
in correspondence of the FSC at 230 K. The second correlation functions, which
directly probes the coupling between hydration water and trehalose, shows a unique
crossover in correspondence of the strong-to-strong crossover at 250 K.

In conclusion, the long-relaxation of lysozyme hydration water and trehalose
hydration water is a new relaxation, absent in bulk water, which arises from the
dynamical coupling between the biomolecules and its hydration water. The time
scale is much slower with respect to the α-relaxation and the temperature behavior
is strong. A crossover between two different strong regimes occurs simultaneously
with the protein or the trehalose dynamical transition.

2.5 Slow Dynamics of Hydration Water Probed with Self
van Hove Correlation Functions

Single particle dynamics can be probed in the real space through theFourier transform
of the Self Intermediate Scattering Function, the so-called van Hove Self Correlation
Function. This function can be written as:

GSELF (r, t) = 1

N

〈
N∑
i=1

(r − |�ri (t) − �ri (0)|)
〉
, (2.6)

and it can be calculated directly from the trajectories stored in molecular
dynamics simulations, without performing a Fourier transform operation on the Self
Intermediate Scattering Function, thus avoiding truncation problems.
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For isotropic liquids the radial part, 4πr2GSELF (r, t), is particularly relevant
because it gives directly the probability density that a particle of the liquid performs
a displacement r in a time interval t . van Hove Self Correlation Functions have
been studied for many liquids, including glass-formers [91–93] and bulk water
[4, 63, 75, 94–96].

In the case of supercooled water, it was shown how this particular correlation
function can probe the relaxation mechanism which permits to the liquid to relax
structurally below the FSC avoiding the divergence of the α-relaxation time below
theModeCoupling Temperature TC : few degrees above TC , in fact, new temperature-
activated phenomena, called hopping processes, set on. Thesemechanisms smear out
of the divergence of the τα when approaching TC from above, and correspondently τα

crosses from theMCT regime to the Arrhenius regime.Without hopping phenomena,
below TC water molecules would remain trapped inside the frozen neighbors cage,
because thermal fluctuations would be too small to relax the cage. In this case, the
liquid would transform into a glass.

By means of the van Hove Self Correlation Functions, the activation of hopping
phenomena can be observed bymonitoring their shape. Besides, since they are corre-
lators in real space, they give a direct estimate of the length-scale of the hopping
distances involved in the relaxation.

In the fragile regime, the van Hove Self Correlation Functions of bulk water
plotted as a function of the distance r are unimodal curves at every time t , with a
single maximum that evolves at longer r as t increases. In the strong regime, below
the FSC, the van Hove Self Correlation Functions at long times develop multiple
peaks [63, 95] and these peaks coincide with the coordination shells of the radial
distribution functions, because water molecules can escape the neighbors cage by
jumping toward outer coordination shells.

In the case of hydration water, we observe these hopping phenomena below
the FSC. Moreover, we find a new hopping mechanism which is characteristic of
hydration water only and that appears at high temperatures and long times.

2.5.1 α-relaxation of Hydration Water and Cage-Escaping
Hopping

van Hove Self Correlation Functions were calculated for the oxygen atoms of
hydration water of lysozyme at 300 K in ref. [23]. The study was extended to the
supercooled regime in ref. [58].

We show in Fig. 2.9 an example of a curve calculated for a long time and a low
temperature, wherewe can observe the presence of hopping phenomena related to the
neighbors cage-escapingmechanism related to the α-relaxation and therefore similar
to bulk water [72, 95]. The curve is calculated at t = 50 ns for T = 200 K, therefore
below the FSC of the lysozyme hydration water. The van Hove Self Correlation
Functions of lysozyme hydration water shows a main peak around 0.18 nm and
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Fig. 2.9 van Hove Self
Correlation Function of
lysozyme hydration water at
t = 50 ns and T = 200 K
(blue continuous line). The
radial distribution function is
also reported (dotted black
line). The shoulders at large
r of the van Hove Self
Correlation Function
evidence the presence of
hopping phenomena, as they
are aligned with the shells of
the RDF. The inset is a
blowup to best evidentiate
the coincidence between the
van Hove Self Correlation
Function peaks and the RDF
peaks (reprinted with
permission from [58]).

several shoulders at larger distance. The main peak is well within the first peak of
the radial distribution function (also shown in the same figure) which means that it
corresponds to a fraction of particles that are still localized inside a very small region
of space centered at the position of the particle at t = 0 after 50 ns. Nonetheless,
we find also finite fractions of particles at other preferred positions (the shoulders)
that correspond to the RDF shells, mainly the second and the third ones. This point
is particularly visible by looking at the inset of Fig. 2.9, where the region of the
shoulders of the van Hove Self Correlation Functions is magnified. The shoulders
are due to molecules which successfully escape from the neighbors cage where they
were trapped, by jumping toward outer water coordination shells and effectively
bypassing the molecular cage.

2.5.2 Long-Relaxation of Hydration Water
and Protein-Related Hopping

In addition to the cage-escaping mechanism, new hopping phenomena arise in
lysozyme hydration water already at high temperature. These mechanisms, absent
in bulk water, happen on a longer length scale with respect to the low-temperature
hopping due to the MCT cage-effect.

In order to show thismechanism,weplot in Fig. 2.10 the vanHoveSelfCorrelation
Functions of hydration water at several different times from t = 240 fs to t = 15 ns, at
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Fig. 2.10 Hydration water oxygens van Hove Self Correlation Functions in logarithmic scale at T
= 280 K (panel A) and T = 240 K (panel B) and the position of the peaks of the curves as a function
of the time at T = 280 K (panel C) and T = 240 K (panel D). At T = 280 K we clearly observe
the presence of multiple peaks concentrated between 9 and 15 ns (reprinted with permission from
[58])

two selected temperature,T = 280K (panelA) and at the protein dynamical transition
temperature, T = 240 K (panel B). As the time increases, the curves broaden, and the
main peaks move toward large distances because of the translational motion of the
water molecules that will move away from the origin of their motion. In the insets, a
magnification of the long-time curves in logarithmic scale is reported, which allows
to identify clearly this new hopping-phenomena at T = 280 K. We note that the
hopping peaks are very well defined, and we identify them as the channels for the
long-relaxation. A closer inspection of the curves at T = 280K reveals that the curves
develop several local maxima and secondary shoulders for times longer than t = 9 ns.
The long-relaxation persists at all temperatures for our Self Intermediate Scattering
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Functions, but the time scale stretches very much and we are not able to follow
the related hopping processes in the van Hove Self Correlation Function for the low
temperatures as they are outside of the temporal window that we can investigate in the
direct space. We in fact see from our Figure that at T = 240 K the hopping processes
are not visible any longer. We report the position of the single maximum or the
positions of the several local maxima as a function of the time in the bottom panels,
at T = 280 K (panel C) and T = 240 K (panel D). The presence of multiple peaks
is the signal of hopping phenomena. The shoulders in the van Hove Self Correlation
Functions develop at very large distances, 0.8–3 nm, compared to the shoulders in
the self van Hove functions of Fig. 2.9 due to the hopping ofMCTwhere the hopping
distances are those of the first shells of the RDF. Moreover, at this high temperature,
there is no clear cage effect (no plateau in the Self Intermediate Scattering Functions
of Fig. 2.4) and finally the time scale here is very long, 9–15 ns, when compared
to the α-relaxation time that is circa 1 picosecond at T = 280 K. Based on these
observations, we conclude that the present hopping is different from the hopping
related to the α-relaxation and its cage-effect. The undergoing mechanism here is
due instead to water molecules with very long residence time inside the lysozyme
hydration shell, trapped in protein domains that can rearrange on a time scale that
we can probe above the protein dynamical transition. In this respect, these hopping
phenomenawere observed at high temperaturemainly and down toT= 250K.Below
the protein dynamical transition, structural fluctuations of the lysozyme protein are
strongly suppressed. This turns in a substantial increase of the time scales required
for observing the present hopping mechanism.

2.6 Conclusions

In this chapter we presented results on the translational dynamics of the hydration
water of a lysozyme protein and of trehalose molecules. Translational dynamics was
first studied by calculating the self Intermediate Scattering Functions which have
been analyzed under the Mode Coupling theory framework. The dynamics of hydra-
tion water can be described by two slow translational relaxations. One process is
the analogous α-relaxation of bulk water and other glass-forming liquids. In bulk
water, lysozyme hydration water and trehalose hydration water the time scale of
the α-relaxation is similar. A fragile-to-strong crossover is detected in all these
three systems upon decreasing temperature. The second, slower relaxation, the long-
relaxation, is absent in bulkwater and arises from the interactions of the biomolecules
with its hydration water. The long-relaxation happens on a time scale that is at every
temperature well separated and much slower than the α-relaxation time. The long-
relaxation times exhibits upon cooling a strong-to-strong crossover and this happens
in coincidence with the protein/trehalose dynamical transitions, which are transitions
that regard the biomolecules dynamics.

Acomplementary studyof the translational dynamics of lysozymehydrationwater
was conducted by calculating the van Hove Self Correlation Functions. This study
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proved that below the fragile-to-strong crossover, the structural relaxation of hydra-
tion water is possible thanks to hopping phenomena which permit the molecules to
escape from the confinement exerted by the nearest neighbors, the so-called cage-
effect. These hopping phenomena are the same mechanisms which permit the relax-
ation of bulk water below the fragile-to-strong crossover. For their nature, they are
characterized by supercooled temperatures, distances of the order of few coordi-
nation shells and long timescales of the order of tenths of nanoseconds. The same
study also revealed a new trapping-regime and hopping phenomena very different
from the mechanism discussed above. These new hopping phenomena start to take
place at high temperatures, well above the protein dynamical transition and at high
temperatures the length scale is approximately 10 times larger than length scale of the
neighbors cage-related hopping and the time scale is long (nanoseconds). We related
these new mechanisms to the rearrangements of protein domains activated above
the protein dynamical transition, that permit to detect translational motions of that
group of hydration water molecules influenced by the lysozyme and with very long
residence time through the second, long-relaxation mechanism. Very recent results
on the hydrationwater of lysozyme immersed in a trehalose-water solution [97] show
that the addiction of the trehalose is very effective in slowing down the dynamics
of the lysozyme hydration water, in particular trehalose tremendously slows down
the long-relaxation process while leaving unaltered the α-relaxation time. The long-
relaxation of hydration water seems therefore to play an important role in the context
of bioprotection.
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Chapter 3
Molecular Perspective on Solutions
and Liquid Mixtures from Modelling
and Experiment

Leon de Villiers Engelbrecht, Francesca Mocci, Yonglei Wang,
Sergiy Perepelytsya, Tudor Vasiliu, and Aatto Laaksonen

Abstract Liquid solutions and mixtures are part of our everyday lives and also
important for their chemical and industrial applications. While considered fairly
unattractive substances when kept in bottles and containers, their behavior as
molecules can be completely the opposite, continuously attracting scientists to
explain it better. Very strong repulsive and attractive interactions between the
molecules can create most intriguing local structures, aggregates and complexes,
whose spatial organization is often difficult to rationalize. Also, the samemixture can
behave completely differently depending on the composition ratio, affecting strongly
its macroscopic properties. To gain insight into the complex world of binary liquid
mixtures, deep eutectic solvents and ionic liquid systems, combined theoretical and
experimental studies are necessary. In this chapter we introduce the methodology of
computer simulations and illustrate with several examples of the often-unexpected
behavior of many liquid mixtures.
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List of Abbreviations, Symbols, and Chemical substances

Abbreviations

BBGKY Bogolyubov-Born-Green-Kirkwood-Yvon
CG Coarse-grained
FF Force field
GAFF Amber General Force Field
ILs Ionic liquids
LqE Low-q excess
KFV Key feature vectors
MC Monte Carlo
MD Molecular Dynamics
MM Molecular Mechanics
NMR Nuclear Magnetic Resonance
NPT Isothermal–isobaric ensemble
PGM Platinum group metal
RDF Radial distribution function
SAXS X-ray scattering
SDF Spatial distribution functions
THF Tetrahydrofuran
VP Voronoi polyhedron

Symbols

HE Excess molar enthalpies
RG Radius of gyration
RH Hydrodynamic radius
VE Excess molar volumes

Chemical substances

BMB bis(mandelato)-borate
BOB bis(oxalato)-borate
DBE di-n-butyl ether
DME 1,2-Dimethoxyethane
DMSO Dimethyl sulfoxide
EAN Ethylammonium nitrate
NMP N-methyl-2-pyrrolidone
P6,6,6,14 trihexyl(tetradecyl)phosphonium
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3.1 Introduction

Mixtures, solutions and solubility affect our daily life in many different ways, from
the preparation of the food we eat to many industrial and chemical applications. It
is highly important to understand the solvent properties from the points of view of
solubilities, either to develop separation techniques, or for the use in spectroscopy,
or to speed up chemical reactions. Beside their practical importance, these systems
are of great relevance for very fundamental research in the study of intermolecular
interactions, because solutions and mixtures are where they manifest themselves
best.While several aspects of such interactions are understood reasonablywell, many
phenomena occurring in the dissolving and mixing processes are still the subject of
intensive studies.Of particular interest aremixed solvents, ionic liquids, deep eutectic
solvents and their mixtures. These systems offer by far the richest possibilities for
molecules to like or dislike each other and form the most interesting local structures
with short- and long-range correlations.

Experimentally, solutions and mixtures are studied using thermodynamic and
spectroscopic techniques; or measuring physical properties such as the density, the
viscosity, or transition temperature. However, to explain the obtained results, espe-
cially when the behaviour deviates considerably from the ideal one, the experiments
should be supported by modelling techniques. This combination opens a window
into the molecular world, where different interactions compete with each other until
a dynamic equilibrium among a wide variety of optimal arrangements is reached.
In molecular simulations, it is possible to follow the decisions molecules make to
interact and give space to the co-solvent successively invading more and more of
the territory. There are many compromises to be made, while sometimes there are
smart solutions, and the mixing becomes smooth. Molecular simulations can be used
as a virtual microscope to investigate the interactions at the atomic scale. However,
understanding themolecular organization from the atomic coordinates is not straight-
forward, and different types of analysis methods can be employed depending on the
type of information required.

As experiments need theory for in-depth understanding, simulations need experi-
ments for validation: atomistic computer simulations are based on many approxima-
tions, and the results obtained by the simulations should be always combined with
experiments to be verified.

In this book chapterwe illustrate some possible combinations of analysismethods.
Bychoosing several interesting cases fromour own research,we illustrate howmolec-
ular simulations can be analysed to understand the solvent organization at different
levels and how the macroscopic properties arise from the microscopic organization.

This chapter is organized as follows. In Sect. 3.2 we briefly introduce the basic
concepts of the classical molecular modelling techniques mostly used to study
solvents, ionic liquid and mixtures. In Sect. 3.3, we discuss how the simulation
results can be analysed to obtain information on the solvent structure. In Sect. 3.4,
we discuss the physical observables that can be calculated from the simulations.
In Sect. 3.5 we present selected examples from our own recent research on how
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to combine the parameters discussed in Sects. 3.3 and 3.4 to explain the solvation
phenomena. Finally, in Sect. 3.6, we outline the main conclusions.

3.2 Classical Molecular Simulations

The most common classical particle-based simulation methods are Molecular
Dynamics (MD) and Monte Carlo (MC) [1, 2]. MD is a fully deterministic method
based on numerically solving the Newton’s equations of motion for a large number
of particles. The simulated particles interact with each other, feeling a force directed
on them from the neighbouring particles, making them to move this way, mimicking
real molecules in condensed phases.

In MC simulations, the particles are moved stochastically by randomly choosing
one particle at a time andmoving it to a random direction. Themove is accepted if the
energy goes down (�E ≤ 0) or fulfils the Boltzmann distribution (exp(−(1/kT)�E),
otherwise it is rejected.

In both MD and MC, the inter-particle interactions are calculated from the force
field (FF), which is a mathematical expression of the total potential energy of the
system partitioned among different contributions, typically bonded and non-bonded
terms. Each of these terms is defined by a functional form, which may vary across
different force fields, and by a set of parameters (see Sect. 3.2.1).

In MD the forces come from negative spatial derivatives of the potential func-
tion(s), while in MC the energies are used directly. While both methods can be
employed in studying solvation phenomena [3–6], the investigations we will discuss
in this book chapter make use of MD, and therefore we will describe this methods
in some more detail. Simulations can be carried out at different conditions corre-
sponding to constant volume, temperature, pressure or chemical potential, based on
statisticalmechanicalmicrocanonical, canonical, isobaric, etc. ensembles. InMD, the
microcanonical (E, N, V) ensemble corresponds to pure Newtonian dynamics, while
for canonical (N, V, T) ensemble a thermostat is needed to keep temperature constant,
and for isobaric (N, P, T) ensemble also a barostat to have a constant pressure. While
until some decades ago it was almost common practice to develop or adapt an own
simulation code, implementing the chosen method, there is now a wide variety of
freely available software packages that can be used. We normally choose the one
that we are already familiar with. MD simulations normally are the best choice for
particle-based simulations. MC simulations may be more efficient in simulations of
polymer solutions. While both static and time-dependent properties can be accessed
using MD, only static properties can be calculated in MC simulations.
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3.2.1 Force Fields

The force field (FF) is the most important input to molecular simulations, since it is
behind the molecular conformations that will be obtained for the studied molecules,
their internal flexibility and their interactions [7]. FF consists of conceptually simple
molecular mechanics (MM) mathematical functions where different contributions
are assumed to be additive, incorporating non-bonded and bonded interactions. Non-
bonded interactions consist of short-range Van derWaals (Lennard–Jones) and long-
range Coulombic terms and bonded interactions describe bond-stretching, angle-
bending and rotation around covalent bonds. Additional terms can be added to keep
molecules planar, describe better specific H-bonds or to include information from
nuclear magnetic resonance (NMR) and crystallography as restraints. Only the non-
bonded terms give interaction energies while the other terms are penalty functions,
most often harmonic wells. The non-bonded interactions are given by pair-potentials.

FFs are parameterized based on experiments or quantum chemical calculations.
Common FFs, such as CHARMM [8, 9], Amber [10, 11], OPLS [12, 13], and many
others, are continuously improved by refining the parameters [14]. Lately, machine
learning techniques are becoming common in constructing and parameterizing more
accurate FFs [15]. The purpose of FFs is to empirically try to mimic the molec-
ular forces, which can be described accurately only by first-principles of quantum
mechanics. While MD first-principles simulation methods do exist, like the Car-
Parrinello and other Born–Oppenheimer MDmethods, they are computationally too
expensive when studying large systems, and/or for long simulation times, and have
limited application for liquid mixtures.

Existing empirical MMFFs differs in the functional form and/or in how they were
parameterized, and thus the simulation results are FF-dependent. The choice of an
appropriate FF is often one of the most critical points in the simulation setup, albeit
often overlooked. In general, it is suggested to test at least two or three FFs or different
set of parameters, especially when the investigation concern a new system where
the molecules are not of a common type, as is often the case with pharmaceutical
compounds. In studies of solvents with co-solvents over wider concentration ranges
as described in this book chapter, it is highly important to verify the FF and results,
and sometimes it is necessary to tune some parameters. In fact, partial atomic charges,
in particular, often have to be adjusted depending on the surrounding media. As an
example, increasing the polarity of a mixture, the atomic charges of the molecular
component might need to be recalculated to reproduce the polarization effect of the
surrounding media [16].

3.3 Structure of Molecular Liquids and Liquid Mixtures

Before getting into the details of the mathematical formulas behind the calculation
of some structural descriptors from the sets of particle coordinates that constitute a
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simulation trajectory, we want to underline the importance of a proper visualization
of the trajectory. Many freely available codes exist such as VMD [17] or gOpenMol
[18].

To describe the structure of a liquid, averaged density distributions are used as
a standard method [19]. The most complete description of a liquid structure could
be obtained from a full N-body distribution function g(N). This is a function of all N
particle positions r and their orientations ω in space. However, this function is far
too complex for any practical purpose. To describe the properties of the system, the
N-body distribution function may be reduced to a set of distribution functions that
satisfy the chain of linked equations by Bogolyubov-Born-Green-Kirkwood-Yvon
(BBGKY chain). More often, pair distribution function g(2) which gives the proba-
bility to find any two particles in a liquid at certain positions with given orientations
in space is used. As it is still too complicated to compute, it can be further reduced to
find the probability to find the particles at a certain mutual distance and orientation.
Assuming further an isotropic monatomic liquid, we end up in radial distribution
functions with only the mutual distance as variable which can be used for site–site
interactions in arbitrarymolecular systems and displayed as a two-dimensional graph
gAB(r) (see Figs. 3.1 and 3.2).

Fig. 3.1 Reduction of N-body distribution function g(N) to pair distribution function g(2) and to
radial distribution function gAB between to sites A and B (see the text)

Fig. 3.2 Left: (top) 2D projection of a model liquid and (bottom) the probability density to find
atoms B at a given distance from atom A. Right: Discretization of the A-B distance to be used to
calculate the histogram to be used to compute the RDF according to Eq. (3.3)
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3.3.1 Radial Distribution Functions

The radial distribution function gAB(r) gives a probability to find atom B at a distance
r from atom A and can be expressed as radial density–density correlation function:

gAB(r) = ρA(r |rA = 0)

ρB
, (3.1)

where the microscopic density ρA(r) is defined as:

ρA(r) = 〈
∑

A

δ(r − r A)〉, (3.2)

ρB is the bulk density of B. Radial distribution functions are calculated in nearly all
MD and MC simulation studies of liquids and solutions to obtain information of the
average liquid structure. Pictorially, it means that we use as reference each of the
atoms at a time. From this atom, which we call “A”, we calculate the distances to all
neighbouring atoms within a cut-off radius in the simulation configuration (Fig. 3.3).
This is done for each saved frame from the simulation and averaged over all saved
trajectory data. In practice, this means calculation of a histogram by discretizing the
rAB distance to a number of bins with a width of �r.

Defining NB(r,�r) as the average number of B particles found within the interval
r − ½�r and r + ½�r from the central particle A, and VB(r, �r) as the volume of
the spherical slice between interval r − ½�r and r + ½�r from the central particle
A, the radial distribution function can be calculated as:

gAB(r) =
(

V

NB

)
NB(r,Δr)

VB(r,Δr)
=

(
V

NB

)
NB(r,Δr)

4πr2Δr
. (3.3)

Fig. 3.3 Left: configuration of liquid water fromMD simulations. Right: gOO(r) radial distribution
function where the first maximum is shown together with the first minimum and second maximum.
More details are in the text
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As an example, we calculate gOO(r) from simulations of liquid water, shown on the
right in Fig. 3.3.

The first maximum corresponds to the donor–acceptor hydrogen bond distance
for water. The blue dashed line corresponds to the bulk density of water which is a
result of the normalization done in Eq. (3.3) where the distance dependent number
density is normalized with the bulk number density NB/V of particles B. In Fig. 3.3
on right both A and B are oxygens of water. Note that value of 1.0 of the bulk number
density of water, is only coincidentally equal to the bulk density of water expressed
in g/cm3. RDF in Fig. 3.3 oscillates showing three maxima which represent the three
hydration shells around each oxygen atom. Water is very structured due to strong
H-bonds. In fact, many structural features are averaged out in calculating the RDFs.
We will show a tool later which can catch details which appear when the orientation
is taken into account. This tool is the spatial distribution function (SDF).

A very useful quantity, the coordination number, can be obtained by integrating
the value of the RDF until the first minimum. This value, depending on the case and
system, is also called solvation number or hydration number n. It can be obtained
from

n = 4π
N

V

I stminimum∫
0

r2g(r)dr. (3.4)

Here, n tells us for example how many molecules are in the first coordination shell.
This number is normally not an integer, as it represents the average of different coor-
dination configurations, also comprising those capturing the exchange of molecules
between the considered coordination shell and the next outer shell or the bulk. Calcu-
lation of a running integral of the RDF allows to count the number of neighbours as
a function of the distance from the reference atom.

3.3.2 Spatial Distribution Functions

Spatial distribution functions (SDF) were invented by Peter Kusalik and Igor
Svishchev in early 1990’s [20, 21]. SDFs can be calculated as:

gAB(�r) = ρB〈�r |�rA = 0〉
ρB

. (3.5)

The Eq. (3.5) is seemingly similar to that for the RDFs in Eq. (3.3). However, there
is one important difference: we do not have plain distances in Eq. (3.5) but rather
vectors. As vectors have both magnitude and direction these distribution functions
depend on the orientation of molecules in the liquid or solution. To describe a vector,
we need three dimensions. 3D space can conveniently be spanned by either Cartesian
or spherical polar coordinates. We use here Cartesian coordinates to define a cubic
3D grid as a reference system for the SDFs. The SDF gAB(i, j, k) can then be given
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as:

gAB(i, j, k) =

〈
1

NA

NA∑
n A=1

NB∑
nB=1

Ii jk
[
R A

n A

(
r B

nB
− r A

n A

)]
〉

ρBl3
, (3.6)

where i, j and k are integers representing the small cubic grids in the mesh to build a
3D space for density probabilities. NA and NB are numbers of atoms of type A and
B, respectively. ρB is the bulk density of B and l is cubic box length. I ijk is a 3D
grid and has the same function as the estimator for the histogram in calculations of
RDFs but the histogram here is in three dimensions and cannot be visualized. R is
a rotation matrix to transform the vectors from laboratory frame to local molecular
frame of atom nA of type A.

The RDFs do not need any spatial reference frame as they are functions of the
distance which is a scalar. SDFs need to be fixed in a local frame which can be the
principal coordinate system of the molecule whose neighbourhood we are studying.
However, it can be defined differently from case to case and all we need is three atoms
to create a local Cartesian coordinate system. The latter is required if the molecule is
large or flexible as we cannot accurately calculate the density distribution around the
wholemolecule, as the whole structuremay fluctuate toomuch to give well-localized
densities in the laboratory coordinate system, even if the translational and rotational
motion of the reference molecule are removed.

SDFs are straight-forward to calculate but there is one principal problem to visu-
alize them. They are four-dimensional quantities because they are calculated as func-
tions of x, y, z coordinates and intensity. Therefore, to visualize the SDF, we need
to freeze one of the dimensions. To demonstrate this issue, we use liquid water from
our own simulations.

In Fig. 3.4 on the left, there is a representation of the water oxygen–oxygen SDF
where one of the three Cartesian dimensions is omitted so that only two dimensions

Fig. 3.4 Two different strategies to display the 4D spatial functions. Left: One Cartesian dimension
is not displayed to allow the full intensity included. Right: the intensity is frozen to a threshold value
to give an iso-density (intensity) surface together with three Cartesian dimensions
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Fig. 3.5 Water oxygen–oxygen SDFs with the thresholds chosen: from left to right 4.0, 3.0, 2.5,
2.0, 1.8 (adapted with permission from [22])

of the reference coordinate system are displayed. We can see that the water molecule
is on the x–y plane. The third dimension is the intensity. The two highest intensities
arise from the oxygen atoms of the water molecules in the first hydration shell,
accepting the hydrogens from the water on which the local coordinate system is
built.

On the right in Fig. 3.4 the same SDF is represented, but instead of showing how
the intensity varies on a given plane, as in the picture on the left, the intensity is fixed
to an arbitrary threshold value. Note that like RDFs these functions are averages
collected during the whole simulation. It is like to take a photo on nanoscale with
the shutter open during the duration of the entire simulation. The moving atoms
coordinating and hydrogen bonding to the water fixed in the local coordinate frame
centre leave traces successively building the SDF. It is obvious that the image on the
right gives a better overview of the four-coordinated water H-bond structure of the
first hydration sphere, which could hardly be inferred from the representation on the
left. With the representation on the right, also called isosurface representation, we
can see that the two waters hydrogen bonded to the oxygen lone-pairs are muchmore
mobile than those bound to the H atoms and their representations overlap. But if we
increase the threshold for the isodensity they become separated. Nearly all the SDFs
in existing literature use the iso-density representation. In Fig. 3.5 we demonstrate
how to choose a suitable iso-density value. The threshold values are chosen with
respect to bulk density, that as discussed for the RDF is by definition = 1.0, see
Eq. 3.5.

It is interesting to see how the structures of the hydration shells become visible
by varying the isodensity value. At 2.5, 2.0 and 1.8 we can observe also the second
hydration shell. When we go down to threshold 2.5, we can see already features
of the third hydration shell. It is not possible to go much lower than 1.5 because
approaching the bulk density the details gradually disappear.

SDFs are very useful in studies of solutions and liquid mixtures. We give below
two examples of using SDFs to study an equimolar mixture of water and acetonitrile.
Both components are polar so they shouldmix easily as we know from our Chemistry
classes that “like dissolves like”. This is sometimes not completely true, and the
mixtures of polar molecules do not need to be homogeneous on molecular level but
may exhibit so calledmicro-heterogeneity. This is the casewith thewater-acetonitrile
mixture [23].
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The SDFs in Fig. 3.6 show regions of high density of water oxygen (red), nitrogen
of acetonitrile (blue), and themethyl of acetonitrile (green) aroundwatermolecules. It
is worth noting the competition between oxygen and nitrogen to accept the hydrogens
from the reference water. Also, interestingly there is a high probability to find the
methyl on both sides of thewater plane. The samewater structure as in Fig. 3.4 (right)
appears clearly in Fig. 3.6, indicating that water largely retains its characteristic
structure in the mixture. A closer analysis of simulation configurations shows small
local water clusters together with linear, branched and cyclic H-bonded polymers
of water. SDFs can be modified and tailored for specific systems to provide more
information, as shown in the following two examples.

DMSO-water mixture, a well-known cryo-solvent in the molar ratio 1:3, freezes
at −62 °C, a much lower temperature than that of the respective neat components. It
was long-hypothesized that, in this mixture, twowater molecules strongly coordinate
the sulfoxide oxygen, with an additional watermolecule forming anH-bonded bridge
between the other two. This stable complex structurewas assumed to prevent freezing
of the mixture at normal (expected) freezing temperatures.

In simulations we did find [24] two water molecules strongly coordinating to the
DMSO sulfoxide oxygen, which is seen in the violet SDF shell near the oxygen
atom in Fig. 3.7, left, obtained with a reference frame fixed on the DMSO atoms.
No evidence of the hypothesized coordination mode described above can be seen. In
Fig. 3.7, right, the reference frame is built on the oxygen atoms of DMSO and the

Fig. 3.6 Spatial distribution
function showing water and
acetonitrile around water in
an equimolar mixture
(reprinted with permission
from [37])

Fig. 3.7 SDFs from an equimolarmixture ofDMSO-water at room temperature. Left: water density
around DMSO as a reference. Right: Water density around DMSO and to its sulfoxide oxygen two
tightly bound water molecules. The reference frame is built on the oxygens from DMSO and the
two water molecules coordinating to it by a strong H-bond (adapted with permission from [24])
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Fig. 3.8 �SDFs (Eq. 3.7) showing excess water oxygen densities in red, excess co-solvent densi-
ties in blue (ethanol oxygen or acetonitrile nitrogen). Left: water–ethanol mixture. Right: water-
acetonitrile mixtures. SDFs were calculated using a reference frame fixed on the phenol molecules
(adapted with permission from [25])

two water molecules coordinating to it by strong H-bonds; also, this SDF shows only
a weak probability for a third water molecule bridging those in the first solvation
shell. However, this latter representation allows explaining the very low freezing
temperature as most likely due to fast “ball-bearing”-like dynamics. Indeed, we can
see how the two water molecules coordinating to sulfoxide oxygen rotate while
H-bonded to DMSO, and how surrounding water H-bonds to them.

Another quantity that can be obtained from two SDFs is the �SDFs defined as:

�SDF: gwater−cosolvent(x, y, z) = gwater(x, y, z) − gcosolvent(x, y, z). (3.7)

The �SDF can be very useful to study the differences in the solvation of a given
molecule, as shown in Fig. 3.8, where this function is used to highlight differences in
the solvation of phenol in two solvent mixtures: water–ethanol and water-acetonitrile
[25].

Our groups have been widely using the SDF to understand solvation phenomena,
and besides the examples given here and in Sect. 3.5, we refer the interested reader
to ref. [26]. All the SDFs represented in this book chapter were produced using
gOpenMol [18, 22]

3.3.3 Cluster Analysis and H-Bonded Structures

The RDFs and SDFs presented in the previous sections are routinely used to describe
the local solution structure, i.e., the averagemolecular composition and arrangements
aroundmolecules, in computer simulations of liquid systems.However, the structures
of H-bonded liquids, such as water or alcohols, and their mixtures with other liquids
are often characterised by the presence of H-bonded aggregates (“clusters”) or even
extended networks which continually break up and recombine, shedding and adding
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Fig. 3.9 Distribution of
water molecules in a
simulated equimolar mixture
of water and
1,2-dimethoxyethane (DME)
[27]. The representation
shows only water molecules
within a 15 Å-thick slice of
the simulation
configurations, with DME
molecules removed, in the
interest of clarity. The
simulation box boundaries
are shown in blue

H-bonded members (Fig. 3.9). Depending on the system studied, molecular clusters
may consist of tens to hundreds ofmembers, such that RDFs and SDFs do not provide
detailed information on their average sizes, size distributions, shapes (topologies) or
dynamic properties.

The binary mixtures of water and acetonitrile, introduced in Sect. 3.3.2, for
example, have been shown to have micro-heterogeneous liquid structures, in which
water molecules tend to self-associate via strong H-bonding interactions [23, 28].
Similar molecular clustering is found in other binary mixtures of H-bonding or polar
liquids, and detailed knowledge of the nature of this phenomenonmay help to explain
their anomalous physical properties, e.g. higher/lower than expected densities, [29]
and have important implications for their solvent characteristics [27].

In computer simulations of aqueous systems, the formation of H-bonded water
clusters may be studied by choosing an appropriate H-bond definition [30, 31], and
iteratively applying this definition to a given water molecule, its newly-found H-
bonded neighbours, then their neighbours, and so on, combining this information
in order to identify all unique H-bonded water clusters in the particular simulation
configuration (Fig. 3.10).

A very simple H-bond definition, for example, may consider two water molecules
H-bonded if their oxygen atoms are separated by a distance rOO ≤ rmin, where rmin

is the position of the first minimum of the water-water gOO(r); additional geometric
or energetic H-bond criteria are typically implemented [32]. Once established, a
cluster identification algorithm may be applied to other simulation frames in order
to determine the average size of H-bonded water clusters, their size distribution, etc.

Ionic liquids (ILs), a diverse family of ionic substances that are liquid at
low temperatures, typically below 100 °C, have also been found to have micro-
heterogeneous liquid structures, often consisting of percolating ionic (polar) and
non-polar regions, or “domains” [33]. Computer simulations have been instrumental
in the characterisation of IL domain structures, where a Voronoi tessellation-based



66 L. Engelbrecht et al.

Fig. 3.10 Schematic representation of H-bonded water cluster identification using a simple O…O
distance criterion, i.e., two water molecules are considered H-bonded neighbours if their oxygen
atoms are separated by a distance r ≤ rmin. Starting from an arbitrarily chosen water molecule 1 in
panel (a), only water 2 may be seen to satisfy the neighbour criterion (inside the dotted blue circle
with radius r, numbers in yellow), thus water molecules 1 and 2 are considered H-bonded and part
of the same H-bonded water cluster. Considering water molecule 2 in panel (b), and applying the
same H-bond criterion, it may be seen that one new H-bonded neighbour, 3, is found and added
to the cluster list, which in turn finds two new H-bonded neighbours, 4 and 5, in panel (c). As
shown in panels (d) and (e), no new H-bonded neighbours are found for either water molecules
4 or 5, thus concluding the H-bonded cluster member list (1–5). Practical implementations of the
simplistic workflow described here are more complex in order to effectively identify branched and
cyclic H-bonded structures

cluster identification method has proven highly successful [34], as it allows for the
construction of neighbour list without prior knowledge of the interaction type or char-
acteristic parameters (distances, angles etc.), i.e. it can be applied to study atomic
contacts in a more general sense.

This method is illustrated in Fig. 3.11. Essentially, a unique Voronoi polyhedron
(VP) is assigned to each atom of the simulated system according to established rules
[35], thus partitioning the entire simulation configuration into such polyhedra; any
two atoms sharing a polyhedron face are now considered Voronoi neighbours. All
atoms, in turn, are assigned to IL domains, e.g., atoms forming part of highly charged
groups are assigned to the “polar/ionic” domain, whereas those forming aliphatic
chains are assigned to the “non-polar” domain. The uniqueVoronoi neighbour lists of
all atomsmay nowbe used in order to determine all “polar” and “non-polar” domains,
such that the number of domains, their sizes and shapesmay be determined.As for the
H-bonded cluster analysis described above, theVP proceduremay be repeated for the
remaining simulation trajectory frames in order to obtain time-averaged properties
or their time evolution. Finally, the Voronoi tessellation-approach has also been used
to study the structures of molecular liquids, e.g. water under different conditions
[36–38].

Amethod for analysing clusteringofmolecular pairs and applied on ionic liquids is
suggested by Pei and Laaksonen [39] based on key feature vectors (KFV) and shown
to be very useful for liquids and solutions with strong intermolecular interactions,
effectively locating local molecular pair structures.
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Fig. 3.11 Schematic drawing illustrating the essential Voronoi tessellation-based cluster identifica-
tion concept in two dimensions. Thewatermolecule oxygen atom arrangement in Fig. 3.10 is shown,
surrounded by atoms of another solvent (grey circles) as part of a larger simulation configuration,
with the water-water H-bond connectivity established before (O…Odistance criterion) shown using
blue dotted lines. Following Voronoi tessellation of the entire simulation configuration according to
established rules, [35] each atom is assigned (located inside) a unique Voronoi polyhedron (VP); all
pairs of atoms sharing VP faces (shown as edges in this two-dimensional drawing) are considered
neighbours. Considering water molecule 1, note that it shares two of its VP faces with other water
molecules, 2 and 3 (red edges), identifying water molecules 1–3 as part of the same water cluster,
or “domain”. Note that the VP connectivity differs from that established using an O…O distance
criterion (blue dotted lines), but that the cluster assignment is the same. The VP face shared by 1
and 2 is larger than that shared by the more distant 1 and 3, illustrating a common and useful feature
of the method: close neighbours share larger VP faces, allowing for filtering of neighbours based
on the shared VP face size (or area). The water VP neighbours of 2 and 3, may now be similarly
identified and the procedure iterated in order to identify the entire water cluster

3.4 Physical Observables

Studies of liquid mixtures often require a large number of simulations at different
concentrations and corresponding analysis of trajectories to compute characteristic
observables, such as excess molar volumes or enthalpies, viscosities or x-ray diffrac-
tion patterns. Here below, we briefly describe some of the most commonly calculated
properties in studies of solutions and mixture. Many other experimental techniques
are used in combination with simulations, such as spectroscopic measurements; for
NMR chemical shift or relaxation parameters we refer the interested reader to refs
[40, 41], where we describe the combination of NMR methods with simulations.
The analysis also involves visual inspection of the images from simulations, i.e.,
snapshots and animations.
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3.4.1 Density

By far the easiest property to calculate from computer simulations is the average
density of the liquid or solution. Densities can be obtained from isothermal–isobaric
(NPT) simulations at the corresponding experimental conditions, normally 25 °C
and 1 atm. In NPT simulations the volume of the simulation cell is not constant but is
periodically adjusted based on the desired pressure and temperature, thus fluctuating
around these values. Knowing the number of molecules of different types and their
masses gives us the density when divided by the equilibrated average system volume.

Comparison of calculated and measured density is a routine test to check the
validity of the model used in the simulations. Discrepancies are common, and very
often when studying mixtures, it is of importance to ensure that the models catch the
trends in the variation of the density with the composition, rather than the absolute
values of the density itself. Furthermore, it should always be taken into account that
the simulations do not contain any contaminants and impurities that are occasionally
contained in the real samples, and that can sometimes have unexpectedly large effects
on the experimentally measured density and other properties.

3.4.2 Excess Molar Volume of Mixing

Excess molar volume of mixing is calculated as:

V E
m = x1M1 + x2M2

ρmix
− x1M1

ρ1
− x2M2

ρ2
, (3.8)

where xi is the mole fraction and Mi is the molar mass of component i and ρmix and
ρ i are the mixture density and the density of component i, respectively.

3.4.3 Excess Molar Enthalpy of Mixing

Excess enthalpy of mixing is calculated as:

�H excess = Hmix − x1H1 − x2H2, (3.9)

where Hmix is the enthalpy of the mixture xi, and Hi are the molar fraction and
enthalpy of component i. Hmix can be calculated from intermolecular energies

�U excess = Umix − x1U1 − x2U2, (3.10)

using ΔH = ΔU – pΔV. However, since ΔV is negligible for liquids, ΔH ≈ ΔU.



3 Molecular Perspective on Solutions and Liquid Mixtures from Modelling … 69

3.4.4 Viscosity

Viscosity η is a quantity expressing the resistance of a fluid to flow and perceived
as its thickness. It results from intermolecular interactions and can be seen as a
friction betweenmolecules, andmolecules and awall. The viscosity can be calculated
in equilibrium simulations by Green–Kubo integrals from shear stress correlation
functions

η = V

kB T

∞∫
0

dt〈σzx (t)σzx (0)〉eq , (3.11)

where σ zx are zx-components of the shear stress tensor.

3.4.5 Translational Diffusion

Diffusion is a spontaneous motion of molecular particles in a liquid or solution from
high concentrations to less-crowded environment driven by concentration gradients.
The diffusion coefficient, D, is an important dynamic quantity, characterized by
intermolecular interactions. It can bemeasured experimentally, for example byNMR.
It can be calculated either fromvelocity autocorrelation functions (Eq. (3.12)) or from
mean square displacement by the Einstein relationship (Eq. (3.13))-

D = 1

3

∞∫
0
〈�v(t) · �v(0)〉dt = kB T

m

∞∫
0

〈�v(t) · �v(0)〉
〈�v(0) · �v(0)〉dt

=
kB T

m

∞∫
0
C
∧

v(t)dt = kB T

m
τv

, (3.12)

6Dt =
〈
|�r(t) − �r(0)|2

〉
. (3.13)

Bothmethods, using the normalized velocity autocorrelation functions and themeans
square displacement, should give identical results. This comparison is a good way
to verify that the simulation is long enough.

Viscosity and diffusion are inversely proportional to each other, which can be seen
in the Stokes–Einstein relationship:

D = kB T

6πηRH
, (3.14)

where RH is the “hydrodynamic radius”, the effective radius in solution. In simu-
lations we can easily calculate the radius of gyration of a molecule (RG), as the
root-mean-square distance of all particles from the centre of mass. The relationship
between RG and RH is not unique and depend on the shape and size of the molecule
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and should be evaluated properly when the value of the viscosity is to be estimated
from the diffusion, or vice versa.

3.4.6 Structure Factors

RDFs from computer simulations, calculated in real space, can be compared with
experimental quantities called structure factors, obtained in reciprocal space, if these
are available. The reason why there are experimental RDFs is that the total structure
factors obtained from scattering studies are decomposed into partial structure factors,
which can be Fourier transformed from k-space to real space to provide RDFs. Also,
the RDFs can be transformed to partial structure factors and added together, with
weighting factors, to obtain total structure factors to compare directly with experi-
mental scattering functions. As the standard method to compute the Coulomb inter-
actions is Ewald summation, and in Ewald the short-range interactions are calculated
in real space and long-range in reciprocal space, we calculate the reciprocal functions
needed to compute structure factors. Fourier transform of the liquid density given in
Eq. 3.15 is

ρ(k) =
N∑

i

ei kr i . (3.15)

In Ewald summation, these functions are calculated at each time step, and can be
used for calculation of structure factors. Partial structure factor SAB(k) is defined as:

SAB(k) = 1

N
〈ρ(k)ρ(−k)〉 = 1

N

〈
N∑

i∈A

e−ikr i

N∑

j∈B

eikr j

〉
. (3.16)

Applying periodic boundary conditions, k-vectors can be given in a grid:

k =
(

2π

BOXL

)(
kx , ky, kz

)
, (3.17)

where BOXL is the cubic box length and kx, ky and kz are integers.
For isotropic liquids the RDFs and structure factors are related as:

SAB(k) = NA

N

{
δAB + NA

V

4π

k

∞∫
0

[
gAB(r) − 1

]
sin(kr)r dr

}
. (3.18)

Scattering studies are very useful for liquid systems with long-range correlations,
for example ionic liquids and deep eutectics, as we will see later in this chapter.



3 Molecular Perspective on Solutions and Liquid Mixtures from Modelling … 71

3.5 Case Studies

3.5.1 Unusual Density Variation

In most applications of liquid mixtures, these consist of macroscopically fully
miscible liquids, and the variation of the physical–chemical properties with mixture
composition can be roughly predicted knowing the properties of the individual
components. In general, one might expect that when mixing two solvents with
different density, the density of the resulting mixture should be in-between those
of the two pure components.

However, in the case of the mixtures of the widely used solvent N-methyl-2-
pyrrolidone (NMP), this is not the case: when water (less dense) is added to NMP
(more dense), the resulting mixture is, over a large composition range, more dense
than pure NMP itself and, as a consequence, the density curve as a function of the
molar fraction NMP presents a maximum at the NMP: water molar ratio 2:1. To
understand the structural organization of water and NMP in their mixtures, and the
origin of the maximum in the density curve, and in those of other properties [42] at
varying water/NMP compositions, we performed several MD simulations [16, 42].

In Fig. 3.12 (left) are plotted the experimental density values as a function of
the mole fraction of NMP, x1, together with the average density values obtained
from three sets of MD simulations at 298 K, displaying a more-or-less pronounced
maximum at an NMP:WAT ratio of about 2:1 (x1 ~ 0.3).

To reproduce the experimental density trend of this binary system over the whole
composition range, it is important to consider that the variation in the solvation
around NMP affects the charge polarization. Indeed, the force field parameters that
well reproduce the behaviour of neat NMP [43] (Set 1) or those that reproduce well

Fig. 3.12 Left: Experimental density values (black circles) as a function of the mole fraction of
NMP, x1, and the average density values obtained from three sets of MD simulations at 298 K: Set
1 (blue squares), Set 2 (green triangle), Set 3 (red diamond). Center: Cross-section representation
of the SDFs of heavy atoms of NMP in neat NMP (x1 = 1). Right: same as in Centre for the mixture
with water (x1 = 0.81). Isovalues: 3 and 13 respectively for NMP and water atoms (adapted with
the permission from [16])
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the behaviour at low NMP concentration in water solutions (Set 2) (blue squares or
green triangle, respectively, in Fig. 3.12) reproduce only roughly the experimental
trend. Notably, Set 3 with the charges obtained by a linear fitting of charges in Set 1
and Set 2 for each value of x1, reproduces very well the experimental trend and has
absolute values quite close to the experimental ones over the whole concentration
range.

As described in ref [16], inspection of the RDFs and coordination numbers
alone does not allow explaining the presence of the density maximum, and SDF
are extremely useful in this case. Visual inspection of the SDFs, represented with the
software gOpenMol [18, 22], explains the density trend: Water molecules interact
with the NMP carbonyl oxygen, accessing a “cavity” not accessible to the atoms of
solvating NMP molecules, without altering significantly the NMP structural orga-
nization observed in the neat solvent. The latter consideration is supported also by
the experimental X-ray structure function, which shows that that addition of water
to NMP up to x1 = 0.37 does not affect the relative balance of structural correlations
and the resulting X-ray structure functions. SDFs show that two water molecules can
occupy the cavity of the NMP network, which is empty in neat NMP, thus explaining
why addition of water to NMP leads to an increase in density up to the molecular
ratio of 2:1. At smaller NMP mole fractions, the new intermolecular interactions
originated by the water molecules that cannot be accommodated inside the structure
of NMP dominate, and the density decreases.

3.5.2 Excess Molar Enthalpies and Volumes of Alcohol Ether
Mixtures and Their Dependence on the Clustering

Alcohol + ether binary liquid mixtures have attracted considerable fundamental
interest as model systems containing one strongly H-bonding self-associated compo-
nent, the alcohol, and one that is unable to do so, the ether, yet can accept H-bonds
from the former. These mixtures are also of significant practical interest as biofuels
or additives for internal combustion engines [44, 45]. The excess molar enthalpies
(HE) and volumes (VE) of binary mixtures of butanol isomers + di-n-butyl ether
(DBE) under ambient conditions have been extensively measured, showing a clear
dependence on the degree of butanol isomer alkyl group branching [46–48]. Both
the HE and VE of the mixtures in this series increase in the order 1-butanol < iso-
butanol < 2-butanol < tert-butanol, with their VE exhibiting a particularly intriguing
sign change from negative (1- and iso-butanol) to positive (2- and tert-butanol);
these observations have been largely explained in terms of the expected same-order
increasing steric hinderance on butanol-DBE cross-species H-bonding. Interestingly,
explanations of the strikingly similar HE and VE variations of the analogous series of
butanol isomer + tetrahydrofuran (THF) or 2-methyl THF binary mixtures promi-
nently feature differences in butanol isomer self-association via H-bonding [49, 50],
which has not been studied experimentally nor by computer simulation methods for
any of these mixtures.
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Fig. 3.13 Left: Experimental and simulated excess molar volumes (VE) of 1- (blue) and 2-butanol
(red) + DBE binary liquid mixtures at 298 K, 0.1 MPa. In each case, solid lines connect the experi-
mental data, with simulated data shown by circle markers; the horizontal dashed black line indicates
the position of VE = 0 cm3.mol−1. Centre: Representative configuration from the simulation of an
equimolar 1-butanol + DBE mixture, showing clustering of 1-butanol molecules. 1-butanol -OH
groups are shown by a space-filling representation, and alkyl groups by black lines. DBEmolecular
details have been removed in the interest of clarity and are shown by a transparent cyan surface.
Right: equimolar 2-butanol + DBE simulation, same representation as in Centre. Comparing the
figure in the centre with that on the right, it can be seen that the latter has smaller H-bonded clusters
and 4-membered cyclic configurations

In this context, classical MD simulations were performed for two representa-
tive mixture series, 1- and 2-butanol + DBE, using the Amber General Force Field
(GAFF) [51]. The simulations, which reproduce the essential experimental HE and
VE differences of these mixtures, (Fig. 3.13) reveal marked differences in butanol
isomer self-association, with 1-butanol more extensively H-bonded, but also suggest
that differences in the detailed H-bonded cluster topologies may contribute signif-
icantly to the anomalous volumetric property differences. In particular, 2-butanol
shows a strong tendency to form 4-membered cyclic H-bonded clusters (“rings”) in
its mixtures with DBE. The formation of 4-membered 2-butanol H-bonded rings was
found to correlate with the simulated system volume, suggesting that these play an
important role in the higher VE of these mixtures compared to those of 1-butanol.

3.5.3 Is the [PtCl6]2− Ion Preferentially Solvated
by the Organic Solvent in a Water + Organic Solvent
Solution?

Binary aqueous solvent mixtures are widely used as solvents in chromatographic
separation of platinum group metal (PGM) complexes [52]. The solvent characteris-
tics of such mixtures depend on their composition, which also affects their physical
properties and microscopic liquid structures. To shed light on the solvation of an
industrially important platinum (IV) complex, the octahedral [PtCl6]2− anion, in
binary mixtures of water with methanol or 1,2-dimethoxyethane (DME), we used a
combination of 195Pt NMR spectroscopy and MD computer simulations [27].
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Fig. 3.14 Left: Experimental 195Pt NMR chemical shift for the [PtCl6]2− complex anion in water
(D2O) + 1,2-dimethoxyethane (DME) binary mixtures (128 MHz, 303 K) plotted as a function
of mole fraction DME (open black circle markers, solid black line); average [PtCl6]2− hydration
numbers from MD computer simulation (solid red circle markers, dashed red line). Right: Space-
filling representation of a simulation configuration showing the solvation of [PtCl6]2− complexes
(red) at the boundaries of water-rich regions in a water (blue) + DME (green) binary mixture.
Hydronium counter-ions are shown in yellow (adapted with permission from [27])

The 195Pt NMR chemical shift, δ(195Pt), of [PtCl6]2− is thought to be depen-
dent on the local solution environment of the platinum complex [53, 54], and in our
experimental measurements δ(195Pt) showed a non-linear dependence on the mixture
composition for both methanol and DME mixtures, Fig. 3.14 (left), suggesting pref-
erential solvation of the complex by these organic solvents, especially DME [55,
56]. MD computer simulations showed that the methanol and DME + water binary
mixtures studied exhibit structural microheterogeneity, in which water molecules
tend to self-associate, or cluster, by strong H-bonding interactions. The simulations
revealed that in DME + water mixtures, the platinum complex tends to locate at the
surface of water-rich regions, i.e. an interfacial solvation preference, such that it is
partly solvated by water and partly DME, as shown in Fig. 3.14 (right).

These interesting MD simulation results show that the inherent mixed solvent
microheterogeneity plays an important role in the apparent preferential solvation of
such metal complexes.

3.5.4 The Low-Q Excess

Ethylammonium nitrate (EAN) is a prototypical protic ionic liquid (IL), having
been discovered more than a century ago. More recently, neutron scattering experi-
ments have revealed the liquids structure of EAN to be characterized by nanometer-
scale heterogeneity (microheterogeneity), consisting of polar and non-polar regions,
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resulting in a sponge-like percolating structure [57]. This microheterogeneous struc-
ture is also responsible for a particular feature, the low-q peak, in the X-ray scattering
(SAXS) pattern of EAN [58].

Interestingly, addition of certain molecular solvents, e.g. n-alcohols [59, 60], to
EAN results in a significant increase in X-ray scattering intensity at much lower
q, in the so-called extreme low-q region, indicative of the formation of large-scale
molecular aggregates (Fig. 3.15, left). This phenomenon, referred to as the low-
q excess (LqE), has since also been observed for EAN mixtures containing other
molecular cosolvents; in fact, certain EAN + acetonitrile binary mixtures show the
most intense LqE scattering reported to date (at low EAN content, e.g. mole fraction
EAN xEAN = 0.1) [61]. The particular LqE scattering patterns of these EAN +
acetonitrile mixtures, shown in Fig. 3.15, suggest the presence of large molecular
aggregates of effectively cylindrical shape at low EAN concentrations, such that a
structure characterized by worm-like EAN self-associates surrounded by acetonitrile
has been proposed.

MD computer simulations were performed to study the structure of one such
EAN + acetonitrile mixture, xEAN = 0.1 (i.e. EAN:acetonitrile 1:9), known to show
a very intense experimental LqE. Initially, an all-atom model was simulated using
the Amber GAFF parameter set [62]. The simulation revealed that EAN and acetoni-
trile form separate nanoscale phases, with geometry essentially consistent with the
proposed worm-like EAN aggregates, see Fig. 3.15 (right).

Nevertheless, full recovery of the experimental LqE from computer simula-
tion trajectories requires a model system with dimensions of more than 100 nm,
a prohibitive computational cost using current atomic-resolution models, e.g. GAFF.
To this end, a simplified coarse-grained (CG) computational model was developed

Fig. 3.15 Left: SAXS patterns of an EAN + acetonitrile binary mixture (xDBE = 0.1) at 298 K
(black) and 313 K (red), showing the low-q peak (q ≈ 1 Å−1), and LqE at very low q. Adapted with
permission from reference [61]. Copyright © 2017 American Chemical Society. Right: Coarse-
grained MD simulation configuration showing only EAN (acetonitrile omitted in the interest of
clarity),with ethylammoniumcations in blue andnitrate anions in red; note the cylindricalworm-like
EAN aggregate structures
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using the original atomic-resolution MD trajectory as reference, in which certain
atomic groups (e.g. methyl groups) are represented by a single interaction site [63,
64]; theCGmodel consisted of ca. 179,000CGparticles, representing nearly 600,000
atoms. The CG model reasonably reproduces the experimental SAXS pattern in the
LqE region, though not at higher q due to its lack of atomic resolution, and shows
that EAN does indeed form extended worm-like aggregates as previously proposed
[61].

3.5.5 Hydration of DNA Counterions

The DNA double helix is a polyanionic macromolecule that in water solutions is
neutralized by physiological cations, many of which are metal ions. These neutral-
izing ions are known as counterions. The ability of the ions to stabilize the water
network around them is known as the positive hydration effect, while the effect of
water disordering is also observed for some ions and known as the effect of negative
hydration. The positively hydrated ions have increased potential barrier separating
the hydration shell from the bulk water, and vice versa in the case of negatively
hydrated ones (Fig. 3.16). See the review [65] for details on the hydration of alkali
metal ions. Both effects are important for the stabilization of the DNA double helix
and the recognition of specific sequence motifs of nucleotides.

Fig. 3.16 Character of ions hydration. Positive and negative hydration is related to the increased
and decreased values of the potential barriers
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The hydration effects of DNA counterions have been extensively studied by MD
simulation [66–70]. The results for alkali metal ions have shown that the dynamics of
the hydration shell of such counterions depend on the particular region of the DNA
double helix where the interaction occurs: minor groove, major groove, or backbone
[69]. The longest average residence time has been observed for water molecules in
contact with counterions, localized in the minor groove of the double helix. In the
case of positively hydrated Na+ counterions, it is about 50 ps, while in the case of
negatively hydrated K+ and Cs+ counterions, it is lower than 10 ps. The analysis
shows that water molecules in the hydration shell of the ion are strongly restrained,
and the effect of negative hydration for K+ andCs+ counterions has not been observed
[70]. The reason for this unexpected behavior is in the model parameters of ions and
the water model that were used in the simulation.

3.5.6 Is It Worth Trying to Calculate Viscosity for Ionic
Liquids from Computer Simulations When
the Experiments Fail?

Viscosity is a property strongly dependent on temperature and, for the non-Newtonian
fluids, also on the shear stress. Non-Newtonian fluids can be shear-thinning or
shear-thickening. Blood is an example of a shear-thinning non-Newtonian fluid.
Some ionic liquids show similar shear-thinning behaviour [33], as in the case of
the trihexyl(tetradecyl)phosphoniumbis(mandelato)-borate [P6,6,6,14] [BMB] ionic
liquid, the viscosity of which starts to decrease after a certain shear rate [71], as is
shown in Fig. 3.17.

Viscosity can be measured using many experimental techniques, from NMR
spectroscopy and oscillating disks to simple capillary and falling cylinder methods.
Normally, the measurement of viscosity is routine work, however different protocols
are practised in different laboratories, from empirical to rigorous. Ionic liquids seem
to be a category of liquids for which it is difficult to obtain a reliable value of the

Fig. 3.17 Viscosity, η, for
[P6,6,6,14] [BMB] at 423 K
as a function of shear rate, γ,
for 96 (squares), 735
(diamonds) and 6000
(circles) ion pairs from MD
simulations (reprinted with
permission from [71])
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viscosity. As can be seen from Fig. 3.18 adapted from [72] and showing the tempera-
ture dependence of viscosity of [P6,6,6,14] [Cl] ionic liquid from three independent
measurements and also calculated in computer simulations, there are large differ-
ences among the published experimental results for the same system. Diogo et al.
[73] write “How can it be that in the twenty-first century the claims of uncertainty for
viscosity data are greatly exceeded by the differences between the results, obtained
with essentially the same sample?”.

If it is more difficult to measure a correct viscosity for ionic liquids than for
other substances, it is because of the peculiar properties of ILs. Many of them are
very hygroscopic, meaning that it is difficult to keep them dry as they easily absorb
moisture from the air.

Figure 3.19 from ref. [77] illustrates well the problem. With a tiny amount of
water as an impurity (open circles) the viscosity is already significantly reduced
with respect to the pure sample. In the water saturated samples (solid triangles) the

Fig. 3.18 Temperature
dependence of the viscosity
of [P6,6,6,14] [Cl] measured
in three different laboratories
and from MD simulations.
Representation code: green,
values from MD; red, violet
and blue represent
experimental data taken from
ref. [74] (red), ref [75]
(violet), ref [76] (blue)
(adapted with permission
from [72])

Fig. 3.19 Viscosity data for
pure [P6,6,6,14] [Cl] (solid
circles) and water-saturated
(solid triangles), taken from
ref. [74] and with a small
impurity (open circles) as
measured by McAtee and
Heitz [77] (reprinted with
permission from [77])
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difference with respect to the neat IL can be two orders of magnitude. Note also the
temperature dependence is the same for the pure sample and that with a trace amount
of water while it is different for the water-saturated sample.

Differently fromwhat it happens in the “wet laboratory”, in computer simulations
the pure ionic liquid can really be pure and free from water and other contaminants
occasionally left from the synthesis or after drying. Comparisons between computed
and experimental data are to be carefully done, always keeping this difference in
mind.

It is interesting to note that having (a known amount of) water in ionic liquids
is not necessarily a disadvantage. It can be a strategy. Here applies “if you cannot
beat them, join them!”. Indeed, ionic liquids are highly viscous substances, making
them problematic in many applications. As discussed above, by adding already a tiny
amount of water they become verymuch less viscous. Furthermore, ILs are generally
expensive, and adding water can compensate some of that cost. However, it may not
be as simple as just mixing ionic liquids with water. The aqueous ionic liquids may
sometimes show very peculiar behavior, as discussed in our recent review [78]. Also,
ionic liquids and the closely related deep eutectic solvents themselves are extremely
challenging molecular liquids to characterize. They show very complicated modes
of micro-heterogeneities, both structurally and dynamically, with very long-ranging
correlations, as discussed in previous examples and also summarized in our very
recent review [33].

As discussed in Sect. 3.5.4, viscosity and diffusion are closely related proper-
ties, and both should be characterized when studying lubricants. As an example of
the study of diffusion, we present here the results from a study that we performed
on trihexyl(tetradecyl)phosphonium bis(oxalato) borate ([P6,6,6,14] [BOB]), a
promising lubricant. To use charged ionic liquids (molten salts) as lubricants may
seem counter-intuitive because of the strong interaction between oppositely charged
ions; however, under harsh conditions (high temperature and high pressure) some
ILs are characterized by very low friction [79]. As simulations can be performed
at any conditions, they are expected to be useful to explain such phenomena when
experiments are not possible.

We performed MD simulations on aqueous solution of [P6,6,6,14] [BOB] [80],
and selected results, concerning the diffusion coefficient from MD simulations and
experiments, are displayed in Fig. 3.20, left. The diffusion of water becomes faster
with increasing water content, and faster diffusion corresponds to lower viscosity.
However, the slope of the diffusion coefficient of the IL plotted as a function of
water mole fraction (Xw) displays a much more variable trend. We have identified
four distinct diffusion regions with increasing water content: 0 < Xw < 0.5, 0.5 < Xw

< 0.8, 0.8 < Xw < 0.95, and Xw > 0.95.
The variation of the diffusion trend, depending on the composition, is found to

be ultimately linked to the structural organization in the mixture. In particular, in the
region 0.5 < Xw < 0.8, water aggregates bridge the ionic species among the polar
domains (see Fig. 3.20, right), and induce an increase in their spatial correlations,
thus reducing their mobility. As discussed in ref. [78], spectacular phenomena can
occur when water is added to ionic liquids. Much of this is not understood at all, so
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Fig. 3.20 Left: Translational diffusion coefficients of [P6,6,6,14] cations, [BOB] anions and water
molecules in [P6,6,6,14] [BOB] IL–watermixtures at 333K fromMD simulations. Right: snapshots
of [P6,6,6,14] [BOB] IL–water atXwater 0.5 or 0.8. The [P6,6,6,14] cations, [BOB] anions andwater
molecules in these mixtures are green, red and blue beads, respectively (adapted with permission
from [80])

it is an area where the molecular modelling methods introduced in this chapter can
be advantageously applied.

3.6 Conclusions

Computational molecular modeling offers a unique insight to understand solvation
phenomena, and the properties of liquids, neat or in mixtures, neutral or charged, as
in ionic liquids. The aim of this chapter was to give an overall orientation on how to
study liquids and liquid mixtures to obtain a 3D molecular picture of how different
interactions compete with each other to eventually find an equilibrium at the studied
concentration of the components. While molecular simulations provide this picture,
its reliability has to be always verified by calculating key properties for comparison
with experimental results. Systematically carrying out the analysis of the simulation
data, and properly averaging it to provide statistically reliable values, can be the most
powerful method to study different phenomena in solutions. We have introduced the
toolbox and how to use it. We have presented a number of case studies from our own
research in recent years to illustrate what computer simulations can offer. We hope
to inspire some of our more experimental colleagues with molecular questions to
consider in silico studies as a way to obtain answers. Maybe also get questions and
hypotheses to carry out new experiments?
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Chapter 4
Lyotropic Liquid Crystal Phases
of Phospholipids as Model Tools
in Molecular Biophysics
and Pharmacology

Longin N. Lisetski, Olga V. Vashchenko, Natalia A. Kasian,
and Liliia V. Sviechnikova

Abstract Model phospholipid membranes are unique objects that naturally bridge
the gap between rather distant fields of science. In fact, they are typical lyotropic
liquid crystals where ordered molecular arrangement can easily change due to varia-
tion of temperature and the presence of dopants, giving rise to different readily char-
acterizable phase states. On the other hand, they are generally recognized as conve-
nient biomimetic objects for modeling various structural and functional features of
cellmembranes.After a general description of structural and thermodynamic features
of model membranes as objects of biophysics, effects of drug substances introduced
into the membranes as dopants are reviewed, with various effects of drug-membrane
interactions manifested in changes of physico-chemical properties. Special atten-
tion is paid to joint action of different drugs, as well as to the process of vitamin D
formation in cell membranes induced by UV irradiation.
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Lβ′ Liquid crystalline phase of phospholipid membrane
LC Liquid crystal
Pβ′ Ripple phase of phospholipid membrane
SmA Smectic-A liquid crystal phase
UV Ultraviolet

Symbols

CN Cooperative number
ΔHm Enthalpy
ΔHVH Van’t Hoff enthalpy
λmax Wavelength of maximum selective reflection
logD Distribution coefficient
logP Lipophilicity coefficient
p helical pitch of cholesteric liquid crystal
Tm Main phase transition temperature
T p Pretransition temperature
ΔTm Shift of main phase transition temperature
ΔT 1/2 Half-width of the main transition peak

Chemical substances

5CB 4′-Pentyl-4-cyanobiphenyl, CH3(CH2)7C6H4C6H4CN
CTAB Hexadecyltrimethylammonium bromide, C19H42NBr
DMSO Dimethylsulfoxide, C2H6OS
DPPC L-α-dipalmitoylphosphatidycholine, C40H80NO8P
ProD Provitamin D2, C28H44O; provitamin D3, C27H44O
PreD Previtamin D2, C28H44O; previtamin D3, C27H44O
VitD Vitamin D2, C28H44O; vitamin D3, C27H44O

4.1 Introduction

A generally followed pattern in the studies of nature is the development of certain
simplified models that allow the use of the means, approaches and facilities common
to physical sciences. These models are expected to retain all essential features of
the relevant objects and phenomena, reducing the complicated real picture to a set
of accountable features. An example of such approach are the so-called “model
phospholipid membranes”, or “hydrated phospholipids”, which are, in fact, lyotropic
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liquid crystal (LC) phases formed by phospholipidmolecules inwater dispersions [1–
3]. The natural cell membranes can be basically considered as phospholipid bilayers
comprising sterols, proteins and other constituting components, as well as water in
various degrees of binding. Thus, lyotropic LC phases of phospholipids can really be
considered as a model for studies of cell membranes. Moreover, they can serve as a
certain model (less adequate, but still feasible) of other biological tissues where large
anisotropic organic molecules possess some degree of long- or short-range ordering.

In this respect, several ideas of implementing physical approaches to biomed-
ical studies arise. One of these ideas is to check all the already known, developed or
envisageddrug substances (both active ingredients and excipients) for their “membra-
notropic action”, i.e., their effects on the LC phase transitions in model phospholipid
membranes. This would present information that, in some cases, could be essential
for establishing the mechanisms of pharmacological action of some drugs. There
have been multiple works on this subject, which, despite many excellent reviews
[4–9], still lack systematization and generalization.

Our own efforts and contributions in these aspects are presented in Sect. 4.4 of
this chapter. The most challenging point in this field is the question of joint action of
several drug substances administered simultaneously. Both synergic and antagonistic
effects can be expected,modifying their therapeutical action.Mutual compatibility of
different drugs is an important point in pharmacology. So, finding out how membra-
notropic action of different substances is affected by their joint introduction into a
model membrane outlines a promising area of biophysical research.

Another aspect of our interest is the ability of model membranes to yield a physi-
cally measurable response to various external factors acting on the human organism.
Thus, the effects of such harmful factors as ionizing radiation or such ambiguous
factors as UV radiation could presumably be studied using certain model systems
– and you guess that we suggested the use of model phospholipid membranes for
this purpose, which is the subject of Sect. 4.5. In fact, both chapters are closely inter-
related, because the direct physico-chemical factor affecting the model membrane is
the change in its chemical composition emerging under the applied irradiation, which
is basically (in the sense of the description models used) similar to introducing a drug
or a bio-active substance.

4.2 General Properties of Phospholipid Membranes

We start with the notion of a standard phospholipid DPPC (L-α-
dipalmitoylphosphatidycholine) as a certain analog of Drosophyla fruit fly that had
served its fundamental role in genetics (to not mention the liquid crystal 5CB that
since its synthesis in 1973 by Prof. George Gray has been playing a similar role in
LC science).
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Fig. 4.1 The chemical structure of DPPC (L-α-dipalmitoylphosphatidycholine). I – polar moiety;
II – hydrophilic-hydrophobic interface; III – non-polar moiety

4.2.1 Chemical Structure of Phospholipid Molecules

The chemical structure of DPPC is presented in Fig. 4.1. From the physico-chemical
viewpoint, all basic features of different phospholipids noted in multiple papers on
this subject are presented in this scheme. One can see the polar head (I), which, in
this particular case, bears both the positive and negative charge, characterizing this
phospholipid as zwitterionic.

Also, we see the non-polar hydrophobic moiety (III) with two alkyl chains, which
can be of different length (detailed characteristics ofDPPChomologues are presented
in [10, 11]), one of these chains (or both) can contain double bonds, mostly in the
middle of the chain (analogs of stearoyl-oleoyl or dioleyl type are rather common
in the literature [12–14]). A peculiar feature of such type of molecules is the pres-
ence of the “intermediary” part (II) between the hydrophilic and hydrophobic parts
of the molecule, acting as a sort of hydrophilic-hydrophobic interface. The impor-
tance of singling out these parts of phospholipid molecules becomes clear when we
consider lipid bilayers containing the introduced “alien” molecules. Depending on
their chemical structure, these “dopant” molecules tend to interact specifically with
one or another part of the “host” phospholipid molecule.

In general, the structure of the phospholipidmolecule is, in fact, relatively straight-
forward, with its constituent parts quite suitable for physical modeling. At the same
time, it is clearly more complex than the molecular structure of standard surfactants
(e.g., CTAB [15, 16]).

4.2.2 Phase Transitions of Phospholipid Membranes

Phospholipids, due to their ability to form various readily characterizable LC phases
in broad concentration and temperature ranges, are, from the viewpoint of molec-
ular physics, more suited for theoretical and experimental studies. In Fig. 4.2, the
arrangement of phospholipid molecules in lyotropic LC phases is shown, together
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Fig. 4.2 DSC thermograms of LC phases in hydrated DPPC in physiological temperature range.
Here, dQ/dt is the heat flow and T is the temperature; Tm and Tp are the temperatures of main phase
transition and pre-transition, correspondingly

with a scheme of the LC phase transitions (as they are measured by a differential
scanning calorimeter).

The hydrated DPPC (L-α-dipalmitoylphosphatidylcholine) can be set as a char-
acteristic example, as it is a predominant lipid in mammalian cells, and it undergoes
clear and well-reproducible LC phase transitions in physiological temperature range.
The temperatures of these phase transitions are practically unchanged in a broad range
ofwater content (45 to 95%or evenwider) and pHvalues. The sequence of LC phases
in hydrated DPPC is Lβ′ → Pβ′ → Lα, (often described as “gel → ripple phase →
LC phase”) with mesomorphic phase transitions at ~36 °C (pre-transition, Tp) and
~42 °C (main phase transition, Tm) [10, 17, 18]. A typical picture of differential
scanning calorimetry (DSC) thermograms of such transitions is shown in Fig. 4.2.
As one can see, the structures of lyotropic DPPC phases are essentially similar to
thermotropic smectic A (Lα) or smectic H (Lβ′) phases, which bridges the alleged
gap between thermotropic and lyotropic LCs.

An alien component can appear in a membrane by different ways. This may be
due to (patho)-physiological activity, drug administration or some kind of external
physical influence. In any case, it is incorporated into the existing LC structure.
This process is governed either by specific interactions with certain moieties of the
phospholipid molecule, or by general long-range interactions with the LC ordering.
With artificially createdmodelmembranes,we can imitate this process by introducing
these biologically active substances as dopants in specified concentrations, as they are
could be introduced into other lyotropic or thermotropic LC systems. The response
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of the model membrane, measured by DSC, optical spectroscopy or other physico-
chemical techniques, would be a certain reflection of the corresponding processes in
a real cell membrane under the same conditions.

This assumption outlines the next chapters of our review, i.e., response of model
membranes to administration of drug substances (with individual or joint application)
and external factors, such as, e.g., UV or ionizing radiation.

4.3 Membranotropic Effects of Individual Drug Substances

4.3.1 Effects of Drug-Membrane Interactions

The modern concepts on drug-membrane interactions have been formed for nearly
a century [19]. At present, the interaction features of drug substances with lipid
membranes are often considered in relationship to their bioavailability and other
pharmacokinetic properties. Such studies have been performed for various types
of substances, including tranquilizers, anesthetics, antidepressants, myorelaxant
agents, steroids, surfactants, narcotic substances, sedative drugs, antihystamines,
etc. [20–23].

The transport of drug substances across cell membranes is one of the most
important stages of their action, since it largely stimulates the distribution of these
substances in biological fluids and tissues of the organism. In most cases, the drug
molecules permeate through the lipid bilayer by means of passive diffusion [24–
26], with non-specific binding of a drug substance to the membrane being one of
the aspects of its pharmacological action. Small amphiphilic molecules can easily
overcome not only a cell membrane, but the blood–brain barrier as well [24]. From
the data of [27] one can see a clear correlation between increased permeability (i.e.,
more intense passive diffusion) and lowered values of Tm and resistivity of lipid
membranes.

The effects of drug-membrane interactions are not limited by the process of over-
coming the hydrophilic-hydrophobic barrier, but are reflected in many properties
of the membrane (and the cell as a whole). For many pharmacological groups
of substances, the pharmacological action was shown to be dependent on their
interaction with lipid membranes:

• Anesthetics. The molecular structure of most anesthetics is not specific,
suggesting that their therapeutic action is targeted upon membranes rather than
proteins [28, 29]. This assumption is also supported by the data of [4], where
the anesthetic molecule in the active form showed a more deep penetration into
the membrane as compared with the inactive form, favoring stronger depression
of Tm and Tp. Also, anestetics were shown to modify the distribution of free
volume in the bilayer [30], changing the lateral pressure profile and affecting the
conformation ofmembrane protein, thus realizing one of themechanisms of thera-
peutic action. Anesthetics were reported to affect phase state, curvature, thickness
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and hydration of membranes, as well as photosynthesis, active transport, passive
diffusion, oxidative metabolism etc. [19, 31, 32].

• Antitubercular drugs. Membrane destabilization and significant perturbation
in their molecular ordering was observed under antitubercular drugs insertion
[33, 34].

• Antidepressants. Changes in the contribution of the lipid bilayer to the energy
of conformational transformations of membrane lipids due to binding of the
drug substance to the membrane was noted as one of the action mechanisms
of antidepressants [35].

• Anti-inflammatory drugs. Substantial changes in properties of the cell barriers
were noted as the main action mechanism of non-steroid anti-inflammatory drugs
[31, 36]. Thus, introduction of licophelone led to higher local ordering of alkyl
chains of lipids in the membrane, which was accompanied by lower density of
their packing [36].

• Analgesics. Interaction of analgesics (e.g., paracetamol) with lipid bilayers
can affect the electrostatic potential of the membrane, which is important for
functioning of the ion channels [37].

• Antimicrobial drugs. Numerous experimental data reveal changes in membrane
properties (in partuclular, singnificant elevation of membrane permeability) as
contributions to the action mechanism of many antimicrobial drugs [37, 38].

• Antibiotics. Interactions of antibiotics with cell membranes is critically important
for their bioavailability and non-toxicity [33, 34, 39, 40].

Generally, for many drug substances, increased membrane fluidity was noted,
which was interpreted as a decrease in lipid ordering due to binding effects [41].
Amphiphilic substances of various pharmacological groups (anesthetics, antibi-
otics, antidepressants etc.) give rise to multiple effects due to their interactions
with membranes. The specific mechanisms include changes in lipid organiza-
tion, membrane desintegration, formation of channels, non-lamellar structures or
interdigitated phases, induction of flip-flop transition, etc. [42].

4.3.2 Molecular Aspects of Drug-Membrane Interactions

In studies of membranotropic action of drug substances, an important aspect is
outlining the molecular mechanisms of the related effects [21–23, 43]. Thus, it is
generally accepted that the membranotropic activity of a drug substance is largely
determined by its lipophilicity, logP, and distribution coefficient, logD (the effective
lipophilicity at a given pH value); however, there are many exceptions [24]. The
value of logP reflects not only the general distribution of the introduced substance in
the membrane, but also its more detailed location. Thus, molecular dynamics calcu-
lations have shown that lanosterol (logP 8,7) penetrates into the membrane more
deeply than cholesterol (logP 8,5). A similar effect was noted in [44] for mero-
cyanine derivatives with different hydrocarbon chain lengths. The membranotropic
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activity is also affected by pH-dependent ionization of the drug substances which
largely determines its distribution, diffusion, etc. [34, 45, 46].

It should be noted that there were certain attempts to classify the types of interac-
tions between various organic substances and lipid membranes [19, 47–49], but they
are predominantly empirical. The authors of [19] by analyzingDSCdata onmore than
500 different substances, characterized four different types of their interactions with
DPPC-based model phospholipid membranes, which were distinguished by loca-
tion of the molecules in the bilayers. According to this classification, the substances
of type A are located in the region of hydrocarbon chains C1-C8, smearing DSC
peaks of phase transitions and decreasing the size of cooperative domains [50]. The
substances of type B are located in the bilayer interface region, inducing smaller
cooperative domain sizes and phase separation. The substances of C type are located
in the range of hydrocarbon chains C10-C16, they lower the phase transition temper-
atures. Finally, the type D substances are bound to the membrane surface, inducing
phase separation of lipids without decreasing the cooperative domain size. When
concentration of substances in the membrane is changed, the interaction type can
also be modified, e.g., C → A, D → B or B → A.

The role of location of the drug substance molecules is clearly demonstrated
in [51], where phenolic and methylated derivatives of an antiviral drug substance
resveratrol were studied in DPPC bilayers. Results of DSC and molecular dynamics
studies have shown that phenolic groups, unlike methyl groups, contain hydroxyl
radicals, which are capable of forming hydrogen bonds with the membrane surface.
This leads to changes in the main phase transition (i.e., transition to Lα-phase) and
especially in the pre-transition (Fig. 4.2), and can be related to higher anti-oxidant
activity of such substances.

The location of steroids in the lipid bilayer is determined by the hydrophilic-
hydrophobic balance, electrostatic potential and hydration of the membrane surface
[52]. Polarization of the π-system and hydroxyl groups, as well as number and
direction of hydrogen bonds, are of great importance for membranotropic activity
of steroids, since it controls their orientation in the membrane and their interaction
with surrounding lipid molecules [53].

Another important factor is the isomerism of drug substance molecules. Thus, for
enantiomers of anesthetic bupivacaine, there is an evident difference in membrane
localization, area per lipid molecule and average inter-lipid distance [53]. Higher
fluidity of the membranes under introduction of R(+)-enantiomer can be related with
its ability to block the activity of sodium channels and membrane receptors.

4.4 Membranotropic Effects of Drugs Combinations

In the previous paragraphs,wemade an attempt to describe and systematize numerous
works on interaction of individual drugs with phospholipid membranes. At the same
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time, the available information on joint action of different drug substances simulta-
neously introduced into lipid membranes is, however, scarce and fragmentary. Joint
effects of different dopants could be, at least in some cases, qualitatively different
from the straightforward additivity. Various changes in thermodynamic parameters of
lipid membranes occurring under joint application of two or several drug substances
were noted [54–57]. In case of direct molecular interactions, such effects can be
studied, in addition to DSC, by other methods, e.g., mass spectroscopy [58–60].

The effects of joint application of different drug substances upon the cell
membranes can be estimated from the effects of their joint administration (i.e., joint
introduction to themodel phospholipid membrane as dopant components) uponDSC
peaks of phase transitions in these systems.Acertain starting point in such studieswas
marked in [61, 62], where introduction of two drug substances (decamethoxin and
acetylsalycic acid, as well as their analogs) showed clear “antagonistic” effect. The
temperatures of the main phase transition Tm were decreased by individual action of
each of these substances, but they were increased when both membranotropic agents
were added simultaneously. In other studies, various non-trivial effects of joint drug
action in model phospholipid membranes were also noted [63–66]. Some particular
cases have been found [63, 66] when the resulting effect was “synergic”, i.e., joint
application of two drug substances enhanced the effects of their individual action.

4.4.1 Kosmotrope and Chaotrope Substances

Here, we endeavor a further step in this direction, i.e., we aimed at characterizing
individual dopants of different chemical nature as “kosmotropic” or “chaotropic”
(using the common classification of [67–69]) and assess their individual and joint
effect on themodel membranes. Nowadays, «kosmotropicity/chaotropicity» concep-
tion is expanded to a wide group of substances, but biological significance of the
phenomenon has still been under consideration [67, 70–73].

Lipid bilayers are also influenced by Hoffmeister effects [70, 71, 74–76], i.e.,
effects of quantitative and qualitative differences in hydration parameters of water
soluble substances. They manifest themselves in a variety of biological and physico-
chemical systems (e.g. as changes in water viscosity and proteins solubility, as well
as in shifts of membrane phase transitions). Indeed, the surface of lipid bilayers is
abundant in highly hydrated phosphate groups, and hydrophobic interactions inside
the layer are strong. A number of important regularities concerning membranotropic
action of kosmotropes and chaotropes were noted in [67]. For instance, kosmotropic
dopants favor formation of the high-temperature inverted hexagonal phase (HII) as
well as the low-temperature lamellar crystalline (Lc) and gel (Lβ or Lβ′ ) phases at the
expense of the lamellar liquid-crystalline phase (Lα). The effect is accompanied by
certain decrease in the half-width of the melting peak as well as increased hysteresis
[74]. On the contrary, chaotropic dopants expand the existence range of Lα phase
not only in monolipid membranes but also in lipid mixtures [77, 78]. The magnitude
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of the solute effect is proportional to the hydration difference of the adjacent lipid
phases and inversely proportional to the transition latent heat [72]. Linear correla-
tion between the shifts of Lβ′ → Lα phase transition temperatures (�Tm) and the
values of cationic radii was shown in our previous work [79]. It was noted that �Tm

changed the sign (from positive to negative) at a certain critical ionic radius which
divides kosmotropic and chaotropic cations of IA subgroup. At the same time, for IB
subgroup cations greater effects were observed under similar values of ionic radii,
which was probably due to higher electron density [6, 80].

4.4.2 Kinetics of Joint Drug-Membrane Interactions

Itwould be interesting to consider the effects of kosmotrope and chaotrope substances
on the phase transitions in model phospholipid membranes, choosing as typical
examples dimethylsulfoxide (DMSO) and tilorone, respectively. Such studies using
DSC were reported in [81, 82]. DMSO is known as a water-soluble membranotropic
agent with concentration-dependent effects on the membrane, e.g. [83–90]. In our
studies, we used relatively small concentration of DMSO to avoid any significant
influence on thermotropic properties of DPPC membrane. Tilorone is an interferon-
inducing antiviral and immunomodulatory agent [91–94], but, to our knowledge, its
membranotropic effects have not been studied. We found that tilorone substantially
decreases the membrane melting temperature Tm when added to DPPC membrane,
with the pre-transition peak disappearing.

Upon addition to the DPPCmembrane at 2.5% wt/wt, tilorone and DMSO induce
opposite effects on the melting temperature (Tm), which is decreased in the presence
of tilorone and increased with DMSO. The effects of joint introduction of tilorone
and DMSO on Tm and Tp (when measured as function of their mass ratio in the
fixed total amount of the dopants) showed non-additivity. The extra decrease of the
transition temperatures could be caused by either interaction of these substances in
the membrane or by certain preference in sorption of tilorone on DPPC membrane
as compared to DMSO. So, for better understanding of the mechanisms involved,
kinetic studies of this system were carried out.

Several different schemes were used for joint introduction of DMSO and tilorone:

I. Sequential introduction, first tilorone, then DSC scans until constant peak
profiles marking the equilibrium, then DMSO, and further scans;

II. The same, but first DMSO, then tilorone;
III. Simultaneous introduction of both substances.

The observed changes in the DSC profiles were, in fact, due to a number of
processes, such as drug diffusion through the water phase, its interaction with and
sorption onto lipid membranes, diffusion through the membrane, partitioning to
interbilayer water phase, sorption on the next layers, etc.
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Fig. 4.3 The temperatures
of the deconvoluted peaks of
DSC profiles of DPPC
membranes doped with
tilorone and DMSO
according to Scheme I (open
symbols) and Scheme II
(solid symbols). Here, Tm is
the temperature of main
phase transition peak of neat
DPPC membrane, T*

m is the
temperature of main phase
transition peak of DPPC
membrane saturated with
tilorone, τ is exposition time

In Scheme I, the shape of the main transition peak was distorted after addition of
tilorone, andGaussian deconvolution reveals the appearance of low-temperature peak
corresponding to DPPC membrane saturated with tilorone [81]. The temperatures of
the deconvoluted peaks remained constant in time (Fig. 4.3).

For further analysis, we considered tilorone-saturated fraction of DPPC
membrane, which was determined as the area of the low-temperature peak with
respect to the total peak area. In Scheme I (Fig. 4.4, a), addition of DMSO after
tilorone caused further increase in the tilorone-saturated fraction, indicating increased
amount of lipids interacting with tilorone. In Scheme II (Fig. 4.4, b), DMSO addition
before tilorone did not cause any noticeable changes of DSC peaks during 24 h, but
subsequent tilorone introduction led to well-defined splitting of the melting peak
in consecutive scans indicating that larger and larger amount of tilorone entered the
membrane. The tilorone-saturated fraction increased during ~9 h, gradually reaching
the equilibrium. Finally, the simultaneous introduction of both substances in Scheme
III (Fig. 4.4, c) caused rather rapid increase in the tilorone-saturated fraction, but
somewhat slower than in Scheme II.

Thus, kinetic studies allow discerning between sorption of drug molecules to
the membrane and their diffusion through stacks of lipid bilayers and water inter-
layers, which is not possible under equilibrium conditions. It was shown that the joint
action of tilorone and DMSO in lipid membranes is different when they are admin-
istered in different order. This effect results from the superposition of two mecha-
nisms, namely, deceleration of DMSO sorption on the membrane due to the tilorone
advantage in competitive sorption, and acceleration of trans-membrane diffusion of
tilorone due to generation of inhomogeneity caused by DMSO. In other words, the
effects of joint introduction of these two substances are not only non-additive. They
appear also to be non-commutative (the order of introduction is important) and non-
associative (introduction one-by-one is different from simultaneous introduction of
both substances).
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Fig. 4.4 Variation of the
fraction of tilorone-saturated
lipid membrane, η, for
different schemes of tilorone
and DMSO introduction into
DPPC model membrane:
Scheme I (a), Scheme II (b),
Scheme III (c). Here, τ is
exposition time

The physical reason is the structural change induced in the lipid bilayer by the
first introduced substance. Hence, the effects from the second substance are substan-
tially modified. Basing on such approach, possible mechanisms can be considered
describing how sorption of a dopant onto lipid membrane could affect the membrane
permeability for other dopants. One of possible models was proposed in [82] in terms
of dopant-induced membrane non-homogeneity.
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4.5 Lipid Membranes Affected by External Factors: From
Membranotropic Effects to Biomimetic Sensor
Materials

4.5.1 Effects of Provitamin D Photo-Transformations
on Thermodynamic Parameters of Model Lipid
Membranes

It is well known that in the organisms of humans and animals vitamin D (VitD)
is formed from its natural precursor provitamin D (ProD) in the epidermal cell
membranes. Under UV radiation ProD isomerises to previtamin D (PreD), which
gives a set of photoisomers (tachysterol, lumisterol etc.) or transforms toVitD (“dark”
stage) [95–97]. The ProD photoisomerisation process and efficiency of VitD forma-
tion are strongly affected by both spectral composition of UV radiation and the reac-
tion medium [98–101]. In biological and model lipid membranes spatial constraints
imposed on conformationally flexible PreD favour VitD synthesis, and the rate of
“dark” reaction PreD → VitD in skin and liposomes is 10–15 times higher than
that in isotropic solvents [102–106]. Therefore, lipid bilayer, serving as a reaction
medium, predetermines high efficiency of VitD synthesis in vivo.

The membranotropic activity of VitD has been widely studied [107–114]. At high
concentrations VitD increases the fluidity and decreases the order parameter of lipid
membranes [108]. But there have been no studies on the impact of the ProD and its
isomerisation products on lipid membrane. Studying membranotropic effect of the
VitD biosynthesis may deepen our understanding of the mechanism of its impact at
the molecular level. Therefore, we aimed to study the effects of ProD, the products
of its photoisomerisation and VitD on the thermodynamic parameters of the model
lipid membrane [115].

The multilayer structures of hydrated DPPC with VitD and ProD as dopants were
prepared by standard procedures as in our previous works [79, 80]. ProD and VitD
were used in the form of 7-dehydrocholesterol (ProD3) and cholecalciferol (VitD3)
respectively. DSC thermograms of DPPC membranes with 7% wt/wt ProD before
and after UV irradiation and with VitD were obtained. Both ProD and VitD decrease
the main phase transition temperature (Tm), the corresponding peak is widened, and
the pre-transition peak vanishes, indicating disordering of the lipid bilayer. In the
Table 4.1 the thermodynamic parameters of the main phase transition of the DPPC
membranes with dopants are shown.

These are the temperature (Tm), enthalpy (�Hm), half-width of the melting peak
(�T1/2), the cooperative number (CN), which was calculated according to [116] as

CN = �HVH/�Hm ≈ 7Tm2/�T1/2 × �Hm,

where �HVH is the Van’t Hoff enthalpy; Tm, �Hm and �T1/2 are the temperature,
enthalpy and half-width of the main transition peak, respectively.
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Table 4.1 The effect of ProD, VitD as well as ProD UV irradiation and dark storage on the
thermodynamic characteristics of the main phase transition of the DPPC membrane

Dopant Heating Cooling CN

Tm,
oC �Hm, kJ/mol �T1/2, oC Tm,

oC �Hm, kJ/mol

no dopants 41.4 ± 0.1 36.7 ± 2.6 1.1 ± 0.2 40.8 ± 0.1 37.4 ± 2.7 151 ± 39

ProD 39.9 ± 0.1 22.6 ± 1.9 2.5 ± 0.2 39.2 ± 0.1 40.7 ± 2.0 103 ± 17

ProD + UV 39.4 ± 0.1 23.8 ± 2.2 3.4 ± 0.2 38.8 ± 0.1 41.0 ± 2.2 71 ± 11

ProD + UV
+ dark

39.0 ± 0.1 23.5 ± 2.2 3.7 ± 0.2 38.5 ± 0.1 39.7 ± 2.3 67 ± 10

VitD 38.9 ± 0.1 27.0 ± 2.3 5.5 ± 0.2 38.0 ± 0.1 39.7 ± 2.4 38 ± 5

Let us consider in details the differences in the membranotropic effect of the
additives (Fig. 4.5). The introduction of ProD leads to the Tm decrease by 1.5 °C
relative to the pure DPPC membrane. The UV irradiation of this system results in
further Tm decrease (by 0.5 °C more). The dark storage of the irradiated sample for
24 h resulted in further Tm decline (by 0.4 °C more). The most significant shift of
the Tm value (as compared to the undoped DPPC membrane) was observed for VitD
(value Tm decreased by 2.5 °C). Introduction of ProD, UV irradiation and subsequent
dark storage also caused noticeable changes inTm. One should also note a clear�T1/2

increase and a marked decrease in CN. At the same time, there was no considerable
effect on �Hm on cooling, while on heating all studied dopants decreased �Hm by
~30%. (Table 4.1).

Thus, during UV irradiation of the DPPC + ProD system and its further dark
storage the Tm shifts towards the values representative for the DPPC +VitD system.
Such changes are accompanied by transformation of the UV spectrum of the system
(Fig. 4.6).

The increase in the optical density of theDPPC+ProDsystemafterUV irradiation
reflects formation of ProD photoisomers including tachysterol [97, 98]. Subsequent

Fig. 4.5 Shift of the melting
temperature (�Tm) of DPPC
membrane with dopants:
1—ProD, 2—ProD + UV
irradiation, 3—ProD + UV
irradiation + dark storage,
4—VitD. �Tm was
calculated as �Tm = Tm
(DPPC + additive) – Tm
(DPPC)
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Fig. 4.6 Changes of ProD
absorption spectrum in the
DPPC membrane (here, OD
is the optical density, λ is the
wavelength): 1—initial
spectrum; 2—5 min UV
irradiation; 3—10 min UV
irradiation; 4—15 min UV
irradiation; 5—subsequent
dark storage for 24 h

dark storage of the irradiated sample for 24 h leads to spectrum broadening and an
increase in the optical density at 265 nm (Fig. 4.6, curve 5), indicatingVitD formation
[98].

Thus, it was noted the regular decrease of the Tm values of DPPC membranes
with dopants in the sequence: ProD < ProD + UV < ProD + UV + dark storage <
VitD. A possible explanation of this phenomenon is related to the formation under
UV radiation of a multicomponent mixture of ProD isomers with different degrees of
conformational flexibility and anisometry (so called secosteroids – PreD, tachysterol,
VitD) [117] instead of one “rigid” ProD. It leads to additional blurring of the transition
peak and more notable decrease of the Tm, as compared to the effect of ProD.

Thus, it was revealed that the destabilizing effect of VitD on the DPPCmembrane
is more pronounced than that of ProD and its photoisomers, the probable molecular
mechanism is related to different degrees of conformational flexibility and anisom-
etry of these molecules. It means that VitD biosynthesis in vivo leads to the local
disordering of lipid membrane which facilitates VitD escape out of the membrane
into the intracellular space.

4.5.2 Provitamin D Photo-Isomerisation in Cholesteric
Liquid Crystals: Development of Sensor Materials
for Bioequivalent Dosimetry of UV Radiation

In the previous section we demonstrated that phototransformation of UV sensitive
molecule of biological origin (ProD) in model lipid membrane (which is an example
of a lyotropic liquid crystal) results in the changes of lipid membrane properties. We
propose to expand this idea to thermotropic liquid crystals and to study the effects
of ProD photoisomerisation in cholesteric liquid crystals (CLC) and to develop a
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bioequivalent sensor material based on these effects. “Bioequivalent” means that
unlike existing UV sensors, in this case the sensor response is based on UV-induced
transformation of biologically relevant molecule ProD, which is a natural process in
human skin [101–106].

We propose two variants of realization of sensor materials based on two types of
effects in CLC:

1. Shifting of the maximum selective reflection wavelength (λmax) of CLC;
2. Isothermal phase transition from smectic-A to cholesteric.

Both effects are caused by UV induced photoisomerisation of ProD. In addition,
we will consider the corresponding effects during “light” and “dark” stages of ProD
isomerisation.

It is well-known that CLC possess helical twisting which leads to the selective
reflection of light with wavelength λmax proportional to helical pitch p: λmax = n·p
(where n is the refractive index). It is expected that ProD isomerisation in CLC could
be easily monitored instrumentally or in some cases visually by color change.

To make these effects clearly visible, one has to use CLC mixtures ensuring the
λmax vs. temperature change that is the most suitable for each specific case. In our
studies, the following CLC mixtures were used:

• M6: cholesteryl nonanoate 30%, cholesteryl caprinate 10%, cholesteryl caprylate
10%, 4-butylcyclohexanecarboxylic acid 25%, 4-hexylcyclohexanecarboxylic
acid 25%;

• M8: cholesteryl formate 18%, cholesteryl butyrate 3%, cholesteryl nonanoate
39%, 4-butylcyclohexanecarboxylic acid 20%, 4-hexylcyclohexanecarboxylic
acid 20%;

• M9: cholesteryl nonanoate 43.5%, cholesteryl valerate 27%, cholesteryl caprinate
23.5%, cholesteryl caprylate 6%;

• M15: cholesteryl formate 12%, cholesteryl butyrate 2%, cholesteryl nonanoate
26%, 4-butylcyclohexanecarboxylic acid 60%.

Figure 4.7 presents the effects of ProD, VitD (both 5% wt/wt) and UV irradiation
on CLC (M8). It should be noted that ProD and VitD shifts λmax of CLC matrix
(based on cholesterol esters) in the opposite directions because of the opposite sign
on helical twisting power of the isomers [118–120].

UV irradiation of the ProD doped systems leads to λmax decreasing towards the
values obtained as the effect of VitD introduction. During UV irradiation the λmax

shift reaches ~100 nm, which can be visually observed as color change from orange
to blue.

The main advantage of the sensor material based on ProD photoreaction is its
selective sensitivity to biologically active UV radiation (UV-C and UV-B range),
with no response to UV-A and visible light (Fig. 4.8) [121, 122]. Such selectivity is
predetermined by ProD absorption spectrum [96–100].

Another variant of sensor material is based on different influence of ProD and
VitD on the smectic A to cholesteric (SmA → Ch) phase transition temperature.
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Fig. 4.7 Effect of ProD,
VitD and UV irradiation on
the wavelength of maximum
selective reflection (λmax) of
the CLC at different
temperatures (T): 1—M8,
2—M8 + 5% ProD, 3—M8
+ 5% ProD + UV
irradiation, 4—M8 + 5%
VitD

Fig. 4.8 Dependence of the
wavelength of maximum
selective reflection (λmax) of
CLC M8 + 10% ProD on the
irradiation dose (ID) and UV
spectral composition
controlled by the use of
appropriate filters: 1—λ >
320 nm (UV-A + visible);
2—λ > 280 nm (UV-B);
3—260 < λ < 380 nm (UV-C
+ UV-B); 4—λ > 240 nm
(without filter)

As described above, decreasing of the lipid membrane melting temperature is more
pronounced in the case of VitD (and ProD photoisomers), rather than with ProD.

Qualitatively the same effectswere shown in the thermotropic liquid crystals based
on cholesterol esters for the cholesteric to isotropic and SmA→Ch phase transitions
[123]. These are demonstrated in Fig. 4.9, where the temperature region of sharp
unwinding of the cholesteric helix (which is a marker of approaching the Ch→ SmA
phase transition in cooling mode) for CLC + ProD system is dramatically decreased
after UV irradiation. Optimizing the LC + ProD composition, a prospective sensor
material was developed, with colorless SmA phase at room temperature (~20–25 °C)
turning into Ch phase under UV irradiation, which leads to the appearance of visible
colors (Fig. 4.9). It should be noted that at a fixed temperature, UV induced SmA
→ Ch phase transition will be realized after absorption of a certain minimum UV
radiation dose. So, the proposed detection method of UV radiation has threshold
character.
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Fig. 4.9 Color-temperature
characteristics for CLC +
6% ProD (here, λmax is the
wavelength of maximum
selective reflection, T is the
temperature): 1—initial M6
(mixture based on
cholesterol esters); 2—M6 +
ProD; 3—M6 + ProD, after
UV irradiation (0.68 J/cm2)

The described above effects in LC (Figs. 4.7, 4.8, 4.9) are conditioned by “light”
stage of ProD isomerisation process, i.e. ProD photoisomers formation during UV
irradiation. The “dark” stage of the process, leading to VitD formation, could be also
visualized by monitoring corresponding changes in LC matrix properties.

In Fig. 4.10, the UV induced λmax shifts after UV irradiation and dark storage are
presented for CLC+ ProD. The “dark” process constitutes ~25% relatively total λmax

shift. For comparison, λmax changes during continuous UV irradiation are shown as
dotted lines (curves 1, 3 in Fig. 4.10).

Fig. 4.10. Shifting of the wavelength of maximum selective reflection (λmax) for CLCM15 (based
on cholesterol esters) with 10% ProD under UV irradiation and dark storage (here, t is irradiation
time). UV dose rate was 0.88 mW/cm2 (curves 1, 2) and 0.45 mW/cm2 (curves 3, 4). Vertical
segments on curves 2 and 4 correspond to λmax change after 1 day of dark storage. Dotted curves
(1, 3) correspond to continuous UV irradiation
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Fig. 4.11. Color-temperature characteristics of CLC M9 (based on cholesterol esters) with 5%
ProD (here, λmax is the wavelength of maximum selective reflection, T is the temperature) (a) and
Ch → SmA phase transition temperature (T ) (b): before UV irradiation (1), 10 min. UV irradiation
(0.45 mW/cm2) (2), +1 day dark storage (3), +10 min irradiation (4), +1 day dark storage (5), +
10 min irradiation (6), +1 day dark storage (7)

In Fig. 4.11a a color-temperature characteristics are shown for CLC + ProD
at consecutive cycles of UV irradiation and dark storage. Corresponding gradual
decrease of the temperature of SmA → Ch phase transition is shown in Fig. 4.11b.
More pronounced changes of the phase transition temperature are observed after UV
irradiation rather than dark storage, which gives about ~20% of total temperature
decrease.

So, for both types of the LC systems (based the on the UV induced λmax change or
on theSmA→Ch temperature shift) a possibilitywas shown to use them for detection
of the accumulated dose of UV radiation in consecutive cycles of irradiation and dark
storage. Their characterization as sensor materials for bioequivalent (or biomimetic)
detectors is based on the use of UV-sensitive substance naturally present in the
organism (human skin), and on similarity of the physical mechanisms of the response
in thermotropic liquid crystals and model phospholipid membranes.

4.6 Final Remarks and Perspectives

In this review, we have considered model phospholipid membranes under two
different aspects—as examples of lyotropic liquid crystals that can undergo phase
transformations due to external factors, and as convenient tools for biophysical and
pharmacological studies. The following conclusions can be made on the basis of our
analysis:

1. Model phospholipid membranes can be recommended as adequate media at
initial stages of pre-clinical testing of drug substances—both newly developed
and the already known.

2. The effects of joint administration of different drugs, as well as combinations
of active ingredients with different excipients, being of great importance in
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pharmacology, can be preliminarily estimated in relatively simple experiments
with the tested drug substances and their combinations used as dopants to the
model membranes.

3. Since basic phase states and dopant-induced transitions between them are, from
the physical viewpoint, essentially similar for different types of membrane
lipids, this approach can also provide simulation of various natural cell
membranes by appropriate choice of the model membrane composition.

4. Exposition of the membrane to the influence of certain external factors (e.g.,
ionizing or UV radiation) can result to chemical transformations of constituent
molecules, which can formally be treated as introduction of new dopant
substances.

5. In particular, formation of vitamin D in human organism occurs in epidermal
cell membranes under UV irradiation. This process can be studied in model
membrane systems by monitoring the emerging effects; this can be used in the
development of bioequivalent (biomimetic) detectors of biologically active UV
irradiation.
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Chapter 5
Colloidal Particles in Confined and
Deformed Nematic Liquid Crystals:
Electrostatic Analogy and Its
Implications

O. M. Tovkach, S. B. Chernyshuk, and B. I. Lev

Abstract Liquid crystals doped with inclusions of other solid or liquid phases pos-
sess a number of properties, such as intrinsic anisotropy and extreme responsiveness
to external stimuli, that make them particularly attractive for biomedical applica-
tions, varying from imaging and spectroscopy to biosensing. One of the hallmarks
of such systems is an effective host-mediated interaction between colloidal particles.
Building upon similarities between electrostatic potential and small deformations of
the nematic director, we show how these anisotropic long-range interactions emerge
from the interplay of colloids shape and nematic order and derive general expres-
sions for the long-range interaction potentials for particles of arbitrary shape and
size in the presence of confining boundaries and electromagnetic fields. To demon-
strate the proposed formalism at work, we consider a series of illustrative exam-
ples, ranging from ellipsoids and banana-shaped particles in a sandwich-type cell
to nanocolloids in a cylindrical capillary. Our results suggest that one can exploit
the interplay of shape, symmetry, and liquid-crystalline order to design particles
with prescribed long-range elasticity-mediated interactions, which opens promising
pathways to novel mesostructured functional materials.
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List of Abbreviations and Symbols

2D Two-dimensional
3D Three-dimensional
LC Liquid crystal

NLC Nematic liquid crystal
NP Nanoparticle
THz Terahertz (1012 Hz)
HL Quasi-hexagonal lattice
DL Dense quasi-hexagonal lattice

5.1 Introduction

Nematic liquid crystals combine spatial anisotropy of the orientational order with the
fluidity of conventional liquids. Typical NLCs comprise elongated organicmolecules
with a strong propensity toward aligning their axes along a specific direction charac-
terized by a unit-length vector n — the director. Traditionally widely used in infor-
mation displays, liquid crystalline materials are now rapidly conquering new realms.
One of the most mature non-display applications of LCs is in tunable optic filters
and light modulators. These components are crucial, in particular, in hyperspectral
medical imaging [1, 2], which has tremendous potential in early detection of patho-
logical conditions and disease, such as different types of cancer [3–5], diabetic foot
ulceration [6], hemorrhagic shock [7]. Real-time hyperspectral imaging augments
the surgeon’s field of view and can be used for tumor residue analysis [4, 8]. Due to
their strong birefringence in a wide range of frequencies, liquid-crystalline materials
are of keen interest to terahertz optics as well [9–11]. Unlike X-rays, THz waves
do not ionize biological tissues and have energies corresponding to low-frequency
vibrational and rotational modes of common biomolecules, making them a powerful
non-invasive diagnostic tool with unprecedented spatiotemporal sensitivity [12, 13].
Dispersed nanoscale dopants, ranging from quantum dots [14] to metal nanoparticles
[15, 16], can further improve the functionality and efficiency of LC-based devices.
At the same time, optical properties of NPs strongly depend on their environment.
For instance, surface plasmon resonance in golden nanorods is highly sensitive to
their spatial arrangement and the dielectric permittivity of the host medium. These
parameters are relatively easy to control with the LC matrix [17], which makes LC-
NP composites promisingmaterials for plasmonic applications, including biosensing
[18–20].

The anisotropy ofmechanical properties allows LC-based templates and scaffolds
to guide biological cells in specific directions, thereby controlling tissue growth
and morphogenesis [21, 22]. Extreme responsiveness to mechanical stimuli endows
liquid crystals per se with unsurpassed biosensing capabilities. Chemical binding
of biomolecules on the surface or in the bulk of an NLC can disrupt orientational
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order, thereby changing its optical appearance. This mechanism has been proven
successful in detectingdifferent proteins [23, 24], lipids [25], glucose [26],DNA[27].
Recently, Kim et al. designed a self-reporting and self-regulating biosensor using an
LC film doped with microdroplets containing an anti-bacterial agent. Shear stresses
induced by swimming bacteria shift an intricate balance of elastic and electrostatic
forces at the LC-droplet interface and trigger the controlled release of the agent
via a feedback loop [28]. One of the major drawbacks of this type of biosensors
is comparatively low sensitivity. A growing number of studies suggests that this
problem also can be solved with nanodopants [29–32]. For example, Zhao et al.
proposed a thrombin sensor utilizing gold nanoparticles functionalized with ∼80
binding aptamers each. When loaded with thrombin, the ensuing aggregates are
large enough to cause significant distortions of the otherwise uniform director field,
thus enabling detection of nanomolar (10−9 mol/L) thrombin concentrations [33].

Nematic liquid crystals dopedwith nano- andmicroscale inclusions of othermate-
rials are representatives of a broad class of NLC colloids. The world of colloidal
particles in an NLC host is dramatically different than in isotropic fluids. Particles
suspended in a nematic distort its orientational order even on length scales much
larger than the particle size. Distortions overlap and interact with each other, giving
rise to effective elastic interactions between colloidal particles. Two hallmarks of
such deformation-induced interactions are their long-ranged distance dependence
and strong spatial anisotropy. These colloidal interactions generally resemble those
between electrostatic multipoles, but the ordered host medium often endows them
with distinct traits. The elastic interactions are responsible for the formation of dif-
ferent colloidal structures in liquid crystals. A paradigmatic example is a spherical
water droplet accompanied by a point defect (hyperbolic hedgehog) with asymp-
totic dipole symmetry (see Fig. 5.1a). The ensuing director profile gives rise to the
elastic dipole-dipole interaction between the droplets, which then assemble into lin-
ear chains parallel to the average director field n0 [34–37]. Droplets of glycerol,
on the other hand, induce planar (tangential) anchoring of nematic molecules at the
interface, which results in a director field of quadrupole symmetry (Fig. 5.1c) and
triggers the aggregation of droplets into inclined chains [36, 38–40]. Similarly, solid
microspheres with planar anchoring form chains directed at 30◦ to n0 [38].

Colloids floating at the nematic-air interface distort the director in the bulk and
deform the LC surface. This elasto-capillary coupling leads to the formation of
two-dimensional (2D) hexagonal structures with different lattice constants [41, 42].
Photochemical switching between those structures induced by laser light was directly
observed in [43, 44]. Transformation of the interfacial hexagonal lattice into linear
chains under the action of magnetic field was studied in [45].

One can create a wide variety of 2D crystals in thin nematic cells. In particular,
there have been reported hexagonal lattices of glycerol droplets [46], oblique lattices
of silica beads [47], antiferroelectrically ordered crystals of dipolar particles [47,
48], and mixed dipole-quadrupole crystals sandwiched between cell walls [49]. The
authors of [50] found colloidal superstructures inmixtures of small and large colloids.
In these systems, small particles populate amatrix of topological defects surrounding
large colloids. One-dimensional structures bound by delocalized topological defects



116 O. M. Tovkach et al.

Fig. 5.1 Possible director configurations around spherical colloidal particles: a point defect - hyper-
bolic hedgehog b line defect — Saturn ring disclination; c pair of point defects — boojums. Dark
pink area (coat) contains all topological defects and strong deformations inside. Outside the coat
deformations are small; they are governed by Laplace equation and can be expanded in multipoles

are also of interest. These so-called colloidalwires,whose existencewas confirmed in
[51], have great potential as optical waveguides. Two-dimensional colloidal crystals
assembled from chiral colloidal dimers in a twisted nematic cell were observed in
[52]. If the system is sufficiently large, one can even assemble three-dimensional
(3D) structures. For instance, Nych et al. developed a step-by-step protocol for the
assembly of 3D colloidal crystals of tetragonal symmetry. Surprisingly, these crystals
exhibit a highly unusual electro-mechanical response, such as giant electrostriction
and collective electro-rotation [53].

Many experimental results were reproduced via numerical minimization of the
Landau - de Gennes free energy [47–52, 54–62] as well as by molecular dynamics
[63].

In this chapter, we summarise our current understanding of the long-range elastic
interactions in NLC colloids. It is worth keeping inmind that short-range interactions
are no less important in the context of colloidal assemblies. In NLCs, the short-range
interaction is closely intertwined with topological defects emerging in the vicinity
of micro-sized colloids, as shown in Fig. 5.1. These singularities in the director field,
where it becomes ill-defined, generally have to be studied numerically using Landau-
deGennes formalism. Topological defects and the associated short-range interactions
are beyond the scope of this review. For a brief topology oriented discussion of NLC
colloids, we refer the reader to [64].

Theoretical understanding of the long-range elastic interactions in NLC colloids
is based on their striking similarity to electrostatics. Far from the particle, the direc-
tor field is governed by the Laplace equation and can be expanded in multipoles.
This fact became a starting point for a number of approaches toward the theory of
NLC colloids [65–70]. However, only one of them, [65], gives analytical results that
quantitatively agree with experimental data [71, 72]. The authors of [37] directly
measured the elastic interaction between two spherical iron particles by balancing it
with a magnetic field and found the predictions of [65] to hold within a few-percent
accuracy. Recently, the authors of [60, 61] carried out numerical calculations of
the interparticle force between colloids of different sizes. They found their numeri-
cal results in good agreement with the experimental data and the predictions of the
electrostatic analogy for distances bigger than approximately 3 particle radii.
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In practice, liquid crystals are always confined by some surfaces, which can
profoundly affect the interparticle interactions. It has been first discovered exper-
imentally that the elastic interactions in a nematic cell are exponentially screened
at distances larger than the cell thickness (so-called confinement effect) [54, 73].
Qualitative theoretical investigations of the effects of confinement were performed
in [74–78], using the notion of “coat” — introduced in [67] and discussed here in
Sect. 5.3 — an area around the particle populated by topological defects and large
deformations, as shown schematically in Fig. 5.1. A breakthrough was achieved in
Refs. [79–81], where external boundaries and fields were incorporated in the form of
Green’s functions. Using that approach, the authors derived the interaction potentials
for axially symmetric particles in a nematic cell and near one wall with either planar
(tangential) or homeotropic (normal) alignment of the LC molecules. The proposed
theory [79, 80] is in excellent agreement with the measurements of the confinement
effect for two spheres in a homeotropic cell in the range 1 ÷ 1000 kBT [54] and a
planar cell of varying thickness [73].

While theoretical studies were mostly concerned with spherical or axially sym-
metric particles, experiments and numerical simulations adopted a more diverse
set of shapes and topologies. Using lithographically fabricated polygonal platelets,
Lapointe et al. were first to demonstrate the relevance of particles’ shape for the inter-
particle interactions and colloidal self-assembly [82]. In addition to the 2D crystals
mentioned above, pentagonal microplatelets in a thin layer of nematic can be assem-
bled into Penrose tilingswith quasicrystalline order [83, 84]. Other notable examples
of non-spherical colloids include rod-like particles [85], handlebodies of high topo-
logical genus [86], micron-sized spheres with nanoscale surface roughness [87],
key-lock colloids [88], gourd-shaped dimers [89], colloidal boomerangs [90], and
shape-shifting elastomeric rods [91]. Interestingly, the presence of chiral inclusions
(e.g., spirals) in an intrinsically achiral nematic can induce spontaneous symmetry
breaking evident in chiral defect configurations and director profiles [92].

Here, we describe a theoretical framework applicable to colloids of arbitrary
shape and chirality. Building upon [65, 79–81, 93–95], in Sect. 5.2 we derive general
expressions for the pairwise interaction potential in the presence of confining bound-
aries and electromagnetic fields. Key elements of our model are elastic multipole
moments that define the far-field director profile around the particle. In Sect. 5.3,
we demonstrate how these coefficients arise from the symmetry of the near-field
director, which is dictated by an interplay of the particle shape and the type and
strength of nematic anchoring. We thoroughly consider the cases of weak and strong
as well as polar and azimuthal anchoring on the particle surface. In the following sec-
tions, we apply the proposed formalism to a series of illustrative examples. Namely,
Sect. 5.4 discusses in detail the dipole-dipole interaction of banana-shaped particles
in a homeotropic and planar nematic cell and contrasts it with that of axially symmet-
ric colloids. In Sect. 5.5, we touch upon elastic monopoles in a confined environment
and highlight their distinctive features. The proposed framework is employed to
study the behavior of colloids carrying elastic monopole, dipole and/or quadrupole
moment in a deformed NLC (nonuniform director field) in Sect. 5.6 and find the
distribution of nanoparticles around different types of disclinations in a cylindrical
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capillary, Sect. 5.7. Finally, Sect. 5.8 elucidates the role of elastic interactions in the
coexistence of two quasi-hexagonal structures of glycerol droplets at the nematic-air
interface [41, 42].

5.2 Elastic Interactions in Nematic Liquid Crystal Colloids

Let us first consider a single colloidal particle suspended in a nematic liquid crystal.
Wewill follow the paper [93]. Anchoring of the LCmolecules to the particle’s surface
distorts the otherwise uniform director field n = n0, so that n varies from point to
point. The total free energy of the system can be written as the sum of bulk and
surface terms F = Fbulk + Fsur f ace, where the former reads

Fbulk = K

2

∫
dV

[
(∇ · n)2 + (∇ × n)2

]
, (5.1)

with K denoting the Frank elastic constant. Two comments are in order. First, we
adopt the one-constant approximation, K11 = K22 = K33 = K ; implications of this
assumption are discussed in [96]. Second, we also omit the K24-term because it
does not play a crucial role in further considerations, as was shown in [80]. Surface
energy Fsur f ace penalizes deviations of the director from the preferred orientation
at the particle surface. It will be discussed in detail in Sect. 5.3 [for definition see
Eq. (5.20)].

Regardless of the particle’s shape, size or anchoring type and strength, deforma-
tions of the director field decay with the distance from the particle and eventually
become small, n(r) ≈ (nx , ny, 1), where |nμ| � 1, n0 = (0, 0, 1) is the NLC ground
state, and μ = {x, y} hereafter. Thus, far from the particle the bulk free energy takes
a simple harmonic form

Fbulk = K

2

∫
dV∇nμ · ∇nμ, (5.2)

where repeatedμ implies summation over x and y, i.e. (∇nμ)2 = (∇nx )
2 + (∇ny)

2.
Hereafter,

∫
dV stands for the integration over the whole volume of the system

unless otherwise specified, and we do not take into account the volume of the coat(s).
This is justified by several reasons: 1) we are interested mainly in the interparticle
interactions which are caused by the changes in the director field caused by other
particles, and these changes are small inside the coat where the director is governed
by strong anchoring to the surface, i.e., the energy of the coat is approximately
constant and can be omitted from the theory; 2) the volume inside the coat is much
smaller than the volume outside, therefore the replacement of the total energy (5.1)
with (5.2) inside the coat does not affect the interparticle interaction considerably
(at least when the separation is large enough compared to the particle size); 3) this
approximation is in good agreement with experimental data for spherical particles
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as long as their surfaces are separated by more than ∼0.2–0.8 radii depending on the
system [97–100]. Note that these studies, in contrast to [60, 61], consider higher-
order contributions as explained below.

The Euler-Lagrange equations for nμ are of the Laplace type

Δnμ = 0. (5.3)

In analogy to classical electrostatics, solutions to these equations can be expanded
in multipoles

nμ(r) = qμ

r
+ pα

μrα
r3

+ 3Qαβ
μ rαrβ
r5

− SpQμ

r3
+ ..., (5.4)

where α and β take values x, y, z and summation over repeated greek indices is
assumed. Quantities qμ, pα

μ, Q
αβ
μ are called elastic charge (monopole), three com-

ponents of the dipole moment, and five components of the quadrupole moment for
each μ, respectively. They are phenomenological far-field characteristics of a given
colloidal particle.

Even though we truncated the expansion (5.4) at quadrupolar terms, higher-order
contributions may be important as well. It was noticed in [65, 97] that if the leading
contribution to nμ is dipolar, then anharmonic corrections to nμ associatedwith small
variations of nz = √

1 − nμnμ scale as rμ/r7, suggesting that high-order terms up to
1/r5 should be considered. Similarly, if the leading contribution to nμ is quadrupo-
lar, anharmonic corrections to nμ are of the form rμ/r10 and high-order terms of
up to 1/r8 can effectively influence short-range behavior. High-order terms have
a profound effect on the spatial anisotropy of the interaction potential at relatively
small distances and play an important role in the formation of colloidal crystals [97–
100]. Reference [97] also introduced the concept of three zones: in the first zone
(at distances �1.1–1.4 particle radii depending on the system) the linear theory is
inapplicable; the second zone (between roughly 1.3–1.4 and 2 radii) is where the
high-order terms reside; and the third zone (�2 radii) is dominated by the first non-
vanishing term in (5.4). In what follows, we will limit ourselves to the first three
terms in the multipole expansion (5.4).

As follows from (5.4), director deviations nx and ny have a long-range nature. This
means that deformations caused by different particles can overlap even if the particles
are located at a large distance from each other. In practice, the overlapping manifests
itself in the emergence of effective long-range interactions between colloidal particles
mediated by the hostmedium.Aswewill see below, these interactions are determined
precisely by the multipole moments qμ, pα

μ, Q
αβ
μ .

Imagine that somehow we have found all these multipole coefficients. That is,
we know two elastic charges qμ, six components of the dipole moment pα

μ and five
components of the quadrupole moment Qαβ

μ for every μ = {x, y} (10 altogether).

Note that the quadrupole moment tensor Q̂μ = {Qαβ
μ } can be always introduced

(with a substitution Q̃αβ
μ = Qαβ

μ − 1
3δαβSpQ̂μ) in such a way that it is symmetric,
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Q̃αβ
μ = Q̃βα

μ , and traceless, Sp ˆ̃Qμ = Q̃αβ
μ δαβ = 0 [101]. Thus, we have 18 multipole

parameters. Now we need to build an effective free energy functional, which incor-
porates these coefficients and gives correct behavior of the director at large distances
from the particle.

This aim was first achieved in [65] for the case of axially symmetric particles.
The effective free energy functional was written as

Faxial−sym
e f f = K

∫
dV

[
(∇nμ)2

2
− 4π P(x)∂μnμ −4πC(x)∂z∂μnμ

]
, (5.5)

where P(x) = Pδ(x) and C(x) = Cδ(x) are scalar dipole and quadrupole moment
densities and ∂μnμ = ∂xnx + ∂yny .

The generalization of the free energy (5.5) for particles of arbitrary shape and
anchoring strength is quite straightforward:

Fef f = K
∫

dV

[
(∇nμ)2

2
− 4πqμ(x)nμ − 4πpα

μ(x)∂αnμ

−4πQαβ
μ (x)∂α∂βnμ

]
, (5.6)

whereqμ(x) = qμδ(x), pα
μ(x = pα

μδ(x), Qαβ
μ (x) = Qαβ

μ δ(x) are point-like densities;
α and β take values x, y, z and summation over repeated greek indices μ = x, y is
assumed. In the case of axially symmetric particles without helical twisting qμ =
0, pα

μ = 0 except for pxx = py
y = P , Qxz

x = Qzx
x = Qyz

y = Qzy
y = C and we arrive

at Eq. (5.5).
The Euler-Lagrange equations arising from (5.6) are of Poisson type

Δnμ = −4πqμ(x) + 4π
[
∂α p

α
μ(x) − ∂α∂βQ

αβ
μ (x)

]
. (5.7)

If the liquid crystal is confined by some surfaceΣ such that nμ

∣∣∣
Σ

= 0 then solutions

to (5.7) are as follows

nμ =
∫
V
dV ′Gμ(x, x′)

[
qμ(x′) − ∂ ′

α p
α
μ(x′) − ∂ ′

α∂ ′
βQ

αβ
μ (x′)

]
, (5.8)

where Gμ(x, x′) are appropriate Green functions, ΔGμ(x, x′) = −4πδ(x − x′) for
any x, x′ ∈ V and Gμ(x, s) = 0 for any s ∈ Σ . In the absence of confinement,
Gμ(x, x′) = 1

|x−x′| and (5.8) yields (5.4).
Due to the linearity of the Euler-Lagrange equations (5.7), we can use the super-

position principle for the system of N colloidal particles
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qμ(x) =
N∑
i=1

qμ,iδ(x − xi ),

pα
μ(x) =

N∑
i=1

pα
μ,iδ(x − xi ), (5.9)

Qαβ
μ (x) =

N∑
i=1

Qαβ

μ,iδ(x − xi ).

That is, the resulting director deformation is the sum of distortions caused by every
single particle. Substituting (5.8) into (5.6) and implying (5.9), we come to the fact
that the free energy of the system can be presented as the sum of the self energy part
and pair interactions Fef f = Usel f +Uinteraction , where Usel f = ∑

i U
sel f
i and

Uinteraction =
∑
i

∑
j<i

U i j (xi , x j ). (5.10)

The pairwise elastic interaction Ui j , in turn, is the sum of monopole-monopole,
monopole-dipole, monopole-quadrupole, dipole-dipole, dipole-quadrupole and
quadrupole-quadrupole interactions, Ui j = Uqq +Uqd +UqQ +Udd +UdQ +UQQ,
where

Uqq = −4πK qμ,i qμ, j Gμ(xi , x′
j ), (5.11)

Uqd = −4πK
{
qμ,i p

α
μ, j ∂

′
αGμ(xi , x′

j ) + qμ, j p
α
μ,i ∂αGμ(xi , x′

j )
}
, (5.12)

UqQ = −4πK
{
qμ,i Q

αβ

μ, j ∂
′
α∂ ′

βGμ(xi , x′
j ) + qμ, j Q

αβ

μ,i ∂α∂βGμ(xi , x′
j ),
}

(5.13)

Udd = −4πK pα
μ,i p

β

μ, j ∂α∂ ′
βGμ(xi , x′

j ), (5.14)

UdQ = −4πK
{
pα

μ,i Q
βγ

μ, j ∂α∂ ′
β∂ ′

γGμ(xi , x′
j ) + pα

μ, j Q
βγ

μ,i ∂
′
α∂β∂γGμ(xi , x′

j )
}

,

(5.15)
UQQ = −4πK Qαβ

μ,i Q
γ δ

μ, j ∂α∂β∂ ′
γ ∂ ′

δGμ(xi , x′
j ). (5.16)

Expressions (5.11)–(5.16) give a general form of the pairwise long-range elastic
interaction between colloidal particles of arbitrary shape in a confined NLC. They
hold in the bulk as well with Gμ(x, x′) = 1

|x−x′| .
Self-energy of the colloid (or the energy of the particle-walls interaction) also

can be presented as the sumUsel f
i = Usel f

qq +Usel f
qd +Usel f

qQ +Usel f
dd +Usel f

dQ +Usel f
QQ

where all Usel f
AB are given by the formulas (5.11)–(5.16) upon replacing Gμ(xi , x′

j )

with Hμ(xi , x′
j ), where Gμ(x, x′) = 1

|x−x′| + Hμ(x, x′) and ΔxHμ(x, x′) = 0. Note
that to regularize the self-energy by excluding the divergent part associated with
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1
|x−x′| , it is necessary to set x′

j = xi after all primed derivatives ∂ ′
ξ are calculated.

Employing this procedure we can find

Usel f
qq = −4πK qμ,i qμ,i Hμ(xi , xi ), (5.17)

Usel f
qd = −4πK [qμ,i p

α
μ,i ∂

′
αHμ(xi , x′

i ) + qμ,i p
α
μ,i ∂αHμ(xi , x′

i )]|xi=x′
i
, (5.18)

Usel f
dd = −4πK pα

μ,i p
β

μ,i ∂α∂ ′
βHμ(xi , x′

i )|xi=x′
i
, ... (5.19)

and so forth. We leave the rest of this series as an exercise for the reader. It should
be noted that the self-energies (5.17)–(5.19) do not include the energy of nonlinear
deformations (i.e., internal energy of the coat). While that contribution cannot be
computed within the framework of multipole expansion, it can be treated as an
unknown constant, as we argued above. In this context, the self-energy refers only
to the difference between the energy of the particle in a confined NLC and its energy
in the bulk. In other words, it is the energy of interaction between one particle
and all confining boundaries. Hence, Hsel f

i ≡ 0 in the absence of confinement. In a
sandwich-type cell, for instance, Hsel f

i = Hsel f
i (z) with z being normal to the cell

walls; minimization of the corresponding self-energy yields an equilibrium position
of the particle inside the cell, see [102].

Upon proper substitution of Green’s functions Gμ(xi , x′
j ) with G f ield

μ (xi , x′
j ),

Eqs. (5.11)–(5.19) remain valid even in the presence of external electric E or mag-
netic H fields, as was shown in [81] for axially symmetric particles. Reference [81]
also reported the explicit form of Green’s functionsG f ield

μ (xi , x′
j ) for different orien-

tations of the field in a nematic cellwith homeotropic and planar boundary conditions.
Equations (5.11)–(5.16) show that the energy of interaction depends on both mul-

tipole coefficients and Green’s functions. The former originate from the interaction
between the particle surface and NLC molecules. The latter are determined by the
shape of the confining surface Σ as well as by external fields E/H.

5.3 Multipole Coefficients and Particle’s Symmetry

In this sectionwewant to establish a connection between the symmetry of the particle
and the director deformations produced at large distances.1

As mentioned above these distortions are completely described by a set of mul-
tipole coefficients qμ, pα

μ, Qαβ
μ . Strictly speaking, we should distinguish two cases

here. When the anchoring is weak Wr0/K < 1 (r0 being the average size of the par-
ticle ) the deformations are small everywhere outside the particle and the coefficients
can be found from the mechanical equilibrium condition (we apply this procedure

1 This Section lays the foundation for all subsequent examples of elastic multipoles and their inter-
actions. Yet, it is highly technical and can be skipped on first reading. The reader can proceed
directly to examples in Subsubsect. 5.3.2.1 or Sect. 5.4.
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below). If the anchoring is strong Wr0/K > 1 the deformations in the particle’s
vicinity are large, even topological defects may appear there. So the coefficients can-
not be linked directly to the particle’s symmetry. But in this case the notion of the
coat suggested in [67] is helpful. The coat is an area, which contains all topological
defects and large deformations inside, so that the director field outside is presented
in the form of multipole expansion (5.4). The symmetry of the coat matches the
symmetry of the director field around the particle and, depending on its size, can
be observed experimentally or computed numerically via Landau-de Gennes energy
minimization. In fact, one can treat the coat as some imaginary particle with appro-
priate symmetry and weak anchoring on its surface. Therefore we use only the term
“particle” further.

Thus, it is enough to consider one colloidal particle with weak anchoring in a bulk
NLC. The free energy of such a system is the sum of two parts: bulk energy (5.2)
and the surface anchoring energy. The latter can be presented as

Fsurface =
∮

dS W αβ(s)nα(s)nβ(s) (5.20)

where W αβ(s) is the symmetrical local anchoring tensor at point s on the particle’s
surface [103]. The tensor description has the covariant form and describes both polar
and azimuthal anchoring simultaneously. But a connection between the particle’s
symmetry and tensor’s properties is not so clear in general case. In order to make our
analysis as transparent as possible we should use the following representation of the
surface energy

Fsur f ace =
∮

dS W p(s)
(
ν(s) · n(s)

)2 −
∮

dS Wa(s)
(
τ (s) · n(s)

)2
. (5.21)

This is the generalized Rapini-Popular surface energy with W p and Wa being the
strengths of the polar and azimuthal anchoring energies, respectively. Here ν is the
outer normal to the particle’s surface at the point s and τ is the unit tangential vector
along the local rubbing which also depends on the point s of the surface. Azimuthal
anchoring Wa > 0 makes alignment of the director along vector field τ (s) at the
surface. Since the anchoring is weak the total energy can be reduced to

Fharm = K

2

∫
dV (∇nμ)2

+2
∮

dS W p(s)νz(s)νμ(s)nμ(s)

−2
∮

dS Wa(s)τz(s)τμ(s)nμ(s),(5.22)
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where we neglected terms like (∇nz)2, W pnμnμ′ and Wanμnμ′ because of their
smallness. Note that, in fact, W pνzνμ − Waτzτμ = Wzμ in (5.20). Note that here∫
dV denotes integration over the LC volume.
At the same time the director field everywhere outside the particle in the bulk

NLC is described by (5.4) so that

(∇nμ)2 = ∇nμ · ∇nμ

= qμqμ

r4 + pα
μ p

α
μ

r6 + 3
pα

μrα p
β
μrβ

r8 + 5 Qαβ
μ rαrβ Q

γ δ
μ rγ rδ

r12 + 4 Qαγ
μ Qβγ

μ rαrβ
r10

+4
qμ pα

μrα
r6 + 6 qμQ

αβ
μ rαrβ
r8 + 8

pα
μQ

βγ
μ rαrβrγ
r10 + 4

pα
μQ

αβ
μ rβ

r8 , (5.23)

where the summation over all repeated Greek indices is implied. Then substituting
(5.4), (5.23) into (5.22) and performing the integration one can obtain the free energy
of the system as a function of the multipole coefficients

Fharm = 1

2

∑
uv

auvmumv +
∑
u

cumu, (5.24)

where we introduced vector of the coefficientsm = (qμ, pα
μ, Qαβ

μ ) = (qx , qy, pxx ,
py
x , pzx , p

x
y , p

y
y , pzy, Q

xx
x , Qxy

x ...). Hence mu,mv denote unknown multipole coeffi-
cients. Quantities auv arise from the bulk energy, for example,

a11(qxqx ) ∝
∫
V
dVr−4

a33(pxx pxx ) ∝
∫
V
dVr−6

a15(qx pzx ) ∝
∫
V
dV zr−6 etc.

Apparently, all auu are positive and finite, auv depend on the particle shape. Each cu
is the sum of two terms cpu and cau arising from the polar and azimuthal anchoring,
respectively, cu = cpu + cau . So, for instance,

cp1(qx ) ∝
∮

dS W pνzνx , ca1(qx ) ∝ −
∮

dS Waτzτx

cp3(pxx ) ∝
∮

dS W pνzνx sx , ca3(pxx ) ∝ −
∮

dS Waτzτx sx

...

(5.25)

cu depends on both the anchoring and the particle’s shape, s = (sx , sy, sz) is the
radius vector from the center of the particle to the point s at the surface (this center
of the particle coincides with the center of the coordinate cystem (CS) from which
all rα are measured). In the remainder of this section, we mathematically prove
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that if a given cu vanishes, so does the associated multipole moment. As follows
from their definitions (5.25), these quantities, and consequently their corresponding
multipoles, vanish if the particle possesses certain symmetries. Table5.1 summarizes
these relations between the particle symmetry and its multipole moments.

Now it is natural to assume that the system under investigation is in equilibrium.
Therefore its energy is minimal. Hence one can find the multipole coefficients from
the following system of linear equations ∂Fharm

∂mu
= 0:

auumu +
∑

v,v �=u

auvmv + cu = 0, (5.26)

or the same in the matrix form:
Âm = −c. (5.27)

Here we should make some remarks. First of all this Eq. (5.27) is the exact
equation for the multipole coefficients m for the weak anchoring case. In this case
we know exactly weak anchoring coefficient Wa,p(s) and vector fields ν(s),τ (s), we
can calculate all cu and auv and finally we can solve this matrix equation and find all
18 unknown coefficients.

On the other hand, this lengthy procedure is usually unnecessary. Typically, we
do not need to calculate coefficients m - we can infer them from experimental or
numerical data. It is thusmuchmore valuable to understandwhich coefficients vanish
and which remain finite. We can then find nonzero coefficients as fitting parameters
for the director field measured experimentally or simulated numerically. Therefore,
our primary strategy is to understand which coefficients vanish and which remain
nonzero without solving the system (5.27) based on symmetry considerations only!
This strategy is realized in the following subsections.

Since c = cp + ca , a solution of the system (5.27) can be written as the sum

m = mp + ma (5.28)

of two solutions of the following systems

Âmp = −cp, (5.29)

Âma = −ca . (5.30)

Thus the polar and azimuthal anchorings make their contributions to the coefficients
independently and we can consider these two cases separately.
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Table 5.1 Multipole coefficients and symmetry of the shape. Here, σik means that the particle’s
plane of symmetry coincides with the coordinate ik-plane, I denotes inversion center. If a col-
loidal particle has at least one of the inhibiting symmetry elements then the appropriate multipole
coefficient vanishes. Table is taken from [93].

Defining integral Multipole
coefficient

Inhibiting
symmetry

Multipole
coefficient

Inhibiting
symmetry∮

dS W pνzνμ qx σxy, σyz qy σxy, σxz∮
dS W pνzνμx pxx σxy, I pxy σxy, σxz, σyz, I∮
dS W pνzνμy pyx σxy, σxz, σyz, I pyy σxy, I∮
dS W pνzνμz pzx σyz, I pzy σxz, I∮
dS W pνzνμxx Qxx

x σxy, σyz Qxx
y σxy, σxz∮

dS W pνzνμyy Qyy
x σxy, σyz Qyy

y σxy, σxz∮
dS W pνzνμzz Qzz

x σxy, σyz Qzz
y σxy, σxz∮

dS W pνzνμxy Qxy
x σxz, σxy Qxy

y σxy, σyz∮
dS W pνzνμxz Qxz

x – Qxz
y σxz, σyz∮

dS W pνzνμyz Qyz
x σyz, σxz Qyz

y –

5.3.1 Polar Anchoring

Suppose that we have a particle with usual polar anchoring on its surface, Wa ≡ 0.
Then the multipole coefficients satisfy system (5.29). Here we should say that the
phrase “particle symmetry” means that the appropriate symmetry element belongs
to the particle shape as well as to the anchoring distributionW p(s). Thus, in terms of
symmetry, particles of symmetrical shape with asymmetric anchoring do not differ
from those of asymmetrical shape with symmetric W p(s).

Assume first that the particle has one plane of symmetry. Say for instance that it
coincides with the coordinate xz-plane. Then for any point s = (x, y, z), where ν =
(νx , νy, νz), there exists point s′ = (x,−y, z),where ν = (νx ,−νy, νz), andW p(s) =
W p(s′). Then using these symmetry relations one can easily ensure that, for example,
aqxqx = K

∫
dVr−4 �= 0, aqx py

x
= 4K

∫
dV yr−6 = 0, cpqy = 2

∫
dS W pνzνys−1 = 0

etc. In the same way aqx py
x
= apxx p

y
x
= apy

x p
z
x
= aqy py

y
= apxy p

y
y
= apy

y p
z
y
= 0 and cpqy =

cppxy = cppzy = cp
py
x

= 0. It is well known that if the leading term in nμ decreases as r−n

then the leading anharmonic correction will fall off as r−3n [65]. Thus, quadrupolar
terms can be neglected here as anharmonic corrections to nμ. Since in vector m the
multipole coefficients can be arranged in any order, we are able to rewrite the system
(5.26) in the following matrix form Âmp = −cp:
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

aqx bqx pxx bqx pzx 0 0 0 0 0
bqx pxx apxx bpxx p

z
x 0 0 0 0 0

bqx pzx bpxx p
z
x apzx 0 0 0 0 0

0 0 0 apy
y

0 0 0 0
0 0 0 0 apy

x
0 0 0

0 0 0 0 0 aqy bqy pxy bqy pzy
0 0 0 0 0 bqy pxy apxy bpxy p

z
y

0 0 0 0 0 bqy pzy bpxy p
z
y apzy

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

qx
pxx
pzx
py
y

py
x

qy
pxy
pzy

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

= −

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

cpqx
cppxx
cppzx
cp
py
y

0
0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (5.31)

Here Â is a block diagonal matrix, Â =
(

Ânh 0
0 Âh

)
. So the system (5.26) splits into

two independent subsystems, nonhomogeneous with matrix Ânh and homogeneous
with matrix Âh . At the same time Â is a positive-definite matrix. Indeed we can
treat components of arbitrary nonzero vectorm as the coefficients of some multipole
expansion, then

mT Âm = K
∫

dV
(∇nμ

)2
> 0. (5.32)

Thus det Â = det Ânh · det Âh > 0. So homogeneous subsystem has only trivial solu-
tion. It is easy to ensure that the same scenario occurs for particles of other symme-
tries. If certain cpu is equal to zero then the related multipole coefficient mu vanishes:
cpu = 0 ⇒ mp

u = 0.
Accordingly, only those multipole coefficients can exist which are allowed by the

particle symmetry from the Table5.1.
Note that the same classification was obtained in the paper [67] on the basis

of gradient expansion ∂nμ in the center of the particle. But actually the gradient
expansion can not be done exactly as ∂nμ ≈ 1 is not a small parameter. Therefore
the current approach can be considered as more consistent and correct.

Here we should remark that multipole coefficientsm depend on the chosen coor-
dinate system. In one coordinate system CS1 there will be one set of parametersm1

and in the CS2 (which can be rotated or shifted by some vector d with respect to
CS1) there will be another set of multipole coefficients m2, but the total sum (5.4)
will be the same in both CSs. In our consideration we have chosen the most appro-
priate case when symmetry planes coincide with coordinate planes as in this CS the
classification is possible and useful. But in any CS the main multipole coefficient qμ

will be the same as well as in electrostatics - the charge does not depend on the CS
[104] while high order moments do depend on the CS.

5.3.2 Azimuthal Anchoring and Chiral Colloids

As follows from (5.28) and (5.30) the long-ranged director deformations can also
arise from the azimuthal anchoring of NLC molecules on the particle surface.
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Table 5.2 Multipole coefficients which are born by azimuthal helical alignment along z axis. Here,
phel > 0 and Qhel > 0 for right-handed helicity and phel < 0 and Qhel < 0 for left-handed helicity
(see Fig. 5.2). Table is taken from [93].

Defining integral Multipole
coefficient

Value Multipole
coefficient

Value

∮
dS Waτzτμ qx 0 qy 0∮
dS Waτzτμx pxx 0 pxy phel∮
dS Waτzτμy pyx −phel pyy 0∮
dS Waτzτμz pzx 0 pzy 0∮
dS Waτzτμxx Qxx

x 0 Qxx
y 0∮

dS Waτzτμyy Qyy
x 0 Qyy

y 0∮
dS Waτzτμzz Qzz

x 0 Qzz
y 0∮

dS Waτzτμxy Qxy
x 0 Qxy

y 0∮
dS Waτzτμxz Qxz

x 0 Qxz
y Qhel∮

dS Waτzτμyz Qyz
x −Qhel Qyz

y 0

Simple examples of such particles are uniaxial helicoids - axially symmetric parti-
cles like cylinders or cones with the helicoidal alignment along their easy axes z (see
Figs. 5.2 and 5.3). For this case we need to takeWa > 0 and vector τ(s)makes screw
thread at the surface of the particle. Then using the method suggested in the previ-
ous subsection one can find that multipole coefficients ma in this case are defined
from the Table5.2. Inasmach as phel ∝ ∮

dSWaτzτy x and Qhel ∝ ∮
dSWaτzτy xz,

so that phel > 0 and Qhel > 0 for right-handed helicity and phel < 0 and Qhel < 0
for left-handed helicity (see Fig. 5.2).

5.3.2.1 Interaction Between Helicoid Cylinders

Consider cylinders (or other symmetric particles like ellipsoid or sphere) with heli-
coidal alignment at the surface (see Fig. 5.2). This azimuthal helicoid anchoring
gives rise to nonzero dipole moments pxy = phel = −py

x , though the shape of the
cylinder does not produce any dipole moments (see Table5.1). Under these condi-
tions, (5.11) gives the following dipole-dipole elastic interaction between helicoid
cylinders (ellipsoids or spheres):

Udd = −4πKphel p
′
hel(∂x∂

′
xGy(x, x′) + ∂y∂

′
yGx (x, x′)). (5.33)

TheGreen’s functionsGx �= Gy are different onlywhen some external field (elec-
tric or magnetic) is applied along the axis x or y [81]. When the external fields are
absent in any other cases (like in homeotropic or planar nematic cell) Gx = Gy = G
and we come to the expression

Udd = −4πKphel p
′
hel∂μ∂ ′

μG(x, x′), (5.34)
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Fig. 5.2 Helicoid cylinders
with the same handedness
phel p′

hel > 0 attract along z
axis and repel in
perpendicular direction and
vice versa for helicoids with
different handedness
phel p′

hel < 0 (see (5.35))
(reprinted with permission
from [93])

which coincides with the dipole-dipole interaction between usual axially symmetric
dipole particles (∂μ∂ ′

μ = ∂x∂
′
x + ∂y∂

′
y). In the bulk nematic liquid crystal, for exam-

ple, G(x, x′) = 1
|x−x′| so that

Ubulk
dd = 4πKphel p

′
hel

(1 − 3cos2θ)

r3
, (5.35)

where θ is the angle between r and z and the director field around the particle has
the form:

nx = −phel
y

r3
, (5.36)

ny = phel
x

r3
.

The formula (5.35) means that helicoids with the same handedness phel p′
hel > 0

attract along z axis and repel in perpendicular direction and vice versa for helicoids
with different handedness phel p′

hel < 0 (see Fig. 5.2). In the nematic cell the interac-
tion, falling off as r−3 in the bulk NLC, becomes exponentially screened at distances
comparable to the thickness L of the cell. At the same time the borders between the
attraction and repulsion zones transform from straight lines into some parabola like
curves. These effects are caused only by the confining walls so they do not depend
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Fig. 5.3 Helicoid cones with
different dipole moments p
and phel produced by the
shape and azimuthal helical
anchoring respectively (see
(5.39)) (reprinted with
permission from [93])

on the particles shape and anchoring. More detailed consideration of these issues is
presented in [79, 80].

5.3.2.2 Interaction Between Helicoid Cones

Consider cones (or other axially symmetric particles without symmetry plane σxy)
with helicoidal alignment at the surface (see Fig. 5.3). The shape of the particle pro-
duces dipole moments pxx = py

y = p according to the Table5.1. Azimuthal helicoid
anchoring gives rise to nonzero dipole moments pxy = phel = −py

x . Then substitu-
tion of it to the (5.11) gives the dipole-dipole elastic interaction between helicoid
cones:

Udd = −4πK
[
pp′(∂x∂ ′

xGx (x, x′) + ∂y∂
′
yGy(x, x′))

+phel p′
hel(∂x∂

′
xGy(x, x′) + ∂y∂

′
yGx (x, x′))

]
. (5.37)

In the absence of the external fields Gx = Gy = G and we come to the expression

Udd = −4πK (pp′ + phel p
′
hel)∂μ∂ ′

μG(x, x′). (5.38)
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In the confined nematic this formula gives the same results as in the [80] but with
new coefficient pp′ + phel p′

hel .
In the bulk nematic liquid crystal G(x, x′) = 1

|x−x′| so that

Ubulk
dd = 4πK (pp′ + phel p

′
hel)

(1 − 3cos2θ)

r3
, (5.39)

and the director field around the particle has the form:

nx = p
x

r3
− phel

y

r3
, (5.40)

ny = p
y

r3
+ phel

x

r3
.

Formulas similar to (5.35), (5.36), (5.39), (5.40) were first obtained in [70] but
our results predict 3 times stronger interaction. In paper [70] authors made very
good classification of different types of dipoles in nematostatics based on the firm
fixation of the director field on the surface of the imaginary sphere enclosing the
particle and containing all the defects inside. At first glance it seems quite similar to
the coat-approach used above. The authors of [70] do not use any anchoring surface
energy explicitly and consider the total energy as just the bulk one. But the total
energy is the sum of the bulk and surface energies. This, we suppose, is the reason
for the discrepancy. The surface terms do play their important role and increase the
energy of the system and should be taken into consideration. In the current approach
the surface terms are taking into account via terms −4πqμ(x)nμ − 4πpα

μ(x)∂αnμ −
4πQαβ

μ (x)∂α∂βnμ in the effective free energy (5.6). These terms in the effective
free energy (5.6) replace surface terms in the real free energy (5.22) so they can be
effectively considered as surface born.

5.4 Banana-Shaped Particles in a Nematic Cell

As an example of the interaction between non axially-symmetrical colloids we con-
sider now the interaction between banana-shaped particles (see Fig. 5.4) and as well
consider the interaction between axially symmetrical particles including particles
with helical screw-thread (see Figs. 5.2 and 5.3). Here let us content ourselves with
the dipole-dipole interactions in homeotropic and planar nematic cells.

5.4.1 Homeotropic Cell

Coordinate system for this case is depicted in Figs. 5.5a and 5.5b. Green’s function
then has a form that is well known in electrostatics [104]
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Fig. 5.4 Banana-shaped colloids: a general view, b front view (see Figs. 5.6, 5.9), c side view (see
Fig. 5.5), d top view (see Fig. 5.10) (reprinted with permission from [93])

Fig. 5.5 Banana-shaped particles in the nematic cell, side view (see Fig. 5.4 as well) (reprinted
with permission from [93])
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Gμ(x, x′) = 4
L

∞∑
n=1

∞∑
m=−∞

eim(ϕ−ϕ′) sin nπ z
L

× sin nπ z′
L Im(λnρ<)Km(λnρ>), (5.41)

where Im , Km are modified Bessel functions, tan ϕ = y
x , tan ϕ′ = y′

x ′ , λn = nπ
L , ρ< is

the smaller of ρ = √
x2 + y2 and ρ ′ = √

x ′2 + y′2.
Every banana-shaped particle has two orthogonal symmetry planes. Suppose first

that the particles are oriented in such a way that these planes are parallel to the
coordinate xz and yz planes (see Fig. 5.5a), i.e. particles are located primarily per-
pendicular to the director (we will use symbol ⊥ for this case). Then using Table5.1
one can easily find that the allowed dipole coefficients are pxx and py

y . Below we omit
the upper indexes and assume py > px . Note that px = py for axially symmetric
particles. It follows from (5.14) that

Uhom
dd,⊥ = −4πK

[
px p

′
x∂x∂

′
xG + py p

′
y∂y∂

′
yG
]
, (5.42)

Uhom
dd,⊥ = 8πK

L

[(
px p

′
x + py p

′
y

)
A1 + (

px p
′
x − py p

′
y

)
A2 cos 2φ

]
, (5.43)

where ρ = √
(y − y′)2 + (x − x ′)2 is the horizontal projection of the distance

between particles, φ is the azimuthal angle between ρ and x-axis,

A1 =
∞∑
n=1

λ2
n sin

nπ z

L
sin

nπ z′

L
K0(λnρ), (5.44)

A2 =
∞∑
n=1

λ2
n sin

nπ z

L
sin

nπ z′

L
K2(λnρ). (5.45)

Before proceeding to a discussion of this interaction in the cell let us consider
its features in the bulk liquid crystal. The Green’s function for the bulk NLC is
G(x, x′) = 1

|x−x′| so that U
bulk
dd,⊥ is anisotropic as well,

U bulk
dd,⊥ = −4πK

r3

[
px p

′
x + py p

′
y − 3 sin2 θ(px p

′
x cos

2 φ + py p
′
y sin

2 φ)
]
, (5.46)

where r is the distance between particles, θ is the polar angle between r and z-axis,
φ is the azimuthal angle between ρ and x-axis.

Note that similar formula for bulkNLCwas obtained in [70] but our result predicts
three times stronger interaction.

Map of the attraction and repulsion zones between two particles with z = z′ and
py = 3px in the infinite crystal is depicted by the red dashed lines in Fig. 5.6.

Now assume that the particles are located in the centre of the homeotropic cell
z = z′ = L

2 (solid lines in Fig. 5.6). At small distances ρ � L the interaction is the
same as in the bulk nematic Uhom

dd,⊥ → U bulk
dd,⊥. But as ρ increases the lateral zones
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Fig. 5.6 Map of the attraction and repulsion zones for two identical banana-shaped particles,
px = p′

x and py = p′
y = αpx , α >

√
2, according to (5.43). Black line a corresponds to the case

py = 1.5px , blue line b corresponds to the py = 2px and red line c corresponds to the py = 3px .
The particles are located in the centre of the homeotropic cell z = z′ = L

2 . Their orientation are
shown on the Figs. 5.4b and 5.5a. Sign “-” means attraction (inside of the dumbbell-shaped regions),
“-”means repulsion. If py <

px√
2
then the attractionwill appear along the y-axis. Dashed lines depict

themapof interaction between twoparticleswith z = z′ and py = 3px in the absence of confinement
(reprinted with permission from [93])

become closed. So that identical particles attract inside some dumbbell-shaped
regions along x axis when py >

√
2px . These regions shrinks as |py − √

2px |
decreases and collapses to the point when py = √

2px . The crossover from the attrac-
tion to the repulsion when both particles are located along x axes and py >

√
2px is

shown on the Fig. 5.7.
When px√

2
< py <

√
2px there will be only repulsion for every φ in the perpendic-

ular plane θ = π/2. When py <
px√
2
there will be attraction inside some dumbbell-

shaped regions along y axis and repulsion everywhere along x axis.
Another important issue is the energy dependence on the distance between par-

ticles. It follows from (5.46) that in the bulk nematic host the interaction of dipolar
colloidal particles decreases as ρ−3 (see dashed line 4 in Fig. 5.8). But in the cell we
see completely different picture. The interaction potential falls off as ρ−3 only when
ρ < L . At larger distances ρ > L the potential becomes screened by the cell walls
(see solid line 2 in Fig. 5.8). Such screening known as confinement effect was first
reported experimentally in [54] and theoretically explained in [74, 80] for spherical
particles. This phenomena is related only with the confining surfaces and therefore
it occurs despite the particles shape.

But the particles orientation examined above is not the only possible. Their sym-
metry planes can be parallel to the coordinate yz and xy planes as well (see Fig. 5.5b),
i.e. particles lie primarily parallel to the director (we will use || for this case). Then
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Fig. 5.7 The crossover from
the attraction to the repulsion
between two banana-shaped
particles located in the
middle of the homeotropic
cell z = z′ = L

2 along x axis
(see Figs. 5.5a and 5.6),
px = p′

x , py = p′
y = αpx

for α >
√
2. Ũ =

Uhom
dd,⊥L3/8πK (px p′

x +
py p′

y), where U
hom
dd,⊥ is given

by (5.43) and φ = 0. Solid
black line 1 corresponds to
the py = p′

y = 1.5px ,
orange line 2 corresponds to
the py = p′

y = 1.7px
(reprinted with permission
from [93])

we have one dipole coefficient pzy = p �= 0 as follows from Table5.1. Thus

Uhom
dd,|| = −4πKpp′∂z∂ ′

zG, (5.47)

Uhom
dd,|| = −16πKpp′

L

∞∑
n=1

λ2
n cos

nπ z

L
cos

nπ z′

L
K0(λnρ). (5.48)

As well as in the previous case the interaction given by (5.48) is screened by the
cell walls (solid line 1 in Fig. 5.8). But here it exhibits cylindrical symmetry. In
particular, parallel dipoles with z = z′ attract each other throughout the cell plane.
In the unlimited case G = 1

|x−x′| and (5.48) becomes

Ubulk
dd,|| = −4πKpp′

r3
(1 − 3 cos2 θ). (5.49)

Similar result for the bulk NLC was obtained in [70] but our result again predicts
three times stronger interaction.

For axially symmetrical particles formula (5.38) with the Green function (5.41)
gives the result of dipole-dipole interaction between such particles as

Uhom
dd,axsym = 16πK (pp′ + phel p′

hel)

L
×

∞∑
n=1

λ2
n sin

nπ z

L
sin

nπ z′

L
K0(λnρ), (5.50)
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Fig. 5.8 Log-log plot of the dimensionless energy of the dipole-dipole interaction as a function
of the distance between two banana-shaped particles located in the middle of the homeotropic cell
z = z′ = L

2 . Solid blue line 2 corresponds to the particles repulsion for the orientation along y

axis depicted on the Fig. 5.5a, px = p′
x , py = p′

y = 2px , 2φ = π and Ũ = UddL3/8πK (px p′
x +

py p′
y), where Udd > 0 is given by (5.43). Dashed line 4 is an appropriate power law asymptotic

Uunc
dd L3/4πK (px p′

x + py p′
y) ∝

(
L
ρ

)3
. Solid red line 1 corresponds to the particles attraction along

y axis on the Fig. 5.5b, pzy = p �= 0 and Ũ = UddL3/16πKpp′, whereUdd < 0 is given by (5.48).

Dashed line 3 is the appropriate power law asymptotic 1
4

(
L
ρ

)3
(reprinted with permission from

[93])

where ρ = √
(y − y′)2 + (x − x ′)2 is the horizontal projection of the distance

between particles. We see that axially symmetric particles either attract or repel
each other independent on φ everywhere inside the homeotropic cell, while the
dipole-dipole interaction between banana-shaped particles can be either anisotropic
or independent of φ .

5.4.2 Planar Cell

Let us choose the coordinate system as shown in Figs. 5.5c and 5.5d. Then theGreen’s
function is as follows:

Gμ(x, x′) = 4
L

∑∞
n=1

∑∞
m=−∞ eim(ϕ−ϕ′) sin nπx

L

× sin nπx ′
L Im(λnρ<)Km(λnρ>), (5.51)

where L is the cell thickness, Im , Km are modified Bessel functions, tan ϕ = y
z ,

tan ϕ′ = y′
z′ , λn = nπ

L , ρ< is the smaller of ρ = √
z2 + y2 and ρ ′ = √

z′2 + y′2. This
Green’s functionwas already used by authors of [80] to describe interactions between
axially symmetric particles. Their predictions were found in good agreement with
the experimental data for a wide range of L [73].
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Fig. 5.9 Map of the
attraction and repulsion
zones for two identical
banana-shaped particles,
p = p′, according to the
(5.53). The particles are
located in the centre of the
planar cell x = x ′ = L

2 .
Their orientation are shown
on the Figs. 5.4b and 5.5c.
Sign “-” means attraction,
“+” means repulsion
(reprinted with permission
from [93])

Imagine first that the particles are oriented as depicted in Fig. 5.5c.Hence the every
particle has two symmetry elements affecting on themultipole coefficients existence.
They are σxz and σxy . Therefore, as follows from Table5.1, director deviations here
can be described by the only dipole coefficient pzx = p �= 0. Then

U plan
dd,|| = −4πKpp′∂z∂ ′

zG, (5.52)

U plan
dd,|| = 8πKpp′

L

∞∑
n=1

λ2
n sin

nπx
L

× sin nπx ′
L [K0(λnρ) + K2(λnρ) cos 2θ ] , (5.53)

where ρ = √
(y − y′)2 + (z − z′)2 is the horizontal projection of the distance

between particles, θ is the angle between ρ and z-axis. As well as in the homeotropic
cell the particles do not “feel” the cell walls at small distancesU plan

dd,|| → − 4πKpp′
ρ3 (1 −

3 cos2 θ). But if ρ increases the interaction falls off exponentially (Kn(z → ∞) ∝
e−z√
z ) and the borders between zones transform from straight lines into some parabola-

like curves (see Fig. 5.9).
Now suppose that the particles symmetry planes are parallel to the coordinate

yz and xz planes (see Fig. 5.5d). The allowed dipole coefficients are pxx = px and
py
y = py . Thus

U plan
dd,⊥ = −4πK

[
px p

′
x∂x∂

′
xG + py p

′
y∂y∂

′
yG
]
, (5.54)

U plan
dd,⊥ = 8πK

L

[−px p
′
x B1 + py p

′
y B2 − py p

′
y B3 cos 2θ

]
, (5.55)



138 O. M. Tovkach et al.

Fig. 5.10 Map of the
attraction and repulsion
zones for two identical
banana-shaped particles
px = p′

x and py = p′
y ,

according to the (5.55). The
particles are located in the
centre of the planar cell
x = x ′ = L

2 . Their
orientation are shown on the
Figs. 5.4d and 5.5d. Black
line a: px = py . Red line b:
px = 2py . Blue line c:
px = 5py . Green line d:
px = 10py . Sign “-” means
attraction, ’“+” means
repulsion (reprinted with
permission from [93])

where

B1 = 2
∞∑
n=1

λ2
n cos

nπx

L
cos

nπx ′

L
K0(λnρ), (5.56)

B2 =
∞∑
n=1

λ2
n sin

nπx

L
sin

nπx ′

L
K0(λnρ), (5.57)

B3 =
∞∑
n=1

λ2
n sin

nπx

L
sin

nπx ′

L
K2(λnρ). (5.58)

At small distances B1 → 1
2

(
L
ρ

)3
, B2 → 1

4

(
L
ρ

)3
and B3 → 3

4

(
L
ρ

)3
and we come to

the fact that in this case Udd → U bulk
dd when ρ � L as well. Note that here U bulk

dd,⊥ is
given by (5.46) if we set x = x ′ (φ = π/2), that is,U bulk

dd,⊥ = − 4πK
r3
[
px p′

x + py p′
y−

3py p′
y sin

2 θ
]
. Say, for instance, px > py . Then it can be easily found that the inter-

action between such particles in the bulk nematic is completely repulsive or attractive.
In the cell we again have both attraction and repulsion (see Fig. 5.10). In turn, since
the summation in (5.56) starts from n = 2 B1 falls off faster than B2 and B3. There-
fore when ρ � L the interaction is determined only by the coefficients py and p′

y .
Due to this at large distances these particles will interact as axially symmetrical ones
(black lines in Fig. 5.10). On the same grounds, if we set py > px no attraction will
appear along the y-axis. Map of the interaction in this case will be quite similar to
that one for the axially symmetrical particles.

For axially symmetrical particles formula (5.38) with the Green function (5.51)
gives the result of dipole-dipole interaction between such particles as
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Fig. 5.11 Dependence of
the normalized interparticle
force FL4 on the reduced
interparticle distance R/L in
nematic cell at various
thickness L . The solid line is
the theoretically calculated
one from Eqs. (5.59) for
p = p′ = 2.04a2 and
K = 7.05 pN (NLC
MJ032358) (reprinted with
permission from [73])

U plan
dd,axsym = 16πK (pp′ + phel p′

hel)

L
(F1 − F2 cos

2 θ), (5.59)

F1 =
∞∑
n=1

λ2
n

2
sin

nπx

L
sin

nπx ′

L

[
K0(

nπρ

L
) + K2(

nπρ

L
)
]

−λ2
n cos

nπx

L
cos

nπx ′

L
K0(

nπρ

L
), (5.60)

F2 =
∞∑
n=1

λ2
n sin

nπx

L
sin

nπx ′

L
K2(

nπρ

L
). (5.61)

where ρ = √
(y − y′)2 + (x − x ′)2 is the horizontal projection of the distance

between particles and θ is the angle between ρ and z. Formula (5.59) was found
to explain very well experimental results [73] where θ = 0 (see Fig. 5.11).

5.5 Elastic Monopoles in a Nematic Cell

In this section, we will consider elastic monopoles in a nematic cell and discover
that they are insensitive to the type of confinement. Suppose we have two ellip-
soidal particles suspended in the cell (Fig. 5.12). For simplicity, let us assume that
their orientation is fixed and such that the long axes make angles ω and ω′ with
n0, 0 < ω,ω′ < π

2 and lie in the plane of the figure. In practice, configurations of
this symmetry have been realized through asymmetric anchoring conditions [105]
and via light-induced rotation of photo-responsive colloids [106]. Since ellipsoids
have a centre of symmetry, dominant deformations produced by these particles are
elastic monopoles: qx = q ′

x = 0, qy = q, q ′
y = q ′ in the homeotropic and qx = q,



140 O. M. Tovkach et al.

q ′
x = q ′, qy = q ′

y = 0 in the planar cell (see Table5.1). Then, as follows from (5.41)
and (5.11), the monopole-monopole interaction in the homeotropic cell is given by

U hom
qq = −16πKqq ′

L

∞∑
n=1

sin
nπ z

L
sin

nπ z′

L
K0(λnρ), (5.62)

where ρ = √
(y − y′)2 + (x − x ′)2. In the same way we can find from (5.51) and

(5.11) that in the planar cell this interaction is described by

U plan
qq = −16πKqq ′

L

∞∑
n=1

sin
nπx

L
sin

nπx ′

L
K0(λnρ), (5.63)

where ρ = √
(y − y′)2 + (z − z′)2. Expressions (5.62) and (5.63) demonstrate that

the monopole-monopole interaction is the same and does not depend on the type of
the nematic cell (see Fig. 5.13) as z on the Fig. 5.12a is the same as x on the Fig. 5.12b.
For small distances ρ � L both (5.62) and (5.63) converge to the Coulomb-like law

Fig. 5.12 Ellipsoidal particles in the homeotropic a and planar b nematic cell (reprinted with
permission from [93])
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Fig. 5.13 Monopole-
monopole interaction in a
nematic cell. Elastic
monopoles do not “feel” the
type of the cell. Blue line 1
corresponds to
Ũ = −Uplan

qq L/16πKqq ′.
Here Uplan

qq is given by
(5.63). The dashed line 2 is
the Coulomb-like Ũ = 1

4ρ/L
asymptotics for ρ � L
(reprinted with permission
from [93])

0.1 0.5 1.0 5.0

Uqq = −4πKqq ′ 1
r (see Fig. 5.13). Note that opposite elastic charges repel, and like

charges attract.

5.6 Colloidal Particles in a Deformed Nematic

In this section, we derive the free energy of a colloid in a deformed (non-uniform)
director field. An alternative approach to this question was developed in [107] and
obtained results differ a little bit from ours. Consider again a single particle located
at point x in a nematic liquid crystal which is deformed by external boundaries or
forces, i.e., the director field is intrinsically non-uniform n = n(r). Similarly to the
case of two colloids, these intrinsic deformations of the director overlap with those
induced by the particle, thereby making its energy position-dependent. If the particle
size is much smaller than the characteristic length of the intrinsic director variations,
(∇ · n)−1, the particle can be treated as if it was locally in a uniform director field.
In the local Cartesian coordinate system where n(x) ≈ (nx , ny, 1), the total energy
of the system is as follows:

Fef f = K
∫

dV

[
(∇nμ)2

2
− 4πqμ(x)nμ − 4πpα

μ(x)∂αnμ

−4πQαβ
μ (x)∂α∂βnμ

]
. (5.64)

Here, the first term is the energy of the LC deformations and the sum of three
subsequent terms represents the overlap of deformations. If we subtract the particle’s
self-energy in the homogeneous director field n(x) = (0, 0, 1) and the energy of the
bulk deformations caused by external forces and fields, we will find the energy of
interaction between the particle and the intrinsic deformations of the host medium,
or energy of the particle in the deformed director field n(x). In the local Cartesian
coordinates:

Fself,curv = −4πKqμnμ(x) − 4πKpα
μ∂αnμ(x) − 4πK Qαβ

μ ∂α∂βnμ(x). (5.65)
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Fig. 5.14 Examples of dipole and quadrupole particles. Pair of vectors (l||, l⊥) lies in a vertical
symmetry plane and sets local coordinate system XYZ. Vector l|| is parallel to n(x); a banana-
shaped dipole particles with two vertical symmetry planes; b banana-shaped dipole particles with
one vertical and one horizontal symmetry planes; c axially symmetric dipole particles with usual
elastic moment p and helical elastic moment phel d example of triangular particles with two vertical
symmetry planes e example of quadrupole particles with two different quadrupole moments

If a colloidal particle is inclined with respect to the local director field n(x) and has
elastic charge q = (qx , qy, 0), the first term has the biggest value in comparison with
others.

The second term defines the energy of a dipole. Here we will consider dipole
particles which have at least two symmetry planes: either two vertical planes xz
and yz (Fig. 5.14(a,c,d)) or one vertical plane yz and one horizontal plane xy
(Fig. 5.14(b)) in the local coordinate system.Axially-symmetric particleswith screw-
thread ((Figs. 5.14(c) and 5.2)) also have a helical elastic dipole moment phel .

The last term represents particles with a quadrupole moment. We will focus on
quadrupoles with two symmetry planes or particles with three symmetry planes
(Fig. 5.14(a,b,d,e)). Helical quadrupole moment Qhel characterizes, for instance,
axially-symmetric cone-like particles with screw-thread (like those shown in
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Fig. 5.14(c)). Then, using Tables5.1 and 5.2, we can explicitly write Eq. (5.65) as
follows

Fself,curv = −4πKqμnμ

−4πK [pxx ∂xnx + py
x ∂ynx ]

−4πK [pxy∂xny + py
y∂yny + pzy∂zny]

−4πK [2Qxz
x ∂z∂xnx + 2Qyz

x ∂z∂ynx ]
−4πK [2Qyz

y ∂z∂yny + 2Qxz
y ∂z∂xny].

(5.66)

Equation (5.66) can be written in an invariant coordinate independent form:

Fself,curv = FCoul,curv + FDip,curv + FQuad,curv. (5.67)

Here,
FCoul,curv = −4πKq · n (5.68)

is valid only in the vicinity of a vector n0 such that (n − n0) · n0 ≈ 0 and the
monopole q is perpendicular to n0. In fact, vector n0 sets the average orientation
in this area, the ground state, and defines the elastic charge vector q in this area. For
instance if n0||z then q = (qx , qy, 0).

FDip,curv = −4πKp(l|| · n)divn

−4πKΔp(l|| · n)l⊥ · (l⊥ · ∇)n

−4πKphel(n · curln) − 4πKpban l⊥ · (n × curln), (5.69)

where we defined p = pxx , phel = pxy = −py
x , pban = −pzy ,Δp = py

y − pxx with the
local axes z and y being along n = l|| and l⊥, respectively. Vector l|| = n(x) is along
the particle itself and coincides with the local director field n(x), and vector l⊥
is perpendicular to it and lies in the vertical symmetry plane (Fig. 5.14). Strictly
speaking, the direction of l⊥ is not known a priori and has to be determined by
minimizing the total energy (5.67). Equation (5.69) gives the energy of a dipole
colloidal particle with two symmetry planes in a non-uniform director field.

FQuad,curv = −4πK Q(n · ∇)divn

−4πK Qhel(l|| · n)n · (n · ∇)curln

−4πKΔQl⊥ · (l⊥ · ∇)(n × curln), (5.70)

where Q = 2Qxz
x ,ΔQ = 2(Qxz

x − Qyz
y ), Qhel = 2Qxz

y = −2Qyz
x . Expression (5.70)

defines the energy of a colloidal dipole with two symmetry planes or a quadrupole
particle with three symmetry planes in a non-uniform director field (Fig. 5.14).

Let us now apply the general formulas (5.69) and (5.70) to some specific cases of
colloids.

For usual axially-symmetric particles without helical screw-thread (e.g., Fig.5.1),
the energy of the particle in the deformed director field takes the form:
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Faxial-sym,curv = −4πKp(l|| · n)divn − 4πK Q(n · ∇)divn, (5.71)

where both terms should be taken into account for dipole particles (see Fig. 5.1a),
and only second term remains for symmetrical quadrupole particles (Fig. 5.1b and
c). Note that Q > 0 for the Saturn ring configuration (Fig. 5.1 (b)), and Q < 0 for
boojums (Fig. 5.1 (c)). Equation (5.71) coincides with [65] and shows that a dipole
particle moves into regions with splay deformations. As a result, small water droplets
congregate at the center of a big nematic drop with normal anchoring at the surface
and near the poles/boojums in case of planar boundary conditions [34]. Quadrupole
particles behave differently depending on the anchoring type. Since Q < 0 for planar
conditions and Q > 0 for homeotropic, quadrupole particles with planar anchoring
will move towards regions of strong splay deformations whereas homeotropic parti-
cles will be repelled from them.

For axially-symmetric particles with helical screw-thread (Fig. 5.14c), the energy
has the form:

Faxial-helic,curv = −4πKp(l|| · n)divn

−4πKphel(n · curln)

−4πK Q(n · ∇)divn − 4πK Qhel(l|| · n)n · (n · ∇)curln, (5.72)

where p = 0 and Qhel = 0 if the particle has horizontal symmetry plane (Fig. 5.2).
For axially non-symmetric dipole particles, which have two vertical symmetry planes
(Fig. 5.14(a,d)) the energy reads

Fdip,vv,curv = −4πKp(l|| · n)divn − 4πKΔp(l|| · n)l⊥ · (l⊥ · ∇)n

−4πK Q(n · ∇)divn − 4πKΔQl⊥ · (l⊥ · ∇)(n × curln).
(5.73)

For axially non-symmetric dipole banana-shaped vertical particles, which have
one vertical and one horizontal symmetry planes (Fig. 5.14(b)) the energy is as
follows

Fbanana,curv = −4πKpbanl⊥ · (n × curln)

−4πK Q(n · ∇)divn − 4πKΔQl⊥ · (l⊥ · ∇)(n × curln).
(5.74)

This framework allows for understanding the behavior of colloids in the vicinity of
topological defects in the director field. Following experiment [34], consider a spher-
ical NLC droplet with normal boundary conditions on the surface that induce radial
orientation of the director with a defect (radial hedgehog) in the center (Fig. 5.15).
In spherical coordinates, the director can be represented as nr = 1, nθ = 0, nϕ = 0,
so divn = 1

r , where r is the distance from the center of the drop. If the particle
has dipole moment parallel to the director, the dominant part of the energy reads
F1 = −4πKp 1

r + 4πK Q 1
r2 , and the particle therefore moves to the center, as was

observed in [34] for p = 2.05r20 > 0 and Q = −0.2r30 < 0. Likewise, quadrupole
particles will assemble in the center of the droplet accordingly to the energy



5 Colloidal Particles in Confined and Deformed Nematic Liquid Crystals ... 145

Fig. 5.15 Director field in a
nematic droplet with
homeotropic anchoring.
Because of the boundary
conditions, a topological
defect known as a radial
hedgehog emerges in the
center

F2 = −4πK Q (n · ∇) divn = 4πK Q
1

r2
. (5.75)

We can also find the energy of the interaction between a particle and a disclination
line, another type of defects in nematics. Say, we have a cylinder with homeotropic
boundary conditions which give rise to a disclination line along the cylinder axis
(Fig. 5.16). Given the symmetry, the director reads n = (nρ, nϕ, nz) = (1, 0, 0) in
cylindrical coordinates. Thus, the free energy of a colloid near a radial disclination
is as follows

F1 = −4πKpdivn − 4πK Q (n · ∇) divn

= −4πKp
1

ρ
+ 4πK Q

1

ρ2
,

(5.76)

which suggests the attraction of dipoles and negative quadrupoles (for instance,
a sphere with boojums) toward the disclination line and repulsion of positive
quadrupoles (a sphere with a Saturn ring, for example).

Equation (5.76) can be generalized for disclinations of any topological strength
m, which defines the angle θ = mφ + C of the director rotation in the plane perpen-
dicular to the disclination (say, the angle between n and axis x). The corresponding
energies of dipole and quadrupole particles are, respectively,

F1 = −4πKpdivn = −4πKpm
1

ρ
cos ((m − 1)φ + C) (5.77)

and
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Fig. 5.16 Small water
droplet near a radial
disclination line in a nematic
liquid crystal

F2 = −4πK Q (n · ∇) divn

= 4πK Qm

ρ2

[
1 + (m − 2) sin2 ((m − 1)φ + C)

]
.

(5.78)

In most cases, radial configuration considered above is unstable and “escapes in
the third dimension” [108], as shown in Fig. 5.17. The ensuing director field can
be written in cylindrical coordinates as nz = cos u(ρ), nρ = sin u(ρ), nϕ = 0 with
u(R) = π

2 and u(0) = 0, where, in the one-constant approximation, tan u(ρ)

2 = ρ

R
with R being the cylinder radius [108]. Then the energy of a dipole particle takes the
form

F2 = −4πKpdivn

= − 16πKpR3

(R2 + ρ2)2

(5.79)

which shows that elastic dipoles assemble at the center of the cylinder. For quadrupole
particles, we have

F2 = −4πK Q (n · ∇) divn

= 64πK QR4ρ2

(R2 + ρ2)4
.

(5.80)



5 Colloidal Particles in Confined and Deformed Nematic Liquid Crystals ... 147

Fig. 5.17 Radial
disclination “escapes in the
third dimension” in a
cylindrical capillary with
homeotropic boundary
conditions

Equation (5.80) suggests that positive quadrupoles, Q > 0, e.g., spheres with Saturn
ring defects (Fig. 5.1 a,b), aggregate at the center of the capillary, whichwas observed
experimentally in [55]. At the same time, particles with negative quadrupole moment
Q < 0, such as sphereswith boojums (Fig. 5.1c) should assemble at a distanceρmin =
R√
3
from the center. This result has not been confirmed experimentally yet.

5.7 Distribution of Nanoparticless in a Deformed Nematic

Thus far, we have focused on micron-sized colloidal particles. In such systems, the
energy of the elastic interactions is of the order of hundreds and thousands of kBT .
Hence, the temperature does not play a significant role, except for affecting elastic
constants and Brownian motion of the particles. Entropy can be safely neglected
under these conditions. In this section, we will consider the case of sub-micron
(∼0.1 μm) and nano-sized colloids in a nematic LC. For low concentrations, the
interactions between such particles typically do not exceed ∼1 kBT , and entropic
contributions to the free energy become important.

Let us consider a system of N particles with f (r) being the probability of finding
a particle at point r, f ∈ (0, 1). Equivalently, one can think of f (r) as the local
volume fraction of particles,

1

v0

∫
V
dV f (r) = N , (5.81)
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where V and v0 is the system and particle volume, respectively. Then the configura-
tional entropy of the system reads

S = −kB
v0

∫
V
dV { f (r) ln f (r) + [1 − f (r)] ln[1 − f (r)]} . (5.82)

For simplicity, we assume that the concentration is small, so that we can neglect
the interparticle interactions and retain only the interactionwith global nematic defor-
mations. Thus, the internal energy can be defined as

E = 1

v0

∫
V
dV ε(r) f (r), (5.83)

where ε(r) is generally given by Eq. (5.67). For axially symmetric colloids with
dipole elastic moment p and quadrupole elastic moment Q, it takes the form (5.71),

ε(r) = −4πKp(l||n)divn − 4πK Q(n∇)divn. (5.84)

Note that nanoparticles, because of their size, onlyweakly distort theNLC.Therefore,
the corresponding multipole moments are determined by the particle’s actual shape;
for spheres, in particular, p = 0. Given (5.82) and (5.83), the grand potential of
nanocolloids in a nematic host can be written as follows

Ωp = 1

v0

∫
V
dV {(ε(r) − μ) f (r)}

+kBT

v0

∫
V
dV { f (r) ln f (r) + [1 − f (r)] ln[1 − f (r)]} , (5.85)

where chemical potential μ enforces the constraint
∫
dV f (r) = v0N . Minimizing

(5.85), we arrive at the distribution function for nanoparticles in a deformed nematic
liquid crystal,

f (r) = 1

1 + e(ε(r)−μ)β
≈ f0e

− ε(r)
kB T , (5.86)

where β = 1
kBT

, f0 = eμβ � 1 for small concentrations and can be found from the
condition

∫
dV f (r) = v0N .

Then, for instance, the distribution of small spherical nano-colloids near a discli-
nation line of strength m is given by

f (r)disclquad = f0 exp

[
−4πK Qm

[
1 + (m − 2) sin2 ((m − 1)φ + C)

]
ρ2kBT

]
, (5.87)

There θ = mφ + C is the director rotation angle in the plane perpendicular to the
disclination (say, the angle between n and axis x) and φ is the azimuthal angle.
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Near the cores of disclination lines at nanoscale distances, nematic orderingmelts,
and the order parameter, as well as the elastic constant K , tend to zero. Our theory
is inapplicable in such regions.

Similarly, near an escaped radial disclination but far enough from the core we
have

f (r)capillarquad = f0 exp

[
− 64πK QR4ρ2

(R2 + ρ2)4kBT

]
(5.88)

with ρ being the distance from the particle to the disclination line.

5.8 Coexistence of Two Colloidal Structures at the
NLC-Air Interface

References [41, 42] experimentally observed the coexistence of two structures
formed by glycerol droplets at the nematic-air interface. Such droplets form usual
quasi-hexagonal (HL) and dense quasi-hexagonal (DL) structures (Fig. 5.18). The
experimental setup comprises glycerol droplets of radius R = 2.5 μm floating on
the NLC-air interface in a cone-like Petri dish (Fig. 5.18a). Glycerol slowly flows
out, ad a patch with the HL structure is shrinking. Initially, the average inter-
particle distance in the HL packing is r3 = 10 μm. When it becomes approxi-
mately r = rc =

√
3r3
2 ≈ 8.66 μm, the DL structure with the average lattice constant

r1 = 6 μm emerges.
Due to planar anchoring of the LC molecules to the droplets surface, they are

accompanied by surface boojums residing at their south poles. One can notice, how-
ever, that in the dense structure the boojums are shifted from the vertical axis. Indeed,
Fig. 5.18(c) demonstrates that in the HL packing boojums show in the center of the
droplet under crossed polarizers, whereas in Figs. 5.18(b) and (d) they are rotated
equally for all particles in parallel planes. In Ref. [67], it was shown that such a
rotation by an angle θ gives rise to elastic monopoles and Coulomb-like attraction
between the particles, which can be expressed as Uqq ∝ −b2sin2(2θ)/r < 0 for
small angles. At the same time, the self-energy of the particle scales as Usel f ∝
a sin2(θ) > 0. Since Coulomb attraction is proportional to the number of neighbors
and inversely proportional to the spacing of the particles, one can conjecture that at
some distance both terms will be balanced. Further compression will increase the
attraction and cause collapse to the dense structure, which will be eventually sta-
bilized by the elastic dipole-dipole repulsion (5.39), Uelb,thick (r) = K α2R4

r3 with R
denoting the droplet radius. To quantify this transition, recall the total free energy of
the system of colloids

Utotal =
∑
i

⎛
⎝Ui,sel f + 1

2

∑
j �=i

Ui j

⎞
⎠ =

∑
i

Fi , (5.89)
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Fig. 5.18 Two equilibrium quasi-hexagonal structures at the nematic-air interfacewhichwe refer to
as the usual hexagonal (HL) and dense hexagonal (DL), respectively. The DL lattice emerges when
the average spacing between the particles becomes smaller than some critical value rc (reprinted
with permission from [42])

where Fi is the average energy per particle, Fi = Ui,sel f + 1
2

∑
neighbors Ui j . Taking

for simplicity only the nearest 6 neighbors, we can write Fi as a function of the
average particle spacing r and the rotation angle θ in the following form

F(r, θ) = aK Rsin2(θ) − 3Kb2R2sin2(2θ)G(r)

+3Kα2R4

r3
+ 3 f 2el

2πσLC A
ln(

r

λ
),

(5.90)

where G(r) = 1
r − 1√

r2+4h2
is the Green function for a located at a distance h from

the interface. G(r) is, in fact, a superposition of the Coulomb attraction between
the particles, ∼1/r, and repulsion between the particle and its mirror reflection,
∼1/

√
r2 + 4h2, which accounts for the presence of the interface. In practice, one

could approximate G(r) by G0(r) = 1/r , but it is instructive to keep both contri-
butions. We consider that all particles have the same elastic charge (say qx only)
as all boojums are rotated equally for all particles in parallel planes. Parameters
a, b and α are unknown dimensionless constants which we need to find from the
comparison with experimental data. Self energy of the glycerol droplet with the
boojum is proportional to the a, elastic charge of the glycerol droplet with skewed
boojum is proportional to the bR and elastic dipole moment of the glycerol droplet is
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proportional to theαR2.Weknow thatαwas found to beα = 0.2 from the experiment
[41] so that only a and b are unknown. The last term in (5.90) describes capillary
attraction caused by deformations of the NLC-air interface, the force fel ≈ 10K
replaces standard gravitational buoyancy, σLC A is the surface tension and λ ≈ 2 mm
is the capillary length [41].

Setting h ≈ 2R, we see that mechanical equilibrium, ∂F
∂θ

= 0, implies that

cos(2θ) =
{
1, r > rb

a
12b2RG(r) = G(rb)

G(r) , r ≤ rb
(5.91)

where rb is the largest critical distance at which boojums start tomove from the poles,
rb can be found from the condition a

12b2RG(rb)
= 1. Substituting (5.91) into (5.90), we

arrive at the average per particle energy as a function of the particle spacing r only

F(r) = F1(r) + 3Kα2R4

r3
+ 3 f 2el

2πσLC A
ln(

r

λ
), (5.92)

where

F1(r) =
{
0, r > rb

6Kb2R2G(rb) − 3Kb2R2
[
G(r) + G2(rb)

G(r)

]
, r ≤ rb.

(5.93)

Nowwe need to to find out under what conditions this function has two local minima
and one maximum. In dimensionless units x = r/R, the condition ∂F

∂r = 0 reduces
to the equation

f (x) = f1(x) + 3α2

(
1

x · x33
− 1

x4

)
= 0, (5.94)

where

f1(x) =
{
0, x > xb

b2G ′(x) ·
[
G2(xb)
G2(x) − 1

]
, x ≤ xb

(5.95)

Experimental data [41, 42] suggests that x1 = r1
R = 2.4, x2 = xc = rc

R = 3.46,
x3 = r3

R = 4 for droplets of radius R = 2.5µm, α = 0.2. Thus, we need to find such
b and xb that f (x1) = 0 and f (x2) = 0. This is equivalent to finding necessary
a and b. Omitting technicalities, we report that such solutions exist. Namely, for
the unscreened Coulomb potential G0(x) = 1/x , we have b2Coul = 0.028, xb,Coul =
3.7 (that is, a = aCoul = 0.091 and the boojum rotation angle θCoulomb = 24.7◦ in
the DL), and for the full Green function G(x) = 1

x − 1√
x2+16

, which accounts for

the interface, b2 = 0.023, xb,Green = 3.66 (a = aGreenl = 0.025 in this case and the
boojum rotation angle θGreen = 31.7◦ in the DL).

The average per particle energy F(r), calcualted from (5.92) for the experimental
data [42], as a function of the average interparticle distance is plotted in Fig. 5.19.
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Fig. 5.19 Calculated per
particle energy F(r) given
by (5.92) as a function of the
average distance between the
droplets. Dotted line -
Coulomb attraction between
skewed boojums, solid line -
attraction with Green
function from (5.90). Here
parameters R = 2.5 μm,
K = 7 pN,
σLC A = 3.8 · 10−2 J/m2,
α = 0.2, fel = 88.4 pN,
λ = 2 mm are taken from
[42]

It features two distinct minima separated by a ∼ kBT barrier, consistently with the
coexistence of HL and DL lattices.

In the paper [42] another dipolar approach explanation of DL structure has been
proposed.We think that the current approachdescribes the experimentmore correctly.
In Ref. [42] there is no explanation of the existence of the global minimum with
respect to the boojum rotation angle and the particle separation distance both at the
same time. Here we have found such global minimum. Therefore, we consider that
this approach describes the situation in a more correct way.

Dense packing of glycerol droplets at the nematic-air interface is caused by spon-
taneous rotational symmetry breaking with the emergence of elastic charges and
Coulomb-like elastic attraction between rotated topological defects - boojums at the
bottom of glycerol droplets.

5.9 Conclusions

Colloidal particles suspended in a nematic liquid crystal cause deviations of the
director from its ground state. Far from the particle, these distortions can be written
in the form of the multipole expansion. The notion of multipoles, well familiar
from classical electrostatics, has become one of the cornerstones of our current
understanding of the host-mediated interactions in NLC colloids.

Building upon the electrostatic analogy, we developed a general framework of
colloidal nematostatics applicable to particles of arbitrary shape, size, chirality, and
anchoring strength and type. Unlike many alternative approaches, the formalism we
propose in this paper easily incorporates the effects of confinement and the presence
of external electric or magnetic fields. Our theory is centered around elastic multi-
poles— coefficients in the multipole expansion of the far-field director. Considering
two limiting cases of anchoring strength, weak (Wr0 � K ) and strong (Wr0 � K ),
we demonstrated how these coefficients emerge as asymptotics of the near-field solu-
tion. In the former case, Wr0 � K , the proposed approach allows us to find exact
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analytical expressions for all multipole moments. While that is generally impossible
when Wr0 � K , one can still infer the overall structure of the expansion (that is,
which coefficients vanish and which do not) just from the symmetry of the director
in the immediate vicinity of the particle. Since this information is typically available
in experiments, the formalism we developed here can be readily applied for particles
of arbitrary shapes, sizes, and anchoring types.

The proposed framework relies on two assumptions: (i) differences in the NLC
elastic constants can be neglected; (ii) deviations of the director field from its ground
state are small, n = n0 + δn with |n0| ≈ 1 and |δn| � 1. This assumption is well
justified for submicron particles but is limited to large interparticle distances in the
case of micron and supramicron colloids. The vicinity of a large particle features
strong director deformations and topological defects, which render the electrostatic
analogy invalid. As such, our theory is inapplicable to entangled and knotted colloidal
structures [51, 109–111], where disclination loops extend over many particle sizes.
These structures are born out of short-range interactions. It is worth noting that even
in the case of localized defects, the nature and extent of short-range interactions (in
other words, the size and shape of the coat) are not fully understood. Indirectly, this
question was addressed in [99]. There was shown that lattice constants and angles
of dipolar 2D and 3D structures could be consistently reproduced with multipole
interactions incorporating higher-order terms and spherically symmetric hard-core
repulsion. Using this model, the authors estimated that the radius of such a sphere-
shaped coat around a hedgehog dipole (Fig. 5.1a) is about 1.2r0, where r0 is the
particle size, and roughly matches the distance to the defect. It would be interesting
to explore the transition between near-field and far-field director in three dimensions
to develop a more detailed idea of the coat’s size and shape and to quantify the limits
of electrostatic analogy.

To demonstrate our approach at work, we considered the dipole-dipole interaction
between banana-shaped particles in a nematic cell with both planar and homeotropic
alignment of the LC molecules at the boundaries. Given that a banana-like colloid
possesses two orthogonal planes of symmetry, one can intuitively expect that in
the mechanical equilibrium either both of these planes are normal to the cell walls
(orientation A) or just one (orientation B). We found that the A-oriented particles
placed in the middle of a homeotropic cell interact anisotropically. Each “banana” in
this case has two “butterfly wings” on its longer sides within which the interaction
is attractive. The less asymmetric the particles are, the smaller the “wings”, so when
the axial symmetry is fully restored, the interaction is isotropic. The “wings” have
finite size, as r → ∞ the interaction becomes completely repulsive. This behavior
contrastswith the interactionof banana-like colloids in the bulkLC,where the angular
and distance dependencies are completely decoupled. In a planar cell, both axially
symmetric colloids and B-oriented “bananas” interact anisotropically. However, the
symmetric particles repel along the direction perpendicular to the rubbing, whereas
the asymmetric ones attract at small distances.

We have also found that elastic monopoles are insensitive to the type of con-
finement: nematostatic analog of the Coulomb law has the same form regardless of
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anchoring at the cell walls and converges to the 1/r scaling in the limit of infinite
thickness L → ∞.

General expressions for the self-energy of colloidal particles carrying elastic
monopole, dipole and/or quadrupole moment in a nonuniform director field were
derived within the proposed framework and employed to find the distribution of
nanoparticles in a cylindrical capillary. We showed that particles with homeotropic
boundary conditions assemble at the center of the escaped radial disclination,whereas
those with planar anchoring aggregate at a distance ρmin = R√

3
from the capillary

axis.
To elucidate the role of elastic interactions in many-particle systems, we con-

sidered the coexistence of two colloidal structures — usual hexagonal and dense
hexagonal — formed by glycerol droplets at the nematic-air interface [41, 42]. Our
calculations demonstrate how the dense configuration emerges from spontaneous
rotational symmetry breaking, which triggers the onset of Coulomb-like attraction
between skewed boojums — topological defects at the bottom of glycerol droplets.

These examples strikingly demonstrate how one could exploit the interplay of
shape, symmetry, and order to design colloids with prescribed long-range interac-
tions, thereby possibly revealing new types of colloidal superstructures. An inter-
esting and yet unexplored example is that of spheres with conically degenerate
surface anchoring — elastic hexadecapoles [100]. These particles appear to have
very localized, isotropic short-range interactions and highly anisotropic long-range
potential, which underlies the formation of quasi diamond-like assemblies. Such low-
symmetric structures have great potential for photonic applications. Another emerg-
ing direction, which likely will gain significant attention in the future, focuses on
charged colloids. Recently, Everts et al. demonstrated, both theoretically and exper-
imentally, how the interplay of elastic and electrostatic interactions between nearly-
spherical particles gives rise to qualitatively different interaction regimes [112].
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Chapter 6
DNA-Polyamine Interactions: Insight
from Molecular Dynamics Simulations
on the Sequence-Specific Binding
of Spermidine3+

Francesca Mocci, Aatto Laaksonen, Leon Engelbrecht, Tudor Vasiliu,
and Sergiy Perepelytsya

Abstract DNA is a polyanion stabilized in vivo by positively charged counterions,
including metal ions and small organic molecules, e.g., putrescine2+, spermidine3+,
and spermine4+. In this chapter, after a brief review of previous studies on such
DNA-counterion interactions, we focus the attention on the interactions between
spermidine3+ and DNA. In this context, we present our original molecular dynamics
simulation study to establish the specificity of the binding of polyamines to different
nucleotide sequencemotifs. Spermidine3+ molecules tend to be localized in theminor
groove of the DNA double helix around the regions with AATT and ATAT nucleotide
sequences. In themajor groove, the polyamine does not bind to theAT-rich sequences,
but instead localizes on the CG-region. The positioning of polyamines on the DNA
surface also determines the DNA-DNA contacts due to the formation of polyamine
cross-links. The cross-linking spermidine3+ molecules are localized parallel to the
sugar-phosphate backbone of the double helix, neutralizing the negatively charged
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phosphate groups. The presented results are important for understanding the role
of spermidine3+ in the biological functions of DNA and also have implications for
possible technological applications.

List of Abbreviations

A Adenine
A-T Adenine-Thymine base pair
AMBER Assisted Model Building with Energy Refinement
ApT Adenine-phosphate-Thymine
ASAXS Anomalous Small Angle X-ray Scattering
C Cytosyne
CHARMM Chemistry at Harvard Macromolecular Mechanics
CG Coarse Grained
C-G Cytosyne-Guanine base pair
DDD Drew Dickerson Dodecamer
DNA Deoxyribonucleic Acid
FF Force Field
G Guanine
GAFF Generalized Amber Force Field
GROMACS GROningen MAchine for Chemical Simulations
MD Molecular Dynamics
NAB Nucleic Acid Builder
RDF Radial Distribution Function
RNA Ribonucleic Acid
RMS Root Mean Square
SAXS Small angle X-ray scattering
SNIC Swedish National Infrastructure for Computing
T Thymine
TIP3P Transferable Intermolecular Potential with 3 Points
TpA Thymine-phosphate-Adenine
VMD Visual Molecular Dynamics

6.1 Introduction

Polyamines occur ubiquitously in living organisms, where they have impor-
tant cellular functions [1]. Natural polyamines, putrescine2+, spermidine3+, and
spermine4+, are normally present in the intracellular environment in micromolar
concentrations, and the increase or decrease of their concentrations may be related
to different diseases, such as Alzheimer’s, Huntington, cancer and others [2–4].
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In particular, spermidine3+ molecules are known to have important properties for
autophagy and longevity [5]. Natural polyamines participate in various biological
processes of cell metabolism, associated with cell proliferation and apoptosis [6, 7].
In the cell nuclei, polyamines are involved in the mechanisms of DNA compaction
in chromatin and in gene regulation [8]. They are also known to play a key role in
the molecular mechanisms of DNA and RNA compaction in viral capsids, and in
the regulation of viral infection [9, 10]. To elucidate the role of polyamines in the
molecular mechanisms behind the biological activity of nucleic acids, it is necessary
to characterize the structure and dynamics of their complexes with DNA.

In the cell nucleus, DNA ismostly organized in the familiar double helix structure.
The nucleotide bases are located in the inner part of the macromolecule forming
complementary hydrogen (H-) bonded pairs: adenine–thymine (A-T), and guanine-
cytosine (G-C). The two spiraling sugar-phosphate backbones act as frames at the
periphery of the macromolecule [11–13]. The outer radius of the DNA double helix
is about 10 Å and the extended length of natural DNA contained in human cells
may reach up to two meters [11]. In the B-DNA conformation, which is considered
dominant in vivo, the wrapping of the two DNA chains in a double helix, generates
two grooves of different width, indicated as minor (the narrower) and major (the
larger) grooves, having average widths of about 12 Å and 18 Å, respectively [11].
The width of the grooves is modulated by the sequence of nucleotides and may
fluctuate by up to 2 Å. The conformational mechanics of the DNA double helix is
of great interest for the understanding of the mechanisms of biological functioning
and is widely studied [14].

Starting from the very first works by JamesWatson and Francis Crick [15], and by
Rosalind Franklin [16], the structure of the double helix was known to be stabilized
by water molecules and counterions (metal ions and polyamines). The counterions
neutralize the negatively charged phosphate groups of the DNA backbone, reducing
the repulsion of the opposite strands of the double helix. Due to the hydrophobic
effect, the nucleotide bases “hide” from water by positioning in the inner part of the
double helix. The ion-hydration shell around the double helix may be considered an
integral part of the double helix structure [17]. The counterions may be localized
inside the grooves or may just interact with the macromolecule backbone [18–20].
Taking into consideration that the natural polyamine molecules have an elongated,
flexible structure, localizing them around DNA is a challenging task. In this regard,
Molecular Dynamics (MD) simulations are one of the few methods that can give
important insights into the detailed polyamine distribution around DNA.

In this chapter, we give a brief overview on the fundamental findings concerning
the interactions of natural polyamine molecules with the DNA double helix. Then
we present our MD simulations intended to study the interaction of spermidine3+

molecules with the DNA double helixes having different nucleotide sequences. The
analysis of DNA-DNA interactions induced by spermidine3+ is also described.

The structure of the chapter is as follows. In the Sect. 6.2, the most relevant
experimental and theoretical findings concerning the interactions of the counterions
with DNA macromolecule are reviewed. In Sect. 6.3, the procedure of using MD
simulations to study DNA with polyamines is described. Based on MD simulation
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results, the distribution of spermidine3+ molecules around the DNA double helix is
described in Sect. 6.4, and the sequence-specificity of polyamine-DNA interactions
is described in Sect. 6.4 based on the simulation data. The interactionmodes between
DNA oligomers are described in Sect. 6.6. The obtained results are summarized in
Sect. 6.7.

6.2 Features of DNA-Counterion Interactions

DNA is a strong polyelectrolyte due to the negatively charged phosphate groups
along the macromolecule backbone [21]. Inside the cell nucleus, the DNA negative
charge is partially neutralized by the positive charges of the histone proteins, around
which DNA is wound [12, 13, 22]. The rest of the negative charge of DNA is neutral-
ized by small positively charged ions (counterions) that are present in the cell media
(Fig. 6.1a). Under physiological conditions, these are usually potassium, sodium,
magnesium and organic positively charged molecules, like polyamines [12, 13]. The
natural polyamines are putrescine2+, spermidine3+ and spermine4+ (Fig. 6.1b). The
structure of the nucleosome core particle is determined by the electrostatic inter-
actions between DNA, the protein core and the surrounding counterions. There-
fore, understanding the distribution of counterions and their specific binding to the
structural motifs of the double helix are of paramount importance.

In aqueous solution the counterions condense around DNA, forming a diffuse
atmosphere surrounding the macromolecule [21, 23, 24]. The effect of counterion
condensation has been predicted within the framework of simple theoretical models

Fig. 6.1 a Counterion cloud around the DNA double helix. b Natural polyamines: putrescine2+,
spermidine3+ and spermine4+. c Binding sites of DNA for the metal counterions (on the basis of
[18]). Red asterisks denote the characteristic binding sites for all kind of metal ions, green asterisks
mark those characteristics for bivalent ions.
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that represent DNA as a chain of negatively charged beads surrounded by a positively
charged continuum [21]. The results show that the condensed counterions reduce the
charge of each phosphate group of B-DNA by a factor of about 0.76. This result has
been confirmed by different experiments [25–29], and by more sophisticated models
considering different features of DNA structure [30]. Starting from the results using
the very first polyelectrolyte models of DNA, the polyamine molecules are known to
interact strongly with the DNA double helix [21]. However, studies of the interaction
of polyamines with DNA based on such simplified models have limitations, related
to the specific structural features of DNA, the conformational flexibility of both DNA
and polyamine molecules, and the neglect of electrostatic correlations between the
counterions. Such limitations do not allow establishing the binding sites and sequence
specific effects of polyamine binding.

The anomalous small angle X-ray scattering (SAXS) data of DNAwater solutions
with Rb+, Sr2+ ions show that the counterions are localized within a cloud around
the DNA macromolecule with thickness up to about 7 Å, depending on the type
of counterion [25–29]. Increasing the charge of counterions, the counterion cloud
shrinks to a smaller size [25]. Inside the cloud, the counterions can move around
the macromolecule and penetrate the internal compartments of the double helix: the
minor groove, the major groove and the region around the phosphate groups of the
double helix backbone (Fig. 6.1a).

The interaction of counterions with specific binding sites of DNA can be charac-
terized by X-ray crystallography [31–34], vibrational spectroscopy [35–37], calori-
metric measurement, small angle X-ray scattering (SAXS) [25, 38] nuclear magnetic
resonance [39–41] and other experiments [18]. The results of experimental studies
established that the counterions tend to be localized in the DNA minor groove near
the atoms N3 of purine and O2 of pyrimidine, in the major groove near the atoms
N7, N4, O4 of purine and O4 of pyrimidine, and near the oxygen atoms of the phos-
phate groups of the double helix backbone (Fig. 6.1c). The specificity of the ions
to the binding sites defined above is determined by the counterion type and by the
nucleotide’s sequence [42]. The monovalent metal ions (Na+, K+) can bind to all
mentioned atoms of the DNA double helix, while bivalent metal ions, for example
Cu2+, can also bind to the internal atoms in nucleotide pairs [18, 35]. In somecases, the
counterions can even bind to the atoms that are usually involved in H-bonding in the
complementary nucleotide pairs (the atoms marked by green asterisks on Fig. 6c). In
spite of broad range of experimental results describing DNA-counterion interaction,
the molecular mechanisms of counterion binding are still far from being completely
understood. In particular, the problem of interactions of molecular counterions with
DNA requires special consideration.

In this regard, MD simulations have become an important tool for the study of
interaction of counterions with DNA. MD simulation studies of DNA-counterion
systems started in the early ‘80s with the simulation of small DNA fragments in an
implicitwater solventwith counterions [43–48]. From the very beginning, themethod
faced the problem of the proper description of electrostatic interactions that is criti-
cally important for such kinds of systems. Toward the end of the ‘80s this problemwas
effectively solved within the framework of the Ewald summation method [49, 50].
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The historical perspective of the method development and the problems of modeling
of DNA-counterion systems are described in the reviews [20] and [51]. Simulations
of nucleic acids are becoming more and more reliable with the continuous refine-
ment of the force fields optimized to properly reproduce the details of the nucleic
acid structure and dynamics. The most used force field for simulating nucleic acids
are certainly AMBER - whose latest versions [52, 53] can be used to simulate a wide
variety of nucleic acids conformation such as nucleic acid quadruple helix [54] - and
CHARMM [55] and the related polarizable force field, developed by MacKerell and
coworkers (see [56] and references therein), which can also be applied to a variety of
DNA conformations [57]. For a comparison of the accuracy of these FF for B-DNA
we refer the interested reader to the relatively recent work of Dans et al. [58]. Also,
the development of reliable set of parameters for the ions in various solvent models,
has been fundamental to have a proper description of ions-DNA interaction [59, 60]
which is generally more challenging for divalent monoatomic ions [61–63].

Toward the end of the last century, MD simulations provided important informa-
tion about the main binding sites on DNA for different metal counterions (Na+, K+,
Cs+, Mg2+ and others) [64–66]. The counterions stay in the minor groove for a long
time (up to tens of ns), while in the major groove and near the phosphate groups
outside the macromolecule, the residence time is much shorter than that in the minor
groove [67–73].

Also, recent studies on counterion distribution, performed using microsecond
MD simulation trajectories [70–72], have confirmed that the counterions that are
localized in the grooves (especially in the minor groove of the double helix) exhibit
nucleotide sequence specificity. In this regard, the effect of ion hydration is found
to be important for different counterions [65, 72, 74, 75]. Extensive studies of DNA
hydration have shown that water molecules have different organization in different
regions of DNA [76–78]. In particular, in the minor groove of DNA, the hydration
shell is more structured than in other regions and is characterized by the longest
residence times (up to 100 ns) [76]. In the A-tract sequence (uninterrupted sequence
of at least 4 A-T base pairs without any TpA step) the formation of the hydration
spine in theminor groovewas experimentally observed in crystals [79] and confirmed
by many experiments [80, 81] and simulations in solutions [64, 69]. In the major
groove, the residence times of water are much shorter than in the minor groove, and
near the phosphate groups the structure of hydration shell is the most friable [76].
The interplay between water molecules in the hydration shell, counterions and DNA
should be understood to elucidate the interaction of different ions in different binding
DNA sites [72].

Due to their high positive charge, the polyamine molecules interact strongly with
DNA through electrostatic attractions. Calculations of the binding free energy of
interaction of putrescine2+, spermidine3+, and spermine4+ molecules with the DNA
double helix show that the stability of the complexes increases with the polyamine
charge, and that this has important consequences for the formation of dangerous
adducts [82]. The preferred polyamines binding sites are the DNA grooves, where
they are usually stacked [83, 84]. The interactions with polyamines induce confor-
mational transformations in the flexible structure of the double helix backbone. In
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particular, localization of polyamines in the minor groove induces its narrowing [85].
The double helix conformation transitions, such as the B-A and B-Z, and changes at
higher organization levels, may also be induced by naturally occurring polyamines
[86]. The effect of DNA condensation upon complexation with added spermidine3+

and spermine4+ is well known [87–89]. This effect occurs with any type of coun-
terion having charge of 3 + or more (for poly(A) sequence also with divalent ions
[90]), becomes more noticeable with increasing counterion concentration, and was
shown to be related with the formation of counterion bridges between neighboring
DNAmacromolecules [91, 92]. The effect of condensation induced by spermidine3+

has also been observed for a chromatin macromolecular chain [93]. Considering the
presence of polyamines in the cell nucleus, it is clear that the influence of polyamine
molecules on the structure of DNA has a direct link to the mechanisms of biological
processes of DNA. In this regard, it is important to determine how the nucleotide
sequences affect the binding of polyamines to DNA.

Sequence specificity in the interaction of polyamines with DNA has long been
disputed. Early experimental studies andMD simulations indicated that the homoge-
neous negatively charged backbone of the double helix is the most important binding
site for the polyamines, and the specificity to the nucleotide sequence of DNA was
not considered essential in recognition [83, 84, 94, 95]. However, in recent studies,
the specificity of DNA-polyamine interaction to the nucleotide sequence has been
found to be important [92, 96–103]. Indeed, calorimetric experiments [97] show
that the stability of the complexes of putrescine2+, cadaverine2+, spermidine3+ and
spermine4+ molecules with the double helix depends on the organisms from which
the DNA is extracted. This dependence is related to the different AT/GC content in
the DNA of different organisms, with the polyamine binding being greater for DNA
with higher AT content [97]. Furthermore, both spectroscopic and simulation studies
have shown that the attraction between two DNA oligomers induced by spermine4+

is larger in the presence of AT-rich sequences compared to GC-rich ones [92].
Recent MD studies [103] have shown that putrescine2+, spermidine3+, and

spermine4+ prefer to be localized in the DNA minor groove of the AT rich regions.
The localization of polyamines in this region of the double helix is related to natural
narrowing of the minor groove. Since the widths of the DNA grooves are modulated
by the sequence of nucleotide bases, the positioning of polyamines in the minor
groove is sequence-dependent [103]. Differently, the more complex polyamine trily-
sine, also relevant for the DNA compaction on histones, did not show any clear pref-
erence for the minor or major groove [104]. Presently, the DNA sequence-specific
localization of polyamine molecules is still far from being fully understood due to
the lack of experimental and simulation data to characterize the polyamine distribu-
tion around specific nucleotide sequences. To close this gap, computational studies
of DNA-polyamine systems in the case of different nucleotide sequences are still
required.

Taking into consideration the described experimental and theoretical results on
the interactions of counterions, and polyamines in particular (also comprising those
constituted by the positively charged side chain of the amino acids), with the DNA
double helix, there are still many aspects to be clarified. These include, but are not
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limited to, the understanding of how the nucleotide sequence affects their binding to
DNA, and in turn how the polyamine binding affects DNA structure and DNA-DNA,
DNA-proteins or DNA-drugs interactions. All these aspects are of great relevance
for the understanding of the complex organization and activity of the molecule that
is at the foundation of what we call life and have important applications in the
nanotechnological field. While the details of these interactions need to be studied at
the atomistic level, or even at electronic level with quantummechanical methods, the
effect of these interactions propagates to time and space scalesmuch larger than those
accessible to atomistic and electronic methods. To access larger scales, such as those
involving the nucleosome core particles aggregation, or even beyond, it is necessary
to use coarse-grained (CG) models, where one particle is constituted by several
atoms. The development of CG models for DNA-counterions interactions started
more than two decades ago [105] and is nowadays a very active area of research
[20, 106–109], active for both B-DNA and non-conventional DNA structures such
as quadruplexes [110, 111].

In the following, as an example of the research in some of the directions outlined
above, we discuss the results of our MD simulations concerning the interaction of
spermidine3+ with various DNA oligomers having the same nucleotides contents but
different sequences, and the DNA-DNA interactions induced by the polyamines.

6.3 Molecular Dynamics Simulations of DNA
with Polyamines

Several systems have been simulated, all of which contained two fragments of
B-DNA duplexes of 22 base pairs each with different nucleotides sequence: A)
CGCGAATTCGCGCGAATTCGCG, B) CGCGATATCGCGCGAATTCGCG, C)
CGCGATATCGCGCGATATCGCG. The starting structure of the polynucleotide A
was created by repeating the Drew Dickerson dodecamer (DDD) [79] sequence,
which contains an A-tract, in such a way that the two A-tracts are in phase with the
helix turn. To check the relevance of the A-tract in the interactions with counterions,
the original A-tract sequence (but not the base pair content) has been substituted in
B with the alternating ATAT sequence. A-tracts and alternating AT sequences are
known to have different structural features, which also affect their interactions with
ions. In the sequence C, only one of the two A-tracts present in A has been substi-
tuted with the alternating AT sequence. The presence of two AT rich tracts in each
sequence, and the presence of two DNA duplexes in each simulation box, allows for
reasonable confidence in the results concerning sequence specificity.

Three systems containing two identical DNAmolecules in an aqueous solution of
spermidine3+ (RandA,RandB, andRandC) or ofKCl (FreeA, FreeB, andFreeC) have
been simulated. The DNA duplexes were placed in the center of the cell, separated
by a distance of 40 Å (Fig. 6.2a). In the case of the systems with spermidine3+, the
polyamines were inserted in the simulation cell at random positions with random
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Fig. 6.2 Representation of the main molecular components of the simulated systems. a Schematic
illustration of the relative orientation of the two DNA fragment in the starting configuration. The
numbering of the nucleotide pairs and the simulation box size are indicated. bMolecular structure
of counterions and solvent, together with water model and force field specification. c The nucleotide
pairs of DNA. The atoms that have been used as the reference atoms in the calculation of the radial
distribution functions are indicated

orientations before adding water molecules and ions. In the starting configuration,
theminimum distance between polyamines andDNAwas no less than 10Å. Detailed
information about the systems is shown in Table 6.1.

The concentration of spermidine3+ in the system was chosen large enough to
induce the condensation of DNA macromolecules present in the simulation box.
According to experimental data, DNA condensation can be observed with counte-
rions having a charge greater than 3+ and with a counterion-DNA charge ratio of
charge ≥ 1 [86, 89]. In order to observe, in a reasonable simulation time, the DNA
condensation in our MD simulations, the ratio of polyamines-DNA charge was set
equal to 1.5.

Table 6.1 Composition of the simulation systems

Name Number of
DNA
molecules

DNA sequence Water Ions
(K+/Cl−)

Spr3+

RandA 2 CGCGAATTCGCGCGAATTCGCG 69885 198/240 42

RandB 2 CGCGATATCGCGCGAATTCGCG 69873 198/240 42

RandC 2 CGCGATATCGCGCGATATCGCG 69948 198/240 42

FreeA 2 CGCGAATTCGCGCGAATTCGCG 70331 282/198 0

FreeB 2 CGCGATATCGCGCGAATTCGCG 70333 282/198 0

FreeC 2 CGCGATATCGCGCGATATCGCG 70346 282/198 0
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DNA and spermidine3+ model parametrization was performed using Amber Tools
18 [112]. The DNA structures were built in the Arnott B-DNA canonical struc-
ture using the nucleic acid builder (NAB) tool included in the Amber 18 package
[112], while the spermidine3+ structure was prepared using Avogadro [113, 114].
The bonded and non-bonded parameters were obtained from the AMBER force field
BSC1 DNA Force field [52] for DNA, and for spermidine3+the GAFF2 version of
the Generalized Amber Force Field [115], distributed with Amber 18. The TIP3P
model was used for water molecules [116], while K+ and Cl− ions were modeled
using the ionsjc parameter set [59].

All simulations were performed using the GROMACS 2018 simulation package
[117]. TheNosé-Hoover thermostat [118, 119] was used to control the temperature at
293 K, while the Parrinello-Rahman barostat [120] was used to control the pressure,
whichwas set at 1 bar. The lengths of all bondswith hydrogen atomswere constrained
using the LINCS algorithm [121]. The long-range electrostatic interactions were
treated using the smooth particle mesh Ewald method [122]. The switching and cut-
off distances for the long-range interactions were both set to 10 Å, respectively, and
the Fourier spacing was 1.2 Å. For each system, a simulation trajectory with a length
of 500 ns was obtained.

The analysis and visualization of the simulation trajectories were carried out
using the VMD software package [123]. The distribution of the polyaminemolecules
around the DNA double helix and the orientation of the macromolecules with respect
to each other have been studied using radial distribution functions (RDFs). The RDFs
were calculated using the plug-in [124] implemented to VMD [123] according to the
following definition:

g(r) = lim
�r→0

p(r)

4πr2�r Np/V
(6.1)

where p(r) is the average number of particles that is found at the distance r
within the slice �r , Np is the number of pairs of selected atoms for which the
radial distribution functions are calculated, V is the system volume. The thickness
of the spherical slice �r in our calculations has been taken equal to 0.1 Å. The
average number of particles in the volume of slice constrained by the radii r1 and
r2 (coordination number) can be determined by the direct integration of the radial
distribution function:

n12 =
r2∫

r1

Np

V
r2g(r)dr (6.2)

The radial distribution functions describing the localization of polyamines with
respect to the atomic groups of the double helix have been calculated by taking into
consideration the heavy atoms of the spermidine3+ molecule. For the calculation of
the RDFs, the atoms N3, O2 in the minor groove, N7, O6 in the major groove, and
the oxygen atoms O1P and O2P of the phosphate groups were taken as reference
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atoms (Fig. 6.2c). Thus, for each DNA molecule in the simulation box, three sets of
the radial distribution function for spermidine3+ have been obtained: the RDFs with
respect to the minor groove (RDFMIN), the RDFs with respect to the major groove
(RDFMAJ), and the RFDs with respect to the phosphate groups (RDFPH). The RDFs
have been calculated for each DNA molecule in the simulation box.

To analyze the orientation of DNA oligomers with respect to each other, the radial
distribution functions of the terminal nucleotide pairs of one DNA oligomer with
respect to each nucleotide pair of another DNA oligomer have been calculated. Thus,
two sets of RDFs have been obtained for each system: the RDFs of the nucleotide
pairs 1 and 22 of DNA 1 (Fig. 6.2a) with respect to each of 22 nucleotides of DNA 2
(RDFDNA21), and vice versa, the RDFs for nucleotide pairs 1 and 22 of DNA 2 with
respect to each of 22 nucleotides of DNA 1 (RDFDNA12).

To characterize the structure of the DNA double helix, the width of the minor and
major grooves were calculated as the shortest distance between the phosphate groups
of the opposite strands of the double helix (Fig. 6.2a) using the 3DNA algorithms
[125] implemented to do_x3dna plug-in [126] of VMD software [123].

6.4 Distribution of Spermidine3+ Around DNA

To characterize the distribution of polyamine molecules around the DNA double
helix, the radial distribution functions (RDFs) of polyamineswith respect to the atoms
in the grooves of the double helix and the phosphate groups of each nucleotide pair
have been calculated. The RDFs and their integrals averaged over all nucleotides
of two DNA molecules for the case of RandA, RandB, and RandC systems with
spermidine3+ molecules are shown on Fig. 6.3.

The RDFs are characterized by several maxima within the distance up to about
6 Å, related to the positions of atoms in the backbone of spermidine3+ molecule. The
peaks of the RDFs describing the interaction between polyamines and the phosphate
groups are sharp, indicating that the complexes of spermidine3+ with DNA are rather
rigid and persistent. The root mean square (RMS) deviations, indicated in the plot as
error bars, reveal the essential variation of the RDFs with the nucleotide sequence.
In the case of the RDFMIN, characterizing the distribution of polyamines with respect
to the atoms of the DNA minor groove, the shapes of the average RDFs are rather
different for the different nucleotide sequences (Fig. 6.3). In the case of RandA
system (two A-tracts in the sequence), a distinct peak at the distance of about 2.8 Å
is observed. This peak characterizes direct contact of polyamine molecule with the
atoms of nucleotide bases. At the distance of about 3.5 Å, a shoulder is observed. In
the case of RandB and RandC systems (with only one or no A-tract in the sequence),
the first maximum decreases, and the shoulder transforms into a rather prominent
maximum. This RDF behavior indicates that, for the polyamines, the direct contact
in the minor groove is most probable in A-tracts containing sequence.

The shapes of RDFs characterizing the localization of polyamines with respect
to the atoms of the DNA major groove (RDFMAJ) are rather similar for the three
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Fig. 6.3 Radial distribution functions (black), and corresponding integrals (blue), for polyamines
with respect to the reference atoms in the minor groove (RDFMIN), major groove (RDFMAJ),
and phosphate groups (RDFPH) of DNA simulation systems for: a RandA with the DNA
nucleotide sequence CGCGAATTCGCGCGAATTCGCG, b RandB with the DNA nucleotide
sequence CGCGATATCGCGCGAATTCGCG, c RandC with the DNA nucleotide sequence
CGCGATATCGCGCGATATCGCG. The radial distribution functions have been averaged over all
nucleotides in each simulation system. The error bars show the root mean square deviations

studied sequences (Fig. 6.3). There is one distinct peak at ~ 2.8 Å, followed by
several less well-defined peaks separated by less than 1 Å. These peaks correspond
to the atoms in the polyamine backbone, whose separation is due to the length of a
chemical bond. Such RDF structures may appear due to the orthogonal orientation
of polyamine molecules with respect to the double helix.

The RDFs for polyamines relatively to oxygen atoms of the phosphate groups
(RDFPH) have the most prominent structures among those studied (Fig. 6.3). The
first RDFPH peak is much higher than in the case of the RDFMIN and RDFMAJ,
and it is located at the distance of 2.7 Å, slightly closer than in the case of the
grooves of the double helix. This is a result of electrostatic attraction of the positively
charged polyamine molecules and the negatively charged phosphate groups of the
DNA double helix. The second peak at the distance of 3.5 Å is significantly lower
than the first (nearly half), but it is still very high. Then, several very weak maxima
are observed with increasing distance. This structure suggests that spermidine3+

molecules bind very tightly to the DNA phosphate groups. The presence of a high
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Fig. 6.4 The integrals of radial distribution functions for polyamines with respect to the atoms in
the minor groove, major groove, and phosphate groups of the DNA double helix. a RandA system
with the DNA nucleotide sequence CGCGAATTCGCGCGAATTCGCG. b RandB system with the
DNA nucleotide sequence CGCGATATCGCGCGAATTCGCG. c RandC system with the DNA
nucleotide sequence CGCGATATCGCGCGATATCGCG

first peak indicates that the polyamine molecules, binding to the phosphate groups,
are oriented parallel to the backbone of the double helix. At the same time, maxima
in the region from 3 to 5 Å are compatible with polyamine molecule orientations
orthogonal to the helical axis.

The integrals of the RDFs (blue lines in Fig. 6.3) in the case of the RDFMIN and
RDFMAJ within the range up to 5 Å increase slowly with increasing distance, and
then the curve becomes sharper. On the contrary, the RDFPH increase almost linearly
from the very beginning. At distances < 5 Å the average number of particles near
the phosphate groups is about 5, much higher than in the grooves (Fig. 6.4). In the
case of RandA system, the numbers of particles in the minor and major groove are
almost equal (Fig. 6.4a), while in the case of RandB and RandC it is always larger
in the minor groove than in the major groove (Fig. 6.4b,c).

Taking into consideration the results obtained from the analysis of RDFs and from
a visual examination of the simulation trajectories, the followingmodes of polyamine
localization with respect to the DNA double helix may be proposed (Fig. 6.5). The
polyamine molecules can be localized in the minor groove, major groove, and near
the phosphate groups outside the double helix. The interaction of polyamines with
the phosphate groups of DNA is the most probable and, in this case, the polyamine
molecules aremostly oriented parallel to the backbone of the double helix (Fig. 6.5a).
In the case of RandA system, polyamine localization in the minor groove parallel
to the double helix axis (Fig. 6.5b) is the most frequent in the A-tract regions. The
orientation of spermidine3+, orthogonal to the helical axis, is also commonly observed
in the case of both the minor and major groove in all considered simulation systems.
The modes of polyamine localization essentially depend on the particular nucleotide
sequence and on the relative orientation of DNA oligomers.

In Fig. 6.6, four sets of snapshots describing the modes of polyamine localization
around the DNA double helix are represented, using as example the RandA system.
Each set represents the position, relative to a DNA molecule, of a given polyamine
molecule along the entire trajectory. Different coloring of the polyamine molecule is
used to represent different points in time, as indicated in the legend. It should be noted
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Fig. 6.5 Modes of polyamine localization around DNA double helix. a Parallel orientation near the
phosphate groups outside the double helix. b Parallel orientation of polyamine in the minor or major
groove of the double helix. c Orthogonal orientation of polyamine molecule partially penetrated in
the minor groove or major groove of the double helix

that the DNA backbone moves during the trajectory, and for clarity of representation
we only show the initial canonical B-DNA conformation. In the first set of snapshots,
top row, the position of a polyamine molecule varies with time and all the three
modes of polyamine orientation described in Fig. 6.5 can be seen. At the beginning
(the first 100 ns), spermidine3+ is oriented orthogonal to themacromolecule, partially
penetrated into theminor grooveof thedouble helix that corresponds to the interaction
mode schematized on Fig. 6.5c. Then, it goes inside the minor groove (the mode
described onFig. 6.5b),where it remains about 50 ns. In thefinal part of the simulation
trajectory, the polyamine molecule emerges from the minor groove and sticks to the
backbone of the macromolecule outside the double helix.

Visual inspection shows that the spermidine3+ molecule often stays for almost the
entire simulation in some defined binding site, adopting only one of the interaction
modes described on Fig. 6.5. The second row of snapshots in Fig. 6.6 describes the
case of a polyamine molecule localized inside the major groove of the double helix
during the entire simulation trajectory. This case of DNA-polyamine interaction is
related to the interaction mode schematized on Fig. 6.5b. The third row of snapshots
(Fig. 6.6) illustrates the interaction mode with the polyamine molecule outside the
double helix, as schematize in Fig. 6.5 a). The bottom row (Fig. 6.6) shows the case of
the orthogonal orientation of polyamines, corresponding to the mode in Fig. 6.5.c).

6.5 Sequence Specificity of DNA-Polyamine Binding

To study the sequence specificity of polyamine binding toDNA, the integral values of
the average RDFs reported in Fig. 6.3 have been analyzed in more detail, considering
separately the RDF with respect to each DNA base pair. Considering that the first
RDF minimum is at a distance ≥ 3 Å, depending on the region of the double helix,
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Fig. 6.6 Snapshots representing the orientation with respect to DNA for selected spermidine3+

molecule using front, side and top views. Each line represents the trajectory of a single polyamine
molecule, and the coloringmap indicating the time is shown on the right. The top line shows the case,
where different modes of polyamine localization are adopted at different times. The second line
illustrates the parallel orientation mode for a polyamine in the major groove. The third line shows
the parallel orientation mode of spermidine3+ near the phosphate groups outside the double helix.
At the bottom, the orthogonal orientation mode with the polyamine molecule partially penetrated
in the minor groove is shown
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Fig. 6.7 The dependence of DNA-polyamine RDF integrals calculated up to the distance of 4 Å
from DNA reference atoms, for three nucleotide sequences. a The integrals of RDFs with respect
to the reference DNA atoms located in the minor groove. The width of the minor groove is shown
at the top. b The integrals of RDFs with respect to the reference DNA atoms located in the major
groove. The width of the major groove is shown at the top. c The integrals of RDFs relatively to
the reference atoms of the DNA phosphate groups. The three self-complementary sequences are
shown at the bottom. For visual guidance, the AATT and ATAT region are marked by gray color

the integrals have been calculated up to 4 Å, taken as a representative distance for
the comparison of coordination numbers obtained from different RDFs.

The dependence of coordination numbers on the nucleotide sequence is shown in
Fig. 6.7 together with the groove width to help with correlating the two properties,
since the specificity of polyamine binding to some nucleotide sequences of DNA is
related to this structural parameter [103].

In the minor groove (Fig. 6.7a), the values of the coordination numbers show a
clear preference for the A-T rich regions. In the case of the systems with the DNA
molecules that have one or two ATAT nucleotide sequences (RandB and RandC), the
coordination numbers of polyamines have maxima in these regions. In the case of
RandA, having two AATT sequences, the highest coordination is observed in one of
the A-tract regions, while it remains very low in the other A-tract region comprising
the base pairs 5 to 8. Such asymmetry in the ion-DNA interaction comparing the two
A-tracts of a palindromic sequence is due to the asymmetric interactions between
the two duplexes following the two DNA molecules condensation. In the A-tract of
RandB, the polyamine coordination number does not display high peaks, ranging
between 0.5 and 1. Note that spermidine3+ molecules are observed in a minor groove
in the central part of DNA fragments in the case of all simulated systems with the
polyamines. Comparing the minor groove width with the ion occupancy, we can
conclude that in the regions with the larger minor groove (those with the alternating
C-G base pairs) the ion occupation does not reach the high peaks observed in the
regionswithA-Tbase pairs. Furthermore, in the alternatingA-Tnucleotide sequence,
the coordination number reaches higher values than in the A-tracts.
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In the case of the major groove (Fig. 6.7b), the values of RDF integrals decrease
to almost zero in the regions with AATT and ATAT nucleotide sequences in all
simulated systems. At the same time, in the CGCG region in the middle of the DNA
fragments, an increase of the coordination numbers is observed, reaching values
similar to those observed for the maxima in the AT regions of the minor groove. An
increase of coordination numbers is also observed at the ends of themacromolecules.
Comparing the major groove width, averaged over two DNAmolecules (at the top of
Fig. 6.7b), with the spermidine3+ coordination number, no correlation is found. The
lack of polyamines localized in the major groove near A-T nucleotide pairs may be
related to the number of atomic groups acting as H-bond acceptors. Due to the CH3

group of thymine, the number of acceptor groups is lower than in the case of C-G
nucleotide pair. As a result, the polyamine molecules in the major groove form less
H-bonds with the acceptor atoms of DNA in the regions near A-T nucleotide pairs.
The same effect was observed in the simulations of DNA with spermine4+ [92].

In the region near the phosphate groups, the coordination numbers change
randomly with the sequence of nucleotides. However, some tendency to increase
at the ends of DNA fragments is observed. Taking into consideration that, in the
center of the DNA fragment, the electrostatic field is stronger than at the ends, an
increase in the values of RDFs integrals is expected for the central part of DNA.
Such redistribution of the polyamines may be related to the DNA-DNA interaction
that will be discussed in the next subsection.

To evaluate the effect of the polyamine on the widths of the minor and major
grooves, these parameters were calculated both with and without polyamine and
are shown on Fig. 6.8 for each of the simulated DNA molecules. It can be seen
that, in presence of polyamines (RandA, RandB, and RandC simulation systems),
the width of the minor groove significantly decreases in the regions with AATT
and ATAT nucleotide sequences (Fig. 6.8a). The width of the minor groove in these
regions is within 6 – 8 Å. In the center and at the ends of the DNA fragment, where
the C-G nucleotide pairs are present, the minor groove is rather wide in the case
of all systems with polyamines (about 13 – 14 Å), with the exception of one of
the RandC molecules. Despite the symmetrical localization of AATT and ATAT
nucleotide regions, the narrowing of the grooves is not symmetrical, and it is not
uniform in general.

The effect of the spermidine3+ on the narrowingof theminor groove canbe inferred
by comparing the sameparameter calculated on the same sequence in systemswithout
the polyamine (FreeA, FreeB, and FreeC simulation systems). The results (Fig. 6.8b)
show that, even in the absence of polyamines, the minor groove widths of the double
helixes are narrower in the regionswithAATTandATATnucleotide sequences (about
9 Å). Notably, in the case of AATT region, the width of the minor groove is about
0.5 Å narrower than in the ATAT nucleotide sequence. This property of the double
helix structure is well known for such specific nucleotide sequences [11–13].

The major groove width of the double helix also depends on sequence of
nucleotides, but it is not as prominent as in the case of the minor groove. The mean
value of the groovewidth is about 19Å. In the case of the systemswithout polyamines
(FreeA, FreeB, and FreeC), the narrowing to about 16Å of themajor groove occurs in
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Fig. 6.8 The dependencies of the width of the minor and major grooves on the nucleotide sequence
in the case. a The systems of DNAwith spermidine3+ molecules: RandA, RandB, and RandC. bThe
systems of DNA without spermidine3+ molecules: FreeA, FreeB, and FreeC. The groove widths
have been averaged over the simulation trajectories and the error bars show the root mean square
deviations. The parameters have been calculated for each DNA oligomers in the simulation box.
The sequences of nucleotide pairs of DNA oligomer in the case of each system are shown at the
bottom. The AATT and ATAT region are marked by gray color

the center of AATT and ATAT regions (Fig. 6.8b). This narrowing is within the RMS
deviation of the groove width, but it is repeating systematically. In the case of the
systems with polyamines (RandA, RandB, and RandC), the major groove becomes
narrower in general and the dependence on the sequence of nucleotides is not regular
(Fig. 6.8b).

6.6 DNA-DNA Interactions

In the present MD study, the simulated systems contained two DNA oligomers in
the simulation box. The DNA duplexes are not fixed and interact with each other.
Moreover, in the case of the system of DNA with polyamines (RandA, RandB, and
RandC), the effect of DNA condensation that is observed experimentally [89] should
also be observed in our simulations.

Visual examination of the simulation trajectories has shown that the DNA-DNA
contacts occur mostly through the formation of the complexes at the ends of the
oligomers. Therefore, to study the interactions between DNA oligomers, the RDFs
of the end nucleotide pairs of one of the two DNA oligomers with respect to each
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nucleotide pair of the other oligomer have been calculated. The obtained RDFs in
the case of the systems of DNA with the polyamines are shown in the Fig. 6.9. The
maxima of obtained RDFs characterize the contacts of the nucleotide pairs of one

Fig. 6.9 The radial distribution functions and their running integrals for the end nucleotide pairs of
one DNA oligomer with respect to each nucleotide pair of another DNA oligomer. The simulation
systems with polyamines: a RandA with the DNA nucleotide sequence CGCGAATTCGCGC-
GAATTCGCG; b RandB with the DNA nucleotide sequence CGCGATATCGCGCGAATTCGCG;
c RandC with the DNA nucleotide sequence CGCGATATCGCGCGATATCGCG. The RDFs and
their integrals are shown by blue and green lines, respectively, in the double plot for each nucleotide
pair. The sequence of nucleotide pairs is shown on the left by different colors. The maxima of the
RDFs that correspond to the stable DNA-DNA contacts are marked by red asterisks
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DNA molecule with the ends of another DNA molecule. The position and intensity
of the maxima are the result of the structure of DNA-DNA complexes. The shortest
distance between the DNA molecules, observed by the first maximum of the RDFs,
is about 10 Å corresponding to the radius of the double helix. The DNA oligomers
that are localized at such distance have direct contact. For DNA in RandA and RandC
systems, high maxima of the RDFs are observed at the ends of the macromolecules
(the maxima are marked by a red asterisk in Fig. 6.9). The intensity of these maxima
gradually decreases as the pair of nucleotides is located away from the end, towards
the center of the macromolecule, and the position of these maxima move away to
larger distances. Such fading away of the RDFsmaxima indicates that different DNA
molecules interact through terminal nucleotides to form the complexes. In the case of
DNA in RandB system, the DNA-DNA contacts are observed between nucleotides
that are closer to the central part of the macromolecule (Fig. 6.9), therefore, the
RDFs used for the analysis of the contacts with the ends of DNA molecules do
not show the prominent maxima. Visual examination of the trajectories shows that
DNA-DNA-sperimidine3+ complexes are formed by 3 – 5 nucleotides of each DNA
molecule, mediated by spermidine3+ (Fig. 6.11). In the complex, the polyamine
molecules are localized parallel to the DNA backbone and form the cross-links
between negatively charged phosphate groups. One positively charged polyamine
molecule may be coordinated by two or three chains of negatively charged phosphate
groups of the DNA backbone of the same or different macromolecules.

In the case of the systems of DNA without polyamine molecules (FreeA, FreeB,
and FreeC), the RDFs of the end nucleotides of one DNA molecule with respect
to the nucleotides of another nucleotide molecule show the presence of prominent
maxima only in the case of FreeA system (Fig. 6.10). The positions of these maxima
are even closer than 10 Å and diminish with increasing distance as in the case of
the RandA and RandC systems. The formation of such maxima is not related to
the electrostatic screening of the phosphate groups as in the case of the systems
with polyamines, but it is due to stacking interactions of the end nucleotide bases of
different macromolecules (Fig. 6.11). The formation of DNA-DNA contacts in the
case of the other systems without polyamine molecules (FreeB and FreeC) has not
been observed.

Thus, the obtained results show that the interactions between the DNA oligomers
have been observed mostly in the systems with spermidine3+, but in some cases the
DNA-DNA contacts were also present in the systems without polyamines. However,
it should be noted that the structure of the complexes, and the mechanisms of their
formation, are different in the case of the systems with polyamines and those without
them. In the case ofDNAwith polyamines, the twoDNAoligomers bind to each other
due to the formation of polyamine cross-links between different macromolecules
(Fig. 6.12a). The central part of the cross-links is the spermidine3+ molecule that
is coordinated by negatively charged phosphate groups belonging to the backbone
of different macromolecules. In the case of the systems without polyamines, the
mechanism of formation of the DNA-DNA complex is related to the formation of
stable stacking contacts between the endnucleotide pairs of differentmacromolecules
(Fig. 6.12b). Such types of DNA contacts are possible due to the fact that, in the
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Fig. 6.10 The radial distribution functions and their integrals for the end nucleotide pairs of one
DNA oligomer with respect to each nucleotide pair of another DNA oligomer. The simulation
systems without polyamines: a FreeA with the DNA nucleotide sequence CGCGAATTCGCGC-
GAATTCGCG; b FreeB with the DNA nucleotide sequence CGCGATATCGCGCGAATTCGCG;
c FreeC with the DNA nucleotide sequence CGCGATATCGCGCGATATCGCG. The RDFs and
their integrals are shown by blue and green lines in the double plot for each nucleotide pair. The
sequence of nucleotide pairs is shown on the left by different colors. The maxima of the RDFs that
correspond to the stable DNA-DNA contacts are marked by red asterisks



184 F. Mocci et al.

Fig. 6.11 The snapshots of the complexes of DNA oligomers in the case of different simulation
systems

Fig. 6.12 Schemes of the modes of DNA-DNA complexes. a Polyamine mediated complex of two
DNAmolecules. The polyamines are coordinated by the phosphate groups of different DNA strands,
which is schematically shown by red springs. b End-to-end complex of two DNA molecules. The
complex is formed due to stacking interaction of end nucleotides of different DNAoligomers, which
is schematically shown by red spring
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present simulation, short DNA fragments have been used and are likely not relevant
in biological systems due to the essential length of natural DNA. However, this effect
may be interesting for technological applications where short DNA fragments may
be used. In particular, a liquid-crystalline phase of short DNA fragments having end-
to-end contacts has been observed at high concentrations of polynucleotides [127].
The systems we have considered here are indeed simulated in conditions in which
the formation of such a liquid crystalline phase can occur.

6.7 Discussion and Conclusions

MD simulations have been carried out for six different systems, each containing two
DNA oligomers, with and without spermidine3+ molecules. The different nucleotide
sequences of the simulated DNA duplexes allowed studying the sequence speci-
ficity of the binding of spermidine3+ molecules. The results show that spermidine3+

molecules condense on DNA and strongly interact with the double helix. The
polyamines penetrate to the minor and major grooves of the double helix and bind
to the phosphate groups on the outside of the macromolecule. At the considered
spermidine3+ concentration, the polyamine molecules in the minor or major groove
sides tend to arrange orthogonal to the helical axis. The binding of spermidine3+

molecules to the negatively charged phosphate groups of the DNA double helix has
been found as the most probable interaction mode.

The analysis of the radial distribution functions shows a clear sequence specificity
in the polyamine binding to DNA. In particular, in the minor groove of the DNA
double helix, the occupancy of spermidine3+ molecules are higher around AATT and
ATAT nucleotide sequences, while, for the same A-T-rich tracts in the major groove,
the mean number of polyamines was found to be very low. As observed in previous
studies [64, 66, 69], in absence of polyamine theminor groove is narrower inA-T rich
region, being slightly narrower for theA-tracts compared to the alternating sequences.
These points are important for the polyamine binding. The obtained results agree
with those of previous simulations [103], where such preferential binding in AATT
nucleotide region has been explained by the enhanced electrostatic attraction due to
the narrowing of the minor groove. The minor groove width in the A-T rich region
decreases in the system with spermidine3+. The low occupancy of polyamines in
the major groove of A-T rich sequence may be explained by the presence of the
methyl group of thymine that reduces the number of H-bond acceptor atoms for the
formation of the H-bonds between polyamines and DNA. Furthermore, the methyl
groups of thymine act as steric blocks for the polyamines [92].

The high concentration of polyamines in the simulated systems (much higher
than that found under the physiological conditions) induces DNA condensation, in
agreement with extensive experimental observations [86, 87, 89, 99]. In the regions
where the DNA-DNA contacts occur, the polyamine molecules interacting with the
double helix form cross-links and tend to be oriented parallel to the phosphate groups
of the double helix backbone that may belong to different macromolecules. The
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polyamines are often localized in the minor groove of one DNA oligomer, attached
by the phosphate groups of the double helix backbone, and at the same time contacting
the phosphate groups of another DNA molecule. Taking into consideration that the
localization of the spermidine3+ molecules in theminor groove ismore probable in the
AATT andATAT regions, the simulations suggest that the formation of the polyamine
cross-links may be regulated by the sequence of nucleotides. Using such sequence-
controlled formation of the cross-links in theDNA-DNAcomplexes,macromolecular
aggregates with desired properties may be engineered.

In conclusion, the present MD simulation study shows that spermidine3+

molecules preferentially bind to AATT and ATAT nucleotide sequences in the DNA
minor groove, but not in the major groove. The positioning of polyamines on DNA
determines the formation of the DNA-DNA contacts due to the cross-links, where
the polyamines are localized parallel to the backbones of different macromolecules.
The obtained results are important for understanding the role of spermidine3+ in the
biological mechanisms and function of DNA as well as for possible technological
applications.
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Chapter 7
The Influence of Sequence Dependence
and External Solvents on DNA
Conformation

Hui-Ting Xu, Nan Zhang, Ming-Ru Li, and Feng-Shou Zhang

Abstract DNA sequence has important biological significance, its effect on groove
size affects the expression of protein specific and non-specific binding groove. In
liquid environments, different solvents interact with DNA differently. In this chapter,
we will focus on the microscopic mechanism of internal bases and external solvents
on DNA conformation. In the ordinary water solvent, with the increase of G base
content, the DNA structure is transformed by B form—(A-B)—A form. In glycol
solvents, DNA maintains B-form configuration, while in ethanol solvent and low
activity water solvent, DNA exhibits a shorter and denser A-form.

List of Abbreviations and Symbols
EG glycol
EA ethanol

RDF radial distribution function
RMSD Mean square root coordinate deviation
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7.1 Introduction

DNA has a variety of forms. Under different external conditions, DNA can present
different configurations, such as type A, type B, type Z, type C, etc., but the vast
majority of DNA in organisms presents type B structure. The flexibility and polymor-
phism of DNA structure are closely related to their gene expression and biological
function. It is speculated that DNA template presents B-type structure in the pro-
cess of DNA replication, while DNA undergoes reversible B to A transformation in
the process of RNA transcription [1]. In eukaryotic and prokaryotic cells, DNA can
undergo B to A transformation through the binding of acid soluble spore protein [2].
The binding of DNA with some drugs can lead to freezing of B to A transformation,
which may lead to DNA biological dysfunction [3]. Therefore, it is very important
to study the change of DNA conformation.

The conformational changes of DNA are environment dependent and sequence
dependent. Environmental factors include temperature, humidity, salt concentration,
pH value, solvent polarity, etc. In addition to the influence of environmental factors,
DNA conformation changes also depend on the base sequence [4, 5]. DNA sequence
has important biological and physical significance. Its effect on groove size affects
the expression of protein specific and non-specific binding groove. By analyzing the
DNA crystal structure data set of free and binding proteins and the typical sequence
of free DNA in the solution of NMR [6]. It was found that the size of the DNA
groove was significantly related to the BI/BII configuration state of the DNA skele-
ton [7–9] , and the BI/BII configuration was highly dependent on the DNA sequence
[8, 10]. In B-DNA, the phosphoric acid base uses two conformations, BI and BII.
In addition, BI phosphate base-related base pairs are positioned at the center of the
double helix structure, The BII conformation is accompanied by the offset of the
base pair to the relative center, toward the major groove. The two DNA structures
in Fig. 7.1 intuitively show the relationship between BI or BII-rich region and DNA
groove. This base-pair displacement is directly related to groove depth, a high density
of BII steps leading to shallow major grooves and deep minor grooves [11]. Each
of the 16 B-DNA dinucleotides is characterized by a NMR 31P chemical shifts in
solution, and therefore by a specific BII percentage [12] in Table7.1. Other helix
parameters describe changes in the B-DNA structure, such as rising or tilting [13],
which are too weak to significantly be related to the main chain state (or other struc-
tural parameters). Therefore, the BI/BII ratio reflects the most closely related DNA
helical descriptor. The properties of the DNA were described using an experimental
scale of XTR in terms of Twist, Roll, and X-disp (base pair displacement), which
quantifies the inherent flexibility of the ten dinucleotide steps [12]. On this scale,
each complementary dinucleotide step is characterized by a no-parameter fraction
(its experimental average BII population for phosphates), reflecting the flexibility
of the associated phosphates. The XTR at the dinucleotide level is a representation
of the sequence dependency of DNA intrinsic plasticity. Due to the tight coupling
between the spiral parameter and BII phosphate populations, this score also reflect
the intrinsic flexibility of the corresponding twist, roll and X-disp. According to the
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Fig. 7.1 The BI-rich (PDB
code 1EHV, left) and
BII-rich (PDB code 3GGI,
right) decamer X-ray
structures are in the same
orientations. BI and BII
phosphate groups are in blue
and green respectively. The
minor groove was labeled as
mG and the major groove
was labeled as MG (reprinted
with permission from [11])

scale, ApA · TpT, ApT · ApT, TpA · TpA and ApC · GpT exist restricted flexibility.
In contrast, GpG · CpC, GpC · GpC, CpG · CpG and CpA · TpG exist increased
flexibility. The steps which are mixed in terms of base composition have flexibilities
either restricted, GpA · TpC being intermediate. The effect of the base sequence of
DNA on its state density also alters the conductive behavior of DNAmolecules. Due
to the cumulative interactions and differences between adjacent base pairs, the DNA
molecules dominated by the cytosine base pair will tend to be conductors, while the
DNA molecules dominated by the adenine base pair will tend to be semiconductors
[14].

As a common solvent,water provides a solution environment for biologicalmacro-
molecules. Because the centers of positive and negative charges are not coincident,
water molecules are polar molecules. The polarity of water molecules often affects
the solubility of ions in water and the structure of biomacromolecules in solution.
The phosphate group of DNA double helix skeleton is negatively charged, and the
repulsive force is formed between the negative charges, which is not conducive to
the stability of DNA structure. Because the phosphate skeleton of DNA molecules
has a large number of negative charges, polar water molecules will form a hydrated
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Table 7.1 TheDNA sequence is expressed in terms of the ten dinucleotides base steps of frequency
N, summarized from a previous study. The intrinsic flexibility of each dinucleotide is quantified
by its experimental scale called TRX, The higher the TRX score illustrate the greater the intrinsic
flexibility of the step (reprinted with permission from [12])

N %BII TRX score

CpG · CpG 25 43 · 43 43

CpA · TpG 28 52 · 31 42

GpG · CpC 11 47 · 37 42

GpC · GpC 22 25 · 25 25

GpA · TpC 25 31 · 11 22

TpT · TpT 12 14 · 14 14

ApG · CpT 19 18 · 0 9

ApA · TpT 17 11 · 0 5

ApC · GpT 23 8 · 0 4

ApT · ApT 22 0 · 0 0

shell around the DNA skeleton. And it will form a water ridge in the spiral groove,
bridging the two chains and playing a role in stabilizing the configuration. Both the
hydrated shell structure and the water ridge depend on the properties of water. In
recent years, many studies on alcohol solutions have found that alcohols can also
change the properties of water [15]. Alcohols and water can be mutually soluble in
any proportion. How do different concentrations of alcohols affect the properties of
aqueous solutions? In the mixed solution of alcohol and water, due to the change of
surrounding solution structure, what kind of change will happen to the configuration
of DNA?

In this chapter, The factors that affect the conformational changes of DNA were
discussed, and DNA configuration transformation caused by base sequence and sol-
vents were studied. We analyzed the of DNA structural parameters and the distribu-
tion of ions around it with the increase of baseG content in the sequence. For different
sequences, the binding of ions is different [16]. Therefore, studying the distribution of
ions aroundDNA is helpful to understand themechanism of interaction between ions
and nucleic acids. In addition, the study of DNA in different solvents is meaningful
for practical storage. We discussed the properties of the mixed solution of different
alcohols (ethanol/glycol) and water. On this basis, the flexibility and polymorphism
ofDNA in alcohol solvent were analyzed. The format of this chapter is as follows: the
first section is introduction and the second section introduces the simulation method.
In the third section, the change of DNA configuration and the distribution of ions
caused by bases sequence are discussed. In the fourth section, the effects of alcohol
solvent and low activity water on DNA conformation are researched. The conclusion
of the fifth section is at the end of this chapter. Through molecular dynamics simu-
lation, the influence of internal base sequence and external environment on DNA in
liquid environment and the interaction mechanism were studied.
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7.2 Methods

The software used in this article is GOMACS [17], it can do fast parallel comput-
ing. DNA structure building software is NAB [18]. The GROMACS software was
developed by a research team at the University of Grogan in the Netherlands, pri-
marily for the simulation of biological systems, molecular dynamics software, can
also be used for simulation of chemical material systems, such as carbon nanotubes.
The advantages of GROMACS software over other molecular dynamics simulation
software are: (1) The good algorithm; (2) the high calculation efficiency, (3) the high
reliability of the force field, and (4) the good maintenance service, etc.

About the DNA molecules used in the simulation, this paper uses NAB [18]
software to construct a double helix DNA of a given sequence composition and
EcoRI dodecamer (named 171d) fromProteinData Bank (PDB) [26]. Using software
to build standard Type B DNA and standard Type A DNA in a sequence of four
nucleotide ABCD repeatedly arranged 5’G-G-D-ABCD-ABCD-ABCD-G-G-3’ as a
framework, five standard A-type and five standard B-DNA are constructed according
to the amount of base G content contained in the sequence (here ABCD is AAAA,
GAAA, GGAA, GGGA, GGGG), respectively. The five standard Type B DNA are
the initial conformations of the simulation, followed by AAAA, GAAA, GGAA,
GGGA, GGGG, GGGG representing five initial conformations. The five standard
Type A DNAs are designed to contrast with simulated evolutionary structures.

The force field is selected AMBERS0 force field [19], The water model is TIP3P
water [20]. A combination of the two can better describe the interaction between
solutes, solvents and ions in the solution. The interaction between molecules or
between atomswithinmolecules contains two parts, the electrostatic potential energy
and the Lennard-Jones potential energy. For long-range electrostatic interactions,
this paper uses the Particle Mesh Ewald plus method [21]. The cutoff radius of the
Lennard-Jones and Coulombic interactions is 14 Å. LINCS [22] algorithm is used
to constrain the bond lengths at their equilibrium values, which per-mitted the use of
2 fs timestep for the integration of Newton equations of motion. The initial type B
DNA and solvent water in each simulation are placed in a cubic box that meets the
periodic boundary conditions. The distance from the DNA molecule to the edge of
the box is at least 1.2nm. Since DNA is polyanion, in order for the system to remain
electrically neutral, counterions need to be added to each simulation box to neutralize
the negative charge on the DNA. The counterions used in this article are either K+
or Na+. When counterions are added, the counterions replace the water molecules in
the solution and are randomly and evenly distributed around the DNA. Finally, there
are about 6,780 water molecules in each cubic cell. Considering the DNAmolecules
in the solution, the equilibrium ions and solvent molecules, the density of the system
is approximately 1017kg/m3. The temperature of the system is set to 300K and the
pressure is set to 1 bar.

Before the final molecular dynamics simulation, the system goes through three
pre-equilibrium stages to achieve pre-equilibrium to reduce the time of subsequent
molecular dynamics evolution. First, the simulated DNA is placed in a water box at
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room temperature, energy minimization is treated to obtain a stable configuration,
and the algorithm used is the steepest drop method. This is because there may be a
relatively close atomic distance in the initial structure, the force between atoms is too
large, is not conducive to the stability of the configuration, so the energy minimiza-
tion treatment is generally carried out to make the initial structure to a low energy
state. Finally, using the structure of energy minimization as the initial structure, the
position-restrictiveNVT simulation of the soluteDNAmolecules is simulated, which
is a warming process, the temperature of the system should eventually be close to
the set temperature of 300K.

The temperature regulation usedNose-Hoover thermostat [23]. The coupling time
constant is 0.5 ps. At the beginning, 500 ps NVT ensemble and 1 ns NPT ensemble
simulation with 2 fs integration timestep are performed to allow solvent molecules
and ions to form the outer shells around DNA obtaining a initial balance. After that,
the product simulations of 100 ns (every 0.5 ps forming one snapshot) are carried out
to data analyses or structural analysis,Curves 5.3 [24] software is used to calculate
various structural parameters of DNA. The software is based on a series of defini-
tions of DNA structural parameters proposed by Lavery et al., gives a quantitative
description of the DNA structural parameters. We take into account the edge effect
and the wear and consumption at both ends of the simulation process sequence, and
the analysis ignores the two base pairs at both ends of the sequence, comparing only
the average of the structural parameters of the DNA internal base pairs. In addition,
the view software used as a secondary to this article is Canion program, it can be used
to calculate the distribution of conterion around DNA oligomer in the 2D (dimen-
sion) plane, based on a curvilinear helicoidal coordinate (CHC) system [25]. The
position of the ions is given in terms of its radial (R), longitudinal (D), and angle (A)
coordinates.

7.3 Influencing Factors of DNA Conformational Transition

Under physiological conditions, DNA is mainly stable in the B-shaped structure,
but when the external environment changes, the configuration of DNA changes, for
example B ∼ A [33], B ∼ Z [34], B ∼ S [35], B ∼ P etc. There are many factors
affecting DNA conformation, such as temperature [36, 37], solvent activity [38],
cations [39, 40], solution PH value, external force, pressure, organic solvent [41]
and so on, these factors can not lead to the degree of DNA conformation change, or
even structural destruction. Typically, water plays an important role in the structural
stability of DNA, with a B-type structure in a solution with a high relative humidity
and a type A in a solution with a lower relative humidity. [42] Many physical and
chemical methods are used to study the interaction of water with DNA [43, 44].
Water molecules can shield the repulsion between negative electrophoresis groups
on the backbone by hydrated shell layers [45], It is also possible to form a ridge of
two strands of DNA in a minor groove, which is conducive to stabilizing the double
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helix structure of DNA. Any factor that disrupts the water environment around DNA
can also affect changes in the structure of DNA.

The right-handed double-helix Watson-Crick model is the most common Type B
structure [27]. In addition to this classical structure, some other structural types of
DNA have been observed. For example, A, B, C, D, Z and other structural types [28,
29]. Among them, A-type, B-type and Z-type are the most common configurations;
C, D, E are a transition state for A- and B-type structures. A-DNA is obtained from
X-diffraction experiments on the sodium fibrous structure of DNA when the relative
humidity is less than 75% [30]. Type A DNA is a right-hand double helix structure,
two chains in reverse parallel, a complete screw contains 11 base pairs, the pitch is
2.8nm, the diameter of the spiral is 2.55nm, the vertical distance between the base
pairs is 0.28nm. The base pair plane of type A DNA is tilted by a 20◦ skew relative
to the spiral axis and moves toward the outside of the spiral, which causes the spiral
axis not to pass through the base pair plane, but to be in a major groove, so looking
down from the top of the spiral axis, the center is a hole. From the overall structure
of A-type DNA, the spiral is wide and short, the spiral surface is deep and narrow,
and the groove is shallow and wide (almost not easily distinguished). B-DNA is a
two-chain parallel right-handed double helix structure, a complete helix has 10 base
pairs, the pitch is 3.4nm, the helix diameter is 2nm, the vertical distance between
the base pairs is 0.34nm. The base pair plane of Type B DNA is perpendicular to the
spiral axis and layered on the inner side of the spiral, and the two base pair planes
are parallel to each other, with a rotation angle of 36◦ relative to the spiral axis [31,
32]. From the overall structure of Type B DNA, the spiral is thin and long, the spiral
surface is wide, the groove is narrow, and the depth of the two grooves is almost
the same. Factors that affect the change in its configuration can be classified as the
following:

(1) solvent polarity. The polarity of solventwater can be changed byproportionally
reducing or amplifying the charge ratio of oxygen and hydrogen atoms in the water,
at which point the strength of the hydrogen bond in the water also changes, and the
role of DNA and water changes. Changes in the polarity of solvents affect the role
of ions and DNA in the solution [46], making the structure of the DNA changes to
varying degrees [38].

(2) Temperature. At room temperature, DNA is generally present as a B-type
structure, and as the temperature increases, the structure of DNA changes to varying
degrees, resulting in a (A-B) mixed structure [47]. When the temperature exceeds a
certain value, the DNA molecule denatures, and when the temperature recovers, the
DNA molecule reverts to a double helix [48].

(3)Cations.Cations play a role in stabilizing the double helix structure ofDNA,but
they also have an effect on the change of DNA conformation. The functional function
of metal ions in the shape of nucleic acid structure can be referenced [49]. Metal
ions can interact directly with nucleic acids or indirectly interact with nucleic acids
through hydrated shell structures. Metal ions are primarily stable DNA structures,
but can also affect DNA conformation when changes in the external environment
(e.g. water polarity, temperature mentioned above).
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(4) Organic solvents. Some alcohols can also affect changes in the structure of
DNA, such as ethanol, where different concentrations of ethanol can vary depend on
the structure of DNA [50].

(5) Base sequence. The conformational changes of DNA have environmental
dependence and sequence dependence. In addition to the effects of external environ-
ment on DNA, the sequence size and composition of the DNA itself also affects the
choice of DNA conformation in the solution, where the tendency of DNA A- or B-
type has sequence dependence.

This chapter mainly discusses the influence of internal factors of base sequence
and external factors of solvent on DNA: (1) The sequence dependent of DNA confor-
mation; (2) Structure and dynamics properties of liquid alcohol solvent; (3)Dynamics
and flexibility of DNA structure in different solvents.

7.3.1 Sequence Dependent-Induced DNA Conformational
Transition

After the synthesis of the first double helix single crystal structure of B-type DNA,
a series of questions about the effect of sequence on DNA structure, solvation, con-
formational stability and axial bending have been raised [51]. In the past decades,
many follow-up studies have focused on the effect of sequence on DNA structure.
The smallest structural unit of DNA carrying three-dimensional structural informa-
tion is dinucleotide base pair, which is expressed in the form of 5’- dXpY-3’, where
x and Y may be any one of A, T, G or C. Four possible choices of X, Y result in
16 XpY permutations, 10 of which are different. People first studied the structural
characteristics of local single dimer [52], and it was found that ten different dimers
have different A-and B-form affinities. For example, dimers AA and CG have B-type
affinity, while GC andGG haveA-type affinity. Considering the influence of adjacent
bases, the structure of any single XpY may be affected by the nearest base pair. As a
result, a series of studies on DNA trimers [53] and tetramers [54] have been carried
out, such as conformational propensity, influence of adjacent bases, sequence related
hydration effect and ion distribution.

Various experimental and theoretical studies have shown that DNA has flexible
and polymorphic structures [55]. It is generally accepted that base sequences have
an important effect on the nature of DNA and play an important role in protein/drug-
DNA interactions that are critical in the cellular process [56, 57]. Therefore, the
study of sequence-dependent DNA conformation flexibility at the molecular level is
expected to raise awareness of this issue. In this section, the effect of sequence on
DNA conformation change and the distribution of ions and water molecules around
it was studied at the molecular level. With the increase of base G content in the
sequence, the degree of DNA structure change and the sequence dependence of ions
andwatermolecules around itwere analyzed. The specificmethod is: according to the
increasing trend of base G content in the sequence, AAAA, GAAA, GGAA, GGGA,
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Fig. 7.2 With the increase of G content, the root mean square deviation (RMSD) of DNA, red and
black respectively represent the RMSD of relative standard A-DNA and B-DNA (reprinted with
permission from [58])

GGGG five B-forms DNAwere constructed and put into five identical environments
(potassium balance ion or sodium balance ion, and aqueous solution) respectively
for a period of dynamic evolution to observe the conformational changes of different
DNA. [58] Fig. 7.2 show the mean square coordinate deviation (RMSD) of the five
DNA polymers, which varies with the increase of G content in the NaCl solution
environment.

For AAAA polymers, AAAA oligomers strongly prefer B-DNA. In the solution,
it was noted that the poly (A) sequence does not change into a type A structure,
even under extreme conditions [59]. When GAAA exists, the relative deviation from
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standard A-DNA is reduced. However, in this case, GAAA still keeps the nearly
B-formation. For GGGA and GGAA oligomers, the red and black fluctuating curve
is almost at the same level, indicating the presence of (A-B min) state in DNA. In
the case of GGGG, the configuration of DNA is converted into stable A-DNA. This
shows that with the increase of G content in the oligomer, the DNA conformation
shows sequence dependence, the average structure parameters are evolving to the
standard A form, and the change of B—to A—form occurs.

The average structure parameters of DNA with various G-base content of 10 ns
are calculated and listed in Fig. 7.3, and compared with the parameters of standard
A-type and B-type DNA [60]. It can be seen that the average structure parameters
of DNA oligomer show the evolution to the standard a type when the G content in
DNA oligomer increases in ionic atmosphere. With the increase of G content, the
A affinity of DNA increased gradually. For AAAA and GAAA oligomers, most of
the structural parameters are shown in the B-DNA family. In contrast, GGGA and
GGGGoligomers are shown in theA-DNAfamily. ForAAAAandGGGGoligomers,
they showed the strongest affinity for B and a, respectively. This phenomenon is
consistent with that AA and CG have B-form affinity and GC and GG have A-
form affinity [61]. In addition, most of the structural parameters of GGAA and
GGGA oligomers are between B-DNA and A-DNA, and their structures are similar
to the intermediate structures of B-form or A-form. The properties of the ions are
independent of their contribution to this conformational change. This indicates that
the composition of DNA base is the main reason for DNA conformation change in
physiological environment, followed by salt ions.

Early studies have shown that B-DNA conformation is stable by Base-stacking
interactions rather than base-pairing hydrogen bond interactions [62]. The morphol-
ogy changes in this chapter are mainly caused by the base composition, which is
mainly caused by the base stacking interaction. Tolstorukov and his colleagues [63]
demonstrated that the strong B affinity of the AA/TT step was due to the attractive
interactions between clusters of thymus incesium-cyanosine methyl (CH3) clusters,
sugars (CH2) clusters, and thymus C6 atomic hydrophobic clusters. However, the
GG/CC step reduces static interaction and therefore makes it easy to perform B to A
transition in water [64].

7.3.2 Distribution of Ions Around DNA

The phosphate group of DNA double helix skeleton is negatively charged, and the
repulsive force is formed between the negative charges, which is not conducive to
the stability of DNA structure. The hydration of water molecules in solution and the
electrostatic interaction of ions can shield this repulsive force and play an impor-
tant role in the stability of DNA structure. However, there is a competition between
these two roles, which makes DNA have different conformations and further affects
the expression of DNA function. In addition, for different sequences, the distribu-
tion of ions and water molecules around them are also different [65]. Therefore,
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Fig. 7.3 Averaged structural
parameters for various G
base content DNAs under
Na+ and K+ ion solutions.
Regions of the points are
marked as follows: AAAA,
black squares; GAAA, red
squares; GGAA, blue
squares; GGGA, pink
squares; GGGG, green
squares. The orange and
navy ovals show regions
typical for B- and A-DNA
families respectively
(reprinted with permission
from [58])
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studying the effect of sequence on the distribution of ions around DNA is helpful to
further understand the mechanism of interaction between ions and DNA with differ-
ent sequences.

A unique feature of nucleic acids is that they are negatively charged. DNA is an
anionic polyelectrolyte, each nucleotide carries a unit of negative charge, resulting
in a high charge density resulting in a strong electrostatic repulsion. In order to avoid
DNA fragmentation, it is necessary to reduce the electrostatic repulsion force to
maintain the stability of DNA structure. The hydration of water molecules in solu-
tion and the electrostatic interaction of equilibrium ions can shield the electrostatic
repulsion between phosphate groups on DNA skeleton. These environmental effects
may regulate the binding of proteins and small molecules to dsDNA, and then affect
the structure and function of DNA. Therefore, it is of great significance to study the
distribution of ions around DNA and the mechanism of their interaction with DNA.
It has been found that the binding of metal ions to DNA is related to the structure
of nucleic acid and the sequence of bases [66]. What is the effect of base sequence
on the distribution of ions around DNA? Will the distribution of ions in solution be
regular with the increase of base G content in DNA sequence? In this section, we
analyze the molecular dynamics trajectory file to study the sequence dependence of
the distribution of ions around DNA. Radial distribution function (RDF) is used to
describe the distribution of the Na+/K+ bind with DNA in solution, the electrostatic
interaction between counterions andDNA also showed sequence-dependent binding.
In this chapter, we analyze the binding of ions and DNA electronegative sites using
radial distribution function (RDFs) in Figs. 7.4 and 7.5.

The electrostatic interaction between O1P and counterions is a sequence-
dependent combination from Fig. 7.4, the first peak is gradually reduced with the
increase of G content, and the affinity of the electronegative sites on the phosphate
group is higher than that ofK+ mean that the electrostatic attraction is higher than that
of K+. The interaction of O2P also presents a peak, but their combination does not
show a change in sequence dependence like O1P. The RDFs of counterions relative

Fig. 7.4 RDFs of cations (Na+ or K+) relative to the electronegative atoms of the phosphate
groups of DNA. (a) Na+-DNA, (b) K+-DNA (reprinted with permission from [58])
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Fig. 7.5 RDFs of Na+ (a) and K+ (b) relative to the electronegative atoms of the major groove
of DNA. The negatively charged sites are N7 of the adenine, O4 of the thymine, O6 of the guanine
and O7 of the guanine, respectively (reprinted with permission from [58])

to electronegative atom in DNAmajor groove are shown in Fig. 7.5, the negative sites
show the sequence dependence of binding to the ions, and the first peak gradually
strengthens with the increase of G base. This shows that with the increase of the G
base, the concentration of ions in the major grooves of the DNA oligomer increases.

For ion-DNAsystems, the case of ion binding inminor grooves is a bit complicated
that with the increase of G content, the combination of cations and minor grooves
decreases, except for GGAA oligomer in the atmosphere of Na+ ions. Ions are more
concentrated in the major groove of DNA olihomers than in minor grooves, where a
small number of ions interact with electronegative atoms in the minor grooves of the
oligomers. The main reason is: (1) the minor groove of the oligomers has a strong
hydration density, occupies a larger volume, making it difficult for ions to enter the
small groove. (ii) The population of the major groove is generally significantly larger
than the minor groove [67].

For AAAAolimogers, a large number of hydrophobic clusters cause strong attrac-
tion interactions between bases, resulting in the burial of hydrophilic groups. There-
fore, in the DNAmajor groove, the static interaction between the counterions and the
negative atoms is weak, resulting in more ions staying near the phosphoric group.
With the increase of G base in DNA oligomers, the attraction interactions of bases
hydrophobic groups and the bace stacking interactions are weakened, resulting in
anisotropy ratio of the bases increasing and the static strength of the major groove
increasing. As a result, the negative charge atoms on the base are exposed, and ions
near the phosphoric group and minor groove move toward the main groove, enhanc-
ing the interaction between the ions and the electronegative atoms on the major
groove and weakening the role of the minor grooves and phosphoric group. This is
the main reason for ions sequence dependence. Consistent with recent studies that
found that the maximum molar concentration corresponds to the major groove, not
the phosphoric backbone or minor groove [25].
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Fig. 7.6 Two-dimensional Na+ molarity (aM) distribution around DNA in aqueous solution, as a
function of RA, DR andDA. Themolarity increases going from blue to red, in discrete, non-uniform
steps chosen to highlight the structure of the distribution. The white circle in RA and vertical bars
in DR indicates the phosphorous radius (R = 10.25 Å), while the RA and DA plots show the minor
groove limits 33–147◦ (reprinted with permission from [70])

Savelyev and colleagues [68] studied an counterions-anions cluster in a 16-base
DNA oligomer and concluded that about half of the K+ were associated with Cl−,
while almost all of the Na+ were clusterless. In the case of different G content
sequences, sodium ions performed a higher affinity for DNA than that of K+. We
inferred that the concentration of Cl− ions in the K+ environment around DNA
was low, due to their easy formation of K-Cl clusters, which weakened the K-DNA
interaction. In contrast, a small number of clusters of Na-Cl in the system cause more
Na+ to condense around the DNA. This may explain the difference in affinity for
DNA from Na+ and K+.

Whether as the carrier of genetic information or as the basic unit of emerging
molecular devices, the base is the basis of DNA functional expression. This chapter
shows that with the increase of G base content, the DNA structure changes B type—
(A-B) mix—A type. The change of DNA conformation at physiological salt concen-
tration is caused by the base composition, and the changes in counterions distribution
is mainly caused by DNA elasticity.

In addition, we also discussed the distribution of ions around DNA in different
solvents. The distribution of sodium ions around DNA fragments was discussed in
water, ethanol and glycol, and the ion distribution around nucleic acids was analyzed
by canion program [65]. Now we can learn more about it in 2D representation.
Figure7.6 shows the RA, DR and DA diagrams of Na+ ions around the oligomer.
We found a strong ion binding region in the major groove of d (AATT)2 and the
minor groove of C·G base pair. The outer region of the d (AATT)2 fragment and
the phosphate backbone were shown as secondary ion binding regions. In the figure
of RA, it can be seen that Na+ is closer to the spiral axis on the side of the major
groove. In addition, there is only one strongest binding site in the center of the minor
groove, while we see two molarity peaks in the major groove. The more dispersed
molar distribution is located in the outer region of the minor groove and surrounds
the negatively charged phosphate group to shield the electrostatic repulsion. DR
figure showed that the strongest ion nucleotide interaction occurred in the major
groove of the central d (AATT)2 segment. A strong local region with high Na+ molar
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Fig. 7.7 Two-dimensionalNa+ molarity (aM) distribution aroundDNA in ethylene glycol solution,
as a function of RA, DR and DA plane. The molarity increases going from blue to red, in discrete,
non-uniform steps chosen to highlight the structure of the distribution. The white circle in RA and
vertical bars in DR indicates the phosphorous radius (R = 10.25 Å), while the RA and DA plots
show the minor groove limits 33–147◦ (reprinted with permission from [70])

concentration was found in the minor groove, in which Na+ mainly coordinated
with C·G, and more diffusion binding regions were located in the outer region of the
secondary groove section d (AATT)2.

The ion analysis of EG solution is shown in Fig. 7.7. The d (CGCGAATTCGCG)
sites in EG solution is a strong ion binding region, and the outer region d (ATT)2
fragment in the minor groove is a secondary ion binding region. Looking at the
RA diagram, we can also see that the highest molar concentration in the minor
groove is located in a continuous region across the center of the groove, while the
density of the major groove shows four different peaks. DR diagram showed that
the strongest ion nucleotide interaction occurred in the inner region of the groove of
d (CGCGAATTCGCG)2 site and the diffuse bonding region appeared in the outer
region of the minor groove of d (ATT)2 segment in the center.

Na+ ions are mainly bound to oxygen phosphate in EA solvent. One of the impor-
tant reasons for the change of DNA to A-form configuration in alcohol is the com-
petition between hydration and direct cation coupling with free oxygen phosphate
in DNA skeleton. In EA solution, Na+ is strongly coordinated with free oxygen
phosphate to form chemical bond Na-O (P) and limit electrostatic repulsion on the
backbone. Therefore, it is possible forDNA to transform into amore compactA-form
DNA in ethanol. DNA is a very flexible polymer, the analysis of ion distribution is
very important to understand the conformation of DNA in different solvents under
physiological conditions.
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7.4 Configuration Transformation of DNA in Different
Solvents

7.4.1 The Structural and Dynamic Properties of Alcohol
Solvents

Information about the molecular interactions between water and alcohols under a
series of alcohol mass scores is important for us to understand the complex interac-
tions of DNA in alcohol solvents. This chapter studies the changes in intermolecular
structure caused by the increase in alcohol mass fractions. Molecular dynamics sim-
ulation were performed of the mixture of mass fractions Ci of 0, 20, 40, 60, 80,
and 100% of glycol (EG) and water and the structural and dynamic characteristics
were analyzed. Extensively studied ethanol (EA) and water mixed solutions were
also calculated [69].

The RDF of the water molecules in the EG and water mixtures are shown in
Fig. 7.8(a) and (b). There is HB interaction between water molecules whether the
mixture is water-rich or not. With the increase of The EG mass fraction, the number
of first shell water molecules and the thickness of the first shell increase around
the target water molecules and indicate that local water molecules appear to be more

Fig. 7.8 The radial distribution functions (a) to (b) of water-water in a series of concentrations of
EG or EA solutions. (a) Water oxygen (OW)-water oxygen (OW), (b) water oxygen (OW)-water
hydrogen (HW) (reprinted with permission from [69])
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Fig. 7.9 Probability distribution of OCCO and HOCC angles in different field force. Mass fraction
20, 40, 60, 80, 100% are shown as magenta, cyan, yellow, gray, and light gray, respectively. OPLS-
AA (solid), OPLS-AA-SEI (dash), OPLS-AA-SEI-M (dash dot) (reprinted with permission from
[69])

concentrated with the Increase of EGmass fractions. The RDF of the water molecule
in the EA and water mixture indicates that the integral area of the first shell of the
EA solution is greater than the integral area of the EG solution at the same mass
fraction. It is shown that water molecules are more concentrated in the EA solution
than EG solutions. The reason for this difference is that the proportion of weak polar
groups in EA is larger, which makes the water molecules in the EA solution bind
more to themselves. The molecular structure characteristics of EG molecules are
determined by dihedral angles, an OCCO and two HOCCs. Each dihedral angle has
three conformations: gauche conformations (g+/g−), and trans conformation (t).

The probability distribution of one OCCO and two HOCCs under different EG
mass scores are given in Fig. 7.9, and compares the results of other force fields.
Studies show that when Ci increases from 0 to 100%, the intermolecular structure
of EG-EG is not significantly affected by the EG mass score until Ci increases to
80%. The probability distribution of OCCO is g conformation, not change with the
EG mass fraction, the difference only appears on the dihedral angle of HOCC. The
probability distribution of OCCO depends primarily on the force field. As the EG
mass fraction increases, the absolute value of themaximumprobability distribution of
its g conformation increases, the probability increases in Fig. 7.9(b), on the contrary,
the t peak position does not change, but the probability decreases.

In summary, the EG mass score does not affect the probability distribution of
OCCO, and has less effect on the t/g probability distribution of HOCC. The dihe-
dral angular probability distribution of OCCO and HOCC represents the molecular
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Fig. 7.10 (a) The HB lifetime for t = 2 ps in EG solution. (b) The HB lifetime in EA solution
(reprinted with permission from [69])

structure of the EG, which is determined primarily by the force field, not by the mass
fraction of the EG.

In the study of hydrogen bonds, it is found that the fracture rate of HB decreases
with the increase of mass score due to the enhancement of the effective strength of
HB in Fig. 7.10. The intermolecular HB binding has the following priority: water-
water greater than EG-water greater than EG-EG andwater-water greater than water-
EA greater than EA-EA. Compared to EG solution, longer hydrogen bond vitality
is found in the EA solution. This is because the EG (EA) molecule is heavier than
water, and according to the energy average theorem, at the same temperature,GA(EA)
rotatesmore slowly and theHBdoes not break quickly. Longer vitality in EA solution
is related to the corresponding HB mesh pattern. The HB linear chain of EA is more
stable than the three-dimensional HB mesh of EG and water.

The study of alcohol structure helps to understand the mechanism of DNA inter-
action in its solution. In the study of the proportional mixing of EG/EA and water,
when Ci increased from 0 to 100%, the intermolecular structure of the EG-EG was
not significantly affected by theEGmass fraction until Ci increased to 80%.The dihe-
dral angular probability distribution of OCCO and HOCC represents the molecular
structure of the EG, which is determined primarily by the force field, not by the mass
fraction of the EG. Except EG-EG, the intermolecular structure of solvent-solvent
shows different degrees of clustering and the concentration of water molecules is in
order: EA solution greater than EG solution greater than pure water solution. The
study of hydrogen bonds found that the intermolecular HB binding has the following
priority: water-water greater than EG-water greater than EG-EG and water-water
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greater than water-EA greater than EA-EA. With the increase of the number of EG
molecules, the rate of HB break decreases with the increase of mass score.

7.4.2 Alcohols Solvent and Low Activity Water Induced DNA
Conformational Transitions

Solvents are found inmany types, such as acid or alkali solvents, organic or inorganic
solvents, and hydrophilic or hydrophobic solvents. It is clearly undesirable that strong
acids and alkali solutions are corrosive or that DNA is insoluble in most organic sol-
vents. The organic solvent glycol is an exception.DNAhas been observed tomaintain
its biological activity and double-stranded structure in glycol salt solutions for a long
time. [71] Mixing other molecules (alcohols) with pure water proportionally adjusts
the hydrogen bond strength of the solution, and when charged particles are added
to the aqueous solution, the electrostatic interaction between charged particles and
water molecules destroys the direction of water molecules and reduces the chance
of hydrogen bonds between water molecules. In addition, compared with aqueous
solution, ethylene glycol solution has the following advantages. (i) DNA is more
resistant to radiation damage in glycol than in water and does not produce an equiv-
alent amount of hydroxyradical free radicalination in a radiation-affected glycol
solution. (ii) Double-stranded DNAmay active in a glycol solution at an appropriate
temperature range of 10 to 25 ◦C, where microorganisms usually do not grow. As a
result, it may be cheaper andmore efficient to store DNA in biological reservoirs than
water in bio-banks. Here, in order to study the effects of alcohol solvents on DNA
conformation, the polymorphism and flexibility of DNA fragments (PDB ID:171d)
in water, glycol (EG) and ethanol (EA) solutions were simulated using molecular
dynamics [70]. Figure7.11 shows that in water and EG solvents, the groove and
base pair structural parameters are close to the value of B-DNA, and the value of the
axis-base pair is located in the middle region between A and B DNA, but closer to B,
belonging to the B-DNA state. In terms of EA, slide maintains the value of B-DNA,
and other parameters are close to A-DNA or in the middle of the state between A and
B. In the EA solution, the DNA fragment transition state is specified as the A-DNA
state.

In order to investigate the potential causes of solvent induced DNA structure
transfer, we refer to the ion distribution around the DNA fragment that we discussed
earlier. In the EG solution, the d (CGAATTCG)2 sites is a strong ion binding zone,
and the area outside the d (ATT)2 of minor grooves is shown as an ion secondary
binding zone. In the EA solution, The Na+ ions are bound around the phosphate
oxygen atoms, and an important reason for the configuration of DNA from B to A is
the competition between direct cation coupling and hydration on the phosphate free
oxygen atoms on theDNA skeleton. In aqueous solution or EG, the free oxygen phos-
phate atom is mainly protected by the solvent molecule by binding to the hydrogen
bond with a positively charged proton, and the Na+ ion is more dispersed, showing
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Fig. 7.11 Averaged DNA structure parameters during the last 100 ns simulations. They are the
slide, roll and twist angle of inter base pair parameters, intra-base pairs parameter propeller. The
horizontal lines indicate the reference values of typical A (green) and B (pink) forms (reprinted
with permission from [70])

B-DNA. In EG solution, ethylene glycol molecules give priority to the formation
of a ring structure around the phosphate group, through the interaction of hydrogen
to affect the configuration of DNA, glycol molecules similar to water molecules to
screen the negative charge of the phosphoric acid between the repulsion between
the action, to prevent this rejection effect of the spiral expansion and extension, so
that the configuration of DNA to maintain The B-type. In the EA solution, no water
molecule maintains the hydration structure of phosphate oxygen, and the Na+ ion
is strongly matched with a free oxygen phosphate atom to form a chemical bond
of Na-O (P) that inhibits electrostatic repulsion on the skeleton. As a result, DNA
exhibits shorter, denser A-type. From the distribution diagram of EG solvent, the law
of interaction between cations and A · T is different from that of C · G.

In addition to alcohol addition, we also used water models with different bond
lengths to study the effects of solvent activity on DNA structure. The effects of
solvent activitywere studied usingmolecular dynamics (MD) by combining theDNA
fragments of d(GCGAATTCGCG)2 into SPCwater solvents in different models with
varying bond lengths from 1.1 to 0.7 Å. DNA underwent the transformation of B
from—(A-B) mix—A form [72].

In ethanol solvent and low activity water solvent, the DNA changed to the A-
type configuration. There are similar reasons behind it, both of which are due to the
weak hydrogen bond in this kind of solvent, the hydration layer structure is easy
to be destroyed, and the ions in the solution are easy to enter the hydration shell to
replace the position of water molecules, and directly contact with DNA to neutralize
the negative charge and change the configuration of DNA. The results show that
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the equilibrium ions and solvents play an important role in maintaining the stable
structure of DNA.

7.5 Conclusions

DNA has a variety of configurations, DNA configuration changes depend on the
environment and sequence. DNA presents different conformations in various sol-
vents. We constructs five initial B-type DNA according to the increase of base G
content in the sequence, and then the dynamic evolution in the ion balance solution,
through its trajectory file analysis, the following conclusions are obtained: (1) DNA
configuration, with the increase of the base G content in the sequence, the pro-A
tendency gradually strengthens, the pro-B gradually weakened, that is, the ability to
convert from B-type to A-type improved and there is A-type DNA in GGGG. (2) Ion
distribution, ion distribution also has sequence dependence with the increase of G
base in DNA oligomers, the mutual attraction of hydrophobic groups between bases
and bases stacking interactions weakened, resulting in anisotropy ratio of the base
increased, the static strength in major groove increased. As a result, the negative
charge atoms on the base are exposed, and ions near the phosphate backbone and
minor groove move toward the major groove, enhancing the interaction between the
ions and the electronegative atoms in the major groove.

The study of alcohol structure helps to understand the mechanism of DNA inter-
action in its solution. In the study of the proportional mixing of EG/EA and water,
when Ci increased from 0 to 100%, the intermolecular structure of the EG-EG was
not significantly affected by the EG mass fraction until Ci increased to 80%. The
study of hydrogen bonds found that the intermolecular HB binding has the following
priority: water-water greater than EG-water greater than EG-EG and water-water
greater than water-EA greater than EA-EA. Comparing the simulated evolution of
DNA in EG and EA solvents, it is found that in EG and EA solvents found that in
EG solutions, ethylene glycol molecules are similar to water molecules in screening
for rejection between negatively charged phosphates, preventing this rejection from
spreading and extending the spiral so that the DNA’s configuration maintains type B.
In the EA solution, no water molecule maintains the hydration structure of phosphate
oxygen, and the Na+ is strongly matched with a free oxygen phosphate atom to form
a chemical bond of Na-O (P) that inhibits electrostatic repulsion on the skeleton.
As a result, DNA exhibits shorter, denser A-type. A decrease solvent-water activity
has the similar reason that could lead to configurational changes in A-DNA. There
is the same reason for the change of DNA to A configuration from over-active to
low-active aqueous solvents.

Studying the effects of sequence and environment on changes in DNA conforma-
tion and ion distribution can help to understand the structure and function of DNA
and the origin of DNA conformation polymorphism at the molecular level. At the
same time, we can select or change the sequence of DNA to achieve the desired DNA
conformation, to meet the implementation of various biological functions of DNA.
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The structural characteristics and ion distributions directly related to the sequence
obtained in this chapter are important in identifying DNA binding to proteins or
drugs, developing DNA structures, and understanding the nature of reversible A-B
conversion. Discussion of different solvents offers the possibility that glycol stores
DNA in biological banks more cheaply and more efficiently than water solvents in
bio-stores.
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Chapter 8
Mechanisms of Heteroassociation
of Ceftriaxone and Doxorubicin Drugs
with Bovine Serum Albumin

Oksana Dmytrenko, Mykola Kulish, Olena Pavlenko, Andrii Lesiuk,
Andriy Momot, Tetiana Busko, Mykola Kaniuk, Tymofii Nikolaienko,
and Leonid Bulavin

Abstract Quantum chemicalmodeling of the electronic and oscillatory structures of
doxorubicin (DOX) and ceftriaxone (Cef) molecules was performed. Parameters of
the resonance energy transfer between a bovine serum albumin (BSA) biomolecule
and molecules of DOX and Cef were calculated. The obtained results are consistent
with the molecular docking study. The binding parameters of the BSA-DOX conju-
gate in an aqueous solution were determined. Changes in thermodynamic parameters
of the solutions indicate the presence of van der Waals interaction and hydrogen
bonds in the conjugate with a significant contribution of electrostatic forces. The
conditions of excitation energy transfer in BSA-Cef complexes were established.
The values of the binding constants indicate a static mechanism of fluorescence
quenching. The interaction in BSA-Cef complexes has a spontaneous hydrophobic
character. The analysis of the components of the amide band I of IR transmission
spectrum indicates insignificant conformational transformations of BSA molecules
in the complexes with Cef.
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List of Abbreviations and Symbols

Abbreviations

BSA bovine serum albumin
HSA human serum albumin
Cef ceftriaxone
DOX doxorubicin
Trp tryptophan
AuNP gold nanoparticle
FL fluorescence
DFT density functional theory
TD SCF time-dependent self consistent field
B3LYP Becke, 3-parameter, Lee–Yang–Parr
HOMO the highest occupied molecular orbital
LUMO the lowest unoccupied molecular orbital
IR infrared
SERS surface enhanced Raman spectroscopy
SV Stern-Volmer

Symbols

C concentration
F intensity
ξ absorbance
λ wavelength
K characteristic constant
n number of binding sites

8.1 Introduction

Doxorubicin (adriamycin) (DOX) belongs to the family of anthracycline antibiotics,
which are widely used in chemotherapy of malignant neoplasms and other types of
cancer. It is assumed that the most important mechanism of doxorubicin impact on
malignant cells is the intercalation of DOX molecules into the DNA biomolecule,
which causes inhibition of the synthesis of DNAmacromolecules, RNA and proteins.
The formation of the free radicals capable of neutralizing DNA molecules, lipids
peroxidation, the crosslinks formation in DNA and other processes of inhibition in
the presence of DOX have also been considered [1–3].
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Ceftriaxone (Cef) belongs to the third generation of antibiotics characterized by
the high antimicrobial, antifungal efficacy and pronounced bactericidal action. The
latter implies the inhibition of the cell walls synthesis of gram-positive and gram-
negative bacteria. It is realized through suppressing the synthesis of transpeptides,
one of the important enzymes of bacteria, which provides crosslinking between
neighboring tetrapeptides [4–6]. The enhancement of the antibacterial properties of
ceftriaxone is due to its electronic structure and conformational state, which can be
changed by adding a variety of ligands, primarilymetals [7–9] and nanoparticles [10–
13], to the drug. The formation of conjugates with ceftriaxone results in a significant
change of the drug activity with respect to the proteins, lipids and hydrocarbon
components of the membranes of bacterial cell [14].

Taking into account the high toxicity of drugs and consequently high probability
for the normal cells to be damaged, the important issue is the targeted delivery of drugs
to malignant cells. This problem is solved in various ways, including creating less
toxic prodrugs on the basis of anthracycline antibiotics [15] or by the localization of
drug molecules on nano- and magnetic particles [16–18]. At present, the natural way
of drugs transportation using plasma albumin as themain proteinwhich contacts with
all cells of the body remains perspective. At the same time, albumin is characterized
by antioxidant properties and the ability to form complexes with various ligands due
to disulfide interaction. The antitoxic effect of biomolecules is also manifested in
albumin complexes with drugs.

Currently, a large number of studies on the properties of ceftriaxone, doxorubicin
and its analogues, their interaction with bovine serum albumin (BSA) and human
serum albumin (HSA) [19–27], as well as the interaction of protein biomolecules
with other drugs [28–35], have been carried out using electrophotometric methods.
These methods are based on changes in the optical density of drug solutions due to
the presence of the albumin [20, 21], or fluorescence quenching of albumin solutions
with increasing concentration of ligands [28–35]. They allow to obtain important
parameters of complexation, binding constant and a number of binding sites of ligand
molecules to prodrugs [28–35].

Despite a large number of studies on the properties of doxorubicin molecules,
especially the electronic structure of various protonated forms, and ceftriaxone, the
mechanisms of interaction in complexes of protein biomolecules with drugs, also in
the presence of metal ions or metal nanoparticles, have not been sufficiently studied
yet.

The purpose of this work is to perform quantum chemical modeling of the
electronic structure, optical transitions in the oscillatory structure of doxorubicin
and ceftriaxone molecules and the establishment of mechanisms of interaction in
complexes of drug molecules with BSA.
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8.2 Preparation of Samples and Experimental Methods

The crystallized powder of 99%of the bovine serum albuminmanufactured by Sigma
Aldrich/Merck and dosage forms of doxorubicin and ceftriaxone (18% of active
substance (see instructions)) were used in the experiment. The active substanceswere
dissolved in distilled water. Solutions with a constant concentration of BSA CBSA =
0.01mM and a variable concentration of ceftriaxone CCef = 0M; 10−6 M; 2 ×
10−6 M; 4 × 10−6 M; 6 × 10−5 M; 8 × 10−5 M; 1 × 10−5 M; 1.2 × 10−5 M were
obtained by the method of sequential dilution.

For the solutions with doxorubicin, concentrations CBSA = 10−4 M = const of
BSA and CDOX = 0.1 × 10−5M; 0.5 × 10−5M; 1 × 10−5M; 2 × 10−5M; 3 ×
10−5M; 5 × 10−5M; 6 × 10−5M; 8 × 10−5M; 10 × 10−5M of the drug.

Quantum chemical calculations were performed on the basis of the Gaussian 03
software package. Forms of molecular orbitals of the doxorubicin molecule were
obtained by DFT (B3LYP, 6-31G) method, the energies of electron transitions were
obtained by TD SCF (B3LYP, 6-31G).

The study of molecular fluctuations in the system of drug—bovine serum albumin
(BSA) was performed using spectroscopy of absorption of infrared (IR) light and
Raman light scattering (Raman). As in the previous articles [18, 32], the samples
were prepared in the form of films by means of drying solutions of doxorubicin with
BSA of different concentration at room temperature on glass substrates covered with
a thin layer of Au nanostructures made by the Turkevich method. The ratio of BSA
to doxorubicin concentrations varied from 0 to 1, thus, the obtained concentrations
of doxorubicin and BSA in the solutions CDOX = 17.7 × 10−5 M, CBSA = 1.77 ×
10−5 M, 3.54 × 10−5 M, 5.31 × 10−5 M, 7.08 × 10−5 M, 8.85 × 10−5 M, 12.39 ×
10−5 M, 17.7 × 10−5 M.

Micro-Raman spectra were measured at room temperature in the backscat-
tering geometry using a Horiba Jobin Yvon T64000 (Horiba, France) spectrometer
equipped with an UV-Visible-NIR Olympus BX41 confocal microscope (Olympus,
Japan) and a thermoelectrically cooled CCD detector. An Ar-Kr laser with a wave-
length λ = 488 nm was used to excite the Raman spectra. The excitation radiation
was focused on the surface of the test sample using an Olympus lens with a 10-
increase in the area of ∼ 5μm2. The power density of the excitation radiation on the
sample varied in the range of 0.5÷100 kW/cm2. The accumulation of the signal was
30 s. In addition, Raman spectra were recorded using a micro-novel spectrometer
Renishaw InVia Raman Microscope (Renishaw plc, United Kingdom).

A standard Bruker Vertex 70v Fourier infrared spectrometer (Bruker, Germany)
was used to measure the reflection spectra in the spectral range of 100–3500 cm−1

with a resolution of 4 cm−1 in the infrared region.
The measurements of light absorption spectra of the drug solution in the visible

optical regionwere performed on a two-channel spectrophotometer UV-visible-near-
IR region “UNICO SpectroQuest 4802” (United Products & Instruments, Inc., USA)
in the spectral range 350 ÷ 700 nm with a step of 1 nm on fluorine COULTER®
EPICS® XLTM Flow Cytometer (Beckman Coulter, Inc., USA), as well as on a
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portable laser fluorimeter “Fluorotest Nano” (IFN NASU, Ukraine) with excitation
at a wavelength of 532 nm.

Molecular dockingwas performed inAutoDockVina 1.1.2 software package [36],
where the iterative local search method is used as a global optimization algorithm.
The algorithmuses random starting conformations of the proteinmolecule and ligand
[36].

8.3 Results and Discussion for Doxorubicin

8.3.1 Quantum Chemical Modeling of the Electronic
Structure of Doxorubicin Molecules

Figure 8.1 shows experimentally obtained spectra of optical density and fluorescence
for aqueous solutions of doxorubicin.

It canbe seen that themain absorptionpeaks are at 475nm(more intensive one) and
at 500 nm. To establish the nature of the absorption, quantum chemical calculations
of the electronic transitions of the doxorubicin molecule were performed by the TD
SCF method, B3LYP (6-31G).

The forms of molecular orbitals (obtained by DFTmethod) involved in transitions
are shown in Fig. 8.2.

Thus, according to calculations, the main contribution to the intensity is provided
by the electronic transition from HOMO-1 to LUMO +2, which are delocalized
along the phenolic rings of the molecule. The wavelength of this transition is 434 nm,
and it differs from the experimental peak by 40 nm, which can happen due to the
presence of a solvent. The second electronic transition, according to the calculations,
is the result of the transition betweenHOMO-1 and LUMOorbitals. Thewavelength,

Fig. 8.1 Optical density (1)
and fluorescence (FL) (2)
spectra of aqueous solutions
of doxorubicin, CDOX =
10−4 M, λex = 488 nm
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Fig. 8.2 Molecular orbitals of doxorubicin molecule involved in electronic transitions

corresponding to this transition is 526 nm and is shifted by 26 nm with respect to the
experimental value.

This absorption band indicates that doxorubicin is in a monocationic protonated
state (the amine group NH2 turns into the cationic form NH3

+ [37]. The maximum
of the FL band is near λmax = 650 nm.

Figure 8.3 shows the experimental spectra of Raman scattering of doxorubicin
films on substrates with gold nanoparticles and IR transmission of the aqueous
solution of DOX. Gold nanoparticles of 13–17 nm in diameter, prepared in V.E.
Lashkaryov Institute of Semiconductor Physics of NASU, was used in SERS
(Surface-enhanced Raman Spectroscopy) technique of the experiment in order to
enhance typically weak Raman scattering of biological materials.

The most intense bands in the Raman spectrum of DOX molecules are around
1220, 1255 cm−1, corresponding to υ (C-O) + υ (C-O + H, υ (C = H)), near
1464 cm−1 (υ ( C = C) + υ (C-C) + υ (C = O… H)), 1642 cm−1 (υ (C = O)…
H) [38]. In the IR transmission spectrum, there are intense bands of oscillating
modes with frequencies of 806 cm−1. The study of conjugates of doxorubicin with
other molecules shows that the oscillating spectra of DOXmolecules are rearranged,
whichmakes it possible to detect the binding position in the corresponding complexes
[39–43].
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Fig. 8.3 Raman spectra a of doxorubicin films on substrates of gold nanoparticles and b IR
transmission of an aqueous solution of DOX

8.3.2 Interaction in DOX-BSA Conjugates

The study of optical absorption of the DOX-BSA conjugates at a constant concentra-
tion CDOX of the drug and variable content of BSA CBSA demonstrates the decrease
of the optical density of doxorubicin in aqueous solutions [43, 44]. The optical density
drops due to the formation of DOX-BSA complexes of one molecule of doxorubicin
and one molecule of albumin, as evidenced by calculations of the number of binding
sites n = 1. The optical density spectra of the DOX-BSA aqueous solution becomes
more complex after the addition of spherical gold nanoparticles with the diameter of
13 nm, which is a consequence of the effective interaction of citrated nanoparticles
with protein macromolecules, resulting in a change of longitudinal and transverse
plasmon resonance spectra.

The addition of gold nanoparticles to the aqueous solution of DOX also altered
the spectra of Raman scattering (Fig. 8.4).

There are significant changes of intensity and bands near 349, 468, 990, 1219,
1240, 1323, 1405, 1444, and 1568 cm−1, which are typical for DOX molecules.
This rearrangement of the SERS spectrum indicates an interaction between the
components in the DOX-AuNPs conjugates.

The interaction between DOX and BSA is also manifested in fluorescence
quenching after adding DOX to the aqueous solution of protein biomolecules
(Fig. 8.5).

It can be seen from the FL spectrum of the DOX aqueous solution that the addition
of BSA results in quenching of the fluorescence, which grows with the increase of
the albumin concentration. Obviously, a similar FL quenching can also be observed
in DOX-BSA conjugates with variable concentration of DOX.



226 O. Dmytrenko et al.

Fig. 8.4 SERS spectra of the films precipitated from an aqueous solution of DOXwith substrates of
gold nanoparticles at constant concentration CDOX = 1.77× 10−4 M; and different concentration
CBSA = 0(1); 0.177 × 10−4 M(2); 0.53 × 10−4 M(3); 0.707 × 10−4 M(4); 1.24 × 10−4 M(5);
1.77 × 10−4 M (6) of BSA (λex = 488 nm)

Fig. 8.5 Fluorescence spectra of an aqueous solution of DOX-BSA conjugates atCDOX = 0.885×
10−4 M(1) and CBSA = 0.885 × 10−5 M(2), 1.77 × 10−5 M (3), 2.655 × 10−5 M(4), 3.54 ×
10−5 M (5), 4.43× 10−5 M (6), 6.2 × 10−5 M (7), 8.85× 10−5 M(8) (reprinted with permission
from [18])
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8.3.3 Excitation Energy Transfer in the BSA-DOX System

The fluorescence quenching in the DOX-BSA solution takes place due to the transfer
of energy from the donor (BSA) to the acceptor (DOX) after excitation of the protein
molecules. The process is possible under certain conditions. The degree of energy
transfer, as follows from the theory of resonance energy transfer [45, 46], depends
on the distance r between the donor and the acceptor molecules and the distance R0

at which the efficiency of the energy transfer is 50%:

E = 1 − F

F0
= R6

0

R6
0 + r6

, (8.1)

where F0, F are the fluorescence intensity at themaximum of the emission band λmax

of the donor (BSA) in the absence and presence of quencher (DOX), respectively.
The distance r at which the energy can be transferred is in the range 0.5R0 < r <

1.5R0. The value of R0 depends on the value of the overlap integral J between the FL
spectra of the donor (BSA) and the absorption of the acceptor (DOX) in accordance
with the equation:

R6
0 = 8, 8 × 10−25k2Φ J N−4, (8.2)

where k2 is the factor of the spatial orientation of the molecules, which is equal to
2/3, N is the refractive index of the medium, which for the DOX-BSA system is
equal to 1.336, � is a fluorescence quantum yield of the donor molecule and equals
to 0.118.

The overlap integral of the spectra is given by the following relationship:

J =
∑

F(λ)ξ(λ)λ4�λ
∑

F(λ)�λ
, (8.3)

where F(λ) and ξ(λ) are the FL and absorption spectra (molar extinction coefficient).
The spectra of F(λ) and ξ(λ) for aqueous solutions of pure BSA and DOX are

shown in Fig. 8.6. The overlap integral of the fluorescence spectra F(λ) of BSA
and the molecular extinction coefficient ξ(λ) of DOX from Eq. (8.3) is equal to
J = 1.5 × 10−16 cm3M−1.

For the specified values the calculated distance R0 is equal to 2.2 nm. To assess
the energy transfer we analysed the FL bands of the aqueous solution of pure BSA
and the one with presence of DOX. The obtained by the Eq. (8.1) values of F/F0
yield the transfer efficiency E = 0.28. For the above-mentioned values of E and R0,
we obtained r = 2.81 nm. Since the emission of BSA macromolecules occurs due
to the FL of the tryptophan amino acid residues Trp212 and Trp134, the distance
r represents the average value of the distance of DOX molecules to the tryptophan
residues.
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Fig. 8.6 Overlap of the FL
F(λ) and absorption ξ(λ)

spectra of the aqueous
solutions of BSA (red curve)
and DOX (black curve),
respectively, with
concentrations
CBSA = 1 × 10−5 M,
CDOX = 1 × 10−5 M

8.3.4 Molecular Docking Study of the BSA-DOX Conjugates

Figure 8.7 presents the result of modeling of the BSA-DOX system.
The tryptophan amino acid residues, which are responsible for the photolumines-

cent properties of BSA, are placed in different parts of the protein biomolecule. If
the first amino acid residue is localized in the first domain near the surface of the
BSAmacromolecule, the second amino acid residue can be found in the hydrophobic
pocket of the second domain of BSA. The DOX molecule is attached to the protein
in the position at distances of 14.6 A and 20.4 A to the amino acid residues Trp212
and Trp134, respectively. It is localized among the polar charged amino acid residues
of the biomolecule.

Fig. 8.7 The hydrophobic (red), polar uncharged (green) and charged (blue) amino acid residues of
the BSA biomolecule [47] (a) and localization of doxorubicin molecules (yellow) and tryptophan
amino acid residues Trp212 and Trp134 (red) (b)
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Fig. 8.8 The 4 A—surrounding of the doxorubicin molecule in the BSA molecule [46]

The BSA amino acid neighborhood of the DOX molecule is shown in Fig. 8.8.
The doxorubicin molecule is surrounded by the residues Glu-186, Leu-189, Thr-
190, Ala-193, Glu-424, Lys-431, Ser-428, Ile-522, Ile-455, Arg-458, Tyr-451 and
Leu-454 [10]. As followed from the docking modeling, the binding energy of the
DOX molecule with the surrounding amino acid residues was equal to −3.5 × 104

J/mol. This interaction energy can be also found from the values of the equilibrium
coupling constant at different temperatures, using the study of FL quenching of the
BSA-DOX aqueous solutions.

8.3.5 Parameters of the Interaction in BSA-DOX Conjugates

In the case of complexation ofBSAwithDOX in the aqueous solutions, themaximum
FL intensity droped from F0 to F with increasing concentration of the quencher
(DOX).

According to Stern-Volmer theory [22, 23], the rate of FL reduction is determined
by the quenching rate constant Kq or the Stern-Volmer constant KSV and can be
obtained from the following equation:

F0

F
= 1 + Kqτ0[Q] = 1 + KSV [Q], (8.4)

where τ0 is the lifetime of the BSA molecule in the excited state, which is equal
to 1 × 10–8 s. The constants Kq and KSV can be found from the FL spectra of an
aqueous solution of pure BSA and BSA-DOX conjugates at different temperatures
and concentrations of doxorubicin CDOX = [Q].
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Fig. 8.9 Excitation fluorescence spectra (a, c, e) and fluorescence emission (b, d, f) for aqueous
solutions of BSA-DOX conjugates at CBSA = 10−4 M = const and CDOX = 0M(1); 0.5 ×
10−5 M(2), 3 × 10−5 M(3), 5 × 10−5 M(4), 6 × 10−5 M(5), 8 × 10−5 M(6), 10 × 10−5 M(7) at
temperatures T = 293K(a, b), 303K(c, d), 313K(d, e), λem = 345 nm, λex = 280 nm

The spectra of FL emission and excitation at different temperatures are presented
in Fig. 8.9. For the solutions of pure BSA and with addition of DOX, the FL bands
in the emission spectra are wide enough and the positions of their maxima at all
temperatures are maintained at λ = 345 nm. In the excitation fluorescence spectra,
the main absorption maximum is at about 280 nm. When DOX molecules are added
to the BSA solution, the peak of intensity decreases and the position of its maximum
shifts to the red region.

The experimental points of F0/F for several concentrationsCDOX = [Q] of DOX
and their linear approximations according to the Stern-Volmer Eq. (8.4) at different
temperaures are depicted in Fig. 8.10. From the slope of the approximating lines we
obtained the values of Kq and KSV = Kqτ0. The values are given in Table 8.1.

Comparing the values of Kq with Kq,max = 2 × 1010M−1s−1, which is the
maximum value of the quenching rate constant related to the intermolecular diffusion
of the components, we concluded that in the BSA-DOX aqueous solution there is
not a dynamic but a static mechanism of FL quenching.
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Fig. 8.10 Stern-Volmer dependences at temperatures T = 293 K (�), 303 K ( ), 313 K ( )—
experimental data at temperatures T = 293, 303, 313 K, respectively

Table 8.1 Quenching rate constant and Stern-Volmer constant at different temperatures in an
aqueous solutions of the DOX-BSA system

T (K) Extinguishing parameters

Quenching rate constant Kq (M−1s−1) Stern-Volmer constants KSV (M−1) R

293 (1.99 ± 0.003) × 1012 (1.99 ± 0.003) × 104 0.9493

303 (1.62 ± 0.002) × 1012 (1.62 ± 0.002) × 104 0.9735

313 (1.63 ± 0.0022) × 1012 (1.63 ± 0.0022) × 104 0.9656

The static mechanism implies formation of complexes of BSA and DOX
molecules due to intermolecular interaction. Such an interaction can be characterized
by two parameters—binding constant KA and the number n of binding sites of the
ligand (DOX) to the albumin macromolecule (BSA). These values can be calculated
from the Hill equation [22, 23]:

lg
F0

F
= lgKA + nlg[Q]. (8.5)

Points in Fig. 8.11 represent experimental values of lg(F0/F−1) for different values
of lg[Q] in BSA-DOX aqueous solutions at different temperatures. These data were
approximated by linear Hill dependences.

The values of the KA and n obtained from the linear approximation of the
experimental data according to Eq. (8.5) are given in Table 8.2.

It can be seen that the interaction inBSA-DOXconjugates varieswith temperature.
The number of binding sites at all temperatures is approximately equal to one (n = 1).
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Fig. 8.11 Hill dependences
at 293 K, 303 K, 313 K
(experimental data at T =
293 K (�), 303 K( ), 313 K
( ), respectively, the lines
correspond the Hill equation

Table 8.2 Parameters of
intermolecular interaction in
BSA-DOX conjugates at
different temperatures

Binding parameters

T (K) lgK A n R

293 6.04 ± 0.14 1.45 ± 0.076 0.9945

303 4.28 ± 0.19 1.04 ± 0.088 0.9895

313 3.27 ± 0.26 0.79 ± 0.12 0.958

8.3.6 Mechanisms of Intermolecular Interaction
in BSA-DOX Conjugates

In accordance with van Hoff’s theory [48], the values of the binding constants
between the molecules in the complexes at each temperature allow us to calculate the
changes of the thermodynamic characteristics of the solutions: enthalpy �H , free
energy�G and entropy�S. The relationship between the binding constants KA and
the mentioned thermodynamic characteristics is described by van Hoff’s equations.
Thus, for a given temperature T of the solution, the change of the Gibbs potential

�G = −RT ln KA, (8.6)

where the gas constant R = 8.314 J · mol−1 · K−1.
The change of the enthalpy at close values of inverse temperatures is assumed to

be constant and can be found from the following equation:

ln KA = −�H

RT
+ �S

R
. (8.7)

The set of values of �G and �H obtained from Eq. (8.6) and Eq. (8.6) allows us to
calculate the change in entropy using the wellknown relationship
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Table 8.3 Thermodynamic characteristics for the BSA-DOX aqueous solutions at different
temperatures

Thermodynamic parameters

T (K) �G(×103J/mol) �S(J · mol−1 · K−1) �H(×103J/mol)

293 −36.0 ± 1.9 −708.8 ± 43.0

303 −25.0 ± 2.3 −721.7 ± 44.6 −243.7 ± 12.6

313 −18.3 ± 3.4 −720.0 ± 51.8

�G = �H − T�S. (8.8)

For the found values of the KA from Table 8.2, changes of the specified thermody-
namic characteristics were calculated and are given in Table 8.3.

For the BSA-DOX conjugate, negative values of �S and �H indicate a high
contribution to the interaction energy of the van derWaals forces and hydrogen bonds.
At the same time, a negative value of �G indicates the spontaneous nature of the
interaction and the presence of electrostatic forces in the intermolecular interaction
[48]. The value of �G is close to the results of molecular docking simulation.

8.3.7 Conformational Transformations of BSA
Macromolecules in Their Interaction with DOX
Molecules

Figure 8.12 shows the spectra of IR transmission of aqueous solutions of DOX and
BSA-DOX at different concentrations of protein component. The most interesting
in the spectra is the region with bands near 1656 cm−1 and 1543 cm−1, which corre-
spond to the oscillatory modes υ (C = 0) in the amides of polypeptide bonds of

Fig. 8.12 Fourier spectra of
IR transmission of aqueous
solutions of DOX molecules
(CDOX = 17.7 ×
10−5 M,CBSA = 0M(1)
and conjugates BSA-DOX
CBSA =
1.77 × 10−5 M(2), 3.54 ×
10−5 M(3), 5.31 ×
10−5 M(4), 7.08 ×
10−5 M(5), 12.4 ×
10−5 M(6), 17.7 ×
10−5 M(7)(pH = 7, T =
293K)
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Fig. 8.13 Fourier spectra of
IR transmission for
BSA-DOX aqueous solution

biomolecules. These bands are sensitive to changes in the secondary and tertiary
structures of proteins. The first band (amide I) is particularly sensitive to confor-
mational transformations of BSA macromolecules, which also occur after forma-
tion of conjugates with drug molecules due to the intermolecular interaction. By
decomposing this band into components which correspond to different configura-
tions of BSA, it becomes possible to establish a conformational rearrangement of
the secondary structure of the protein biomolecules after adding DOX [23].

Fourier-IR transmission spectra in the region of the amide I band at about
1653 cm−1 for pure BSA and BSA-DOX conjugates and its decomposition into
separate components are shown in Fig. 8.13.

Since the BSA conformation, related to the a-helix, is characterized by a compo-
nent of about 1656 cm−1, its content in pure BSA is 63%; it decreases to 44% in
conjugates.

The conformation of the b-sheet corresponds to a component of about 1626 cm−1.
Its contribution to pure BSA is 16%, and for the conjugate BSA-DOX it falls to
10%. The contribution of the rotational conformation, which corresponds to the
component of about 1638 cm−1, increased from 12 to 23%. The unaligned structure
with a corresponding component around 1678 cm−1 increased its contribution from
6 to 22%. The contribution of b-antiparallel at 1691 cm−1 decreased from 3 to
1%. The shift of components maxima after adding DOX to the BSA solution is
insignificant. Thus, there is a significant rearrangement of the secondary structure of
protein biomolecules as a result of the intermolecular interaction in the BSA-DOX
conjugate.

8.4 Results and Discussion for Ceftriaxone

8.4.1 Absorption Spectrum of Ceftriaxone

Figure 8.14 shows experimental spectra of optical density for the aqueous solution
of ceftriaxone. Let us consider the localization of the molecular orbitals responsible
for the electronic transitions of the molecule in the optical absorption spectra.
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Fig. 8.14 Optical absorption
spectrum spectra of an
aqueous solution
(CCef = 10M) of
ceftriaxone

It can be seen that the main absorption peaks are at 240 nm (more intense one) and
at 277 nm. Quantum chemical calculations of electronic transitions of the ceftriaxone
molecule (obtained by TD SCF, B3LYP (6-31G)) indicate that the main contribution
to the intensity is provided by the electronic transition from HOMO-2 to LUMO,
which are localized in the region from the phenolic ring and cover sulfur atoms (see
Fig. 8.15).

Fig. 8.15 Molecular orbitals of ceftriaxone molecule involved in electronic transitions (TD SCF,
B3LYP (6-31G))
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The wavelength of this transition is 379 nm and differs significantly from the
experimental data, which can happen due to the presence of solvent. The second
electronic transition with a wavelength of 405 nm is the result of a transition between
HOMO and LUMO orbitals.

8.4.2 Molecular Docking Study of the BSA-Cef Conjugates

Figure 8.16 shows the results of dockingmodeling of themolecular systemBSA-Cef.
It can be seen that the ceftriaxone molecule is surrounded by residues of different
amino acids near the two tryptophan residues, which are responsible for the fluores-
cent properties of a BSA protein molecule. The Cef is at distances r1 = 1.18 nm and
r2 = 1.78 nm to the residues Trp-212 and Trp-134, respectively. The molecule of
ceftriaxone is localized among the polar charged amino acid residues. The specified
environment within a distance of 0.4 nm consists of amino acid residues Pro-146,
His-145, Arg-144, Asp-108, Ser-192, Len-189, Glu-186, Lys-187, Thr-190, Ala-193,
Arg-196, Arg-458, Glu-424, Len-454, Ser-428, Lys-431, Val-432, Thr-434, Tyr-451,
Arg-435 (see Fig. 8.17). Calculated binding energy of ceftriaxone molecule with the
listed amino acid residues is E = −2.1 × 104 J/mol.

The considered interaction makes possible the resonant excitation energy transfer
from tryptophan amino acid residues as a donor to the antibiotic molecule as an
acceptor.

Fig. 8.16 Hydrophobic (red), polar uncharged (green) and charged (blue) amino acid residues of
the BSA biomolecule [47] (a) and localization of ceftriaxone (yellow) and tryptophan amino acid
residues Trp-134, Trp-212 in the protein (b)
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Fig. 8.17 The closest environment of the amino acid residues of BSA biomolecule around Cef [47]

8.4.3 Nonradiative Transfer of Excitation Energy
in the BSA-Cef Molecular System

The conditions for energy transfering from the donor to the acceptor molecule are
determined similarly to the previous case using Forster’s theory [45, 46]. Figure 8.18
represents the overlap of the FL spectra F(λ) of aqueous solutions of BSA and
the molar extinction coefficient ξ(λ) of Cef. The value of the overlap integral J in
accordance with Eq. (8.3) is equal to 0.88 × 10−16 cm3M−1. The distance R0 =
2.2 nm was obtained from Eq. (8.2). The values of FL intensities F0 and F were

Fig. 8.18 Fluorescence spectra F(λ) and the molecular absorption coefficient ξ(λ) in the region
of their overlap for aqueous solutions of BSA (CBSA = 5 × 10−7 M) and ceftriaxone (CCef =
1.2 × 10−5 M), respectively
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measured for aqueous solutions of pure BSA (CBSA = 5× 10−7 M = const) and its
mixtures with ceftriaxone (CCef = 1.2×10−5 M) respectively, thus, using Eq. (8.1),
the rate of energy transfer between the donor and the acceptor E = 0.114.

This degree of energy transfer is provided when the average distance r from the
amino acid residues of tryptophan Trp-212 and Trp-134 to Cef molecule is 3.5 nm.

8.4.4 Parameters of Intermolecular Interaction
in the BSA-Cef System

Under Forster’s conditions, the FL quenching of BSA can be expected after adding
ceftriaxone to the protein aqueous solution. As a result of the excitation energy
transfer from BSA to Cef, the quenching of the FL increased as the concentration
of antibiotic in the aqueous solution grows. At the same time, the quenching rate
constant for increasing content of ceftriaxone molecules depends on the conditions
of BSA-Cef complexation in the solution.

Figure 8.19 shows the spectra of FL emission and FL excitation of BSA-Cef

Fig. 8.19 Excitation (a, b, c) and emission (g, d, e) spectra of fluorescence for aqueous
solutions of the BSA-Cef mixture at the concentration of BSA molecules CBSA =
5 × 10−7 M = const and the content of ceftriaxone molecules CCef = 0M(1); 1 ×
10−6 M(2), 6 × 10−6 M(3), 8 × 10−6 M(4), 10 × 10−6 M(5), 12 × 10−6 M(6) at temperatures
T = 296K(a, d), 303K(b, e), 313K(c, f)(λem = 345 nm, λex = 280 nm)
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aqueous solutions at different temperatures. The FL emission bands for all solutions
and temperatures remain wide without an appreciable shift of the maxima (λem =
345 nm). In the FL excitation spectra, an intense absorption peak λex = 280 nm is
observed.After adding of the antibiotic to the aqueous solution ofBSA, themaximum
of the absorption band is shifted towards greater wavelengths.

Figure 8.20 demonstrates the experimental values of F0/F , taken from Fig. 8.19,
as a function of the concentration CCef of ceftriaxone in an aqueous solution of BSA
and linear approximation of these dependences at different temperatures using the
Stern-Volmer Eq. (8.4).

The constants Kq and KSV = Kqτ0 were determined from the slopeof the obtained
approximation lines. It can be seen that at all temperatures the FL quenching rate
Kq exceeds its maximum value Kq,max = 2 × 1010 M−1s−1 (see Table 8.4) which
is the characteristic of the dynamic mechanism of molecular interaction i.e. their
collisions in the diffusion process. This fact indicates the implementation of the
static mechanism of molecular interaction in the BSA-Cef system with formation of
complexes which were analyzed before in the molecular docking study.

The quenching of the FL spectra allowed us to establish the values of equilibrium
binding constants KA and number n of binding sites of the ligand molecule (Cef)

Fig. 8.20 Dependences of
relative intensities of FL
emission on concentrations
of ceftriaxone (Stern-Volmer
dependence) in the aqueous
solutions of BSA—Cef
(CBSA = 5 × 10−7 M =
const) at temperatures 296 K
(1), 303 K (2), 313 K (3) (

)—experimental
points, 1, 2, 3—Stern-Volmer
fitting lines for temperatures
296, 303, 313 K, respectively

Table 8.4 FL quenching rate constant Kq and KSV in aqueous solutions of BSA-Cef at different
temperatures

T, K Quenching parameters R

Quenching rate constant Kq (M−1s−1) Stern–Volmer constants KSV (M−1)

296 (3.95 ± 0.37) × 1012 (3.95 ± 0.37) × 104 0.9858

303 (4.29 ± 0.42) × 1012 (4.29 ± 0.42) × 104 0.9868

313 (3.47 ± 0.24) × 1012 (3.47 ± 0.24) × 104 0.9928
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Fig. 8.21 Hill’s
dependences of FL relative
intensities on the
concentration of Cef in the
aqueous solutions of
BSA-Cef (CBSA =
5 × 10−7 M = const) at
temperatures of 296 K (1),
303 K (2), 313 K (3) (

—experimental
points, 1, 2, 3—fitting Hill
lines for temperatures 296,
303, 313 K, respectively)

Table 8.5 Binding
parameters in the aqueous
solutions of BSA-Cef mixture
at different temperatures

T, K Binding parameters R

lgKA n

296 2.57 ± 0.19 0.59 ± 0.07 0.9769

303 2.22 ± 0.16 0.5 ± 0.068 0.9731

313 2.07 ± 0.06 0.49 ± 0.05 0.9850

to the protein macromolecule. These parameters of complexation in the BSA-Cef
conjugates, similarly to the casewithDOX,were calculated according toHill’s theory
(see Eq. 8.5).

Figure 8.21 represents experimental values of lg
( F0
F − 1

)
for different concen-

trations
[
CCef

]
at different temperatures, as well as their linear approximation in

accordance with Hill’s equations. The obtained values of KA and n are given in
Table 8.5.

Unlike other molecular systems based on BSA, values of the binding constant
KA and n are much smaller. With the rise of temperature, these values decrease
monotonically. The number of binding sites n is close to 0.5 at all the temperatures.

8.4.5 Mechanisms of Intermolecular Interaction
in the Aqueous Solutions of BSA-Cef

According to van Hoff’s theory [48], the values of binding constant KA yield the
changes of the thermodynamic parameters of an intermolecular interaction: enthalpy
�H , free enthalpy �G, entropy �S, which allow to establish the nature of the
interaction forces. These changes are caused by the formation of heteroassociations
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Table 8.6 Thermodynamic characteristics for the BSA-Cef aqueous solutions at different
temperatures

T, K Thermodynamic characteristics

�G(×103 J/mol) �H (×103 J / mol) �S(J × mol−1 K−1)

296 −14.55 ± 1.20 −49.66 ± 5.50 −118.63 ± 18.20

303 −12.93 ± 1.12 −121.22 ± 15.30

313 −12.45 ± 1.09 −118.87 ± 12.80

between BSA and Cef molecules. The thermodynamic parameters for the system
BSA-Cef are given in Table 8.6.

The found values of �H and �S for BSA-Cef complexes are negative, which
indicates the emergence of hydrophobic interactions in the heteroassociates. The
values of �G are negative, which also indicates the spontaneous character of the
interaction in the complexes. However, changes of thermodynamic parameters are
insignificant which is associated with small values of the interaction constant KA.

8.5 Conclusions

From the quantum chemical modeling of electronic structure and localization of
molecular orbitals, it was found out that a doxorubicin molecule has optical transi-
tions in UV and visible optical regions, which is well consistent with the positions
of the maximum of the electronic transition band around 481 nm. The calculated
and experimental spectra of Raman scattering and IR transmission were obtained,
which result in the presence of intense bands and breathing modes of the six-element
rings of the molecule and the sugar residue. Intense FL bands with maxima around
650 nm were observed for DOX molecules. Taking into account the the FL of BSA
molecules at about 345 nm, the parameters of Föster’s theory of the resonance transfer
of excitation energy from protein to DOX molecules were calculated yielding the
distance 2.81 nm, which is consistent with molecular docking results for the position
of DOX molecule with respect to the tryptophan amino acid residues. The closest
environment of amino acid residues around DOXmolecules was established and the
interaction energy between these residues and the molecule E = −3.5 × 104 J/mol
was calculated.

Analyzing the FL quenching of BSA aqueous solution with the addition of DOX
at different temperatures, the presence of a static mechanism of intermolecular inter-
action in the BSA-DOX system with formation of complexes war established. Using
Hill’s theory, the values of the binding constants KA and the number of binding sites
n in the BSA-DOX conjugate were determined. The value of the KA monotonically
fell from 1.1× 106 to 1.86 × 103 M−1 with temperature increase from 293 to 313 K.
The value of n remains close to 1. The values of the thermodynamic parameters
obtained for BSA-DOX conjugates indicates the predominant van der Waals forces
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and the presence of hydrogen bonds in the intermolecular interaction. The addition
of DOX to the BSA aqueous solution results in significant conformational rearrange-
ment of the polymer biomolecules. At the same time the change of contributions of
separate components of protein secondary structure was underlined.

The quantum chemical calculation of the vibration spectrum for Cef molecule
showed several regions that can be associated with the vibrations of the following
functional groups: β-lactam, triazipyl and thiazine cycles, methyl and methylene,
thiomethyl. That is in good agreement with the experimentally obtained spectrum,
the exception is for the high-frequency region associated with N-H, O-H groups. The
molecular docking simulation demonstrated that the Cef molecule in the BSA-Cef
complex is located in a certain environment of amino acid residues at distances 1.18
and 1.78 nm to the tryptophan amino acid residues Trp-212 andTrp-134, respectively.
The interaction energy E in the BSA-Cef complex is −2.1 × 104 J/mol.

From Forster’s theory it was established that in BSA-Cef heteroassociations
nonradiative energy transfer is realized at distances r = 3.5 nm and R0 = 2.2 nm
with energy transfer efficiency E = 0.114; overlap integral of FL spectra of donor
and absorption spectra of acceptor J = 0.88×10−16 cm3M−1. Using Stern-Volmer’s
and Hill’s theories, it was shown that the interaction in BSA-Cef complexes occurs
due to a static mechanism. The values of binding constant KA at temperature range
296–313 K were quite small (approximately 200 M−1) in comparison with other
complexes of BSA with medicines. The interaction in the BSA-Cef heteroassocia-
tions has spontaneous hydrophobic character with insignificant energy, which results
in small values of KA.
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Chapter 9
Manifestation of Structural Isomerism
in the Raman Spectra of Platinum Drugs

Leonid Bulavin, Victor Gubanov, Dmytro Gryn, and Antonina Naumenko

Abstract This study reports a symmetry group analysis and constructing of the
normal vibration forms of two stereoisomorphs of diamminechloridoplatinum (II)
cis-[Pt(NH3)2Cl2] (cisplatin) and trans-[Pt(NH3)2Cl2] (transplatin). The Raman
spectra of these compounds have been studied under 488 and 785 cm−1 lazer exci-
tation at room temperature. It is proved that the structural isomerism of platinum
drugs, namely cisplatin and transplatin, is indeed observed in Raman spectra. The
assignments of the obtained bands have been done.

9.1 Introduction

Today, chemotherapy remains one of the main, and sometimes the only method of
treating patients with malignant tumors. The potential of metal complexes in cancer
therapy is of great interest becausemetals exhibit unique characteristics such as redox
activity, variable coordination regimes, and reactivity to an organic substrate. These
properties are very attractive in the construction of metal complexes that selectively
bind to a biomolecular target with the resulting change in the cellular mechanism of
proliferation. Metal complexes and metal-based compounds have the ability to coor-
dinate ligands in a three-dimensional configuration, thereby allowing the creation
of groups that will correspond to a particular target molecule. The anticancer action
of cisplatin (cis-[Pt(II)(NH3)2Cl2]) was discovered in 1960 [1], and in 1978 the
substance was approved for use as an antitumor drug [2], thus paving the way for the
search for new metal-containing compounds for the treatment of cancer. Even today,
platinum drugs are the most commonly used drug in chemotherapy [3, 4], and the
actual standard for evaluating the effectiveness of other drugs [5].
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Fig. 9.1 The structural
formulas of cisplatin (left)
and transplatin (right)

At the same time, cisplatin has an interesting structural feature–a structural trans-
isomer trans-[Pt(II)(NH3)2Cl2] [6]. For a long time, transplatin, unlike cisplatin, was
considered an ineffective antitumor drug, although it has some advantages over the
former, such as good water solubility, or enhances the effect of other drugs used
in chemotherapy [7]. Therefore, against the background of numerous experimental
and theoretical studies of cisplatin, its transisomer transplatin looks insufficiently
studied.

The goal of the present study is to discover the vibrational properties of two
isomorphs of Pt(II) cisplatin and transplatin using powerful methods of the symmetry
groups and Raman spectroscopy.

9.2 Experimental Details

The chemical compounds Pt(NH3)2Cl2 – cisplatin and its isomer transplatin, the
structural formulas of which are shown in Fig. 9.1, have been investigated. These
chemicals are powders of grade A (European Pharmacopoeia (EP) Reference Stan-
dard for cisplatin and United States Pharmacopeia (USP) Reference Standard for
transplatinum) supplied by Sigma Aldrich.

The Raman measurements were carried out in a quasi-backscattering geometry
at room temperature using the Horiba Jobin-Yvon T64000 triple spectrometer with
integrated micro-Raman setup–Olympus BX-41 microscope equipped with a motor-
ized XYZ stage and Peltier-cooled CCD detector. Confocal micro-Raman spec-
troscopy is a very useful technique allowing nondestructive studies of the structure
and electronic properties. Samples were excited by Ar+ laser (488 nm, 100 mW) and
wavelength stabilized iBeam smart WS diode laser (785 nm, 12 mW) in the region
100–3400 cm−1.

9.3 Structure and Vibrational Analysis

As is well known, the compounds of the divalent Pt are characterized by the planar
structure of the complexes, regardless of their composition. Structural studies have
shown that the square coordination is preserved in complete “purity” and in the
crystalline state [8].

The crystal structure of transplatin firstly was reported by Porai-Koshits [9]. The
determined Hermann-Mauguin symmetry space group was P1 21/a 1. There are two
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molecules in a monoclinic unit cell with the platinum atoms at 0,0,0 and ½,½, ½.
Later, these data were comfirmed in [10] at 120 K and in [11] at 300 and 120 K.

Since the first report on the compound in 1964 therewas recognized that identifica-
tion of the cisplatin’s structure depends strongly on availability of high-quality single
crystals of this material [12]. Nevertheless, as for now there are two well identified
polymorphs of cisplatin known as α and β phases. Until 2010 only the α-cisplatin was
thoroughly studied [10] while no structural information has been published on the
β–form [13]. In [13] “by the powerful combination of single-crystal X-ray diffraction
and neutron powder diffraction” the atom positions and H–Cl distances in α and β

cisplatin have been determined at temperatures 100 K and 220 K respectively. The
β-phase is dominant at 300 K and converts to α-phase in the temperature range 210 –
310 K, and at temperatures below 100 K the α-phase is dominant and contains only
a single site for Pt center [11]. The crystallographic molecules of these polymorphs
differ mainly in relations to the position of the amino H atoms. Crystal of cis-isomer
is triclinic with two molecules in the unit cell for α phase and four molecules for
β [13]. The planar molecules of cis-isomer are parallel to one another and stacked
along the a-axis.

Taking into account such difficulties in determining the structure, and, conse-
quently, difficulties in interpreting experimental vibrational spectra, many attempts
have been made to carry out quantum-chemical calculations of platinum (II)
compounds: more than 100 calculations of vibrational frequencies for cis- and
transplatin have been published over past 25 years [11].

Naturally, both in experimental and theoretical studies, vibrational analysis of
cisplatin and transplatin molecules is carried out. Authors of [14] analyzed the
vibrations of free cisplatin molecule, hydrogen bonded dimer, α and β crystalline
polymorphs with 2 and 4 molecules in the unit cell, respectively, using density func-
tional theory (DFT) method and compared the calculations with experimental IR and
Raman spectra at room temperature. The excellent agreement between the simulated
and experimental spectra has been achieved for β-form.

Based on the available data, now let us analyze the vibrations of cisplatin and
transplatin taking their symmetry into account.

The free cisplatin molecule (Fig. 9.2a) belongs to C2v point group of symmetry
and its vibration representations are1:

�vib = 9A1 + 5A2 + 5B1 + 8B2

The highest possible symmetry of free transplatin molecule (Fig. 9.2b) is C2v or
D2h depending on the positions of NH3 groups: the hydrogen atoms are eclipsed or
stagerred, respectively [16]. For the case of C2v symmetry of transplatin molecule
the vibration representations are:

�vib = 9A1 + 5A2 + 6B1 + 7B2

1 Hereinafter, all designations are given accordingly [15].
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Fig. 9.2 The molecular structures of cisplatin a and transplatin b: atom Pt–black, N atoms–blue,
Cl atoms–gray, H atoms–light blue

All these 27 vibrational modes are Raman active.
In this research, we present an analysis of the experimentally recorded Raman

spectra of two platinum isomorphs, based on an analysis of the normal vibration
modes of the skeletons of these molecules cis-[Pt(II)N2 Cl2]6− and trans-[Pt(II)N2

Cl2]6−, where the structural differences should be most pronounced. Vibrations of
the NH3 groups were analyzed by us earlier [17].

9.4 Symmetry, Prenormal Coordinates and Normal
Vibrations of Cis- and Trans-Isomer Skeletons

The correct representations of the forms of normal vibrations of molecules and ions
allow to give the qualitative estimates of vibrational frequencies and facilitate the
interpretation of infrared (IR) and Raman spectra in more complex molecules and in
crystals, which include these molecules or ions as structural elements with stronger
interatomic bonds. The vibration assignments of two Pt(II)-based isomorphs given in
the modern literature have some inaccuracies that arise due to non-compliance with
the requirements of orthogonality of eigen vibrational functions. These functions are
linear combinations of vibrational symmetrized coordinates (or symmetric displace-
ments), which are the basic vectors in displacement spaces and are transformed by
irreducible representations of the symmetry group.

Taking these requirements into account when calculating the normal vibrations
of [Pt(II)N2 Cl2]6− ions has also been shown to lead to unambiguous analytical
expressions for vibrational modes.

We have constructed normal vibration forms from symmetrized displacements
for the cisplatin and transplatin skeletons using well-known projective operator
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Fig. 9.3 The elements of symmetry of cis-[Pt(II) Cl2]6− a and trans-[Pt(II) Cl2]6− b

technique method [18]. Application of the projection operator to irreducible repre-
sentations of the C2v or D2h symmetry groups of cisplatin and transplatin respec-
tively allowed determining symmetrized displacements, which are the same as the
symmetry coordinates. Thus, the invariant vector functions, that have been trans-
formed according to the irreducible representations of the C2v or D2h groups could
be also determined. The number of linearly independent symmetrized displacements
is identical to the number of vibrational modes for each symmetry type. At the next
stage, an orthogonal system of the linear combinations of symmetrized displace-
ments is constructed for each symmetry type, and just this system describes a pattern
of normal vibrations. We denoted the vectors of the generative basis by the letters u
(along the bond stretching direction) and v (ortogonal to u) (see Fig. 9.4).

Figure 9.3 shows the elements of symmetry of [Pt(II)N2 Cl2]6− ions (skeletons)
for cis-form (C2v point group of symmetry) and trans-form (D2h point group of
symmetry).

The symmetry of cisplatin skeleton (cis-[Pt(II) Cl2]6− ion) is described by a
point group C2v. The representation of all displacements of atoms of the ion in
the displacement space is decomposed by irreducible representations of the group as
follows:

�dis = 5A1 + 5A2 + 2B1 + 3B2,

including for translations : �tr = A1 + A2 + B2,

for rotations : �rot = A2 + B1 + B2,

and for internal vibrations : �vib = 4A1+3A2 + B1 + B2.

Of the nine internal vibrational modes, all nine (4A1 + 3A2 +B1 +B2) are active
in Raman spectra and eight vibrations (4A1 + 3A2 + B2) are active in IR absorption.
The symmetry of transplatin skeleton (trans-[Pt(II) Cl2]6− ion) is described by a
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Fig. 9.4. a The schematic structure and the vectors (ui and vi) of generating basis of cisplatin
skeleton (left) and transplatin skeleton ( – Pt, – Cl, – N); b the orientation of symmetry
elements

point group D2h. The representation of all displacements of atoms of ion in the
displacement space is decomposed by irreducible representations of the group as
follows:

�dis = 2A+
1 + A+

2 + 3A−
2 + 2B+

1 + 3B−
1 + B+

2 + 3B−
2 ,

including for translations : �tr = A−
2 + B−

1 + B−
2

for rotations : �rot = A+
2 + B+

1 + B+
2
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and for internal vibrations : �vib = 2A+
1 + 2A−

2 + B+
1 + 2B−

1 + 2B−
2 .

Of the nine internal vibrational modes, only three (�vib = 2A+
1 + B+

1 ) are active
in Raman spectra and six vibrations (�vib = 2A−

2 + 2B−
1 + 2B−

2 ) are active in IR
absorption.

Figure 9.4 shows the ions (skeletons) of cis- and trans- isomers of [Pt(II)N2Cl2]6−
and shows the orientation chosen for calculations relative to the rectangular Carte-
sian coordinate system, and the orientation of the symmetry elements of the group
corresponding to the chosen orientation of the molecule.

Using the matrix of irreducible representations of the groups C2v (for cisplatin)
or D2h (for transplatin), the functions that are transformed into generators under the
action of the symmetry elements and the standard procedure for the application of
projective operators (see the construction of symmetry coordinates [18]), we find the
symmetrical displacements of the skeletons. Superscript etter indices of the displace-
ment vectors correspond to atoms they belong to and subscript indices correspond
to the actual atom of this type in the chemical structure as indicated in Fig. 9.4.

For cisplatin skeleton these displacements, distributed by types of symmetry in
the same way as vibrational modes, are:

for symmetry A1:

SA1
1 = x Pt ;
SA1
2 = 1√

2

(
uCl1 + uCl2

)
, SA1

3 = 1√
2

(
vCl
1 − vCl

2

);

SA1
4 = 1√

2

(
uN
1 + uN

2

)
, SA1

5 = 1√
2

(
vN
1 − vN

2

)

for symmetry A2:

SA2
1 = yPt

SA2
2 = 1√

2

(
uCl1 − uCl2

)
, SA2

3 = 1√
2

(
vCl
1 + vCl

2

);

SA2
4 = 1√

2

(
uN
1 − uN

2

)
, SA2

5 = 1√
2

(
vN
1 + vN

2

)

for symmetry B1:

SB1
1 = 2√

2

(
zCl1 − zCl2

)
, SB1

2 = 2√
2

(
zN1 − zN2

)

or symmetry B2:

SB2
1 = zPt

SB2
2 = 2√

2

(
zCl1 + zCl2

)
, SB2

3 = 2√
2

(
zN1 + zN2

)
.
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Normal vibrations of molecules of each type of symmetry are orthogonal linear
combinations of symmetrized displacements of the same type of symmetry for this
form of irreducible representations. Establishing the form of these linear combina-
tions is the solution of the problem of finding the forms of normal vibrations. In
this case, the form of linear combinations of symmetrized displacements, of course,
depends on the form of irreducible representations that determine the displacement,
and the very formsof normal vibrations donot dependon the formsof representations.

The construction of forms of normal vibrations (Qμ)i is convenient to begin with
the construction of translational and rotational modes because these forms are well
known, and linear combinations of symmetrized displacements are obvious. The
next step is in finding of the corresponding orthogonal modes, which are divided
into quasi-banding and quasi-deformation.

All normal vibrations of the cisplatin molecule skeleton, both exact and approxi-
mate, expressed through symmetrical displacements, have the following forms:

for symmetry A1

QA1
1 (x − tr) = 1√

3

(
SA1
1 + 1√

2

(
−SA1

2 + SA1
3

)
+ 1√

2

(
SA1
4 + SA1

5

))
,

QA1
2 = 1√

2

(
SA1
2 + SA1

4

)
,

QA1
3 = 1√

2

(
SA1
2 − SA1

4

)
,

QA1
4 = 1√

2

(
−SA1

3 + SA1
5

)
;

QA1
5 = 1√

3

(
−SA1

1 + SA1
3 + SA1

5

)
;

for symmetry A2

QA2
1 (y − tr) = 1√

3

(
SA2
1 + 1√

2

(
SA2
2 + SA2

3

)
+ 1√

2

(
SA2
4 + SA2

5

))
,

QA2
2 (z − rot) = 1√

2

(
SA2
3 + SA2

5

)

QA2
3 = 1√

3

(
−SA2

1 + SA2
2 + SA2

4

)
;

QA2
4 = 1√

2

(
SA2
2 − SA2

4

)
;

QA2
5 = 1√

3

(
SA2
1 − SA2

3 + SA2
5

)
;

for symmetry B1
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QB1
1 (x − rot) = 1√

2

(
SB1
1 + SB1

2

)

QB1
2 = 1√

2

(
SB1
1 − SB1

2

)
;

for symmetry B2

QB2
1 (z − tr) = 1√

3

(
SB2
1 + SB2

2 + SB2
3

)
,

QB2
2 (y − rot) = 1√

2

(
SB2
2 − SB2

3

)

QB2
3 = 1√

3

(
−SB2

1 + SB2
2 + SB2

3

)

The forms of both exact and approximate normal vibrations of the cisplatin
skeleton are shown in Fig. 9.5.

(A1)2 (A1)3 (A1)4

(A1)5

(A2)3 (A2)4 (A2)5

(B2)3

Fig. 9.5 Normal vibrations of cisplatin skeleton. The translation and rotation modes are not shown.
( – Pt, – Cl, – N)
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Similarly, one can find symmetrized displacements and construct forms of normal
vibrations of the cisplatin ion, only taking into account that the symmetry of the
skeleton is D2h. In the latter case D2h symmetry of the transplatin skeleton must be
used during construction of the forms.

For transplatin skeleton the symmetrized displacements, distributed by types of
symmetry in the same way as vibrational modes, are:

for symmetry A+
1 :

S
A+
1

1 = 1√
2

(
uCl1 + uCl2

);

S
A+
1

2 = 1√
2

(
uN
1 + uN

2

);

for symmetry A+
2 :

S
A+
2

1 = 4√
2

(
zN1 − zN2

)

for symmetry A−
2 :

S
A−
2

1 = x Pt ;
S
A−
2

2 = 1√
2

(
uCl1 − uCl2

);

S
A−
2

2 = 1√
2

(
vN
2 − vN

1

);

for symmetry B+
1 :

S
B+
1

1 = 1√
2

(
vCl
1 + vCl

2

);

S
B+
1

1 = 1√
2

(
vN
1 + vN

2

);

for symmetry B−
1 :

S
B−
1

1 = zPt ;
S
B−
1

2 = 1√
2

(
zCl1 + zCl2

);

S
B−
1

3 = 1√
2

(
zN1 + zN2

)
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for symmetry B+
2 :

S
B+
2

1 = 4√
2

(
zCl1 − zCl2

)
;

for symmetry B−
2 :

S
B−
2

1 = yPt ;
S
B−
2

2 = 1√
2

(−vCl
1 + vCl

2

);

S
B−
2

3 = 1√
2

(
uN
1 − uN

2

)
.

All normal vibrations of the transplatin molecule skeleton, both exact and
approximate, expressed through symmetrical displacements, have the following
forms:

for symmetry A+
1

Q
A+
1

1 = 1√
2

(
S
A+
1

2 + S
A+
1

2

)
,

Q
A+
1

2 = 1√
2

(
S
A+
1

2 − S
A+
1

2

)
;

for symmetry A+
2

Q
A+
2

1 (x − rot) = S
A+
2

1 ;

for symmetry A−
2

Q
A−
2

1 (x − tr) = 1√
3

(
S
A−
2

1 + S
A−
2

2 + S
A−
2

3

)
,

Q
A−
2

2 = 1√
3

(
−S

A−
2

1 + S
A−
2

2 + S
A−
2

3

)
,

Q
A−
2

2 = 1√
2

(
S
A−
2

2 − S
A−
2

3

)
;

for symmetry B+
1

Q
B+
1

1 (z − rot) = 1√
2

(
S
B+
1

1 + S
B+
1

2

)
,

Q
B+
1

2 = 1√
2

(
S
B+
1

1 − S
B+
1

2

)
;
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Fig. 9.6 Normal vibrations of transplatin skeleton. The translation and rotation modes are not
shown. Only Raman-active modes are shown. ( – Pt, – Cl, – N)

for symmetry B−
1

Q
B−
1

1 (z − tr) = 1√
3

(
S
B−
1

1 + S
B−
1

2 + S
B−
1

3

)

Q
B−
1

2 = 1√
3

(
S
B−
1

1 − S
B−
1

2 − S
B−
1

3

)
;

for symmetry B+
2 :

Q
B+
2

1 (y − rot) = S
B+
2

1 ;

for symmetry B−
2 :

Q
B−
2

1 = 1√
3

(
S
B−
2

1 + S
B−
2

2 + S
B−
2

3

)
,

Q
B−
2

2 = 1√
3

(
−S

B−
2

1 + S
B−
2

2 + S
B−
2

3

)
,

Q
B−
2

3 = 1√
3

(
S
B−
2

1 − S
B−
2

2 + S
B−
2

3

)

The forms of both exact and approximate normal vibrations of the skeleton of the
transplatin molecule are shown in Fig. 9.6.

9.5 Raman Spectra of Cisplatin and Transplatin

Figures 9.7a and b show the Raman spectra of cis- and transplatin, respectively, in the
frequency range of 100–3500 cm−1. Each of the figures shows two spectra recorded
by two types of detectors–Si detector with the maximum of sensitivity in the visible
region and InGaSe detector with the maximum of sensitivity in the IR range. The
same excitation wavelength of 785 nm has been applied in both cases.



9 Manifestation of Structural Isomerism in the Raman Spectra … 259

Fig. 9.7 The Raman spectra at 300 K of cis-[Pt(II)(NH3)2Cl2] a and trans-[Pt(II)(NH3)2Cl2]
b (λex = 785 nm), recorded using different types of detector: Si (red line) and InGaAs (blue line)
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Fig. 9.8 Raman spectra of cis- and trans- forms of Pt(II) compounds in the region of the vibrations
of ammine groups (λex = 785 nm) at room temperature
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Fig. 9.9 Raman spectra of
cisplatin (red line) and
transplatin (blue line)
powders under 785 nm laser
excitation at T = 300 K in
the region of stretching and
bending vibrations

We excited the Raman spectra of these two compounds by 488 nm line of Ar+

laser too, but the obtained spectra were less perfect and, in addition, the strong
luminescence of transplatin makes it impossible to compare the spectra in the region
of vibrations of amino groups.

Figures 9.8a, b show this region, recorded at 785 nm laser excitation at room
temperature. As one can see, the spectra have insignificant differences in the position
of the maxima of the Raman bands but in the high-frequency region, where the NH3

vibrational modes registered the intensities are rather different, that is caused by their
different mutual arrangement in the molecule.

Themost interesting and informative for structure determination of two isomorphs
of Pt(II) is the region of the spectrum 100 – 600 cm−1 (Fig. 9.9), where the banding
and stretching vibrations of cis- and trans-isomers [Pt2(NH3)2Cl2] are located. As
expected from the symmetry group analysis, the transplatin molecule, which has a
higher symmetry, shows fewer vibrations than transplatin.

Raman spectra of cis- and trans- isomers Pt(II) are shown in Fig. 9.9. As it is
seen from Fig. 9.9 all vibrational bands predicted by group-theoretical analyses for
cisplatin and transplatin are presented. Conditionally the spectrum of cisplatin can be
divided into three parts: (1) stretching vibrations of Pt–N with frequencies 507 and
522 cm−1, (2) stretching vibrations of Pt–Cl with asymmetric line shape at 322 cm−1,
and (3) bending vibrations of the skeletons at 161, 210, and 255 cm−1. The spectrum
of transplatin demonstrates three bands at 534, 344, and 215 cm−1, i.e. these lines are
red-shifted in comparison to the corresponding cisplatin lines. While our assignment
of the stretching modes of Pt–Cl, Pt–N bonds and of the bending mode of the N–
Pt–N unit at 255 cm−1 corresponds to the one given by many authors [11–14], the
assignment of vibrations at 161 and 210 cm −1 is not obvious.

We have no doubt about the interpretation of the stretching modes given by
previous authors. We agree that the vibration at 255 cm−1 is the bending N–Pt–N
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vibration and most likely two bands with symmetries (A1)4 and (A1)5 (see Fig. 9.5)
overlap here. Regarding the band at 210 cm −1 we assigned it to N–Pt–Cl normal
vibration (A2)5. The reason for this conclusion is a comparison of the forms of
normal vibrations (A2)5 of cisplatin and B1

+ of transplatin, shown in Figs. 9.5 and
9.6. In addition, their Raman shifts are very close: 210 cm−1 (cisplatin) and 215 cm−1

(transplatin). The band at 161 cm−1 we assigned to out-of-planemode (B2)3. There is
no doubt about the interpretation of the vibrations of transplatin skeleton. All these
conclusions are shown in Fig. 9.9, where the symmetry of vibrations is shown in
accordance with the forms given in Figs. 9.5 and 9.6.

9.6 Conclusions

The Raman spectra of two isomorphs forms of diamminechloridoplatinum (II) cis-
[Pt(NH3)2Cl2] (cisplatin) and trans-[Pt(NH3)2Cl2] (transplatin) have been studied
at 488 and 785 cm−1. It is proved that the structural isomerism of platinum drugs,
namely cisplatin and transplatin, is indeedobserved inRaman spectra. It ismanifested
in changes in the vibration frequencies of “skeletons” of isomers formed by platinum,
chlorine and nitrogen atoms, in changes in the number of oscillatory bands in the low-
frequency part of the Raman spectra (100–600 cm−1), and in pumping the intensity
of doublet vibrational modes. It was found that the wavelength of the excitation does
not affect the frequency position of the bands, however under excitation 785 cm−1

the quality of the spectrum improves; the lines become narrower and the doublet in
the region of stretching vibrations of cisplatin is clearly resolved.

Formsof normal vibrations of the cis- and trans-isomers are founded and analytical
expressions for them are given. The resulting forms of normal vibrations have been
used to assignments of the bands that have been controversial and have been shown
in Fig. 9.9.
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Chapter 10
Approaches for a Closer Look
at Problems of Liquid Membranes
with Amyloid-Beta Peptides

Tomáš Kondela, Pavol Hrubovčák, Dmitry Soloviov, Dina Badreeva,
Tatiana Murugova, Vadim Skoi, Alexander Kuklin, Oleksandr Ivankov,
and Norbert Kučerka

Abstract Alzheimer’s disease is a neurodegenerative brain disease, where patho-
logical hallmarks are senile plaques consisting primarily of amyloid-beta peptides.
The investigations, however, point out not only the importance of physico-chemical
properties of peptides themselves, but the membranes as the targeting environment
as well. Commensurately, the interrogation approaches are required to focus on
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these systems at various length scales ranging from the submolecular and molec-
ular levels relevant to the structures of peptides and/or membrane lipids locally,
to the supermolecular levels covering the aggregates and large structures ensuing
from the peptide-membrane interactions. In this chapter, we are summarizing the
previous studies that look at complex model and biological membranes using a
variety of experimental and theoretical methods based on, or complementing, the
scattering techniques. We attempt to examine the effects modulated by the presence
of Aβ peptides, and more importantly to determine the modes of interaction between
membranes and peptides.

List of Abbreviations and Chemical Substances

Abbreviations

Aβ amyloid-beta
AD Alzheimer’s disease
APP amyloid precursor protein
INS inelastic neutron scattering
IXS inelastic X-ray scattering
MD molecular dynamics
NMR nuclear magnetic resonance
NR neutron reflectometry
NSLD neutron scattering length density
PUL polyunsaturated lipids
REMD replica-exchange molecular dynamics
ROS reactive oxygen species
SAND small angle neutron diffraction
SANS small angle neutron scattering
ULV unilamellar vesicle

Chemical Substances

DMPC 1,2-dimyristoyl-sn-glycero-3-phosphatidylcholine
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Department of Physical Chemistry of Drugs, Faculty of Pharmacy, Comenius University in
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DOPC 1,2-dioleoyl-sn-glycero-3-phosphatidylcholine
DOPS 1,2-dioleoyl-sn-glycero-3-phosphatidylserine
DPPC 1,2-dipalmitoyl-sn-glycero-3-phosphatidylcholine
POPC 1-palmitoyl-2-oleoyl-glycero-3-phosphatidylcholine
POPE 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphatidylethanolamine
POPS 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphatidylserine

10.1 Introduction

Biological membrane is a compositionally complex and fairly dynamic structure
fundamental to the function of cells and organelles. The membrane contains three
main types of components: lipids, proteins, and carbohydrates. Actual amounts of
these components however differ between various biomembranes. For example, the
major lipid components of a plasma membrane are 21 mol% phosphatidylcholine,
29 mol% phosphatidylethanolamine and phosphatidylserine, 21 mol% sphin-
gomyelin, and 26 mol% cholesterol [1]. All the phospholipids are polar molecules,
which in the presence of polar liquid form specific structures. Hydrophobic parts
made up of long hydrocarbon chains move away from polar liquid, while lipid heads,
in contrary, move towards the liquid in inter- and outer-cellular environments. This
ensues forming the bilayeredmembrane. It is nowgenerally accepted that active func-
tions such as transport and signaling that take place at membranes are provided by the
membrane proteins. Their proper function in turn depends on the physical properties
of environment the proteins reside in, the underlying matrix made of lipids [2].

In general, the different membranes serve different functions and consequently
have different structural properties. Indeed, the myriad processes taking place in
these membranes are reflected in the lipidome’s size and diversity [3]. For example,
the thermodynamic phase of lipids plays one of the starring roles in determining the
membrane’s structural properties [4]. At the assistance of increasing temperature,
the crystalline phase passes from a highly ordered structure to the liquid-crystalline
phase typical of high disorder [5]. It is a lipid membrane in this fluid phase that is
biologically most attractive due to its dynamic structure, in which the lipids almost
freely diffuse yet embrace their overall bilayered structure of liquid membrane [6].
In addition to the temperature factor and participation of given lipids themselves, the
membrane thermodynamic phase is determined by the presence of other membrane
components. This is documented well in the case of cholesterol, whose concentration
variation across the organelles gives the liquidmembranes control over their structure
and dynamics [7].

The changes of membrane functionality most likely originate in the structural
properties of membrane, that are known to be accompanied by the changes in
membrane physico-chemical properties. The cholesterol, for instance, increases the
order of lipid hydrocarbon chains and increases the stiffness of themembrane. On the
other hand, melatonin was found to increase the fluidity of the membrane and coun-
teracted the effect of cholesterol [8]. Interestingly, decreasing levels of melatonin in
the brain tissue were correlated with the aging similarly yet in a counteracting way
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as increasing levels of cholesterol [9]. The role of membrane properties, its chemical
composition, and additives is thus not surprisingly discussed in a connection not only
to the membrane function but the disfunction too [10]. This concerns many various
diseases, and those related to aging (amyloid toxicity and conformational diseases)
in particular [11]. The crucial role in these processes is thought to be imparted by
peptide-membrane interactions, which modulated by a membrane composition may
cause a peptide to misfold and bring about irreversible conformational changes to
other peptides and proteins.

Amongconformational diseases,Alzheimer’s disease (AD) is a neurodegenerative
brain disease manifested by the nerve cell loss, which is the most common cause
of dementia. Dementia is a clinical syndrome that can be characterized through the
following symptoms: memory and speech disorders, later impairment of cognitive,
intellectual, and physical abilities. AD affects 6% of the population over the age of
65 and its incidence increases with increasing age. It is estimated that 47 million
people around the world suffer from dementia. Unfortunately, with a ubiquitously
increasing aging of the population, this number will increase further, projected to
reach 131 million in 2050 [12]. It was discovered in 1906 by Dr. Alois Alzheimer,
who first observed morphological and histological changes in the brain of impaired
patients [13]. He described amyloid plaques and the neurofibrillary tangles based
on the autopsy observations. These two findings are still considered to be the main
sequelae of the disease that are visible on the brain. The root cause of the disease,
however, eludes explanations to the present days.

There have been several hypotheses suggested before 2019 [14] that try to explain
the origin of AD (Fig. 10.1). Metal ions that play various functional roles in organ-
isms, for instance, have been reported to participate in amyloid-beta (Aβ) peptide

Fig. 10.1 Distribution of clinical trials performed with regards to the various hypotheses of AD up
to the year 2019
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aggregation and toxicity [15–17]. The most intriguing, however, are the cholinergic
or neurotransmitters hypothesis [18], tau hypothesis [19], and Aβ hypothesis [20].
The cholinergic hypothesis is the oldest, based on the assumption that the cause of
the disease is an insufficient synthesis of acetylcholine in the body, which serves as
a neurotransmitter. Unfortunately, treatment with drugs that increase acetylcholine
production has been shown ineffective [21].

The tau hypothesis identifies the tau protein situated inside the cell as a main
contributor to the disease. The normal function of this protein is securing the divi-
sion and orientation of cellular organelles in the underlying cytoplasm by creating
a cytoskeleton system. These microtubes are then disrupted and gradually disin-
tegrated as a result of the protein aggregation, leading eventually to the collapse
of the cytoskeleton and subsequent disruption of the neuronal transport system,
ultimately resulting in cell death. An anticipated trigger for the aggregation is Aβ

peptides, though the details of this process are yet to be known [22–24].
Aβ peptides are proposed to be a key factor also in another hypothesis. It was first

postulated in 1991 and it presumes that extracellular Aβ peptides form plaques that
are a major cause of AD [20]. Aβ is a peptide that is most often composed of 40–42
amino acids. Its toxicity is associated with the fact that it aggregates into soluble
oligomers, which may exist in several forms. It was suggested that a specifically
misfolded oligomer may trigger other oligomers to take its form, generating thus
a chain reaction and the formation of plaques and fibrils, which may supposedly
be a cause of the disease [22, 25]. Recent studies are however more focusing on a
monomeric Aβ and small oligomers as an origin of the AD [26, 27].

Aβ peptide is formed by enzymatic cleavage of amyloid precursor protein (APP)
in two isoforms 1–40 and 1–42. APP is cleaved in two ways, the so-called non-
amyloidogenic and amyloidogenic pathways [28, 29] (Fig. 10.2). The natural func-
tion of Aβ is not yet fully understood, although animal studies have not shown
any significant physiological function [30]. Nevertheless, some potential activities
such as regulation of cholesterol transport [31], enzyme kinase activation [32], or
antimicrobial properties [33] have been discovered. As mentioned above, Aβ is
most commonly associated with AD where it creates so-called plaques. It has been
shown that in the early stages, the non-aggregated form of Aβ can penetrate the cell
membrane and initiate intracellular toxicity mechanisms resulting in programmed
cell death [34, 35]. As mentioned above, AD is a neurodegenerative brain disease,
where about 50% of the brain’s dry weight is supplied by lipids that support various
structural or metabolic functions [36]. However, the lipids of different shapes and
sizes do not affect the static structure only, but their different chemical composi-
tion modulates also the elasto-mechanical properties of the membrane. The liquid
nature of membrane reflected in its fluidity is one of the examples that has been a
topic of a vast number of studies [37–42]. Small molecules such as cholesterol and
melatonin may alter the properties of liquid membrane further and in turn affect, in
both diseases aiding or normal function protecting ways, amyloid fibril formation
and toxicity. The intramembrane interactions become thus obviously a key factor
in these hypotheses. One of the parameters proven to play an intriguing role in
the interactions of Aβ peptide with membranes was concluded to be connected to



270 T. Kondela et al.

Fig. 10.2 The sketch of the amyloid-beta hypothesis of the Alzheimer’s disease onset. The inter-
membrane amyloid precursor protein is cleaved in the amyloidogenic pathway, where extramem-
branous β-secretase and intramembranous γ-secretase cut APP to form Aβ40 or Aβ42 peptides.
Created peptides may start to aggregate inside or outside the membrane in the case of misfolding
conditions

the thermodynamic phase of lipid membrane. Apparently, Aβ1-40 interact with the
membrane at temperatures below the main phase transition due to the smoothness of
tightly packed gel-phase lipids [43].

Other parameters of importance are the charge and pH. In mostly a zwitterionic
lipid bilayer, the peptide will interact with the membrane interface while moving
towards its hydrophobic core and thus it will prevent interactions with other peptides
that can potentially trigger a change in its secondary structure. In the case of an
anionic bilayer, the peptide will be more prone to interact with other peptides as
it will be located closer to the membrane surface and exposed to the surrounding
solution. The latter is more likely to contribute to oligomerization [44]. Also, a lower
pH (pH ˜ 5) can induce a more rapid fibrilization of amyloid-beta peptide [45], which
means that a local decrease of pH near the anionic lipid bilayer can also contribute
to the peptide aggregation. Controversially however, the aggregation of Aβ1–42 was
proposed not to occur at pH < 5 and pH > 9.5, while it started rather between pH >
6 and <9.5 [46].

A further factor which can be an important element in the aggregation of Aβ is
oxidative stress. It has been linked to AD and other age-related neurodegenerative
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diseases connected to dementia. Interestingly, the Aβ protein itself has been shown
to further advocate oxidative stress [47, 48], as the AD infected brain exhibits more
oxidative damage than a normal brain [49], and the areas of a high concentration ofAβ

have displayed an increased level of protein oxidation [50]. As has been mentioned
before, the pathological hallmarks of AD are senile Aβ plaques aggregated together
withmetal ions like copper, iron, or zinc. These redox-activemetal ions together with
Aβ can, in turn, produce the reactive oxygen species (ROS). The ROS as highly reac-
tive chemical molecules then contribute to oxidative damage of the nearbymolecules
of lipids, proteins, and Aβ peptides [51]. All these effects subsequently introduce
some characteristic changes to the structural properties of the membrane, and can
thus be revealed by the methods of structural investigation. Neutron scattering is
one of such influential techniques whose access to the membrane physical properties
(thickness, shape, localization, and others) can answer some questions related to the
oxidation stress, the impact of charge and pH, and possiblymany other factors setting
on the AD.

The study of membranes started with the discovery of a microscope in the seven-
teenth century. It allowed recognizing its bilayered structure and permeable char-
acter [52]. The most detailed insights into the membrane structure however became
available in the twentieth century with advancement of scientific research based
on scattering approaches [11, 41, 53]. The neutron scattering techniques extend
these possibilities further owing to the ability of studying the inhomogeneities in
membranes, which can be composed of not only different lipids but also proteins and
peptides. These inhomogeneities can be in both lateral and normal directions, and
can be presented by lipid rafts or the aggregates of membrane-embedded peptides
and proteins. The rafts contain lipids with specific properties that are different from
the rest of the lipid pool, most often related to the different thermodynamic phases.
The structural information about rafts and lateral inhomogeneities in general, can be
obtained by appropriate deuteration of lipids and/or adjusting the H2O/D2O ratio in
the solvent [11, 54–56].

The parameters relevant to Aβ related investigations point out not only the impor-
tance of physico-chemical properties of peptides themselves, but the membranes as
the targeting environment as well. Commensurately, the interrogation approaches are
required to focus on these systems at various length scales ranging from the submolec-
ular and molecular levels relevant to the structures of peptides and/or membrane
lipids locally, to the supermolecular levels covering the aggregates and large struc-
tures ensuing from the peptide-membrane interactions. There are a few methods that
allow to look closely at the membrane and interrogate these systems, that we will
discuss in further details.

In this chapter, we are summarizing the previous studies that looked at complex
model and biological membranes using a variety of experimental methods based
on, or complementing, the scattering techniques. We pay special attention to those
researching the possibility to regulate themembrane fluidity by regulatingmembrane
chemical composition. Finally, we attempt to examine further how these effects are
modulated by the presence of Aβ peptides, and more importantly how these effects
determine the interactions between membranes and peptides.
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10.2 Membrane Phase Transitions

Biological activities of themembrane surface-active compounds are known to depend
on the chemical composition of lipid hydrocarbon chains, polar headgroups, and their
capacity to attract water, and on the combination of lipids, cholesterol, melatonin,
proteins etc. Indeed, as a function is often tightly coupled to the structure, the myriad
specific functions occurring in these membranes are reflected in its compositional
diversity. The multicomponent lipid mixtures allow the membrane, in the first place,
to take control over its local thermodynamic phase.

A thermodynamic phase is a homogeneous property of a system, that is, a body
defined by the same thermodynamic properties at its every point and without the
dependence on the amount of matter. The different phases though may coexist while
being separated from each other by interfaces. Phase transitions are common for
all types of matter and are relatively well described theoretically. When external
conditions such as temperature or pressure change, the phases can change from one
to another [57]. This process is called a phase transformation, or a phase transition. A
characteristic feature of the phase transition is a sharp change in the properties of the
substance–for lipid structures, thismeans for example a change in the lateral diffusion
rate by a factor of hundreds or even thousands. In turn, this is of key importance in life
sciences. Indeed, the rate of exchange between the cell’s comparative and external
regulators of the multicellular organism will depend on the rate of diffusion.

The diffusion rates in membrane systems correlate closely with their thermody-
namic state due to the balance of intra-membrane forces that in turn depends on ther-
modynamic conditions. This delicate balance of forces is responsible for minimizing
the system’s total energy and includes both headgroup and hydrocarbon chain interac-
tions manifested mostly by the attractive hydrophobic forces within the hydrocarbon
chain region and headgroup dipolar interactions, and the repulsive steric and entropic
effects. When following the consequences of temperature changes, there is an addi-
tional factor giving rise to another essential interaction within the lipid membrane,
namely trans-gauche isomerization. The probability of trans-gauche isomerization
in acyl chains increases with increasing temperature and has the opposite effect to
that of van der Waals force. Most importantly however, it introduces the disorder
within the hydrocarbon chain region and induces the membrane softening. This has
proven a determinant feature in many phenomena in the vicinity of chain-melting
phase transition [58].

By the early 1970s, as a result of studiesmainly carried out by themethod of X-ray
structural analysis, it was found that water–lipid systems form a wide range of liquid
crystal phases [59]. It was found that lamellar lipid phases, to which the phases of
real cell membranes belong, are usually smectic according to Friedel’s classification.
These phases include the so-called Lβ gel phase and Lα fluid phase, corresponding
to the thermodynamic state of lipids in a living cell. The phase transition from gel
to fluid is called the main phase transition. Its study in model membranes of various
compositions was considered to be an important task, particularly in the studies of
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lipidmembranes dopedwith Aβ peptides, since the phase state of the lipidmembrane
can also influence the localization of peptides [43].

The lipid membranes are characterized by lyotropic mesomorphism (dependence
of the state on lipid headgroup hydration) and thermotropic mesomorphism (depen-
dence of the structure on temperature) [60]. Both properties are related. The main
phase transition of lipids occurs at a characteristic temperature Tm, the value of
which depends on the water content in the system. Temperature of the phase transi-
tion reaches a minimum as soon as the total water content exceeds the amount that
can bind lipid structures. At the same time, lipids with a lack of water can be in an
ordered state even at temperatures above Tm.

For the studies of systems with lipids and Aβ peptides, it is important to mention
the traditional classification of the phase transitions of the first and second order.
According to Landau’s theory [61], during the phase transitions of the first kind,
the distribution function of the system must be bimodal in the vicinity of the phase
transition point, that is, it must have twomaxima. The highest maximum corresponds
to the most stable state of the system, and the second maximum corresponds to
a less favorable, metastable state. At the very transition point, the heights of the
maxima become the same, and the system can simultaneously coexist in both states.
In second-order phase transitions, the distribution function has always only one
maximum, which changes discretely at the transition point. Accordingly, in the case
of second-order transitions, metastable states do not exist.

One of the characteristics of the lipid bilayer, that allows determining the transition
from one phase to another is its mass density ρ. In the case of water–lipid systems, ρ
means the macroscopic density of the system, whose changes depend on the system
volume V only. The coefficient of its thermal expansion (at constant pressure p) can
be expressed in terms of the volume change (dV ) due to the change of temperature
(dT ) [62]:

αp = 1

V

(
∂V

∂T

)
p

(10.1)

During the first-order phase transitions, αp turns to be infinite in the vicinity
of phase transition temperature and during the second-order phase transitions, it
experiences a jump.Conveniently thus, one can determine the systemphase transition
by the volume dependence on temperature. This allows the densitometry method to
be used to determine the thermodynamic phase of lipids and the characteristics of
their main phase transition [63].

One of the modern methods for determining the density of liquid and gaseous
samples is densitometry based on the Pulsed Excitation Method [64]. The principle
is based on determining the period of forced vibrations of a tube filled with a sample.
In this case, the oscillation period τ is related to the density ρ of the sample filling
the tube by the simple relation:

ρ = Aτ 2 − B (10.2)
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whereA andB are instrumental constants. Among the existingmeasuring tube config-
urations, U-shaped tubes are often used for highly accurate determination of the
density of liquid samples with 5-digit accuracy (e.g., DMA densitometers by Anton-
Paar, Graz, Austria). Oscillations of such a system occur in a direction perpendicular
to the plane of the tube, allowing also for a high precision temperature control. Some
disadvantages of the described method on the other hand, include the relatively large
sample volume required (about 1 ml), as well as the possibility of its macroscopic
separation during long-termmeasurements. The latter can be avoided by the periodic
re-homogenization of the sample [65].

In addition to temperature and pressure, the phase state of lipid membranes can
be influenced by the presence of ions, or low and high molecular weight compounds.
The above described instrumental method has been utilized recently for example in
determining the temperature and width of the main phase transition of lipid bilayers
with the addition of cholesterol and melatonin [66]. These can be determined readily
from the graph of first derivatives dρ/dT (see Fig. 10.3). The results have shown that
the presence of melatonin and cholesterol dramatically shifts the position and width
of the peak of the density first derivative, which turns out to be in accordance with
their known influence on the membrane thermodynamic phase.

The fluidizing effect of melatonin can be concluded based on shifting the
membrane thermodynamics towards the fluid phase. The mechanism of the effect
has been speculated to be linked to the incorporation of melatonin in the head group
region, introducing thus the defects in the hydrocarbon region. On the other hand,
the effect of cholesterol turned out to be in removing the gel-to-fluid phase transition
detected for the neat lipid system previously. This is in good agreement with the
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Fig. 10.3 The dependencies of the first derivative of mass density vs temperature for 1,2-
dimyristoyl-sn-glycero-3-phosphocholine (DMPC) multilayer vesicles aqueous dispersion (error
bars are smaller than the symbol size). A sharp peak corresponding to the main gel-to-liquid phase
transition is observed for pure DMPC (red). For DMPC with the addition of melatonin, the peak
position and shape change significantly (blue). For DMPCwith the addition of cholesterol, the peak
vanishes completely (black circles)
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formation of cholesterol-induced liquid ordered (Lo) phase, in which the membrane
is fluid even below the phase transition temperature of lipid. In an aim to understand
the systems at high cholesterol concentrations, the presumed cholesterol’s ordering
effect on the lipid chains and the overall membrane structure has to be scrutinized
further by other experimental techniques, such as those based on scattering principles.

10.3 Overall Membrane Thickness

Small angle neutron scattering (SANS) is a powerful technique for studying the
structure ofmembranes, such as lipidicmodelmembranes and biological membranes
isolated fromalive systems. Itsmain advantage comes from the possibility tomeasure
samples in biologically relevant conditions, and in retrieving structural characteristics
on several length scales. SANS gives some essential information about the overall
size of objects on the level of thousands of angstroms, at the same time with the
thickness, curvature, inhomogeneity, and asymmetry of the membrane on the level
of tens of angstroms.

The membrane-containing samples for SANS mainly present liquid dispersions,
in which the solution is typically made deuterium rich for enhancing the neutron
scattering contrast between themembrane and solution.While biologicalmembranes
need to be extracted according to the particular protocols required for their isolation,
it is desirable to use the heavy water buffers in the final steps. If the membranes
are formed by synthetic lipids, the lipid powders or films are dispersed in D2O-
based buffers initially. For multicomponent model membranes, all components are
pre-dissolved in an organic solvent (chloroform, methanol, trifluoro-ethanol, or their
mixtures). That allowsone to achieve a homogeneousmixingof all components, at the
same time as it enforces the efficacy of the incorporation of various transmembrane
components, such as proteins and peptides. The protocols for embedding Aβ peptide
into model membranes have their specifics that can be found elsewhere [11, 67].
All components (in desired ratios and after receiving required pre-treatments) are
thus mixed in glass tubes, and the solvent is evaporated by a nitrogen stream and
subsequent evacuation. The resulting film that forms on the walls of the glass tube is
then hydrated with D2O or D2O/H2O mixture to obtain the membrane concentration
of about 1 wt% that is required by SANS measurements.

In the case of most commonly used lipids mixed with water, they tend to sponta-
neously form large multilayered vesicles. These objects result in strong diffraction
patterns when examined by neutron (and/or X-ray) scattering. Although the diffrac-
tion patterns have their advantages and are successfully employed in various struc-
tural studies, they overwhelm the smooth scattering signal due to themembrane inner
structure [68]. Therefore, the multilamellar vesicles are often extruded through poly-
carbonate filters with pores of 300–1000 Å to break the multilayers into unilamellar
vesicles (ULVs), and to unify them in size. The prepared samples are typically poured
into quartz cuvettes and placed in a specialized thermo-holder [69].
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Fig. 10.4 SANS curve for
lipid ULVs with embedded
Aβ25–35 peptide. The
Kratky-Porod approximation
is superior for extracting
membrane thickness as seen
by its close fitting to the
curve in the high q region,
while the spherical shell
approximation improves the
fitting in the low q region
that corresponds to the
overall vesicle parameters as
demonstrated in the insert

The experimentally measured SANS curve in the case of non-interacting ULVs is
typically smooth and almost featureless. It remains true after the addition of peptides
if their fraction in the membrane is small enough to prevent aggregation or other
specific inter-lamellar interactions. The analysis of the experimental data can then
be carried out in a manner that is used for lipid membrane systems. The example
of the experimental SANS curve and its theoretical approximations are presented in
Fig. 10.4.

The simplest way to calculate membrane thickness is according to Kratky-Porod
approximation for a region of medium scattering vectors (0.02 < q < 0.1 Å−1):

I (q) = A

q2
· e−q2·R2

t + b (10.3)

where q is a scattering vector defined as 4π sinθ /λ, θ is the angle of incident and
λ is the neutron wavelength; A is a constant depending on the average scattering
length density, volume, and quantity of membranes in an experimental sample; b
is a scattering background; and Rt is a radius of gyration along the thickness of a
membrane. The latter relates to the membrane thickness as d = √

12 · Rt . In this
case, the membrane is supposed to have a homogeneous distribution of scattering
length density. The function (Eq. 10.3) is simple and unambiguous. The shape of the
theoretical scattering curve depends only on value Rt and does not depend on the size
and overall shape of the membrane. The example of the approximation is presented
in Fig. 10.4. This approach is widely used to study the effect of various factors on
membrane thickness [70], including the presence of Aβ peptides [66].

There is however additional information readily obtainable from SANS experi-
ments that relates to the overall form and size of objects. Since model and biolog-
ical membranes in solution tend to form vesicles, their scattering curves can be
approximated by function for spherical shells:
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I (q) = A

q
· [(R + T )2 j1(q(R + T )) − R2 j1(qR)]2 + b, (10.4)

where j1(x) = sin x
x2 − cos x

x is the first-order spherical Bessel function, R–is the inner
radius of a shell, T is the thickness of a membrane, A is a constant depending on
membrane concentration and contrast between membrane and solvent.

The function assumes that the scattering length density of the membrane is
uniform, which however, can be improved easily by introducing more sophisticated
models [71]. In addition, Eq. 10.4 has to be convoluted further with the size distri-
bution function depending on radius R, due to the size polydispersity of real ULV
samples [71].

Among the other studies, SANS allowed us to study the effect of cholesterol
and melatonin on the membrane parameters in the presence of Aβ peptide, and the
regime of peptide interactions with the membrane [66]. In the case of single lipid
membranes, cholesterol makes the membrane thicker due to its “condensing effect”
that increases the ordering and consequently the length of lipid tails. Melatonin, on
the other hand, reduces the membrane thickness because of its disordering effect on
lipid tails. Thus, cholesterol and melatonin can regulate the membrane fluidity in
opposite directions: cholesterol decreasing, and melatonin increasing, as suggested
already by the results of densitometry.

Importantly, both cholesterol and melatonin are present in the brain where they
are believed to regulate the binding of Aβ peptide with membrane, and to affect the
amyloid fibril formation [72, 73]. Our further SANS experiments have indeed shown
the incorporation of Aβ peptide into the phospholipid membrane [66]. In the case of
a pure lipid membrane, the peptide induces the thinning of the membrane. This effect
can indicate that the peptide binds to the lipid-water interface of the bilayer, thereby
increasing disorder in the bilayer and shortening the lipid tails, similarly to the case
of the addition of melatonin. The same thickness behavior was observed upon the
addition of Aβ peptide into the cholesterol containing membranes. In the case of
melatonin containing membranes, the thickness change was negligibly small. That
can be explained by the peptide incorporation into the hydrocarbon chain region as
outlined in Fig. 10.5. It may be noted however, that the speculated results are at the
limit of SANS experiments, and the approaches providing higher resolution are in
place for further confirmation.

10.4 Detailed Membrane Structure

While the above discussed experimental approach of SANS covers several length
scale regimes, it is nevertheless a low-resolution method with the limitation on the
level of tens of angstroms (corresponding roughly to 2π/qmax, where a typical qmax ~
0.2–0.3 Å−1). This satisfies the information related to the overall membrane proper-
ties. It is however not possible to look more closely at the membrane local structure
and even submolecular arrangements. The extension of the high-resolution limit is
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Fig. 10.5 The changes in the thickness of DOPC bilayer 	d induced by the incorporation of Aβ

peptide at the presence of cholesterol or melatonin [66]. The thickness of pure DOPC membrane
was taken as a reference point (dashed line). The black empty points and top axis correspond to
DOPC bilayer without Aβ peptide, and the red points and bottom axis correspond to the DOPC
bilayer with 3mol% of Aβ peptide. The inserts contain snapshots of molecular dynamic simulations
of corresponding systems, corroborating the peptide’s location near the lipid-water interface in the
case of pure DOPC and that with the addition of cholesterol, while it is localized in the hydrocarbon
region in the case of melatonin addition

often possible thanks to the changing the geometry of samples from unilamellar to
multilamellar membranes, and from unoriented spherical vesicles to the parallelly
oriented arrays [68]. As a result, several diffraction orders that become achievable
experimentally may provide a spatial resolution of several angstroms (typical qmax ~
0.6–0.8 Å−1).

Similarly to SANS, small angle neutron diffraction (SAND) measurements are
performed in an inverse q-space followed by the reconstruction of neutron scattering
length density (NSLD) profiles in a real space. This is achieved straightforwardly
through the Fourier transform of diffraction form factors Fh (calculated as a square
root of integral diffraction intensity) [74]:

NLSD(z) = 2

D

hmax∑
h=1

Fh cos

(
2πhz

D

)
(10.5)

where h is a peak order, andD is a lattice spacing calculated from the Bragg equation.
In this, neutron diffraction in particular provides an unprecedented possibility to solve
the infamous scattering phase problem directly in the experiment. The phase signs
(+ or – for centro-symmetric systems in the case of most membranes) of diffraction
form factors can be deduced from the systematic substitution of H2O by D2O in the
hydrating solution that must yield a linear change as a function of D2O fraction [74].
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Fig. 10.6 The NSLD profile reconstructed from SAND experiment. The solid line scaled to the
left-hand axis shows the total NSLD profile of the entire bilayer hydrated with 8%D2O. The broken
lines scaled according to the right-hand axis show the probability distributions of water (blue color)
and 3 mol% Aβ peptide (green color). The insert on top of the graph depicts schematically the
plausible distributions of Aβ peptides within the bilayer

The NSLD profiles obtained at various D2O concentrations are then utilized in
determining several membrane structural properties. The profiles obtained at 8%
D2O solution, for example, show only the membrane not obscured by the scattering
from solvent (see Fig. 10.6). This is because the neutron scattering length for H is
–3.739 fm and that for D is 6.671 fm (together with 5.803 fm for O) [75], making the
contribution of 8% D2O water solution to the NSLD practically zero. These profiles
are thus often used to extract lipid head-to-head thickness DHH from peak to peak
distance across the bilayer. The DHH variations resulting from the compositional
changes are then rudimentary parameters when looking for correlations between
structure and function. The evaluation of DHH allowed for example to postulate the
condensing effect of cholesterol and fluidizing effect of melatonin [8], as discussed
in the previous section on SANS and densitometry.

In order to better understand how various components affect the interactions of
biomolecules with the membrane, it is necessary to determine also their location
within the membrane. The SAND experiments allow just that by providing quantita-
tive data on the distribution of structural moieties, their sizes, shapes, and correlation
lengths. At first, these can be determined following the assumption that the given
component does not disturb the overall structure of the membrane and rather changes
its features locally. In fact, this approach can be easily applied not only to neutron
techniques, but to the X-ray diffraction as well, assuming the additions are made in
small quantities. For example, 1.5 mol% of Aβ peptide was localized either inside
the membrane core or at its surface depending whether shortened or full length
peptide was added, respectively [76]. Our recent results demonstrate this approach
in Fig. 10.6.

Another important result attainable from SAND experiment while utilizing
contrast varied NSLD profiles is the water probability profile (see Fig. 10.6). The
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Fig. 10.7 The example of
the NSLD profile difference
of labeled (blue) and
unlabeled (red) samples. The
difference reveals the label
distribution along the profile,
whose integrated area under
the curve is directly
proportional to the amount of
the label

general NSLD profile consists of the contribution due to lipid membrane (and its
substances as melatonin, cholesterol etc.) and water. The subtraction of NSLD
profiles measured at any two different D2O contents provides thus the probability
distribution of water only, as the unchanged membrane contributions cancel out each
other [74]. The mean position of water-bilayer interface present in the water distri-
bution (often obtained by error function fitting) determines then the bilayer thickness
DB (Fig. 10.6).

Finally, the most intriguing advantage of neutron diffraction and the contrast vari-
ation technique in particular, is the labeling approach. The sensitivity of neutrons to
various membrane components can be changed similarly to the case of D2O/H2O
exchange discussed above. The subtraction of the two NSLD profiles yields a distri-
bution of label and thus a given moiety in question [77]. An example of this approach
is illustrated in Fig. 10.7, where protonated vs. deuterated n-decane was added to the
lipid membrane [78]. The differences are visible clearly when the labeled compo-
nents are contained at high concentrations (up to 2:1 ratio of n-decane:lipid in the
work mentioned). Unfortunately, often employed minute amounts of labeled compo-
nents preclude the practicality of this approach in SANS and SAND methods. Its
applicability may nevertheless benefit from even higher resolution achievable in
reflectometry as we will discuss further.

10.5 Single Planar Membrane

Neutron reflectometry (NR) turned out to be a feasible tool for the investigation of
model lipid membranes with the ever-progressing advancement of neutron sources.
Particular attention has been paid to the application ofNR for the study of interactions
between the membranes and various proteins. Currently, there is a great expansion in
its application also to the research of membranes with Aβ peptides, driven mainly by
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two factors. The first is the wide evidence on the Aβ peptides aggregation at the cell
membranes that is correlated with the pathology of many serious disorders including
Alzheimer’s, Parkinson’s, and prion disease or type II diabetes [79, 80]. The second
factor is a great effort behind the optimization of the sample preparation methods
for the NR studies of biological processes. As a result, NR allows scrutinizing the
submolecular details of single planar membranes. Despite the availability of other
well-developed experimental methods with comparable resolution (e.g. SANS and
SAND), the application of NR can provide structural information on the systems
with a specific architecture.

The suitability of NR follows from the fundamental principles of reflectometry as
an optical method designed for the examination of thin layers. At a certain level of
generalization, a single lipid membrane can be treated as a system of parallel layers,
hence appropriate for scrutinizing by the NR. In addition, the crucial difference with
respect to other methods is that NR allows inspecting a lipid bilayer in its individual
planar form. This is in a contrast to the diffraction experiments where adjacent
bilayers in the stack may intercept or hinder the access of solvent (and additives) in-
between the lamellae. Although SANS enables experiments with lipid bilayers in a
single form, ULVs of spherical shape and significant curvaturemay also exhibit some
limitations with respect to the concept of the cell membrane model. The drawbacks
that have to be considered are the difference of lateral pressure in inner and outer
bilayer leaflets as well as the actual thickness of the lamella.

From the fundamental point of view, NR probes the structure of thin homoge-
neous layers and their interfaces with a possible resolution down to a few angstroms.
The lipid bilayer deposited onto an optically flat surface can be regarded as a system
of such layers with corresponding refraction indices. Impinging neutron beam pene-
trates the sample and it is reflected at the interfaces according to the laws of optics.
The neutron reflectivity, R, refers to the ratio of the incoming and exiting neutron
beams (the ratio of elastically and specularly scattered neutrons to incident neutrons)
and it ismeasured as a function ofmomentum transfer q (see the definition in ‘Overall
membrane thickness’ section). R(q) is given by the Fresnel’s law and Born approxi-
mation as the Fourier transformofNSLD(z) distribution in the direction perpendicular
to the interface, similar to that in previous cases of SANS and SAND [81]:

R(q) = 16π2

q2

∣∣∫ NSLD(z)e−iqzdz
∣∣2 (10.6)

Therefore, the intensity of the reflected beam depends on the thickness, density,
and interface roughness of the sample.

Figure 10.8 shows reflectivity curves obtained for the single lipid bilayer systems
deposited on a planar solid substrate. The influence of cholesterol (29 mol%), mela-
tonin (29 mol%), and both compounds together (29 mol% + 29 mol%) on the struc-
tural properties of DOPC bilayer was investigated. The systems were hydrated by
immersing the bilayer face of the substrate to heavy water (D2O). Characteristic
features of the R(q) curves are fringes with their magnitudes and local minima posi-
tions with respect to q. They relate to the layer’s NSLDs and thicknesses in each
system.
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Fig. 10.8 NR data obtained
for the DOPC bilayer
(green), and systems
composed of DOPC with the
addition of 29 mol%
cholesterol (blue) and
melatonin (black) separately
or together (29 mol% +
29 mol%, magenta). Solid
lines represent the best
model fits to the
experimental data. The data
are scaled according to the
factors shown in the legend
for enhancing the clarity of
presentation

In order to obtain the NSLD profile of the system and hence to determine its
composition along the normal to the surface, reflectivity curves are modeled and
subsequently fitted to the experimental data. The models employ the approach where
the NSLD(z) is decomposed in a finite series of layers, each of which is defined by
three parameters: NSLD, thickness, and roughness. Roughness refers to the interface
of two adjacent layers and it is usually expressed by error function. Some advanced
models account for an extra parameter that reflects less than the complete coverage
of the substrate by the membrane. The data shown in Fig. 10.8 were fitted by the
use of a model that assumes a lipid bilayer composed of three homogenous slabs
comprising the lipid heads, lipid tails, and another side lipid heads. The results
obtained by NR for the examined single planar membranes were [107] found to
corroborate the data reported above for the membranes in the form of multilayers
or ULVs obtained using SAND and SANS techniques, respectively [8, 66]. The
counteracting effect of cholesterol and melatonin on membrane thickness (increase
vs decrease, respectively) has been reconfirmed.More intriguingly, the submolecular
resolution of NR allows extending the research by identifying the positions of the
two components and their effects on the incorporation of other bio-relatedmembrane
components.

In order to address the tremendous variability of lipid membranes and the biolog-
ical processes they facilitate, several sample preparationmethods for the examination
of protein adsorption by different biomimeticmodelmembranes have been developed
and employed inNR.Currently, three general approaches are utilizedmost frequently,
depending on specific conditions that are required to maintain in a given examined
system. The most common types of biomimetic membranes they are expected to
model are (i) phospholipid monolayer at air/water interface, (ii) phospholipid mono-
layer on solid supports, and (iii) fluid lipid bilayers on solid support. Monolayers
at the air/water interface (i) provide advantages in their simplicity, stability, ease of
preparation and controlling of their properties. Proteins are adsorbed to the mono-
layer from the aqueous phase, while the lipid packing density of the phospholipid
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monolayer formed using the Langmuir trough can be preciselymonitored by control-
ling the applied surface pressure. This ability is available even during the experiment
and it is absent in the majority of other artificial membrane models. Its unique appli-
cation potential stems from the fact that lipid packing density affects the protein or
peptide interactions with membranes. It has been shown with the aid of NR that the
amount of proteins associated with lipid monolayers decreases with the increase of
surface pressure [82].

Instead of water, monolayers can be also spread on solid supports (ii). Since
phospholipid monolayer mimics one leaflet of a biological membrane, it can be
employed in the studies of the interactions and adsorption of peripheral proteins [83].
Finally, fluid lipid bilayers on a solid support (iii) represent the group of the most
popular artificial membrane models. Unlike the lipid monolayers, they mimic the
plasmamembranemore accurately, hence being physiologicallymore relevant. In the
wide range of their applications in NR, these systems have shown their suitability in
the studies of protein-membrane interactions where the effect of bilayer environment
has also been taken into account.

The foremost investigated environmental effect in membrane research is that
determining the membrane thermodynamic state, in which the concept of lipid rafts
is attracting a lot of attention. For example, the interaction of Aβ peptides with a
single asymmetric complex membrane mimicking the lipid raft in its composition
is suggested important for Aβ peptides settling and seeding [84]. NR with the aid
of solvent contrast variation method, and contrast enhancement between deuterated
lipids and hydrogen rich peptides was able to localize the place of action of the
Aβ peptide structures and assess their penetration depth. Apparently, the structured
oligomers of Aβ1–42, considered as the most membrane-active state, are penetrating
the outer leaflet of the membrane only, where they can serve as seeds for further Aβ

aggregation. On the other hand, the unstructured Aβ1–42 early-oligomers were local-
ized even in the inner leaflet. Based on the peculiar NSLD profile, Aβ monomers are
hypothesized to organize themselves within the membrane environment to form the
pores.

A different approach is employed in the case of polymer cushioned membranes
that are deposited on a soft polymeric layer. The layer provides an environment
that attempts to mimic the cytoskeleton or extracellular matrix. It facilitates the
reconstruction of membrane domains morphology and allows for mobility of the
transmembrane proteins. In this way, the role of Aβ1–42 peptides on polymer cush-
ioned membranes with composition mimicking the neural membrane could has been
studied at physiological conditions [79]. By monitoring the kinetics of the bilayer
formation followed by the injection of Aβ peptides, the NR curves and conse-
quently reconstructed NSLD profiles revealed the penetration of Aβ peptides to the
membrane. This could have been correlated nicely with the concomitant increase of
membrane thickness and softening. Although the membrane thickness is certainly
one of the primary parameters achievable in NR (as well as SANS and SAND), the
softening is a parameter related to the membrane dynamics, and is therefore best
researched by other methods, including the inelastic scattering.
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10.6 Membrane Dynamics

Inelastic X-ray and neutron scattering techniques (IXS and INS) are widely used to
study the dynamic properties of variousmaterials. Themethod is based onmeasuring
the energy and momentum changes of photons (neutrons), which are determined by
excitations of atoms and/or molecules (known as phonons) inside the sample. IXS
method requires incident photons with energies (10÷ 25) keVwith transfer energies
during scattering on a sample within (1 ÷ 100) meV [85].

IXS and INS represent two of the few techniques capable to detect rotational
and vibrational excitations of lipid molecules [86, 87], diffusion processes inside
the membrane [88, 89], and to determine energies of intermolecular (lipid-lipid
and lipid-protein) interactions in picosecond-nanometer time–space window [90,
91] in particular. IXS and INS are complementary techniques, with their advan-
tages and disadvantages. For example, INS is nondestructive for the sample and
provides excellent energy resolution, but has a limited dynamic range due to kine-
matic constraints. In contrast, IXS has no superior energy resolution (comparing to
INS) and the lipid sample may be damaged by radiation during the experiment. At
the same time however, IXS scattering cross-section is inherently coherent, so the
deuteration of lipid tails (often performed for experiments with neutrons), which
changes lipid’s physical properties, is not required. This makes IXS method a bit
more preferable for studying the dynamical properties of lipid membranes.

A typical spectrum of in-plane inelastic X-ray scattering on oriented lipid multi-
layers is shown in Fig. 10.9. In addition to the central elastic peak, which corre-
sponds to a zero-energy transfer of incident photons, the IXS curve exhibits few
inelastic peaks whose energies are determined by the energies of the corresponding
propagating phonon modes. Positive and negative values of the transferred energy
correspond to the creation and annihilation of phonon, respectively. The number of
inelastic peaks is determined by the number of unique phonon modes. The depen-
dences of transferred energies on the scattering vector q are called the dispersion
curves. The range for the q vector is determined by the size of quasi-Brillouin zone,
which can be understood as the mean distance between the hydrocarbon chains in
the case of lipid membranes.

The IXS technique used recently for investigating the diffusion and relaxation
processes occurring in the lipid membrane has provided experimental evidence for a
dispersive transverse acoustic mode in both Lβ and Lα phase of a pure dipalmitoyl-
phosphatidylcholine (DPPC) that has not been reported before in the literature [90].
The transverse mode exhibited a low-frequency phonon gap when the DPPC tran-
sitions into the Lα phase. It was argued that such band gaps are directly related
to spontaneous short-lived (on the picosecond timescale) local lipid clustering and,
consequently, the formation of volume voids in the membrane. The void formation
process then in turn appears to underlie the passive transport of small solutes through
the cell membrane.

Further, the investigation of collective vibrations in DPPC-cholesterol binary
mixtures has revealed the existence of an optical phonon, which emerges due to
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Fig. 10.9 A typical spectrum of in-plane inelastic X-Ray scattering on oriented lipid membranes
(black points). The central elastic peak is shown by the blue dashed line, and several inelastic peaks
are shown by lines with color filled regions

out-of-phase vibrations of coupled DPPC and cholesterol molecules [91]. The effect
of cholesterol molar fraction on the phonon band gap opening and evolution has
been determined. The opening of the optical phononic gap with increased choles-
terol concentration is direct evidence of the nanoscale domains in Lo phase and
their relationship to the mechanical properties of the cell membrane (such as surface
tension, or bending rigidity), which in turn is related to various cell functions, like
passive transport, cell curvature generation and sustainability.

Considering the recent interest in membrane complexes with cholesterol, mela-
tonin, and Aβ peptides, it will be interesting to employ the above discussed approach
in determining the effect of cholesterol andmelatonin – separately as well as together
– on the phonon band gap opening inmodel phospholipidmembranewithAβ peptide.
Such a system may ensue a formation of rafts as already mentioned in previous
sections. Conveniently, the formation of lateral inhomogeneities creates defects at the
interfaces of these structures that can be well detected and characterized by inelastic
scattering. The integration of peptides amid lipidmoleculeswould also have a charac-
teristic fingerprint in experimental data. The concentration and temperature studies
of the phonon band gap evolution will shed a light on the role of cholesterol and
melatonin in the considerable changes to the membrane structural properties. This
will provide the base information for furthering our understanding of the processes
like Aβ peptide insertion and lateral distribution, direct transport of small molecules,
and energy transfers in cell membranes.
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10.7 Aβ Peptide Secondary Structure

One of the main interests in the Aβ peptide related investigations is the mechanism of
peptide incorporation into the biological membrane and/or its withdrawal from the
membrane. This mechanism is expected to be influenced by both the membrane
elasto-mechanical properties and structural properties of Aβ peptides. Although
neither is understood yet fully, the quaternary structure of amyloid fibrils points
the attention on the tertiary and secondary structures of Aβ peptides (not to discuss
the importance of primary structure that is documented by the toxicity of Aβ peptides
and their amino acids 25–35 in particular).

One of the methods for determining the secondary structure of peptides is circular
dichroism. This method has been used since the very first investigation of the Aβ25–35
peptide aggregation. The results showed a balance between the α-helical, β-sheet and
random coil structures with the changes of various conditions [92]. The balance was
shown to be pH dependent with the concentration driven transition of the random
coil to β-sheet happening in sodium acetate buffer at pH 4 and 5.5, and it shifted the
distribution towards the β-sheets with the increasing of pH up to 7.4. The addition
of negatively charged lipid vesicles to the system comprising Aβ25–35 also caused
the distribution balance to shift in the direction of β-sheet formation, which could
be obtained alternatively by increasing the Aβ25–35 concentration almost 10 times at
the condition without the lipids.

The same structural changes were observed in full-length Aβ1–40 peptide. Inves-
tigations of the addition of lipid membranes to Aβ1–42 and Aβ1-40 under various pH
and salt concentrations, however, concluded the peptide secondary structure being
not the only factor in the membrane disrupting activity [93]. The additional NMR
study of Aβ peptide binding to the lipid membranes showed no changes in lipid head-
group region conformation, and in the lipid chain flexibility and ordering [94]. The
peptides therefore could appear to exist with lipid membranes in a non-interacting,
or at least non-disturbing way at some conditions, while a severe disturbance may
occur in other circumstances.

The questions of Aβ peptide interactions with membranes evolved in the neces-
sity to differentiate between the incorporation and adsorption of peptides to the lipid
membrane. The investigations of conformational changes in the Aβ structure over
the time period of 18 days have shown that incorporated peptides avoid the confor-
mational changes, while the surface associated Aβ peptides show dramatic changes
by going from disordered structures to predominantly β-sheet structures after several
weeks [95]. The mechanisms of these changes are however yet to be understood. A
great deal of detailed information needed for shedding more light on the problem
may perhaps come from theoretical studies based on molecular dynamics (MD)
simulations.

In view of the continuous development of high-performance heterogeneous
computing systems, the efficiency of MD methods for modeling the biological
structures, such as lipid membranes and proteins interacting with them, is steadily
increasing. MD simulations help to interpret and corroborate experimental data
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obtained from SANS, SAND, NR, and INS discussed earlier as well as many other
experimental techniques. In turn, the experimental results are an essential part in
the verification and further improvements of MD force fields. Nowadays, one of the
popular areas of the joined MD-experimental approaches is the study of the inter-
action of the Aβ peptide with model lipid membranes. The principal interest in this
direction, registering particularly withMDmethodology, is the problem of searching
conformations and location of the Aβ peptide in membrane-water systems.

The replica–exchange molecular dynamics (REMD) and the umbrella sampling
simulation methods are often used to solve the above problems [96–98]. The idea
of the replica exchange method is that a set of replicas is created, each of which
is assigned a certain temperature value, and those replicas are simulated further in
parallel with a periodic exchange of conformational states. Umbrella sampling is
one of the accelerated sampling methods, the idea of which is to insert an additional
potential reducing potential barriers, that allows the system to bypass the confor-
mational space more easily, and then the effect of this potential is subtracted from
the obtained free energy profile. Well-tempered metadynamics is also a method of
enhanced sampling and calculating the free energy landscape, which is accelerated
by the bias potential depending on collective variables.

The first step towards investigating the mutual influence of Aβ peptides and lipid
membranes is modeling systems with peptide monomers. Currently, a number of
MD simulations have been carried out. They are aimed at studying the Aβ interaction
with model membranes depending on the length and conformation of the peptide,
as well as the composition of the bilayer (e.g., saturated or unsaturated lipid chains,
zwitterionic or anionic lipid headgroups, cholesterol or melatonin addition, etc.). A
general pattern of the Aβ interaction with lipid membranes is then justified by the
consistency of results.

Simulations of the Aβ25–35 monomer in an implicit water-membrane environment
and explicit DMPCmembranewithwatermodels by REMDhave shown for example
that the peptide can locate in the membrane in two states – a surface-bound state
and a less stable inserted state, between which Aβ can often be interconverted (see
Fig. 10.10 for the illustration) [99, 100]. It is encouraging to recall similar conclusions
achieved based on the SAND experiments [76], though the capability ofMD expands

Fig. 10.10 Snapshots of
Aβ25–35 conformations
(helix shown by purple, turn
by cyan, and coil by blue
colors) and positions in
phospholipid membrane
(phosphorus atoms shown by
red points, rest of the lipids
shown by gray color; water
was omitted for the
clarification of presentation)
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the results further. Accordingly, the peptide has highly extended conformations in the
surface-bound state. In the second state, the C-terminus has a stable helix shape and
is located deep in the membrane, while the N-terminus is more disordered with lower
helix propensities and closer to hydrophilic heads. In addition, the peptide binding
slightly decreases membrane thickness and does not cause strong lipid disordering.

The REMD simulations of Aβ10–40 monomer with an explicit DMPC bilayer
demonstrate the existence of one stable peptide state in the membrane, in which
the C-terminus penetrates the hydrophobic part of phospholipids and forms a stable
helix, while the N-terminus interacts mainly with the bilayer surface [101]. At the
same time, the membrane thickness and area per lipid are significantly reduced,
though the increase in the disorder of lipid tails is insignificant due to the shallow
insertion of Aβ10–40.

The results obtained by umbrella sampling simulations of the Aβ1–42 peptide in
zwitterionic DPPC and anionic DOPS bilayers, and molecular dynamics simulations
of the Aβ1–40 in zwitterionic POPC, anionic POPS, and mixed POPC/POPE bilayers
suggest that the anionic bilayers may stabilize the peptide secondary structure to a
greater extent than the zwitterionic ones. Besides, the C-terminus is embedded into
the membrane hydrophobic core in all but the case of anionic membranes, while
the N-terminus is located closer to the water-membrane interface and more strongly
exposed to a solvent [44, 102]. The main Aβ1–40 conformations are helices and
random coils, although β-hairpins are also observed, mainly in N-terminus peptide
region.

The composition of lipid bilayers significantly influences the insertion, orienta-
tion, and aggregation of Aβ peptides, regulating Aβ-membrane interactions. Polyun-
saturated lipids (PUL) cause, apparently, stronger adsorption of Aβ on the membrane
and lead to a weaker binding between peptides in aggregates [9]. In the presence of
cholesterol in the lipid membrane, that has been discussed above to ensure a stiffened
membrane as opposed to the highly fluid PUL membranes, the Aβ25–35 peptide does
not permeate into the bilayer hydrophobic core due to the high order of lipids. This
leads to the peptide aggregation on the membrane surface and a slight decrease of the
bilayer thickness [103, 104]. In the case of the longer Aβ1–40 and Aβ1–42 peptides,
Aβ1–40 also ends up preferably at the surface of cholesterol-depleted membranes,
though it exhibits a partially or completely embedded state in cholesterol-enriched
membranes. In turn, Aβ1–42 peptide inserts partially or completely into cholesterol-
depleted membranes and completely inserts into cholesterol-enriched membranes
[105].

10.8 Concluding Remarks

Alzheimer’s disease was first described in 1906 based on its clinical symptoms and
microscopic changes in the brain structure [106]. For many years then to come,
microscopy was the main method for recognizing the disease at the autopsy of
patients. With its increasing social impact, however, increased also an interest in
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its identification. Over more than a century, it has seen a huge development in the
research approaches available more or less readily for its interrogation.

The research in general and structural biophysics in particular, have proven to
benefit from the development of dedicated X-ray sources. Starting with the fixed
tube, coincidently around the same time as the AD was identified, all the way to
the free electron lasers, their brilliance has advanced by impressive 16 orders of
magnitude. The golden era of neutrons following its discovery in 1932, brought
other expectations and advancements. The peculiar properties of neutrons allowed
for building sample holders capable to reproduce biologically relevant conditions
during experiments. The in situ approaches expanded to include contrast variation
and deuterium labeling techniques as themost powerful tools. The increase of compu-
tational power, doubling every 2 years, earned theoretical approaches their niche in
structural biology most recently. MD simulations, following the sample dynamics
for microseconds now, provide an unprecedented level and amount of details. We
have entered a century of big data, built on promises to combine all the information
into one model.

The research on AD may not be at the end just yet, but we certainly have a lot
of knowledge by now. Owing to the advancements in research approaches, there is
a final number of hypotheses describing the origin of the disease. There is a final
amount of models depicting the interactions leading to the onset of the disease. Most
importantly though, there is finally a limited number of proposals for combating the
disease. Some of the discussed problems certainly find their place at the membrane,
either as the place of origin, development, or even action of Aβ peptides. The closer
and closer looks at these problems will undoubtedly provide an understanding of
relevant mechanisms and perhaps will be a part of the final solution.
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Chapter 11
Analysis of Natural and Engineered
Amyloid Aggregates by Spectroscopic
and Scattering Techniques

T. R. Heyn, V. M. Garamus, Anja Steffen-Heins, K. Schwarz,
and J. K. Keppler

Abstract The increasing knowledge about natural functional fibrils has triggered
the interest in synthetic or engineered fibrils. Naturally occurring amyloid fibrils
(functional and pathogenic) have been analyzed for many years at different structural
levels. Engineered fibrils are structurally similar to natural fibrils and the main sub-
structural feature of amyloids is characterized by cross-beta structure stabilizing
the fibril formation. However, a number of peculiarities exist comparing natural
and engineered fibrils that may affect their analysis, especially in spectroscopic and
scattering methods. For this reason, several methods that are commonly used for
natural fibril analysis are presented and particularities for their application in the
characterization of engineered fibrils are described. In addition, the understanding
about structure–function relation of fibrils studied in the different research areas
may mutually improve when using the same analytical approaches for natural and
engineered fibrils.

T. R. Heyn · A. Steffen-Heins · K. Schwarz
Institute of Human Nutrition and Food Science, Division of Food Technology, Kiel University,
Kiel, Germany
e-mail: theyn@foodtech.uni-kiel.de

A. Steffen-Heins
e-mail: aheins@foodtech.uni-kiel.de

K. Schwarz
e-mail: kschwarz-2@foodtech.uni-kiel.de

V. M. Garamus (B)
Helmholtz-Zentrum Hereon, Geesthacht, Germany
e-mail: vasyl.haramus@hereon.de

J. K. Keppler
Food Process Engineering Laboratory, Agrotechnology and Food Sciences Group, Wageningen
University, Wageningen, The Netherlands
e-mail: julia.keppler@wur.nl

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L. Bulavin and N. Lebovka (eds.), Soft Matter Systems for Biomedical Applications,
Springer Proceedings in Physics 266, https://doi.org/10.1007/978-3-030-80924-9_11

295

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80924-9_11&domain=pdf
mailto:theyn@foodtech.uni-kiel.de
mailto:aheins@foodtech.uni-kiel.de
mailto:kschwarz-2@foodtech.uni-kiel.de
mailto:vasyl.haramus@hereon.de
mailto:julia.keppler@wur.nl
https://doi.org/10.1007/978-3-030-80924-9_11


296 T. R. Heyn et al.

List of Abbreviations, Symbols, and Chemical Substances

Abbreviations

AFM Atomic force microscopy
ATR Attenuated total reflection
COSMiCS Complex objective structural analysis of multi component system
CW EPR Continuous wave EPR
DEER Double electron–electron resonance
DLS Dynamic light scattering
EPR Electron paramagnetic resonance
FTIR Fourier-transform infrared
SAXS Small angle X-ray scattering
SANS Small angle neutron scattering
SEM Scanning electron microscopy
SDSL Site directed spin labelling
ssNMR Solid state nuclear magnetic resonance
TEM Transmission electron microscopy
Thio-T Thioflavin-T
WAXS Wide angle X-ray scattering

Symbols

Rg Radius of gyration

Chemical Substances

α-B-Cry α-B-crystallin
BLG Whey protein beta-lactoglobulin
BSA Bovine serum albumin
EGCG Epigallocatechin gallate
IPSL N-(1-oxyl-2,2,5,5-tetramethyl-3-pyrrolidinyl) iodoacetamide
MTSSL (1-Oxyl-2,2,5,5-tetramethylpyrroline-3-methyl) methanethiosul-

fonate
PGG Pentagalloyl glucose
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11.1 Introduction

Amyloid fibrils are ordered aggregates of normally soluble peptides or proteins
[1]. The amyloid fibril structure is associated with more than 30 neurodegenera-
tive diseases, for example with Alzheimer’s disease (Abeta peptide amyloids) or
Parkinson, (α-synuclein amyloids) [2, 3].

In addition to human pathogenic fibrils, there are also so-called functional fibrils
that fulfil a plethora of biological functions. Such functional structures can be found
above all where surface adhesion and structural stability are required, e.g., in the
biofilm of bacteria, fungal attachments or in the eggshell of silk moths [4–6]. The
main difference between the two natural fibril manifestations is that the human
pathogenic amyloids can be considered as protein misfolding. They exist in a wide
variety of polymorphs and phenotypes which intermediate oligomeric products are
found as toxic [7]. They have no intrinsic mechanism to degrade them, and thus to
control their accumulation.

Functional fibrils, in contrast, have highly conserved structural motifs to ensure
their vital function in addition to a rapid fibrillization process, thereby omitting toxic
intermediate products [8].

The highly ordered arrangement of proteins in functional amyloid fibrils has raised
considerable interest and the targeted production of such structures leads to many
novel and promising applications in life-, environmental-, and material science [9].
Because these structures consist of proteins that do not exhibit an intrinsic amyloid
tendency in their natural environment but require specific processing conditions, they
are referred to below as synthetic engineered fibrils.

The analysis of the amyloid formation kinetics, morphology, and structure is
an important part of recent research because it gives feedback on how the aggre-
gates are affected by changing environments, which in turn is an important part of
understanding their formation and properties.

For natural amyloids, there are a number of well-established analytical tech-
niques, all covering different aspects of their structure, morphology and formation
kinetics. For example, crystallization of smaller segments has been conducted to
study the protein stacking, solid state nuclear magnetic resonance spectroscopy
(ssNMR) allows insights into the local structure arrangement and contacts between
atoms, and the overall length and morphology are followed by different microscopy
techniques (e.g., atomic force microscopy (AFM), transmission electron microscopy
(TEM)).

The present chapter will focus only on the broader structural analysis which is
of particular interest in order to draw conclusions regarding the functional proper-
ties of engineered fibrils in biomaterials. The most common and simple analysis of
amyloids is the colorimetric Thioflavin-T (Thio-T) test, which basically reacts to the
characteristic cross-β structure [10] but also cross-α [11] motif itself. However, this
test does not give further insights into structural and morphological features. Thus,
often a set of experiments is conducted to give additional information on the different
levels (secondary to quaternary structure) of fibril formation. In an interdisciplinary
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approach, many of the techniques for elucidating the natural fibril structure have
been used in the analysis of engineered fibrils. The analysis of fibril engineering
requires process monitoring and a higher sample throughput, thus many methods
for engineered fibrils have to be more practical. In addition, there are some analyt-
ical restrictions and/or modifications required when transferring the methodology.
Therefore, the methodological and analytical aspects of three very different spec-
troscopic and scattering analysis techniques that can be used for natural and engi-
neered amyloids in combination with the Thio-T test are described in the following
subchapters.

The three techniques were selected to cover a most broad representation of
different set-ups (measurement of functional groups in structural elements (FTIR, cf
Sect. 11.3.1), measurement of specific labeled amino acids (EPR, cf Sect. 11.3.2),
measurement of X-ray scattering intensity (SAXS, cf Sect. 11.3.3)) to sketch an
overall picture of common aspects to consider when analyzing engineered fibrils. In
order to further limit the complexity of the topic and due to its wide dissemination,
the following chapters are focusing on fibrils from whey protein beta-lactoglobulin
(BLG) as reference for engineered fibrils. BLG fibrils are among the most abun-
dantly characterized engineered amyloid aggregates so far and their formation is
typical for many other engineered fibrils.

11.2 Differences in the Origin of Natural Functional
and Engineered Amyloids

Before discussing the methods to analyze natural and engineered fibrils, it is impor-
tant to give an overview on themain structural differences to be expected. Differences
between natural and engineered fibrils are related to their formation conditions that
are relevant in terms of their analysis (structure, morphology, kinetics).

Amyloid fibrils can be seen as a structural superfamily that shares a common
substructure, irrespective of the precursor proteins [12]. Most amyloid aggregates
have a characteristic cross-β motif, which consists of multiple β-strands that are
stacked perpendicularly to the long axis of the fibrils and are linked by hydrogen
bonds. β-Strands with the same primary structure can either align themselves evenly,
resulting in a parallel, in-register arrangement, or they can have a shifted alignment,
which is found in a parallel but out-register arrangement (Fig. 11.1A). Multiple
variation in arrangement of β-sheets along the fibril axis or in the building blocks
that form the fibril, such as specific peptides sequences or entire small proteins result
in a diverse morphology and functionality of amyloids. The β-sheet motifs can often
form micrometer long and even intertwined fibers of few to several nanometers
thickness (Fig. 11.1B) which are straight or curly.

Natural functional amyloids are triggered by defined biochemical pathways
and require highly coordinated system of amyloid subunits, molecular chaperones,
and transport systems. Well known functional fibrils are formed by bacteria. They
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Fig. 11.1 The variety of fibrils formed by their registry of β-sheets and protein building blocks differ
in morphology, functionality and pathogenicity. A Left: Scheme of β-sheet alignment in amyloid
aggregates, parallel in-register, out-register or antiparallel. Right: Structural motif of β-amyloid
fibrils with three-folded symmetry (PDB 2LMP). B Structure of a quadruplet cross-beta amyloid
fibril as an example of a pathogenic fibril (PDB 3ZPK).C Examples of engineered BLG-fibrils as a
function of their building blocks after heat treatment. At pH 2 and elevated temperature, aggregates
are formed from hydrolyzed BLG (peptides as building blocks), while at higher pH values, the
aggregation initially occurs with non-hydrolyzed BLG (whole protein as building blocks)

are found extracellular and mediate the initial attachment of bacteria to surfaces
and provide stability and functionality to mature biofilms. The rapid formation of
natural functional fibrils is particular remarkable for those covering the surface of
the frog’s tongue and cause flies to stick to its surface. Those fibrils are formed by
the millisecond friction of the moving tongue [13].

In contrast, engineered amyloids are produced in non-living systems usually under
extreme conditions (e.g., by high temperature, solvents, urea, extreme pH value)
[14, 15], as they are practically forced into these aggregate structures. For BLG,
amyloid fibrils of several micrometer length and few nanometers thickness are typi-
cally produced in acidic conditions < pH 3, after prolonged heating > 70 °C for at
least several hours. A combination of denaturation, acid hydrolysis and partial reas-
sociation of certain peptides with high amyloidal propensity results in a conversion
rate of approximately 35% (Fig. 11.1C) [16–19].

These fibrils consist of individual protofilaments of which several are intertwined
to thicker structures [20, 21]. The low conversion rate in combination with hydrol-
ysis results in a very polydisperse sample which composition strongly changes as a
function of incubation time. Different polymorphs exist in dependence of the incu-
bation conditions, they can range from differences in the number of intertwined
protofilaments to their morphology [22]. For example, at pH 3.5, acid hydrolysis is
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restricted and thus whole BLG assembles into worm-like structures that are consid-
ered as amyloid-like and have a higher conversion rate (Fig. 11.1C) [20]. This shows
that various morphologies and structures can be produced in engineered fibrils in
dependence of the applied conditions. However, despite the often low conversion
rate, engineered fibrils are present in higher concentration than most natural fibrils
and do not require sophisticated isolation procedures in order to inhibit structural
changes or interference with other compounds during the analysis [23] compared to
amyloids formed in living organisms.

11.3 Spectroscopic and Scattering Techniques for Fibril
Analysis

11.3.1 Infrared Spectroscopy

Background: Circular dichroism spectroscopy and Fourier transform infrared spec-
troscopy (FTIR) are two common techniques for the analysis of secondary up to
tertiary structures of proteins. FTIR is especially sensitive to beta-sheet conforma-
tions, which are an important aspect of fibrils. Various set-ups are available for FTIR,
which allow the analysis of liquid, turbid, gel, or even powder samples. This also
opens the possibility of in-situ analyses of aggregation.

IR uses the interaction of molecular bonds with electromagnetic radiation (light)
in the infrared wavelength range to obtain information about the type of bond and
thus about the structure of the molecule [24, 25]. For the analysis of proteins or
protein aggregates, oscillations specific for amino acid residues are of relevance,
e.g., the stretching vibrations of the C = O bonds, which absorb at a wave number
of 1600 to 1700 cm−1 (amide I band) [26]. The C = O bonds, involved in the protein
secondary structure, absorb at different wave numbers depending on their location
within the conformation: e.g., α-helix at wavenumber 1655 to 1658 cm−1, β-sheets
at 1633 cm−1 and 1688 cm−1, β-turns at 1672 cm−1 and random coil elements at
1644 cm−1 [25, 27].

During amyloid aggregation, the concentration of alpha-helix and intramolecular
(parallel and antiparallel) beta-sheets decreases, while the concentration of random
coil elements increases in the course of protein denaturation. This is reflected by a
lower intensity at 1655 cm−1 and 1633 cm−1 aswell as a higher intensity at 1644 cm−1

in Fig. 11.2A. The formation of amyloid structures results in the arrangement of
large and extremely well-ordered intermolecular beta-sheet structures. In this case,
the vibration is distributed even more strongly over the surrounding fiber backbone
than in intramolecular beta-sheets (increased normal mode vibration). Therefore, an
increase in the intensity at lower wavenumbers 1618 to 1630 cm−1 occurs, which
can result in the formation of a maximum (see Fig. 11.2B) [19, 20, 28, 29]. The exact
position of the maximum depends on the measurement set-up, the individual protein
and the microenvironment (pH value, ion concentration etc.) (see Table 11.1) [28,
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Fig. 11.2 A) 2nd derivative of amide I FTIR spectra of fibrillar (blue) and native (red) BLG. Dotted
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Table 11.1 Position
(wavenumber) of amide I
maxima in the FTIR spectra
of various engineered and
natural fibrils

Protein Wavenumber

Engineered fibrils

BLG (pH2) [20, 43] 1622 cm−1, 1624 cm−1

BLG (pH3.5) [20] 1619 cm−1

BSA [25] 1620 cm−1

Pathogenic fibrils

Alpha-synuclein [23] 1624 cm−1

Alpha–beta (1–42) peptide [45] 1630 cm−1

Human Lysozyme (pH2) [33] 1622 cm−1

HET’s prion fibers [46] 1620 cm−1

Beta2-microglobulin [47] 1620 cm−1

Transthyretin [48] 1625 cm−1

Myoglobulin [49] 1623 cm−1

Insulin (bovine) [34] 1628 cm−1

Functional fibrils

FabC (P. Aeruginosa biofilms) [39] 1625 cm−1

CsgA (E. coli curli) [40] 1623 cm−1

BSA, bovine serum albumin; BLG, beta-Lactoglobulin.



302 T. R. Heyn et al.

30]. However, many other studies described this maximum in the formation of non-
amyloid protein aggregates as it only indicates intermolecular β-sheet association
[31]. Therefore, FTIR should always be used in combination with another analysis
methods to unequivocally confirm the presence of amyloids [30].

Natural amyloid aggregates:Asufficiently highprotein concentration is necessary
to assure a low signal-to-noise ratio. This is of particular relevance for proteins that
are only available in low concentration such as recombinantly produced or those
extracted from organisms.

The necessary concentration depends on the IR spectrometer and the measuring
method (e.g., liquid vs. dry). The challenge of an adequate signal-to-noise ratio is
based on the high absorption of H2O around 1650 cm−1, which must be background
corrected from the absorption spectrum [32].

For human lysozyme, adequate signals were reached, using a 0.7 mM protein
solution andH2O background subtraction. Depending on the pH-value, the aggregate
characteristic shoulder can be shifted by a few wave numbers [33]. An alternative
is the use of D2O as a solvent, as demonstrated by Bouchard et al. (2000) [34]
for the formation of amyloid fibrils from bovine insulin. However, influences on
the formation of aggregates are possible [35, 36]. Using liquid samples gives the
opportunity of in-situ kineticsmeasurements of the fibril formation but can be limited
due to a low signal-to-noise ratio.

Dry samples can bemeasured using the attenuated total reflection (ATR) technique
in combination with FTIR or by pressing the dried protein powder with KBr into
pellets. Both methods deliver very strong protein signals [37–40]. However, it must
be taken into account that during the drying or pressing process, the structure of the
fibrils can be affected.

The formation of natural pathogenic fibrils can be characterized by intermediate
products, which superimpose with the fibrils in the spectra if the conversion is not
yet completed. In the case of alpha-synuclein, for example, these can be alpha-
helix intermediates, which pass through a helix to β-sheet transition relatively late
in the process [41]. Therefore, removal of nonfibrillar protein by centrifugation was
performed before measurement [38].

Engineered amyloid aggregates: A substantial advantage in the analysis of engi-
neered amyloid aggregates is the usually good available protein material (e.g., whey
or egg protein) (cf 11.2). A high protein concentration results in a low number of
required scans (i.e., analysis speed is enhanced) due to the low signal-to-noise ratio
for aqueous protein solutions [19, 42, 43]. Lower scan numbers can also help to
capture the aggregation kinetics during in-situ experiments with a high temporal
resolution. When synthesizing hydrolysis-induced engineered amyloid aggregates
directly on the FTIR crystal, however, the chemical and physical stability of the set-
up (e.g., ATR-unit) must be considered. For example, the extreme conditions usually
applied for the fibril formation of BLG (pH 2 and 90 °C) are outside the limits
for many FTIR devices. Similar to the procedure described for natural fibrils, D2O
can be used as solvent for engineered fibrils to prevent an intersecting absorbance.
ATR-FTIR analyses of engineered amyloids from BLG in D2O indicated the same
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characteristics as measurements with H2O [28, 29, 31]. Shifts of the exact maximum
wavenumber might be caused by slightly different proton activities [25].

The comparison of diluted to ATR-crystal dried engineered fibrils from whey
protein indicated that drying also leads to particularly clean spectra with similar
bands [17]. Although the drying process requires additional time and can affect the
fibrils, it may be necessary if the protein concentration is too low. For engineered
fibrils, this could occur for example after several purification steps or addition of
expensive reactants [44].

In contrast to most natural fibrils, for many engineered fibrils it is strongly recom-
mended to separate fibrils and non-fibrillar material because of the strong polydis-
persity (cf Sect. 11.2). Ultrafiltration can be used (as with SAXS (cf Sect. 11.3.3))
to separate the samples into the different fractions in order to obtain the infrared
spectrum of isolated aggregates. The FTIR spectra of purified fibrils (Fig. 11.2)
demonstrate how strongly the signals can vary for BLG fibrils formed at pH 2 (semi-
flexible fibers, building blocks are peptides): The isolated fibrils now give evidence
of a much stronger signal at the 1619 cm−1 band, which was clearly less visible in
the unpurified sample. Likewise, the spectra of the aggregate morphologies obtained
at pH 3.5 (worm-like amyloid-like aggregates, building blocks are whole proteins,
see Fig. 11.1C and Sect. 11.2 for clarification) also show the formation of the typical
shoulder at 1619 cm−1 after isolation. However, due to the lower degree of hydrol-
ysis at pH 3.5 and the overall higher conversion rate, less pronounced superposition
effects were observed for these aggregates than for pH 2 fibrils [20]. Therefore,
the comparison between the non-ultrafiltered and the purified aggregate fraction for
these morphologies does not show any noticeable difference. Additionally, a higher
degree of random coil was observed in the spectra. This confirms that the BLG aggre-
gates formed at pH 3.5 are built from unhydrolyzed BLG [18] and thus integrate a
high number of unstructured sidechains in their aggregate backbone, interrupting and
reducing the purity of intermolecular beta-sheets. Overall, the FTIR is a powerful tool
to derive the morphological differences of amyloid aggregates based on the specific
structural characteristics, if the sample-specific problems (low protein concentration,
polydispersity, device damaging effects) are counteracted by appropriate measures.

11.3.2 Electron Paramagnetic Resonance Spectroscopy

Background: EPR spectroscopy is a very sensitive approach to monitor the chemical
microenvironment of spins, i.e., unpaired electrons as found in radicals or transition
metals. The spectroscopic approach is based on the magnetic moment of an elec-
tron, so that electrons align themselves parallel or anti-parallel in a strong external
magnetic field (Zeeman effect). This alignment leads to splitting into a high (Ms

= + ½) and a low energy level (Ms = −½), whereas its energy difference (�E)
relates proportionally with the outer magnetic field strength (B). Electromagnetic
wave frequencies for EPR spectroscopy are in the range of microwave radiation,
where among others the X-band (9–10 GHz) is most commonly used for spatially
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resolved protein analysis. If the energy difference at a certain magnetic field strength
corresponds to the energy of the irradiated microwave frequency (resonance condi-
tions), the electrons absorb themicrowave. The resulting EPR spectrum,which repre-
sents the absorption intensity as a function of the magnetic field (B), is typically
the first derivative of this energy absorption function. During spectral acquisition,
the microwave (resonance) frequency is usually kept constant (so-called continuous-
wave or cw EPR), while the magnetic field varies. However, also pulsed microwaves,
such as short triggered frequencies in the range of 1–100 ns with high power, which
approximate the resonance conditions, can be used at constant magnetic fields. These
so-called pulsed EPR approaches provide additional information with neighboring
nuclei and electron spins such as intramolecular or intermolecular distances ranging
from ≈8 to 80 A° between the spins and their spatial distribution e.g., by double
electron–electron resonance (DEER) [50, 51].

As a biophysical technique, EPR spectroscopy is used in protein analysis to answer
relevant structural and dynamic questions related to biological systems [52]. Because
of lower number of spins in proteins, nitroxide radicals are frequently used as spin
labels, the most common ones being e.g.,methanothiolsulfonate spin label (MTSSL)
and iodoacetamido proxyl spin label (IPSL) [53]. These can bind covalently to
specific cysteine-thiol residues and thus generate a stable EPR-active spin-label side
chain [53], which is called site-directed spin labelling (SDSL). Among other factors,
the small size of the labels is an important prerequisite that onlyminimally affects the
structure and function of the protein [54, 55]. At the same time, however, labels are
very sensitive to the local environment aswell as structure anddynamics of the protein
backbone, so that complexation, aggregation, adhesion, and fibrillization of proteins
can be studied. The evaluation of EPR spectra is based on line- shape analysis, such as
peakwidth, height, and shape. This encodes the interactions of the nitroxides towards
the near environment, such as micro viscosity, micro polarity, nitroxide side-chain
mobility, accessibility of e.g., water, oxygen, and reducing agents. It is important to
note that nitroxides with different spatial distribution and therefore different environ-
ments (spectral domains) have individual line shapes, which all superimpose each
other in the acquired EPR spectra (Fig. 11.3).

However, these individual spectra can be separated by simulation assuming
different biophysical models, which result in the characteristic parameters of the
respective environmental conditions of the individual nitroxide compounds [44, 53,
56, 57] (Fig. 11.3). Thus, the EPR data analysis for a series of spin-labeled proteins,
particularly at multiples sites of proteins, allows modeling of the protein structures
with a spatial resolution at the level of the backbone fold [52].

Natural amyloid aggregates:SDSLwas fundamentally pushed forward byHubble
and colleagues since the 1990th for protein complexes and membrane proteins [58],
and became later likewise relevant for enzymes and small fibril-forming proteins
[52]. For the site-directed binding of nitroxides to proteins, specific mutagenesis is
performed to introduce a unique cysteine residue at the desired protein sidechain,
e.g., as in α-synuclein [50]. Alternatively, naturally occurring cysteine residues are
removed and replaced by amino acids such as alanine or serine. These modifications
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Fig. 11.3 Proposed aggregation mechanism of amyloid-like aggregates from BLG (pH 3.5, 90 °C
for 5 h) described by SDSL-EPR and mass spectrometry in Lux et al. (2021) [44]. For comparison
purpose, two spin labels MTSSL (A) and IPSL (B) were used. Measured and simulated EPR
spectra of MTSSL (A(I)) and IPSL (B(I)) bound to BLG before heat treatment result in two bound
compounds (C(b1) and C(b2) and one free compound C(free). Measured and simulated EPR spectra
ofMTSSL (A(II)) and IPSL (B(II)) bound toBLGafter thermal aggregation showed three individual
bound compounds (C (IIa)). Schematic representation of the formation of centipede-like aggregates
(C(II)).The structural model of BLG (PDB3NPO)was created using the ICMbrowser frommolsoft
L.L.C. (La Jolla, California)

are realized in a variety of mutagenesis approaches reviewed e.g., by Schmidt et al.
(2015) [77].

SDSL-EPR has therefore been used for some time in various areas of structural
biology and medicine investigating mostly pathogenic amyloids [58–62]. Funda-
mental insights obtained from combination of CW and pulsed EPR approaches
concerning pathogenic amyloids are clarifying the nature of the intermolecular
contacts and the structural stacking of the molecules along the fibril axis [52]. The
main objectives are to determine the exact location of fibril forming core regions and
to investigate local secondary structures within such core regions.

This allows the precise identification of sequences in the protein/peptide that
form and stabilize the cross-β core of the fibrils, as opposed to those sections that are
flexible and accessible to the solvent. The arrangement and the registry of β-strands
in the β-sheets lead to different models of fibril formation and are determined by
the intermolecular hydrogen bonds formed between the amyloidogenic sequence
segments. Molecular modelling studies have shown that different amounts of energy
are required for these alignments [63], where parallel in-register alignment requires
the least, so that stackings of the same residue type are formed along the fibril axis [58,
63]. This is particularly the case for amyloids that contain an extensive core region



306 T. R. Heyn et al.

of 20 amino acids or more can be explained by energy reasons and by maximizing
the hydrophobic contact surface. In contrast, very small peptides (< 20 amino acids
in the fibril core) β-strands mainly arrange antiparallel [58, 63].

Because of the proteins and peptides proned to fibrillization contain core regions
with more than 20 amino acids, this parallel in-register structure is probably the most
common form of natural amyloids.

Engineered amyloid aggregates: In contrast to natural (pathogenic) fibrils, the
application of SDSL-EPR for engineered amyloids is completely new. So far, there
exists only one pilot study evaluating the suitability of SDSL-EPR to assess the
aggregation mechanism of bovine β-lactoglobulin [44] as a function of e.g., the pH-
value (cf. Sect. 11.2, Fig. 11.1C). Alterations in amyloid aggregation by labeled BLG
could be neglected [64]. It is important to emphasize that this labeling study differs
from those of pathogenic amyloids in that no mutagenesis of BLG was performed.
This study aimed to investigate the aggregation mechanism of native BLG during
thermal and acidic treatment, using the five naturally present cysteine residues for
labeling. The two spin labels MTSSL and IPSL were bound to BLG binding to all
cysteine residues, but MTSSL and IPSL preferred different but reproducible binding
positions (Fig. 11.3A & B (I)). Those binding positions could be assigned to two
spectral components of the labels bound to native BLG (Fig. 11.3C(I)). C(b1) indi-
cated by a non-polar environment outside of the β-barrel of BLG (Cys106, Cys119,
and Cys121) and thus describes the microenvironment of the β-sheets. C(b2) was
the superposition of labeled Cys66 embedded in strand D and Cys160 contained in
the random coil. Both binding positions were located in the DMSO/water environ-
ment and were in close proximity to the tertiary protein structure. During amyloid-
like aggregation at pH 3.5 (worm-like amyloid-like aggregates, building blocks are
whole proteins), these previously assigned three different binding positions of the
spin labels can be more clearly distinguished after possible rearrangement when
compared to the natural BLG monomer. Therefore, it is likely that the C-terminus
C(b3) will fold outward, as evidenced by high accessibility to the aqueous phaseand
fast rotational motion (Fig. 11.3A & B (II)). This rearrangement allows the α-helix
to be shifted out of the autonomous folding domain during partial unfolding, which
subsequently leads to greater accessibility of the β-sheets to the aqueous environment
(Fig. 11.3C(IIa)). Meanwhile, the β-sheets are most likely compressed by the accu-
mulation of intermolecular β-sheets, which subsequently support the assumption that
amyloid-like structures can be formed from the building blocks of the entire primary
BLG structure (Fig. 11.3C(II)). Furthermore, pulsed EPR technique confirmed the
spatial distribution of the labels within the amyloid-like fraction in a one-dimensional
arrangement of the entire protein aggregates, which was similar to a string of pearls
(Fig. 11.3C(II)). These findings were also in accordance with SAXS measurements
(cf. Sect. 11.3.3). Therefore, SDSL proteins containing several cysteine residues
can be successfully used to gain deep insights into the aggregation mechanism of
engineered amyloids if the binding positions are known.
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11.3.3 Small Angle X-ray Scattering

Background: SAXS is the scattering of photons on electrons of studied objects.
Usually, the scattered intensity is represented as a function of the scattering vector
that relates to the scattering angle andwavelength of photons. It is an elastic scattering
approximation,whichmeans that there is no exchange of energy between photons and
electrons. Additionally, only the coherent part of such scattering includes structural
information and is therefore further analyzed. SAXS is detected at low values of the
scattering vector and provides information on low resolution which is sensitive not to
the location of single atoms but to the electron density (more correct, the scattering
length density of electrons on length scale of few atoms). For separate particles in
solution, the scattering intensity is determined by the scattering contrast i.e., the
difference between the scattering densities of the particle and the solvent. Amplitude
of the scattering by the particle is the Fourier transformation of the scattering contrast
within the particle, which also depends on its shape and size. For a population of
particles in solution, the scattering intensity (I(q)), which is observed by SAXS
experiments, is the function of a number of particles, their interaction and modulus
of scattering amplitude of each single particle (scattering contrast, shape, and size
of particle). SAXS is the structural method of low resolution and different structures
can provide quite similar scattering signals. As result, the obtained structure is not
unique, and its proper choice requires additional information from other methods.

Small angle X-ray scattering is a powerful technique to follow the amyloid aggre-
gation kinetics while statistically relevant information in mesoscopic length scale 1
to 1000 nm on the morphology of aggregates with regard to overall size and shape
(Fig. 11.4), flexibility and stiffness, cross section parameters and proteins (peptides)
density can be deduced [65]. However, for samples with high polydispersity, each
protein, peptide, or their aggregate structure in the sample adds to the scattering
pattern and thus, only an averaged scattering pattern of the heterogeneous system is

Fig. 11.4 SAXS intensities
of BLG solutions with
moderate growth and
corresponding 3D models
(for initial state and after
5 h). The formation of small
globular like objects which
transform to elongated ones
is followed by ab initio
analysis [76] and represents
the average state within the
system
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detected [65]. The most promising way is to apply SAXS in combination with small
angle neutron scattering (SANS) and imaging methods that helps to obtain the real
picture of the structures formed. The application of different types of probes (i.e., X-
rays and neutrons) gives the possibility to study the effect of magnetic nanoparticles
on amyloids structure [67, 68]. In comparison to dynamic light scattering (DLS), it
gives so-called “dry” parameters of aggregates without hydration water.

By using additivity properties of a SAXS signal, which is valid for systems of
low concentration and small number of different types of aggregates, it is possible
to decompose intensities and obtained scattering signals from single components for
further analysis [66]. The situation becomes more complex if initial and final states
are not pure or systems consist of more components than number of independent
scattering curves. For the latter case, the further development of SAXS analysis has
been performed such as COSMiCS (Complex objective structural analysis of multi-
component systems) [69]. It does not require the information from other experiments
and works with SAXS data in different representations. This approach has been
successfully applied for fibrillogenic forms of insulin and the familial mutant E46K
of α-synuclein.

Natural amyloid aggregates: Pathogenic natural D187Nmutant of gelsolin (actin-
severing protein) has been intensively studied by SAXS [70] for comparison with
wild type at physiological conditions and at low pH 2. At physiological conditions
both proteins show similar globular particles with radius of gyration (Rg, the radius
of inertion of scattering length density contrast within the particle) ~ 3.3 nm and no
sign of additional aggregation. The pair-distance distribution function, which is a
histogram over distances between pair of points within the particle, was calculated
with maximal diameter for both gelsolins of ~ 9.1 nm. Obtained molecular mass was
much closed to monomeric proteins and obtained shape matches quite good with
crystal structure. The storage of proteins at low pH 2 up to 72 h leads to dramatically
increase in scattering intensities especially for mutant protein and the formation of
higher order aggregation effected the species, which are very polydisperse. SAXS
together with other methods (electron and atomic force microscopy, mass spectro-
metric analysis, atomistic and replica exchange molecular dynamics simulations)
suggests the alternative way of secondary oligomerization-dependent aggregation
of gelsolin amyloidosis without the specific proteolytic step which can be used for
improvement of therapeutic strategies.

SAXS has been applied for the determination of the structure and amyloidogenic
feature of mutation R69C and D109H in human αB-crystallin (αB-Cry) [71]. It was
observed that oligomers of D109H and R69C mutants are significantly larger than
those of Wt α-B-Cry but keep a similar globular form as Wt α-B-Cry. The SAXS
data were fitted with a model of several simple homogeneous bodies, assuming these
samples to be monodisperse. The mutations enhance the amyloidogenic propensity
of human αB-Cry and diminish the chaperone-like activity of protein.

Suppression of the growth of amyloids that form in the extracellular matrix of the
bacterial biofilm as bacteria protection against environmental stress and antibiotics
has been achieved by addition of polyphenols. The effect of polyphenols epigallo-
catechin gallate (EGCG), penta-O-galloyl-β-d-glucose (PGG), baicalein, oleuropein,
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and procyanidin B2 on the amyloid growth in a system of the highly fibrillation-prone
protein FapC has been evaluated by SAXS [72]. The solutions with all polyphenols
showed similar SAXS scattering patterns and corresponding pair distance distribu-
tion functions were determined. The main feature between 0 and 20 nm indicated
that all aggregates had a somewhat compact structure. It was possible to fit the data
with a model which consists of a compact prolate ellipsoidal core and a shell of
flexible proteins. It can be concluded that polyphenols inhibit amyloid formation
by redirecting the aggregation of FapC monomers into oligomeric species, which
according to analysis of SAXS data are the core–shell complexes of short axis diam-
eters ~ 25 nm consisting of less than 10 monomers. It was possible to correlate the
biophysical observation (key features from SAXS) that the extent of amyloid inhi-
bition is connected with the ability to reduce the biofilm formation, which shows a
strong perspective for therapeutic application against biofilm formation.

Engineered amyloid aggregates: Peptide A1H1 of squid sucker ring teeth family
has been shown to undergo β-strand-driven elongation into amyloid-like fibrils with a
rich polymorphism. The structure of the fibrils was investigated by SAXS and wide-
angle X-ray scattering (WAXS) andAFM. SAXS data were fitted by amodel of poly-
disperse core two-shell cylinders. This model explains the presence of hydrophilic
and hydrophobic segments in the peptide sequence. The obtained parameters are in
agreement with molecular simulations. The most probable distance between fibrils
has been also obtained from SAXS and confirmed by some anisotropy of 2D spectra
[73].

In our work [20] the engineered fibrils formed by BLG at different pH (2 and 3.5,
see Sect. 11.2 and Fig. 11.1 C) have been characterized by SAXS. At pH 2 (semi-
flexible fibers, building blocks are peptides), no growth of fibrils in the first 0.5 h
of incubation has been detected. In this initial phase the aggregates are in size of
few nanometers (most probably monomers of proteins, Rg ~ 1.8 nm). In further time
points (0.5 to 5 h) an increase in the scattering intensity and its power law behavior of
I(q) ~ q−1 support the occurrence of larger (longer) and rod-like objects, as expected
forBLGfibrils. The integral parameters of the SAXS signal, such asRg and scattering
at “zero angle” follow a well-known sigmoidal-form and the different phases in the
formation of amyloid fibrils (i.e., lag phase, steep elongation phase and depletion of
building blocks) can be determined. The further parameters of fibrils´ cross section
and flexibility have been obtained via modelling of SAXS curves. At pH 3.5 (worm-
like aggregates, building blocks are whole proteins, see Fig. 11.1C and Sect. 11.2),
the scattering intensity dramatically increases already at 0.5 h of incubation time and
in the SAXS data one can observe the scattering from flexible wormlike fibrils. An
increase of the apparent Rg from 2.6 nm (consistent with previous findings by SAXS
for BLG dimers [74] to a Rg of 38 nm reached after 2 h was observed. These findings
are consistent with AFM measurements, which described long semiflexible fibrils
at pH 2 [75] and flexible wormlike aggregates at pH 3.5 [20]. As mentioned in the
chapter of FTIR (cr. Sect. 11.3.1), the flexibility can be explained by high amount
of random coil elements, which were also recognized by ESR as side arms of the
centipede-like structure (cr. Sect. 11.3.2).
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The SAXS method is used for the characterization of pH dependent formation
kinetics of natural and engineered amyloid aggregates. The similarity of the formed
structures in mesoscopic range gives the possibility to apply the same models espe-
cially at initial stage of aggregate formation. The extraction ofmore detailed informa-
tion will require some special treatment of studied solution to separate aggregates of
different morphology and/or complementary information from other methods (DLS,
AFM, TEM, SANS).

11.4 Conclusion/Outlook

The three scattering and spectroscopic techniques discussed in this chapter are
powerful tools to elucidate different structural elements of natural and synthetic
engineered aggregates alike.

However, some restrictions and modifications become evident when transferring
the methods for the different fibril classes. Especially the polydispersity of the engi-
neered amyloids provides some significant effects in FTIR (cf. Sect. 11.3.1) and
SAXS (cf. Sect. 11.3.3). In both cases, a sample fractionation into amyloid and non-
amyloid material is required to achieve detailed structural information. Due to the
various analysis options of FTIR (from liquid to powder), the method can also easily
be adapted to different sample concentrations and environments, even allowing in-
situ analyseswith certain set-ups. However, without a second reference analysis (e.g.,
Thioflavin-T or microscopy), the information provided is not sufficient to unequivo-
cally identify the presence of amyloid or fibril morphologies in samples. This holds
also true for SAXS, which is otherwise a very versatile tool to follow the aggregation
kinetics, as well as to determine the shape and flexibility of natural and engineered
structures. Here, several data treatment approaches have been published that also
allow for some corrections and extrapolation of the scattering signal, especially for
polydisperse samples of the engineered fibrils. SDSL-EPR (cf. Sect. 11.3.3) has so
far been used almost exclusively for the investigation of pathogenic amyloids aimed
at identifying those peptide sequences that are particularly prone to fibril formation
by evaluating the registry, distance, and arrangement of β-sheets. This requires the
recombinant addition of a spin labeling site. For engineered fibrils, this method is
not yet widely used, as it may be less relevant for them to know the exact registry.
However, it is interesting to make an adaptation and label natural cysteine residues of
a protein, which allows, for example, to follow the aggregation fate of edible proteins
in food processes. However, this only applies if the labeling rate per naturally present
cysteine residue is known.

Overall, it is very possible to transfer these methods established for natural fibrils
to the analysis of functional amyloids. For some techniques, this transfer has already
been done years before (e.g., FTIR), because the analysis is simple to adapt, while
SAXS ismore complicated in relation to having access tomeasuring facilities and the
application of the data modeling. For EPR, the novel approach without introducing
cysteines could be a compromise to the different level of information needed for
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engineered fibrils. Using the same analytical approaches for natural and engineered
fibrils may mutually inspire the understanding about structure–function relation of
fibrils studied in the different research areas in the future.
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Chapter 12
Liquid Biosystems in Gradient Magnetic
Fields: Electrokinetic, Magnetophoretic
and Orientation Effects

Yu. I. Gorobets, S. V. Gorobets, and O. Yu. Gorobets

Abstract This chapter describes the state of the art in investigation of gradient
magnetic field influence on liquid biosystems including electrokinetic, magne-
tophoretic and orientation effects. The gradient magnetic force acting on bioobjects
under moderate magnetic field strength is analyzed depending on their effective
magnetic susceptibility and size of the objects. The attention of the Reader is also
attracted to the existence of not only artificial but also biogenic sources of gradient
magnetic fields such as biogenic magnetic nanoparticles. The hypothesis is discussed
that the chains of biogenic magnetic nanoparticles are important functional elements
of the cells and represent magnetic organelle because high-gradient magnetic fields
of the biogenic magnetic nanoparticles influence on vesicles, granules and other
components. The liquid–liquid phase separation is demonstrated experimentally as
an example of the effect of high-gradient magnetic fields on colloids. Besides, influ-
ence of strongmagnetic fields on the orientation of cells with anisotropic diamagnetic
susceptibility in liquids is described.
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Symbols

a,b semi-major and semi-minor axis of an ellipsoid
c 2.9979 × 1010 cm.s−1, speed of light in vacuum
c(�r) concentration of magnions in a point �r
Eef average energy of randomizing motion
e 1.602176634 × 10−19 C, charge of electron
�EmPh electric field of the MPP
F Henry function
�Fm gradient magnetic force
�F∇ �H 2 gradient magnetic force density
gL Lande g-factor
�H magnetic field strength
�H0 external homogeneous magnetic field strength

�i current density
�j flux density of magnions
�Ji generalized flow, i = 1, 2
kB 1.381 × 10–23 J/K, Boltzmann constant
m 9.109 × 10−28 g, mass of the electron
�r radius vector
R0 characteristic size of a magnion
T absolute temperature
U energy of interaction a magnetic moment with magnetic field
�vm velocity of a magnion
Vp particle (impurity) volume or volume of magnion
�Xi generalized force, i = 1, 2
Ze charge of a magnion

Greek

�ϕN (�r) Nernst type voltage in a point �r
ε ratio of magnetic and thermal energy
η dynamic viscosity of liquid
θ angle between the greater semi-axis of an ellipsoid and direction of

magnetic field
κ Debye–Huckel parameter
μ electrophoretic mobility of a magnion
χ effective magnetic susceptibility
χ || longitudinal component of χ

χ⊥ transversal component of χ

�χ |χ ||-χ⊥|
χp magnetic susceptibility of a paramagnetic particle or magnion
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χl magnetic susceptibility of liquid
μ0 0.927 × 10–20 erg/G, Borh magneton
φ volume fraction of magnions in the electrolyte
φmPh(�r) MPP at a point �r
�ϕ(�r) superposition of the potential of Nernst type and MPP

12.1 Magnetic Field Sources of Artificial and Biogenic
Origin Acting on Biosystems

Todate, an extensive literature is devoted to the studyof the effect of externalmagnetic
fields on living organisms at different levels of their organization in organisms as a
whole, individual organs and tissues, cellular and molecular [1–5]. The results of the
latest research on “life on a magnet” are focused on the effect of artificial sources of
constant magnetic field on the submicron components of the internal environment
of organisms, and thus on the life and death of a cell [2]. “Magnetic tweezers” were
described also as devices in which external inhomogeneous magnetic fields were
used to separate liquid biological media [6].

At the same time, it is well known that magnetic fields that accompany electrical
processes in organisms are extremely small, even compared to the magnitude of the
Earth’s magnetic field. Therefore, until recently the own magnetic fields of living
organisms have been considered mainly in connection with the development of diag-
nostic tools, rather than to study their effects on metabolism. This stereotype arose
because of small value of intrinsic magnetic fields in organisms, and a very weak
response of tissues and organisms in general to magnetic fields [7, 8]. However,
there are the sources of strong gradient magnetic fields of biogenic origin, which
go beyond the above-described stereotype, namely, magnetostatic stray fields of so-
called biogenic magnetic nanoparticles (BMN). Blackmore discovered the synthesis
of such particles in unicellular organisms in 1975 [9], and later such nanoparticles,
which are natural permanent nanomagnets, were found in multicellular organisms,
including humans [10, 11]. The physical mechanisms of its influence on metabolism
is based on the existence of its strong gradient magnetic fields of biogenic origin.

12.2 Magnetophoretic Effects in Liquid Biosystems

The term “magnetophoresis” has been proposed to describe the particle move-
ment through a viscous liquid under the influence of an external gradient magnetic
field. The gradient magnetic field influence on electrochemical reactions in aqueous
solutions and on liquid biosystems on the basis of magnetophoresis.
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12.2.1 Magnetic Tweezers for Biomedical Applications

For many years magnetic tweezers have been used for the investigation of the local
forces in biological tissues, for stretching and manipulating of DNA, for transport of
ferrofluids, and cells probing [12–14]. The devices based on micromagnets or micro-
conductors, known as chips, that form local high gradientmagnetic fields in the space,
were also used for trapping and manipulation of atoms [15–17]. For these purposes,
themost promisingway is the creation of natural mediumwith highmagnetic charac-
teristics, which elements are capable to provide high gradient magnetic fields and can
be easily moved by applying a weak external field. The domain structures of garnet-
ferrite films were discussed in [6, 18] for this purpose. The method of the micron
and submicron para- and ferromagnetic particles transportation using a potential
barrier of an isolated magnetic domain on the surface of garnet-ferrite films with
perpendicular anisotropy was proposed in [6] (Fig. 12.1).

Let us consider the force acting on a particle in a magnetic trap of the stripe
domain. If the particle is made from paramagnetic or superparamagnetic material, it
cannot considerably affect magnetization distribution in the domain due to its small
magnetic moment. To calculate the force acting on a paramagnetic particle with
magnetic susceptibility χp let us consider a small volume dV p inside the particle.
The potential energy of this volume dU under an external field strength �H and the
force d �Fm acting on it is determined by

dU = −χp

2
�H 2dVp (12.1)

d �Fm = −∇(dU ) = χp

2
∇ �H 2dVp (12.2)

The force acting on the particle can be obtained by integration of this equation
over the particle volume and taking into account the Gauss’ theorem

�Fm = χp

2

∮
dS(�n · �ei ) �H 2 (12.3)

Fig. 12.1 The schematic
image of the garnet-ferrite
film with a stripe domain.
Here �M is the magnetization
of film material, �H is the
external magnetic field, h is
the thickness of the film, and
d is the width of the domain
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where �n is the vector, which is normal to the particle surface and �ei are orts. The
integration has been carried out over the particle surface. This force is called the
gradient magnetic force.

It is clear from the last equation that χp

2
�H 2 = P , P is just pressure acting on the

surface of the particle. If the external field is homogeneous, the resulting force is
equal to zero. The maximum force value can be reached in those areas where the
magnetic field has the highest gradients. The value of �H 2 decreases practically twice
for the distance of about of domain wall width away from domain. The successive
stages of microparticle transportation by an isolated domain loop on the surface of
garnet-ferrite film is presented in Fig. 12.2 a)-d). This control scheme allows moving
the magnetic particles in two dimensions.

The gradient magnetic force causes magnetophoresis of particles. It is used for
high gradient magnetic separation. High gradient magnetic separation is widely used
in the processes of extracting magnetic target objects from liquids and for purifica-
tion of wastewaters, removal of radioactive and ferromagnetic impurities from the
systemof cooling of heat and nuclear power plants, etc. [19–24]. Lately, high gradient
magnetic separation has been extensively used in biology and medicine. Using it
one conducts highly specific removal of cells, magnetic separation of proteins, and
nonpolar organic impurities from water and liquid biological media [19]. Extrac-
tion of paramagnetic and effectively paramagnetic target objects from liquids was

Fig. 12.2 Sequential displacement of two Ni particles by the stripe domain in a film of epitaxial
iron-yttrium garnet, (YSmLuCa)3(FeGe)5O12 (diameters of the transported particles are about 3
micron); Images (a), (b), (c), (d) show subsequent decreasing of the distance between these particles
caused by changing of the stripe domain structure
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carried out by means of magnetic separators containing high gradient ferromagnetic
matrices [19, 20]. Particles (impurities) may be removed from the flow of liquid by
a magnetized high gradient ferromagnetic matrix in the external magnetic field. The
basic equation of high gradient magnetic separation is

�Fm + �Fa = − �Fd , (12.4)

where �Fa is the force producing an active movement of a particle relative to liquid of
different origin including randomizing Brownian motion, motion due to chemical or
biochemical processes, motion caused by external forces not connectedwith gradient
magnetic field. The force �Fm is a gradient magnetic force acting on a particle in a
stray magnetic field of a high gradient ferromagnetic matrix elements, �Fd is the
hydrodynamic force, described by the Stokes law for spherical particle of radius rp

�Fm = 1

2
χ̂Vpgrad( �H 2), (12.5)

�Fd = 6πrpη�ν (12.6)

where χ̂ = χ̂p − χ̂l (χ̂ is effective magnetic susceptibility tensor, χ̂p is tensor
of magnetic susceptibility of an impurity, χ̂l is tensor of magnetic susceptibility of
liquid);Vp is particle (impurity) volume. �H is superposition of strength of the external
magnetic field and heterogeneous magnetic field created by a separate element of
high gradient ferromagnetic matrix, η is dynamic viscosity of liquid; �ν is liquid
velocity.

First, let us consider the case when the force of an active movement �Fa is zero and

the tensors of magnetic susceptibilities χ̂p and χ̂l are isotropic χ̂p =
⎛
⎝χp 0 0

0 χp 0
0 0 χp

⎞
⎠,

χ̂l =
⎛
⎝χl 0 0

0 χl 0
0 0 χl

⎞
⎠. In this case, the effective magnetic susceptibility tensor has the

form

χ̂ =
⎛
⎝χ 0 0

0 χ 0
0 0 χ

⎞
⎠, (12.7)

where χ = χp − χl .
The particle behavior under influence of a gradient magnetic field is similar at

the solid state surface (see the example of magnetic tweezers Fig. 12.1, Fig. 12.2,
Eqs. (12.1)–(12.7)) and in a liquid. The only difference is that the effective magnetic
susceptibility χ is a key parameter governing the magnetophoresis of a particle in
liquid instead of its magnetic susceptibility at the solid state surface. The effective
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magnetic susceptibility of a particle in liquid is equal to the difference between the
magnetic susceptibilities of thematerial inside of the particleχp and the liquidχl . For
example, the presence of the particle with positive effective magnetic susceptibility
leads to attraction of the particle in liquid to the region of higher magnetic field
strength in order to minimize free energy similarly to the behavior of a particle
with the positive magnetic susceptibility in a nonuniform magnetic field. While the
particle with negative effective magnetic susceptibility is repulsing into the region
of lesser magnetic field strength in a liquid.

Particles in liquidswith positive or negativemagnetic susceptibilities can represent
ions, molecules, or the region of continuous medium (in solid, liquid or gaseous state
ofmatter). Let us introduce the termmagnion denoting thementioned above region of
continuousmedium, which is characterized bymagnetic susceptibility different from
themagnetic susceptibility of liquid.Magnion behavior under gradientmagnetic field
is characterized (as it was illustrated above) by the effective magnetic susceptibility
which is equal to the difference between the magnetic susceptibility of magnion
and liquid. It allows considering the behavior of this magnion in thermodynamic
approximation where the effective magnetic susceptibility plays the major role. Such
effective magnetic susceptibility means the magnetic susceptibility of a magnion
relative to the medium [25]. For example, the presence of the magnion with positive
effective magnetic susceptibility leads to the repulsing of themagnion into the region
of higher magnetic field strength in order to minimize the free energy. The notion of
effective magnetic susceptibility cannot be introduced for the single ion or molecule
because it is essentially thermodynamic parameter.

Impact of magnetic field on an ion, a molecule or a magnion can be estimated
using the ratio of magnetic and thermal energy

ε
χVPH

2

2kBT
, (12.8)

where kB = 1.381 × 10–23 J/K is the Boltzmann constant and T is the absolute
temperature [26].

Typically, the organisms, organs, tissues, biological cells, cellular compartments,
lipids and other organic compounds have diamagnetic susceptibilities χ that are very
close to that of water χwater = −0.719 × 10−6 (CGS units) [7, 27–29]. Particularly,
χp = −0.774 × 10−6 for cellular proteins, χlip = −0.669 × 10−6 for cellular lipids
[30, 31], χBSA = −0.826 × 10−6 for BSA [29], and χch = −0.735 × 10−6 for
cholesterol [28, 30] (all in CGS units). The theoretical molar magnetic susceptibility
of a peptide bond is −5.36 × 10–6 emu (CGS units) [32, 33].

The different diamagnetic ions (for example, H+, Ca+2, Zn+2) or molecules, and
paramagnetic ions such as iron, copper, or manganese can be naturally present in
metalloenzymes and in several proteins with redox function [34]. Besides, naturally
occurring diamagnetic ions in metalloproteins are often replaced with their para-
magnetic counterparts (for example, oxovanadium(IV), manganese(II), cobalt(II),
nickel(II) and copper(II) for naturally occurring zinc(II) or trivalent lanthanoid ions
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for naturally occurring calcium(II)) [34]. Lanthanoid(III) ions (for example, Ce3+,
Pr3+, Nd3+, Sm3+, Eu3+, Tb3+, Dy3+, Tm3+, Yb3+, Er3+, Ho3+) are applied in the devel-
opment of contrast agents for magnetic resonance imaging, drugs and in structural
biology [34]. Metal-based paramagnetic center can be chemically inserted even in
proteins without any metal binding sites using special probes [34]. This method is
used also in drug discovery applications [34].

For diamagnetic species the ratio ε can be evaluated using Langevin formula

ε = e2
Z∑

i=1

〈
r2i

〉 �H 2/
(
12mc2kBT

)
.

Here m and e are the mass and the charge of the electron, correspondingly, c
is the light speed in vacuum,

〈
r2i

〉 ≈ 10−16 cm2 is the averaged square radius of
the i-th electron orbit projection on a plane perpendicular to the magnetic field (the
summation is over all Z electrons of the ion) [26].

For paramagnetic species the ratio ε can be evaluated using Brillouin formula

ε = (gLμ0)
2 J (J + 1) �H 2

6(kBT )2
.

Here gL is Lande g-factor of the ion, J is the total angular momentum of the ion,
μ0 = 0.927 × 10–20 erg/G is the Borh magneton.

Typically, at moderate magnetic fieldsH≈1–10 kOe the ratios ε are very small (ε
< < 1) for both the diamagnetic and paramagnetic species and therefore the impact
of magnetic fields on these species can be neglected.

Table 12.1 illustrates the different examples of ratios ε atmoderatemagnetic fields
(H≈1–10 kOe) for combinations of diamagnetic/paramagnetic magnions dispersed
in diamagnetic/paramagnetic liquids.

For large diamagnetic magnions (lipid droplets, starch granules, liposomes, and
vesicles) with size exceeding of several hundred of nm, the effects of gradient
magnetic fields may be significant even for moderate values ofH. The large diamag-
netic species are typical for biological systems. For example, diameter of intracellular
transport vesicles is d ≈ 30–100 nm [35], of vesicles within a clathrin cage is d ≈
40–100 nm [35], of transport vesicles associated with the Golgi is d ≈ 60 nm [36],
of synaptic vesicles in neurons is d ≈ 40 nm [37]. Outside of these ranges, there
are larger, non-spherical carriers such as tubulovesicular recycling vesicles, while
the lower limit for a vesicle is estimated to be d ≈ 20 nm [38]. The size range of
the lysosomes is d ≈ 100 nm-1 μm [39]. A unilamellar liposome/vesicle (spherical
vesicle, bounded by a single lipid bilayer) are classified into the small (d ≈ 20–
100 nm), large (d ≈ 100–1000 nm) and giant (d ≈ 1–200 μm) [40, 41]. The effects
of magnetic fields was confirmed experimentally for giant unilamellar vesicles or
cells into various microstructures with spatially coded configurations and spatialized
cascade biochemical reactions using a stainless steel mesh [42].
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Table 12.1 Ratio of magnetic and thermal energy ε (Eq. 12.8) at moderate magnetic fields (H ≈ 1–
10 kOe) formagnions of different sizes and magnetic properties in diamagnetic (water, cytoplasm),
χ l = −0.719 × 10−6 (CGS units) and paramagnetic (χ l = -10−5 − 10−4 (CGS units) [45, 46])
liquids. Here, χp is a magnetic susceptibility of amagnion, |χ | is a difference between the magnetic
susceptibilities of magnion χp and the liquid χl , R0 is a characteristic size of a magnion, and a
volume of magnion is calculated as Vp = 4πR0

3/3

Magnion system χp |χ | |R0|,nm ε

1. Diamagnetic magnion in diamagnetic liquids

Model magnion 10–6 − 10–5 [47] 10–6 − 10–5 10 10–4 − 10–1

100 10–1 − 102

Lipid droplet −0.669 × 10–6

[30, 31],
1:10–7 10 − 105 [48] 5:10–6 − 5:108

Protein −0.774 × 10–6

[30, 31],
0.5:10–7 1 − 10 [49] 3:10–9 − 3:10–4

Cholesterol −0.735 × 10−6

[28, 30],
0.1:10–7 10 −20 [50] 5:10–7 − 4:10–4

Starch granules – 0.87 × 10–6

[51],
0.15:10–6 500–5:104 [52] 0.9 − 9:107

Amyloplasts −8 × 10–7 [53] 8 × 10–8 [53] 1000 4 − 4:102

Mitochondria −0.30 × 10–8

[54]
0.7 × 10−6 400 [55] 2 − 2:102

Lymphocytes in
water

−(0.37–0.46) ×
10–8 [54],

0.7 × 10−6 7000 1:104 − 1:106

2. Paramagnetic magnion in a diamagnetic liquids

Mitochondria
aggregates

+ 50.0 × 10–8

[54]
1.2 × 10−6 400 [55] 3.8 − 4:102

Methemoglobin
containing
erythrocytes

+ (22–35) ×
10–8 [54]

(0.9–4.2) ×
10−6

5000 [56] 6:103 − 6:105

Ferritin + (3.1–2400) ×
10–8 [54],

(0.75–24.7) ×
10−6

12 [57] 6:10–5 − 0.2

3. Diamagnetic magnion in a paramagnetic liquid

Model magnion 10–6 10–5 − 10–4 10 10–3 − 1

100 1 − 103

4. Paramagnetic magnion in a paramagnetic liquid

Model magnion 10–5 − 10–4 [44] 10–5 − 10–4 10 10–3 − 1

100 1 − 103

For large paramagnetic magnions with sizes 10–100 nm, the effects of magnetic
fields may be also significant (Table 12.1). Note that paramagnetic magnions do
not exist in naturally occurring form in bio-organisms with several exceptions
including, mitochondria aggregates, met-hemoglobin containing erythrocytes, and
ferritin (Table 12.1).As for the artificial paramagneticmagnions, a substantial number
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of reviews has been published on magnetic drug delivery [43]. A promising drug
delivery approach is magnetic drug targeting which can be realized if a drug delivery
vehicle possesses a strongmagneticmoment [43, 44]. For example, estimated specific
magnetic moment of a magnetic nanoliposome is about 0.2 emu/g at H = 6 kOe at
room temperature and magnetic susceptibility is χP ≈ 10−5 [44].

Note that, typically, the sizes of living cells are much larger than the sizes of gran-
ules/liposomes/vesicles/cellular compartments and they can significantly influenced
by externalmagnetic fields. For example,magnetophoreticmotionof both nonlabeled
HeLa tumor cells (χp ≈ −0.5136 × 10−6 (CGS units)) and labeled yeast, liver, and
carcinoma cells (χp ≈ (1.0−1.6)× 10−6 (CGSunits) in a nonhomogeneousmagnetic
field has been observed [29].

However, very limited information on magnetic susceptibility for the biological
samples at their physiological conditions is available [33]. For example, themeasured
of mass magnetic susceptibility of a transplanted hepatoma is −(0.688 ± 0.0046) ×
10−6 emu/g at 263 K [58]. For the liver tissues of a tumor bearing rat and normal
rat these values are −(0.670 ± 0.0012) × 10−6 emu/g and −(0.637 ± 0.0059) ×
10−6 emu/g, respectively. However, the magnetic susceptibility information of these
tissues at 37 C (310 K) is unknown [33].

12.2.2 Phase Separation of Liquid Media Under Gradient
Magnetic Fields

Liquid–liquid phase separation was revealed during electrochemical reactions in
aqueous solutions under influence of the gradient magnetic field [26]. These inves-
tigations illustrate mechanisms of the gradient magnetic field influence on transport
processes and biochemical reactions. The study of the influence of the gradient
magnetic field on the form of the interface of liquid–liquid phase separation was
carried out in [26] using the installation, schematically shown in Fig. 12.3. The time
evolution of the shape of the areas with high concentration of magnions during the
deposition of copper on the surface of a steel sphere is shown in Fig. 12.4 [26].

The shape of the interface of liquid–liquid phase separation (Fig. 12.4) is described
by model of a hydrostatic equilibrium on the interface taking on account the osmotic
pressure and the magnetic pressures of magnion solution, as well as the hydrostatic
pressure due to the Earth’s gravity field [21, 26].
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Fig. 12.3 The schematic image of the experimental device used in [26] for investigation of the
effects of the gradient magnetic field on the form of the interface of liquid–liquid phase separation.
Here 1 is a steel sphere which is the source of the gradient magnetic field when magnetized, 2 is
a glass or polymer holder, 3 is a glass cell, 4 is a liquid (an aqueous solution of CuSO4), 5 is a
magnetic system (electromagnet) creating a homogeneous constant magnetic field between the pole
tips “N” and “S” (blue and red colors correspond to the south pole “S” and the north pole “N” of
the magnet respectively, opposite poles of the magnet are located opposite each other). The vector
of the gravitational acceleration �g is directed vertically downwards. The scale is not respected

Fig. 12.4 The time evolution of the shape of the areas with high concentration of magnions during
the deposition of copper from the solution of CuSO4 on the surface of a steel sphere. The initial
radius of steel sphere was R0 = 3 mm. The external magnetic field H0 = 3 kOe was applied in the
horizontal direction
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12.2.3 Magnetophoresis of the Internal Components
of the Body. Biogenic Magnetic Nanoparticles
as Magnetic Organelle

Recently an interdisciplinary direction of research area emerged about the influence
of gradient magnetic fields on metabolism associated with gradient scattering fields
of BMN. BMNs are nanosized crystals of ferrites, namely magnetite, maghemite,
greigite, etc. with characteristic sizes from tens to hundreds of nanometers [59]. As a
rule, ferrite BMNs are permanent nanomagnets because they have a residualmagneti-
zation and they are single domain. Therefore BMNs create in their vicinity a gradient
magnetic field about 4 orders of magnitude greater than the Earth’s magnetic field.
Since ferrites are minerals (i.e. inorganic substances with a crystalline structure),
the biosynthesis of these compounds has been called the biomineralization of BMN.
BMNs became the subject of intensive research since 1975, when they were first
found in magnetotactic bacteria [9]. Since then, BMNs have been found in a number
of organisms belonging to all three domains: prokaryotes, archaea, and eukaryotes,
from bacteria [9], algae, and protozoa to mammals and humans [9, 59, 60]. Under
normal conditions BMN are in the human body in the walls of capillaries [61] of the
brain, heart, liver, spleen and other organs [11, 60]. The general genetic mechanism
of biomineralization of BMN in allmulticellular organisms, includingman [3, 4], and
in a number of unicellular was discovered by bioinformatics methods in the papers
[62, 63]. It is shown on the example of some unicellular organisms that the amount of
BMN is regulated by such factors as oxygen and iron ion concentrations [62], as well
as the value of the external magnetic field [64]. Experimental data are also known
that iron ions catalyze the Fenton reaction of production of reactive oxygen species
[65], so the biosynthesis of BMN in bacteria reduces the concentration of Fe-ions in
the cytosol, and, consequently, reduces the quantity of reactive oxygen species [65].
It is known that such diseases as cardiovascular, atherosclerosis, neurodegenerative,
cancer, infectious are accompanied by hypoxia and it has been proven that a number
of oncological and neurodegenerative diseases are characterized by a significant
increase in the concentration of BMN [66–68].

The BMN can have common functions in cells of both prokaryotes and eukary-
otes. The possible functions of BMN are the additional transport driven forces
near the cell membrane due to at least two different mechanisms. The first mecha-
nism is magnetophoretic one [21–24] and it can result in high gradient magnetic
accumulation, concentration and separation of internal components of the body
of magnion-type under influence of inhomogeneous magnetic field of BMN. The
gradient magnetic force can lead also to creation of quasi-stationary liquid phases
with different magnetic susceptibilities in diamagnetic aqueous solutions as it was
illustrated above [21, 26] (Fig. 12.4). Gradient magnetic capture of internal compo-
nents of the body ofmagnion-type can increase significantly the probability of fusion
reactions between magnions of different types. The second mechanism is based on
generation of electromotive force (EMF) of concentration circuit induced by the
inhomogeneous magnetic field [69] of BMN at the cell membrane as the secondary
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magnetochemical effect of the first mechanism. The second mechanism can give rise
to the additional electrophoretic driven force acting on ions, charged molecules and
other charged components near the cell membrane. Besides, the magnetohydrody-
namic stirring effect [70, 71] can take place in the combined magnetic and electric
fields, generated by BMN in the vicinity of the cell membrane. The stirring can lead
not only to the change of transport processes but it can change the rates of chemical
and biochemical reactions with diffusion or mixed kinetics [72]. Thus, the BMN can
represent the biogenic nano-device for regulation of transport processes in cells.

Let’s write the Boltzmann distribution of concentration magnions c(�r) in an
aqueous solution in the vicinity of amagnetized sample (see Fig. 12.4 for illustration)
[3]:

c(�r) = c0 exp(ε) (12.9)

where c0 is a constant concentration. Then the exponent ε in the Eq. (12.8) is about
10−6 for the separate paramagnetic ion in aqueous solution (see Table 12.1) [21, 26],

when the stray magnetic field strength of a magnetite BMN is estimated as
∣∣∣ �H

∣∣∣ ≈
4πM0, M0 = 447 G is magnetization saturation for magnetite. Indeed, the gradient
magnetic field of BMN cannot change significantly distribution of concentration
of separate paramagnetic ions or molecules in a cell. However, the exponent ε can
be greater than 1 for sufficiently large volume of effectively para- or diamagnetic
magnion of volumes Vp, which are equivalent to the number of para- or diamagnetic
ions ng ∼= 106 ÷ 108 correspondingly (Table 12.1). Thus, the gradient magnetic
field of BMN can render significant influence on distribution of concentration of
magnions consisting of a large number of paramagnetic ions or molecules [21, 26].
The nanobubbles, stabilized by the paramagnetic ions in aqueous solution, dispersive
colloid nanoparticles, bubbles of gases, vesicles, granules and cells can behave as
magnions especially for biosystems at certain conditions such as gene and drug
delivery, transport of vesicles and cells in a blood system [3].

Let us discuss the second mechanism for possible metabolic functions of BMN.
It follows from the general equation for the electric cell voltage [73] that the EMF of
concentration circuit is induced in inhomogeneous magnetic field of BMN between
the points with radius vectors �r1 and �r2 in the vicinity of BMN. The Nernst type
voltage can be defined by the expression taking on account the difference of chemical
potentials of magnions in the inhomogeneous magnetic field �H in the case of only
one type of magnions [69]:

�ϕN (�r) = ϕN (�r1) − ϕN (�r2) = kBT

Ze
ln

c(�r2)
c(�r1) , (12.10)

where Ze is the charge of amagnion, c(�r1), c(�r2) are the concentrations ofmagnions
at the points with radius vectors �r1 and �r2 correspondingly, �r = �r2 − �r1. It is possible
to transform the expression (12.10) [69, 74]:
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�ϕN (�r) = χVp

2Ze

[ �H 2(�r1) − �H 2(�r2)
]
. (12.11)

The formula (12.11) describes the distribution of electric potential �ϕN (�r) at
the cell membrane for membrane-bound BMNs and it shows that the nonuniform
distribution of themagnetic field ofBMNgenerates the electric field in a cell. Usually,
the charge of amagnion Ze << ng ·ewhere e is the charge of electron. For example,
the charge of the nanobubbles Ze can be estimated as 102 · e [69] and the voltage
�ϕN (�r) between magnetic pole and equator of magnetized particle can be about(
3 · 10−4 − 3 · 10−2

)
emu in Gauss units which correspond to approximately (0.1 –

10 mV) in SI units for ng from 106 to 108 [69]. The electric current arises in aqueous
solution under voltage according to the Eq. (12.11) [69]. The current density and
the induced Lorentz force were calculated in [74, 75]. The last results in rotation of
aqueous solution [69, 74, 75].

Themodeling experiments [26] (see Fig. 12.4 for illustration) show that the effects
of inhomogeneousmagnetic field on transport processes and electrochemical reaction
in aqueous solutions become apparent at wide-ranging of scales starting frommeso-,
micro- and to nanoscales. It is in accordance with theoretical calculations of scale
independent distribution of magnetic pressure and the Eq. (12.11) for voltage as the
function of the dimensionless coordinates in the units of magnetized particle radius
[69, 74, 75].

As it was mentioned above, the fundamental genetically programmed mecha-
nism of BMN biosynthesis in all living organisms was revealed in the paper [3].
This genetic mechanism is unique to representatives of unicellular and multicellular
organisms, including humans. The general mechanism of BMN biosynthesis is one
of the main mechanisms that form the basis of the functioning of living things, as it
arose before the emergence ofmulticellular organisms.According to this concept, the
BMNchain is an important functional element of the cell (magnetic organelle), which
uses the effect of high-gradient magnetic fields of the BMN on vesicles, granules
and other components of the cell [3, 61].

12.3 Electrokinetic Effects Under Gradient Magnetic Fields

The electric potential arises under influence of the nonuniformmagnetostatic field on
magnions as colloid particles [69]. This electric potential consists of the Nernst-type
potential (Eq. (12.11)) of inhomogeneous concentration distribution of magnions
causedbygradientmagneticfield [74] andmagnetophoresis potential (MPP) atmove-
ment ofmagnions under inhomogeneous magnetic field. For calculation of the MPP,
it is assumed only the case when the charge and magnion transport in liquid takes
place without appearance of hydrodynamic flows. Let’s use Onsager’s phenomeno-
logical equations for relation between the generalized flows and the generalized
thermodynamic forces in the case of the presence of a magnetic field. The consid-
eration is restricted to the case of two cross-processes: the electric current and the
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mass transport ofmagnions. It is known that Onsager’s kinetic coefficient tensor can
be represented conveniently as a sum of symmetric and antisymmetric parts in the
presence of a magnetic field [76]. Thus, the symmetric (even) part of this tensor does
not change the sign during inversion of the magnetic field, but the antisymmetric part
is an odd function of the magnetic field in the medium. However, for electrolytes in
the range of moderate magnetic fields up to 104 G (104 G = 1 T) the antisymmetric
part of the kinetic coefficient’s tensor is much less than its symmetric part. This takes
place due to the low Hall conductivity of electrolytes [77]. In the case of an isotropic
medium, the relationship between the generalized flows and generalized forces –
after neglecting the antisymmetric part of the kinetic coefficients tensor – can be
expressed through just the even part of the kinetic coefficients tensor with respect to
the inversion of the magnetic field direction [78]:

�J1 = L11 �X1 + L12 �X2,

�J2 = L21 �X1 + L22 �X2

(12.12)

where thematrix of phenomenological coefficients L =
(
L11 L12

L21 L22

)
, the generalized

forces �X1, �X2 and generalized flows �J1, �J2 are introduced. Let us choose the electric
current density in the electrolyte �J1 = �i and the flux density of matter �J2 = �j as the
thermodynamic fluxes, and the electric field �X1 = �E as the first generalized force.
Basing on the expression for the rate of entropy production S[79, 80]:

Ṡ = 1

T

2∑
i=1

�Xi �Ji , (12.13)

where T is the absolute temperature, in this case we can get a second generalized
force in the form �X2 = �F∇ �H 2 where �F∇ �H 2 is the gradient magnetic force acting on a
unit volume of a magnion as follows from the Eqs. (12.5) and (12.7) in the case of
isotropic effective magnetic susceptibility tensor:

�F∇ �H 2 = χ

2
∇ �H 2, (12.14)

where �H is the magnetic field strength in the electrolyte.
There is a relationship between the phenomenological coefficients according to

Onsager-Casimir relations

L12 = L21, (12.15)

here the fact that in the above approximation kinetic coefficients do not depend
on the direction of the magnetic field is taken into account.

It can be written from the relations (12.12)–(12.15) that
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(∣∣∣�i
∣∣∣ ×

∣∣∣ �F∇ �H 2

∣∣∣−1
)

�E=0

=
(∣∣∣ �j

∣∣∣ ×
∣∣∣ �E

∣∣∣−1
)

�F∇ �H2=0

. (12.16)

The ratio of the right side of (12.16) corresponds to the electrophoretic effects and
the ratio of the left side corresponds to effects associated with the influence of the
gradient magnetic force on magnions.

Let us consider in the left side of the relation (12.16) the fact that current �i is
related to the electric field �EmPh of the MPP in the following way:

�i = K∞ �EmPh, (12.17)

where K∞ is the conductivity of pure solution without magnions.
The expression for the flux density of magnions is used in the right side of the

formula (12.16).

�j = �vmn, (12.18)

where n is the concentration of magnions and the velocity of a magnion equals to.

�vm = μ �E, (12.19)

where μ is the electrophoretic mobility of a magnion as a colloid particle.
The expression for the electric field created by the magnetic field gradient can be

obtained by substituting the Eqs. (12.17)–(12.19) to the formula (12.16)

�EmPh = φμχ

2K∞
∇ �H 2, (12.20)

where φ = nVp is volume fraction of magnions in the electrolyte.
Let us write MPP difference between the points of the radius vectors �r1 and �r2

that may be obtained by integrating of the expression (12.20):

ϕmPh(�r1) − ϕmPh(�r2) = φμχ

2K∞

[ �H 2(�r1) − �H 2(�r2)
]
. (12.21)

The expressions (12.9) and (12.10) are valid for dilute solutionsφ << 1.However,
the generalized expression for the electric field strength created by theMPPdifference
can be obtained similarly to the calculation of sedimentation potential in the paper
[81]

�EmPh = φ(1 − φ)μχ

2
(
1 + φ

/
2
)
K∞

∇ �H 2, (12.22)

and for the MPP difference
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ϕmPh(�r1) − ϕmPh(�r2) = φ(1 − φ)μχ

2
(
1 + φ

/
2
)
K∞

[ �H 2(�r1) − �H 2(�r2)
]

(12.23)

of concentrated solution of magnions.
It can be seen that the functional expression for the MPP difference differs from

the expression for the EMF of the concentration circuit between two points of the
electrode surface [82] obtained from the Nernst Eq. (12.11)

�ϕN (�r) = ϕN (�r1) − ϕN (�r2) = χVp

2Ze

[ �H 2(�r1) − �H 2(�r2)
]

(12.24)

only by the factor. Thus, the superposition of the potential of Nernst type �ϕN (�r)
and MPP �ϕmPh(�r) may take place:

�ϕ(�r) = χVp

2Ze

(
1 + φ(1 − φ)μ(

1 + φ
/
2
)
K∞

Ze

Vp

)[ �H 2(�r1) − �H 2(�r2)
]
. (12.25)

Let’s use the relationship between the electrophoretic mobility of magnions and
zeta potential similar to the one obtained during the calculation of sedimentation
potential [83]. It allows estimating the relative contribution of MPP of moving
magnions to the general electrical potential (12.25). The breaking of the diffusion
layer symmetry around themagnion during the free movement of phases in opposite
directions (relaxing effect) [84] is neglected as well as the surface and convective
electrical conductivities of the double layer. The dynamic mobilityμ at the motion of
amagnionwith the radius R0 and zeta-potential ζ in the electrolyte with the dynamic
viscosity η exposed to an electric field can be represented using the generalized
Helmholtz-Smoluchowski equation [84, 85]

μ = ε̃ζ

4πη
f (κR0), (12.26)

where ε̃ is the dielectric constant of themedium, κ is theDebye–Huckel parameter,
the dimensionless function f (κR0) is the Henry function [85] that has the order of
unity ( f (κR0) = 2

/
3 when the thickness of the diffusion layer is much larger than

the particle size (i.e. magnion size) and f (κR0) = 1 in the opposite limiting case).
Let’s estimate the ratio of the MPP difference to the Nernst potential difference

according to formulas (12.23) and (12.24) using the formula (12.26) for the dynamic
mobility of magnions.

γ = ϕmPh(�r1) − ϕmPh(�r2)
ϕN (�r1) − ϕN (�r2) = φμZe

K∞Vp
, (12.27)

which is independent on the magnetic field and the effective magnetic susceptibility
of magnion substance.
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Magnetophoretic effects have found their broad application, in particular, in
microbiology and biomedicine in filtering and separation of solutions and mixtures
containing magnetic particles [86], cell bioseparation [87], drug delivery, labeling
and manipulation of biomaterials and others. Therefore, the results of theoretical
modeling of this work depending on the physical characteristics ofmagnions and the
conducting medium can be used both for creating functional materials by magneto-
electrolysismethods and formodelling of the impact of biogenicmagnetic nanoparti-
cles on transport processes and biochemical reactions in the cells of living organisms
[69].

12.4 Orientation Effects in Strong Magnetic Fields

If the force producing an active movement of a magnion relative to liquid is not
zero and tensor of an effective magnetic susceptibility of a magnion is anisotropic
than directed movement of magnions arise under influence of even uniform external
magnetic field. As it was described above, there are magnetotactic bacteria able to
move along geomagnetic field or low enough external magnetic field (about 1 G)
direction due to existence of active movement forces of flagellum and anisotropy of
magnetic susceptibility formed in presence of chain of BMNs along the long axis of
bacterium. However, the similar directed movement of bacteria with anisotropic
diamagnetic susceptibility can arise under influence of strong uniform external
magnetic field about 104 - 105G.

The statistical model describing orientation of trajectories of such unicellular
diamagnetic organisms in a magnetic field was proposed in the reference [8]. The
statistical parameter such as the effective energy was calculated on basis of this
model. The resulting effective energy is the statistical characteristics of trajectories
of diamagnetic microorganisms in a magnetic field connected with their metabolism.
The statistical model is applicable for the case when the energy of the thermal motion
of bacteria is negligible in comparison with their energy in a magnetic field and
the bacteria manifest the significant “active random movement”, i.e. there is the
randomizing motion of the bacteria of nonthermal nature, for example, movement of
bacteria by means of flagellum. The energy of the randomizing active self-motion of
bacteria is characterized by the new statistical parameter for biological objects. The
parameter replaces the energy of the randomizing thermal motion in calculation of
the statistical distribution.

The existence of a large number of moving bacteria and large number of their
trajectories allows to obtain the statistical laws of their movement which as it is well
known give the new information about the important macroscopic parameters of the
system, in particular, the average energy of randomizing motion Eef (in this case
the randomizing motion is not of thermal nature). The energy of interaction of an
external homogeneous magnetic field �H0 with a magnetic moment of diamagnetic
microorganism in the form of ellipsoid can be written as:
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U = �χH 2
0

2
cos2 θ − H 2

0

2
χ⊥Vp, (12.28)

where �χ is the absolute value of the difference between the longitudinal χII (along
the greater semi-axis of the ellipsoid a) and transversal χ⊥ (along the shorter semi-
axis b) components of diamagnetic susceptibility �χ = |χ⊥ − χII|Vp is about 6,7
× 10–17 cm3 because a = 100 μ, b = 20 μ and the difference |χ⊥ − χII| is about
10−3|χ⊥| [88], θ is the angle between the greater semi-axis of diamagnetic microor-
ganism and direction of an external magnetic field and |χII| > |χ⊥|, in the case
when the minimum of magnetic energy (Eq. (12.28)) is realized for the perpendic-
ular orientation of the greater semi-axis ofmicroorganismwith respect to the external
magnetic field direction. Another case is realized when |χ⊥| > |χII| and the energy
minimum takes place for parallel orientation of the greater axis of microorganism
and an external magnetic field. In such a case, the energy has the following form:

U = −�χH 2
0

2
cos2 θ − H 2

0

2
χ⊥Vp. (12.29)

The last case was observed experimentally in the paper [88], it is unlike parallel
movement of magnetotactic bacteria along a magnetic field direction.

The Boltzmann distribution for polar and azimuth angles θ and ϕ of microor-
ganism orientation in a magnetic field can be written in the following form
[8]:

dw =
{
b exp

(−αx2
)
dxdϕ, |χII| > |χ⊥|

b exp
(
αx2

)
dxdϕ, |χ⊥| > |χII|

, (12.30)

where x = cos θ , α = �χH 2
0

2Eef
,

b =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

1

4π
1∫
0
exp

(−αx2
)
dx

, |χII| > |χ⊥|

1

4π
1∫
0
exp

(
αx2

)
dx

, |χ⊥| > |χII|
(12.31)

and the angle θ can vary within the range from 0 to π (i.e. x from −1 to 1),
and the angle ϕ from 0 to 2π . Eef is an effective energy which can be considered
as temperature in Boltzmann distribution and it characterizes the intrinsic randomly
orientedmovement of diamagneticmicroorganisms connectedwith theirmetabolism
in the investigated medium [8].

The quantitative fitting of the experimental [88] and theoretically calculated
dependenceof the order parameter averagemagnetizationon amagnetic field strength
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can be obtained numerically for value of the effective energy of diamagnetic unicel-
lular organism Eef = 1.3 × 10–8 g cm2/s2 [8]. The statistical model was proposed
for description of orientation of trajectories of unicellular diamagnetic organisms in
a magnetic field [8]. The statistical parameter such as the effective energy Eef is
calculated on basis of this model. The resulting effective energy Eef is the statis-
tical characteristics of trajectories of diamagnetic microorganisms in amagnetic field
connected with their metabolism. Summarizing, it is worthy to note that this research
is aimed to statistical modeling the case when

1) the energy of the thermal motion of bacteria is negligible in comparison with
their energy in a magnetic field and

2) the bacteria manifest the significant “active random movement”, i.e. there is
the randomizing motion of the bacteria of non-thermal nature, for example,
movement of bacteria by means of flagellum.

The energy of the randomizing active self-motion of bacteria is characterized by
the new statistical parameter Eef for biological objects. The parameter Eef replaces
the energy of the randomizing thermal motion in calculation of the statistical distri-
bution. The procedure of derivation of this statistical function is similar to the calcu-
lation of the classical example of Langevin function for paramagnetic molecules and
superparamagnetic nanoparticles. The statistical approach resulting in the formular
(12.30) was tested on the experiments [88] but it is applicable to the wide spectrum of
bacteria able to move, for example, by means of flagellum (including magnetotactic
bacteria and bacteria with magnetically sensitive inclusions). The measurement of
the statistical parameter Eef can be exploited as a one more quantitative character-
ization of behavior of concrete species and strains of bacteria, namely the average
energy of the active randomizing movement of swimming populations of unicellular
organisms in a magnetic field. The averaging for Eef calculation can be carried out
both on the ensemble of trajectories of different bacteria in the population or for the
individual bacterium for a long enough trajectory in a constant magnetic field. In the
last case, the parameter Eef would characterize the energy of the active randomizing
movement of the separate swimming unicellular organism in a magnetic field. In
this connection, the statistical modeling of the experimental data gives the important
new information about the metabolic processes. The parameter Eef represents the
new biological characteristics of organisms. The parameter Eef is specific for the
species, strains etc. and it can correlate with other biological characteristics of the
organisms. Besides, this parameter Eef can provide information about the change
of state of organisms under the influence of different external physical factors and
changes of the environment. It is possible to introduce the similar parameter Eef for
any bacteria with flagellum and with anisotropic tensor of magnetic susceptibility.



12 Liquid Biosystems in Gradient Magnetic Fields … 337

12.5 Final Remarks and Future Perspectives

Gradient magnetic fields and gradient magnetic forces are widely used in biotech-
nology and medicine for manipulation of a variety of bioobjects in liquids from
biomolecules to magnetically labelled cells. The physical model of magnetophoretic
motion is well understood and the extensive literature is devoted to development
of modern applications. However, the physical models of gradient magnetic field
influence on electrochemical reactions, liquid–liquid phase separation are far from
comprehensive. The influence of the stray gradient magnetic field of biogenic
magnetic nanoparticles on charge and mass transport through the cell membrane
belong to open problems at the intersection of molecular biology, physics of
magnetism and biochemistry. In this connection, the presented material sheds light
on metabolic functions of biogenic magnetic nanoparticles.
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Chapter 13
Magnetic Fluids in Biosciences,
Biotechnology and Environmental
Technology

Ivo Safarik and Kristyna Pospiskova

Abstract This chapter provides a brief overview of the literature about the applica-
bility of magnetic fluids in various areas of biosciences, biotechnology and envi-
ronmental technology. Magnetic fluids were used for magnetic modification of
diamagnetic materials and synthesis of magnetically responsive materials. Both
free ferrofluids and ferrofluid modified materials were employed for separation
and removal of biologically active compounds, pollutants and cells, immobiliza-
tion of target molecules and cells, magnetic solid phase extraction and related
(bio)analytical procedures. Ferrofluid modified materials also exhibit peroxidase-
like catalytic activity. The discussed materials and processes have a great application
potential.

Keywords Magnetic fluids · Ferrofluids ·Magnetic modification ·Magnetic
separation · Peroxidase-like activity
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FFs ferrofluids
LMF-DMMLE low-density magnetofluid dispersive liquid–liquid microextrac-

tion
MFs magnetic fluids
MCNTs magnetically modified carbon nanotubes
MRI magnetic resonance imaging
MSPE magnetic solid phase extraction
NPs nanoparticles
P-L peroxidase-like
SEM scanning electron microscopy
SPE solid-phase extraction
TEM transmission electron microscopy

Symbols

Qmax maximum adsorption capacity (mg/g)

Chemical Substances

CGTase cyclodextrin glucanotransferase
HRP horseradish peroxidase
NADH nicotinamide adenine dinucleotide, reduced form
PVA polyvinyl alcohol

13.1 Introduction

Due to their uniquemagnetic propertiesmagnetically responsive nano- andmicropar-
ticles have found great potentials in a variety of biological applications, especially for
the isolation, separation, purification, detection, determination, immobilization and
modification of target biologically active compounds, analytes, pollutants, subcel-
lular structures and cells. Typical magnetic materials consist of magnetite (Fe3O4),
maghemite (γ-Fe2O3) or ferrites with the particle size ranging from nanometer to
micrometer size.Magnetically responsivematerials exhibit several types of responses
to external magnetic field, namely the possibility of their selective separation,
targeting and localization, heat generation (which is caused by magnetic particles
subjected to a high-frequency alternating magnetic field), increase of a negative T2
contrast during magnetic resonance imaging (MRI) or great increase of apparent
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viscosity of magnetorheological fluids when subjected to a magnetic field. In addi-
tion, magnetic iron oxide(s) nanoparticles (NPs) exhibit peroxidase-like activity
[1, 2].

Magnetic fluids (MFs), also named ferrofluids (FFs) are typically colloidal suspen-
sions of very fine (ca 10 nm) surface stabilized superparamagnetic nanoparticles
dispersed in an appropriate carrier liquid [3]; they are thus a special group of
nanofluids [4]. Both polar and nonpolar carrier liquid can be employed for FF
synthesis. The first real FFs were synthesized in the nineteen sixties, and since that
time their research and applications are steadily growing [3].

Ferrofluids are stable colloidal dispersions of nanosized particles of ferro- or ferri-
magnetic materials in a diamagnetic carrier liquid. The main characteristic feature
of FFs (in comparison with other types of magnetic (nano)suspensions) is their long-
term colloidal stability, even in strong and non-uniform magnetic fields. To achieve
this property, the overall particle interactions have to be repulsive; it means the attrac-
tive van der Waals and magnetic forces have to be balanced by Coulombic, steric or
other interactions, in order to keep nanoparticles apart from each other [5, 6].

There are several procedures to prepare stable FFs, where magnetic nanoparticles
are stabilized in a proper way, namely [3, 5]:

– Charge (electrostatic, ionic) stabilization (magnetic nanoparticles have to carry
the same charge, either positive or negative)

– Steric stabilization of magnetic nanoparticles with either appropriate low molec-
ular weight molecules (often tensides, in the single-layer or double-layer
form) or by modification with high molecular weight synthetic polymers (e.g.,
polyethylene glycol) or biopolymer (e.g., dextran or starch)

– Mixed charge and steric stabilization (e.g., magnetic iron oxide nanoparticles
bearing citric acid)

The first heptane-based, oleic acid stabilized FFwas prepared by the top-down proce-
dure (mechanical milling) in the early sixties of the 20th century [7]. For most bioap-
plications, however, water based FFs are necessary. The first bottom-up synthesis of
mineral acid-stabilized FF was described by Massart in the years 1980 and 1981 [8,
9], while the first dextran-based MF was prepared by Molday in 1982 [10]. There
are several well written review journal papers [4, 5, 11–20], book chapters [6, 21]
and books [22–25] devoted to the preparation, characterization and application of
various FFs, where the reader can find all necessary information.

Magnetic fluids have alreadybeen employedboth inmany important technological
applications and in various areas of biosciences, biotechnology, environmental tech-
nology andmedicine. In this reviewchapterwewill highlight typical examples of both
FFs and FF-modified materials and related processes in various areas of biochem-
istry, biotechnology, environmental technology and related areas. Because the term
magnetic fluid or ferrofluid is sometimes used incorrectly, we will strictly focus only
on papers where the “proper” magnetic fluids exhibiting long-term colloidal stability
were used. Medical applications of MFs have been summarized in large number of
reviews where the reader can find relevant information.
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13.2 Bioapplications of Magnetic Fluids

The following chapters will present selected examples of the preparation of FF-
modified materials and the important (bio)applications of both free FFs and FF-
modified materials.

13.2.1 Magnetic Modification of Diamagnetic Materials

Many diamagnetic particulate and high aspect ratio materials (e.g., catalysts, adsor-
bents, carriers, microbial cells, chromatographymaterials, waste biological materials
etc.) are available. Magnetic modification can substantially increase their application
potential. Several procedures enabling the preparation of magnetically responsive
materials from diamagnetic precursors have been developed. Magnetic fluid modi-
fication is usually caused by the deposition of magnetic nanoparticles within the
treated materials pores, on the materials surface or within the polymer gels [26, 27].
Magnetically modified materials can be easily separated using appropriate perma-
nent magnets, electromagnets or magnetic separators. Magnetic fluid modification
of selected materials follows.

13.2.1.1 Plant Derived Materials and Biopolymers

Perchloric acid stabilized MF enabled magnetic modification of diamagnetic mate-
rials suspended inmethanol; duringmixing FF-derivedmagnetic iron oxide nanopar-
ticles firmly precipitated on the particles surface. This simple procedure was
employed for magnetic modification of sawdust [28], spent grain [29, 30], spent
coffee grounds [31], spent tea leaves [32], or peanut husks (see Fig. 13.1) [33].
These magnetically modified materials were used as adsorbents for the removal of
water-soluble organic dyes or heavy metal ions or as carriers for the immobiliza-
tion of selected enzymes. Other low-cost adsorbents (defective green coffee, coffee
silverskin and spent coffee grounds)weremagneticallymodifiedwith tetramethylam-
monium hydroxide stabilized MF [34]. Properly performed magnetic modification
has not caused substantial decrease of adsorption capacities of modified adsorbents.
Alternatively, spent tea leaves [35] and Posidonia oceanica [36] were magnetically
modified by the direct mixing of the material to be modified with water-based ionic
MF stabilized with perchloric acid; after drying, aggregates of magnetic iron oxide
nanoparticles were deposited on the treated material.

Also (bio)polymer gels such as bacterial cellulose produced byKomagataeibacter
sucrofermentans can be efficientlymagneticallymodified using perchloric acid stabi-
lizedMF and subsequently used as a carrier for the immobilization of affinity ligands,
enzymes and cells [37] or for the construction of a novel adsorbent for selective
and efficient recognition of thymidine nucleoside [38]. Crosslinked, beaded form
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Fig. 13.1 SEM image of
ferrofluid modified peanut
husk particle (bar = 100 nm)
(reprinted with permission
from [33])

of agarose known as Sepharose was packed in a column and water-based FF was
pumped through to enable magnetic modification of the beads [39].

13.2.1.2 Microbial and Microalgal Cells

Also microbial and microalgal cells were magnetically modified using MFs [1, 2,
40]. Saccharomyces cerevisiae cells were modified with three MFs under different
conditions (tetramethylammonium hydroxide stabilized FF in 0.1 M glycine–NaOH
buffer, pH 10.6; perchloric acid stabilized FF in 0.1 M acetate buffer, pH 4.6; citrate
FF in 0.1 M glycine–HCl buffer, pH 2.2). All procedures enabled to form magnet-
ically responsive yeast cells in a short time due to magnetic iron oxide nanoparti-
cles precipitation on the yeast cell surfaces (see Fig. 13.2). The best results were
obtained using tetramethylammonium hydroxide stabilized FF; the modified yeast
cells exhibited higher intracellular catalase and invertase activities and that’s why
this type of whole-cell biocatalyst was used for hydrogen peroxide decomposition
and sucrose conversion into glucose and fructose [41]. The different physiological
state of the yeast cells results in different magnetic modification; dormant yeast cells
were surface-modified while actively growing yeast cells accumulated the magnetic
modifier in the periplasmic space [42].

Magnetic modification of dried Kluyveromyces marxianus (fodder yeast) and
Chlorella vulgaris cells required the removal of a substantial portion of soluble
macromolecules that otherwise caused spontaneous precipitation of MF; after
washing and suspending the cells in acetic acid solution, the addition of perchloric
acid–stabilizedMF resulted in the formation of magnetically modified yeast [43] and
microalgae cells [44]. Also naturally occurring micrometer-sized, high aspect ratio
native and autoclavedLeptothrix sp. sheathswere efficientlymodifiedwith perchloric
acid-stabilizedMF [45] and subsequently used as an inexpensive adsorbent for crystal
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Fig. 13.2 A Scanning electron microscope (SEM) image of native Saccharomyces cerevisiae cells.
B SEM image of ferrofluid-modified S. cerevisiae cells, showing attached magnetic nanoparticles
and their aggregates on the cell surface. C Transmission electron microscope (TEM) image of
a native S. cerevisiae cell. D TEM image of a ferrofluid-modified S. cerevisiae cell with attached
magnetic iron oxide nanoparticles on the cell wall. Bars correspond to 1μm.Magnetic modification
of dormant yeast cells was performed using perchloric acid-stabilized magnetic fluid as described
previously [41] (reprinted with permission from [2])

violet [45] and Amido black 10B [46] removal from aqueous solutions. The same
MF was successfully employed for magnetic modification of both native [47] and
nanogold-modified [48] diatom cells of Diadesmis gallica; magnetic modification
was performed both in methanol and by direct mixing.

13.2.1.3 Inorganic and Organic Particulate Materials

Postmagnetization procedures have been also successfully used for magnetic modi-
fication of non-biological particulate materials. Direct mixing of water based acid FF
with the treated material enabled to prepare magnetically modified montmorillonite
[35]. The same procedure enabled to prepare magnetically modified SEPABEADS®
EC-HA beads which were subsequently used as a carrier for enzyme immobilization
[49].
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The natural saponite clay was magnetically modified by contact with citric acid
stabilized MF [50]. Preparation of magnetic derivatives of saponite, palygorskite,
and spondyle clay was performed after their magnetic modification with oleic acid
stabilized MF [51, 52]; specific magnetization of modified clays ranged between 3.9
and 6.3 A m2/kg [51].

13.2.1.4 High Aspect Ratio Materials

Perchloric acid-stabilized MF was employed for magnetic modification of lysozyme
amyloid fibrils; binding of magnetic nanoparticles to fibrils was observed. It was
found thatmagnetic nanoparticles altered amyloid structure, leading to the increase of
the fibril diameter and decrease of fibril length [53]. Similar experiments dealingwith
the adsorption of magnetic nanoparticles on lysozyme amyloid fibrils were studied
with the aim to clarify previously found disaggregation activity of the nanoparticles
in amyloid fibril dispersions and to get deeper insight into interaction processes
between amyloids and MNPs [54].

Carbon nanotubes (CNTs) have exceptional mechanical, electrical and optical
properties and also an extremely large surface area and varied possibilities for their
functionalization.MagneticCNTs canfindmany applications inmedicine, diagnosis,
cell biology, analytical chemistry, and environmental technology. Several strategies
can be employed for modification of CNTs with magnetic nanoparticles, including
the modification with FFs [55–58]. The filling process is the simplest procedure in
order to fabricate magnetic carbon nanotubes. Filling CNTs with a commercial FF
can lead to almost 100%magnetic modification and subsequent simple manipulation
in external magnetic field. The first example of this strategy was published in 2005
by Korneva et al. [59] who synthesized magnetic CNTs by introducing commercial
FFs (containing 10 nm particles of Fe3O4) into the inner cavity of 300 nm-diameter
nanotubes. The preparation procedure consisted of several steps:

(i) synthesis of the CNTs by chemical vapor deposition in the pores of an alumina
template (to obtain CNTs with open ends);

(ii) filling the CNTs with a FF suspension containing Fe3O4 through a magnetic-
assisted capillary strategy;

(iii) separation of the FF filled CNTs from the alumina template; and
(iv) drying of the carrier fluid to leave only magnetic nanoparticles within the

CNTs.

Transmission electron microscopy study showed a high density of magnetic
nanoparticles inside the CNTs. These one-dimensional magnetic nanostructures
can find numerous applications in nanotechnology, memory devices, optical trans-
ducers for wearable electronics, and in medicine [59]. Hexane-based ferrofluid was
employed for similar synthesis of magnetic carbon nanotubes; the measured satura-
tion magnetization 65 emu/g makes this composite material promising for a variety
of applications [60].
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In an alternative procedure, tetramethylammonium hydroxide stabilized MF was
mixedwith water-based CNT nanofluid (prepared by the addition of CNTs into water
solution of gum arabic) and the mixture was sonicated. The hybrid nanofluid was
dried and then the material was resuspended in water. Magnetic CNTs were used
to study the effects of both constant and alternating magnetic fields on the laminar
forced convective heat transfer of this hybrid nanofluid flowing through a heated tube
[61]. In another procedure CNTs were mixed with commercial organic FF; due to the
hydrophobic nature of nanotubes they easily interacted with FF. Microscopic exami-
nation showed the presence of magnetic iron oxide nanoparticles on the outer surface
of the treated CNTs [57]. α-Iron filled multi-walled CNTs were prepared through
filling of commercially available CNTs, after oxidative opening, with commercial
organic FF. After washing and reduction with hydrogen clean, CNTs filled with
α-iron were obtained [62].

Halloysite nanotubes are the tubular forms of halloysite and are chemically similar
to kaolin. They are layered aluminosilicates with hollow tubular structure and high
aspect ratio. Halloysite can be used for many applications, such as for clay polymer
nanocomposite preparation, catalysis and adsorption [63]. In order to explore the
possibility of augmentation of magnetic field induced chain formation in dodecanoic
acid stabilizedwater-basedMF, the addition of halloysite nanotubes intoFF in various
concentrations was tested. It was shown that the addition of tube shaped halloysite to
FF led to the augmentation of magnetic fluid chains; the augmentation was attributed
to the increase in the magnetization of the mixture [64].

The magnetic modification of four different electrospun nanofibrous textiles,
based on polyamide, polyvinyl alcohol, polycaprolactone and polyurethane, was
performed by the simple spray modification procedure employing two types of MFs.
Magnetic modification led to the deposition of magnetic iron oxide nanoparticles
on the surface of textile nanofibers. In addition to magnetic response, the modified
nanotextile exhibited peroxidase-like activity [65]. Alternatively, electrospinning of
appropriate polymer containing MF was performed; in a typical example polyvinyl
butyral nanofibers were generated from a polymer solution/mineral oil-based FF
mixture. The prepared magnetic nanofibers were tested as a material for magnetic
hyperthermia applications [66].

13.2.2 Synthesis of Magnetically Responsive Biobased
and Related Materials

Magnetic fluids have been often used during the synthesis of magnetically responsive
biocomposites, includingmagnetic biopolymers,magnetoliposomes, polymersomes,
etc. as shown below.
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13.2.2.1 Magnetically Responsive (Bio)Polymers

Various biopolymers including chitosan, alginate, agarose, starch, dextran and plant
gums in several forms (nano- and microparticles, films, fibers, etc.) were prepared
in magnetic form using magnetic fluid during syntheses.

Chitosan is one of the most abundant natural polysaccharide in nature [67]. Its
magnetic derivatives can be used as efficient adsorbents or carriers. Ethylenediamine-
modified cross-linked magnetic chitosan particles were prepared by the addition of
water-based FF into chitosan solution in acetic acid; in the next step glutaraldehyde
and ethylenediamine were used to form the modified chitosan particles, which were
used for the adsorption of chromium (VI) ions from aqueous solution [68].

In another procedure chitosan dissolved in diluted acetic acid was mixed withMF
and the solution was then dropwise poured into paraffin containing Span-80 as an
emulsifier. The suspension medium was stirred and then glutaraldehyde was added.
After some time, NaOH solution was gradually added to increase the pH and after
further mixing the product was filtered and washed consecutively with petroleum,
acetone, and distilled water [69].

Magnetic chitosan particles were also formed by complexation of
poly(methacrylic acid)-stabilized MF with chitosan; the composite flocculation
occurred due to physical cross-linking of the MF stabilized with negatively charged
polymer and the positively charged chitosan chains. The precipitated magnetic
chitosan composite particles exhibited a great response to external magnetic field
[70].

Citrate-stabilized MF was employed for the preparation of spherical magnetic
alginate microparticles (25–60 μm in diameter) using the microemulsion system.
Water-saturated 1-pentanol was used as the organic phase; the limited solubility of
1-pentanol in water enabled simple removal of the organic solvent from the prepared
beads with calcium chloride solution which is a very cheap and safe procedure. The
magnetic phase was homogeneously distributed throughout the particle volume [71].

Composite magnetic alginate beads for organic pollutants removal, containing
both magnetic nanoparticles from citrate-stabilized FF and activated carbon, were
prepared by an extrusion technique and cross-linkedwith epichlorohydrin. The beads
were easily magnetically recovered or manipulated. The bead pollutant adsorption
capacity was linked to encapsulated activated carbon and to active sites present both
in magnetic nanoparticles and alginate [72].

The citrate stabilized FF was also employed to prepare magnetic alginate beads
used for the removal of both cetylpyridinium chloride [73] and Pb(II) ions [74]. In
both cases, sodium alginate solution was mixed with FF and the mixture was then
introduced into a plastic syringe equipped with a needle; the beads were formed by
dropping this mixture in calcium chloride solution. The saturation magnetization
value of a single wet bead was 1.15 kA/m for cetylpyridinium chloride adsorbent
[73] while the value 32.2 emu/g was observed for lead ions adsorbent [74]. Addition
of an extractant (Cyanex 272) into alginate/FF mixture enabled to prepare magnetic
beads for Ni(II) ions removal [75].
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Magnetic dextran microspheres were prepared by the mixing of alkaline dextran
solution with commercial FF followed by emulsification of the mixture in the
cotton seed oil/Tween 80 system. The microspheres formed were cross-linked
by the addition of cyanogen bromide. Subsequently, the particles were converted
into the aminodextran microspheres by the treatment with cyanogen bromide and
1,6-hexanediamine [76].

Magnetic starch was prepared from an aqueous suspension of native corn starch
which was stirred and heated with MF. The resulting magnetic gel was modified
through three freezing/thawing cycles. Gel was frozen at −18 °C for 24 h and then
thawed at room temperature in each cycle. Subsequently, the insoluble magnetic
starch gel formed was disintegrated and sieved [77].

Polyethylene glycol-stabilized FF was used to prepare magnetically respon-
sive microbeads composed of artemisia seed gum and chitosan; the mixture was
added dropwise to the dispersion medium composed of mineral oil, petroleum ether
and emulsifier under mixing. Activation was performed with glutaraldehyde which
enabled the immobilization of β-galactosidase [78].

Polyvinyl alcohol magnetic films were prepared by entrapment of MF into
polymer solution and subsequently polymer filmwas formed. The magnetic polymer
film prepared by solvent casting method was either kept between twomagnetic poles
or without the influence of magnetic field. It was shown that the film developed in
the absence of magnetic field possesses randomly oriented domains, whereas film
developed under the influence of magnetic field showed well aligned flux lines. The
number of flux lines developed in the polymer matrix was directly proportional to
applied external magnetic field [79]. Biocompatible polyvinyl alcohol particles and
hydrogels modified with appropriate MFs were also prepared and studied, especially
as drug carriers enabling controlled drug release [80] and smart magnetic polyvinyl
alcohol ferrogels and films [81, 82].

Fabrication of flexible agarose magnetic microfibers having tunable size and
mechanical properties was developed. The basic principle was based on themagnetic
field-driven self-assembly of citrate-stabilized FF containing agarose at a tempera-
ture above its gelling point in the oil emulsion. The emulsion was exposed to a DC
uniaxial magnetic field. Once the magnetic agarose fibers have formed, the geli-
fication of the agarose was caused by the sample cooling. Subsequent addition of
surfactant prevented lateral aggregation of the fibers. Resulting fibers had diameters
in the range between a few to tens of micrometers. A phase diagram presenting the
influence of surfactant concentration and residence time under magnetic field during
the synthesis was constructed [83].

13.2.2.2 Magnetoliposomes and Magnetic Polymersomes

Natural lipids (mostly phospholipids) or their synthetic alternatives can self-assemble
into vesicles (spherical bilayer), termed liposomes. Liposomes are a simplifiedmodel
of a cell membrane without accompanying proteins. Liposomes are highly biocom-
patible, but they are usually rather unstable and sensitive. Alternative materials have
thus been developed employing versatile, easily obtainable and tunable entities,
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behaving in many aspects like lipids, namely amphiphilic polymers. Self-assembled
amphiphilic polymers can form polymeric vesicles called polymersomes [84]. In
both cases, magnetic derivatives employing magnetic fluid can be prepared [85, 86].

Combining liposomes with magnetic nanoparticles is an interesting approach to
create smart multifunctional vesicles (magnetoliposomes) for biological andmedical
applications, including controlled drug delivery and diagnostic imaging [86]. First
described by De Cuyper and Joniau in 1988 [87], magnetoliposomes have become
remarkable hybrids due to the multivalent properties of both the carriers and the trig-
gers. Several methodologies can be used for magnetoliposomes formation, including
sonication, spontaneous swelling, and reverse-phase evaporation. Detailed informa-
tion about magnetoliposomes preparation, characterization and application can be
found in several review papers [86, 88, 89].

In a typical example, magnetoliposomes were prepared by lipid film hydration
followed by extrusion, employing citrate-stabilized FF as themagnetic label. Choles-
terol and 1,2-dioleoyl-sn-glycero-3-phosphocholine dissolved in chloroform were
added to a rotary evaporator and evaporated to dryness. Lipids were hydratedwith the
FF and homogenized by vortexing, which resulted in the formation of a dispersion of
multilamellar vesicles. Large unilamellar vesicles were obtained by hand extrusion
of the resulting lipid dispersion through 200 nm and then 100 nm polycarbonate
filters. Nonentrapped maghemite nanoparticles were eliminated, first by NaCl-
induced aggregation, then by size exclusion chromatography; magnetoliposomes
were concentrated and sorted by magnetic chromatography [90].

Micromixer technology was an efficient way to manufacture polymeric vesicles
(Pluronic®L-121) dual loaded with the anticancer drug camptothecin and commer-
cial MF; successful incorporation of magnetic nanoparticles and a relatively narrow
size distribution of the hybrid polymersomes was observed [91].

13.2.3 Separation of Biologically Active Compounds

Isolation and separation of specific molecules, organelles and cells is used in almost
all areas of biosciences and biotechnology. Diverse procedures can be used to achieve
this goal. Affinity ligand techniques represent currently the most powerful tool avail-
able to the downstream processing both in term of their selectivity and recovery.
Recently, increased attention has been paid to the development and application of
magnetic separation techniques, which employ small magnetic particles or ferrofluid
assisted aqueous two-phase systems [92, 93].

13.2.3.1 Application of Ferrofluid-Modified Materials

Standard affinity or ion-exchange chromatography material can be efficiently
magnetically modified by interaction of the sorbent with water-based ferrofluid.
Magnetic particles accumulated within the pores of chromatography adsorbent thus
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modifying this material into magnetic form [39]. Swollen gel of 5´-AMP-Sepharose
4Bwas packed in a column and commercial water-based FFwas pumped through the
column tomodify the beads. After washing, themagnetic adsorbent exhibited affinity
for beef heart lactate dehydrogenase; the bound enzyme can be eluted with NADH
[39]. S-Sepharose Fast flow (ion-exchanger consisting of a cross-linked agarose)
was magnetically modified in a batch mode using water-based FF; these magnetic
particles were designed for use in magnetically stabilized fluidized beds [94].

Magnetic alginate microparticles employing citrate-stabilized FF were used as
magnetic affinity adsorbents for specific purification of α-amylases of various origin
(porcine α-amylase from porcine pancreatic acetone powder and α-amylase from
Bacillus amyloliquefaciens from a technical preparation). Enzyme was eluted by
1.0 Mmaltose. α-Amylases from Bacillus amyloliquefaciens and porcine pancreatic
acetone powder were purified 9- and 12-fold with 88 and 96% activity recovery,
respectively [71].

Magnetic porous corn starch was prepared as an affinity adsorbent for the effi-
cient and simple scale-up procedure for one-step purification of cyclodextrin glucan-
otransferase (CGTase) from Bacillus circulans. Magnetic affinity separation enabled
isolation of CGTase from cultivation media (volumes between 10 and 400 mL) with
ca 60–70% recovery after elution with alkaline buffers containing soluble starch; the
enzyme purification factor was 19–25 in different batches [77].

Magnetic bacterial cellulose nanofibers were converted to a novel adsorbent for
selective and efficient recognition of thymidine nucleoside by the method of molec-
ular imprinting. In this process,magnetic bacterial cellulose nanofiberswere silanized
and further polymerized with a hydrophilic monomer for templating thymidine via
metal chelate coordination. Highly selective adsorption of thymidine at the same
concentration of other nucleosides (cytidine and uridine) was observed [38].

13.2.3.2 Ferrofluid Assisted Aqueous Two-Phase Systems

Aqueous two-phase systems have a great potential in the downstream processing of
biomolecules [95, 96]. A new technique to speed up the phase separation of aqueous
two-phase systems is based on the addition of magnetically susceptible additives
(ferrofluids or iron oxide particles). In a magnetic field such additives will induce a
faster phase separation [92]. This method seems to be useful when the two phases
have very similar densities, the volumetric ratio between the phases is very high or
low, or the systems are viscous. Magnetically enhanced phase separation usually
increases the speed of phase separation by a factor of about 10 in well-behaved
systems, but it may increase by a factor of many thousands in difficult systems.
The addition of ferrofluids and/or iron oxide particles was shown to have usually no
influence on enzyme partitioning or enzyme activity [92, 97–101].

In one approach, dextran-stabilized ferrofluid was added to an aqueous two-phase
system containing polyethylene glycol and dextran. The ferrofluid was totally parti-
tioned to the dextran phase. After mixing of the two-phase system, it was possible
to reduce the separation time by a factor of 35 by applying a magnetic field to
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the system. Both batch and semicontinuous separation of test mixtures of lactate
dehydrogenase and ß-galactosidase were carried out in aqueous two-phase systems
containing dextran ferrofluid. The recoveries of the enzymes were high (80–100%)
in a system containing 2.5% ferrofluid [97].

13.2.4 Ferrofluid Modified (Bio)sorbents for Pollutant
Removal

Various types of biological materials including agriculture and food waste and
byproducts and other low-cost inorganic and organic materials can be used as biosor-
bents for the removal of organic and inorganic pollutants and radionuclides from
contaminated waters. Magnetic modification of adsorbents by appropriate magnetic
fluids enabled to prepare magnetic composites which facilitated efficient magnetic
separation [102].

Sawdust modified with perchloric acid stabilized magnetic fluid was used for
the removal of model organic dyes from aqueous solutions [28, 103]; subsequently
magnetic characterization of this adsorbent was performed [104]. Similar ferrofluid-
based modification procedures were employed for the preparation of other plant-
derived materials including spent grain [30], spent coffee grains and other coffee
derivatives [31, 34, 105, 106], peanut husk [33, 105, 107], or waste tea leaves [35],
all of thembeingused for dye removal forwater systems.Alternatively, alsomicrobial
and microalgae cells such as Saccharomyces cerevisiae (baker’s yeast) [108, 109],
Saccharomyces cerevisiae subsp. uvarum (brewer’s yeast) [110], Kluyveromyces
fragilis (fodder yeast) [43], Leptothrix sp. [45, 46] and Chlorella vulgaris [44] have
been prepared and used for the same purpose. Comparison of maximum adsorption
capacities Qmax (mg/g) of ferrofluid modified biological materials for the tested dyes
is presented in Table 13.1.

Microbial cells exhibit high affinity for heavy metal ions and radionuclides.
Ferrofluid modified Saccharomyces cerevisiae subsp. uvarum cells were used for the
removal of Hg2+, Cu2+, Ni2+ and Zn2+ ions fromwater solutions; after ion adsorption
the magnetic biosorbent was efficiently regenerated with 0.1 MHNO3 [111, 112]. In
addition, FF-modifiedKluyveromyces fragilis cells were used as an adsorbent for the
removal of Sr2+ ions from aqueous solutions [113], while FF-modified Rhodotorula
glutinis cells were used for uranium biosorption [114]. Ferrofluid modified sawdust
and orange peel were used for Pb(II), Ni(II) and Cd(II) ions removal [115].

Also ferrofluid modified inorganic materials have been tested for pollutant
removal. The modified natural saponite was employed for the adsorption of model
dyes from water solutions [50]. Magnetic nanocomposite sorbents for disposal of
synthetic detergents from wastewater were prepared from clay minerals (saponite,
palygorskite, and spondyle clay) after their magnetic modification with oleic acid
stabilizedmagnetic fluid [51]. Similarmagnetic adsorbentswere used for the removal
of malachite green and Congo red [52].
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13.2.5 (Bio)analysis Using Ferrofluids
and Ferrofluid-Modified Materials

Solid-phase extraction (SPE) is a standard procedure used to isolate target analytes
froma sample using an appropriate adsorbent placed in a small column; the extraction
efficacy is influenced by the sample flow-rate and potential presence of particle
impurities in the sample.

Several alternative extraction procedures have been developed. Magnetic solid-
phase extraction (MSPE) developed by Safarikova and Safarik and described for
the first time in 1999 is based on the application of magnetic adsorbents suspended
(dispersed) in the analyzed solution or suspension [116]. MSPE can be success-
fully used for analyte extractions even from difficult-to handle samples including
suspensions because majority of accompanying impurities has diamagnetic proper-
ties. Magnetic adsorbents can be rapidly, efficiently and selectively separated using
appropriate magnetic separator; the analyte is consequently eluted from the recov-
ered adsorbent and analyzed [117]. MSPE is currently one of the most often used
preconcentration procedure of wide variety of analytes due the easy operation, high
extraction efficiency, and potential reusability of adsorbent [55, 118–124].

Appropriate diamagnetic biosorbent surface modified with magnetic fluid can be
employed for MSPE. Spent coffee grounds magnetically modified with perchloric
acid stabilized magnetic fluid was employed for MSPE of crystal violet; it was
possible to detect 1 μg of dye in 1000 mL of water (1 ppb) using a simple
spectrophotometry [31].

Many other magnetic fluid modified materials have been applied for MSPE.
Oleic acid stabilized ferrofluid was used for the synthesis of magnetite/silica/poly
(methacrylic acid–co-ethylene glycol dimethacrylate) spherical microparticles
(diameter ca 1.3 μm); this adsorbent was employed for the extraction of eleven
sulfonamides in milk samples [125].

In recent years, the use of magnetically modified carbon nanotubes (MCNTs)
as adsorbents for MSPE has become an active area of research [55, 56, 126, 127].
Currently, however, ferrofluid modified carbon nanotubes have not been used for
MSPE.

Magnetic fluids basedon thewater insoluble carrier liquids enabled to developnew
liquid–liquid (micro)extraction procedures. A recently described micro-extraction
technique named low-density magnetofluid dispersive liquid–liquid microextraction
(LMF-DMMLE) enabled analysis without the need of special devices and compli-
cated operations. Dispersion of the organic solvent-based magnetic fluid into the
aqueous sample was achieved by using vortex mixing. The extraction magnetic fluid
was collected with an external magnet placed outside the extraction container after
dispersing. Then, the ferrofluid based magnetic nanoparticles were easily removed
by adding a precipitation reagent under the magnetic field. In order to evaluate the
validity of this method, ten organochlorine pesticides were chosen as the analytes
[128].
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Ferrofluid based extraction procedure was successfully applied for the determina-
tion of four phenolic compounds (bisphenol-A, bisphenol-AF, tetrabromobisphenol-
A and 4-tert-octylphenol) inmilks and fruit juices. Different alkyl (C4–C10) alcohols
as the carrier liquid were used for the preparation of ferrofluids; an appropriate chain
lengthof alkyl alcohol can improve the extraction efficiency andmaintain the integrity
of ferrofluids during extraction. 1-Heptanol (C7) was selected as the optimal carrier
liquid [129].

13.2.6 Immobilization of Biologically Active Compounds
and Cells on Ferrofluid-Modified Carriers

Immobilizationof enzymes, other low- andhigh-molecularweight biologically active
compounds, affinity ligands, subcellular organelles and cells is a very important tech-
nique used in various areas of biochemistry, cell biology, microbiology and biotech-
nology. Molecules and cells immobilized on magnetic carriers can be removed from
the system simply by using an external magnetic field, or can also be targeted to the
desired place. Immobilized compounds can be used for the isolation of complemen-
tary biologically active compounds, subcellular components and cells, to perform
their specific activities (e.g., immobilized enzymes and cells) or be transported to
the desired place [93].

Magnetic montmorillonite, prepared by direct mixing of acid FF and diamag-
netic precursor, was used as a carrier for the immobilization of lipase and beta-
galactosidase; immobilized enzymes showed long-term stability without leaching of
enzyme from the support and enabled their repeated use without significant loss of
activity [35]. Similar procedure was used for modification of commercially available
SEPABEADS® EC-HA which were subsequently employed for the immobiliza-
tion of diamine oxidase from Pisum sativum; this complex was part of a fiber optic
biosensor for the determination of biogenic amines [57]. Ferrofluid-modified bacte-
rial cellulosewas used as a carrier for the immobilization of an affinity ligand (reactive
copper phthalocyanine dye), bovine pancreas trypsin and Saccharomyces cerevisiae
cells. Immobilized yeast cells retained approximately 90% of their initial activity
after 6 repeated cycles of sucrose solution hydrolysis. Trypsin covalently bound
to cellulose after periodate activation was very stable during operational stability
testing; it could be repeatedly used for ten cycles of low molecular weight substrate
hydrolysis without loss of its initial activity [37].

Composite particles formed by complexation of poly(methacrylic acid)-stabilized
magnetic fluid with chitosan were used as a magnetic carrier for immobilization
of enzymes and cells. Candida rugosa lipase was covalently attached after cross-
linking and activation of chitosan using glutaraldehyde while Saccharomyces cere-
visiae cells were incorporated into the chitosan composite during its preparation.
Both biocatalysts were active after reaction with appropriate substrates [70].
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Also potential of ferrofluid-modified plant derived materials was studied.
Ferrofluid-modified spent grain was used as a low-cost, biocompatible and
magnetically responsive carrier for the immobilization of Candida rugosa
lipase. Several immobilization procedures were tested using both native and
poly(ethyleneimine)-modified magnetic spent grain. Magnetic spent grain modi-
fied with poly(ethyleneimine) bound a smaller amount of active lipase than unmod-
ified magnetic spent grain, but the operational and storage stabilities of enzyme
immobilized on poly(ethyleneimine)-modified carrier were very high [29].

Artemisia seed gum/chitosan/magnetic fluid microspheres were prepared and
subsequently cross-linked and activated using glutaraldehyde. The β-galactosidase
was immobilized by covalent binding to the surface of the activated magnetic beads.
The pH and thermal stability of the immobilized β-galactosidase were higher than
those of the soluble one [78].

13.2.7 Other Biotechnology Applications of Ferrofluid
Modified Materials

Biodesulfurization employingmicrobial cells is an interesting biotechnology process
for the desulfurization of liquid fuels. Pseudomonas delafieldii was immobilized in
magnetic polyvinyl alcohol (PVA) beads containing MF and sodium alginate. Beads
were formed by extruding the mixture through a syringe into gelling solution of
calcium chloride with boric acid. The immobilized cells exhibited sufficient desulfu-
rizing activity; magnetic immobilized cellsmaintained a high desulfurization activity
and remained in a good shape after 7 times of repeated use [130]. In an alterna-
tive procedure, Pseudomonas delafieldii cells in phosphate buffer were mixed with
aqueous solution of PVA and oleic acid stabilizedMF and subsequently dropped into
liquid nitrogen for quick freezing; the beads had superparamagnetic properties and
their saturation magnetization was 8.02 emu/g [131].

13.2.8 Peroxidase-Like Activity of Ferrofluid-Derived
Materials

In the year 2007 the newproperty ofmagnetic iron oxide nanoparticleswas described,
namely the presence of intrinsic peroxidase-like (P-L) activity similar to horseradish
peroxidase (HRP); this was the first time inorganic nanoparticles were considered
as an enzyme mimetic material for potential biomedical applications [132]. Their
P-L activity has been observed during the typical colorimetric reaction involving
hydrogen peroxide and appropriate chromogenic reagents. This P-L activity requires
similar optimal conditions as those for HRP, including the optimal temperature at
37–40 °C under the optimal pH (pH 3–6.5) in an acidic buffer [133]. The term
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“nanozyme” was introduced to define nanomaterials with intrinsic enzyme-like
activities [133].

Four different electrospun nanofibrous textiles, based on polyamide, polyvinyl
alcohol, polycaprolactone and polyurethane weremagnetically modified by spraying
employing two types of magnetic fluids, namely perchloric acid stabilized FF
and chloroform FF. Magnetically modified nanotextile exhibited peroxidase-like
activity and thus it represents a promising composite material applicable in
various biochemical, biomedical and biotechnology applications [65]. In addition,
poly(carboxymethyl methacrylate-co-ethylene dimethacrylate) particles and their
thionine derivativeweremagneticallymodifiedwith a nitric acid-stabilized ferrofluid
in methanol; saturation magnetization of 11.1 Am2/kg was observed. These particles
exhibiting high peroxidase-like activity at pH 4–6 and at 37 °C, represent a highly
sensitive sensor component potentially useful in enzyme-based immunoassays [134].

13.3 Conclusions

Progressive magnetically responsive materials have been applied in many impor-
tant research and technological fields of biosciences, biotechnologies, environmental
technologies and related areas. This review demonstrates promising possibility of
magnetic fluid utilization for successful magnetic modification of wide variety of
biological and non-biological diamagnetic materials of various origin, shapes and
sizes, ranging from particles up to high aspect ratio materials, (bio)polymer gels
and (nano)textiles. Derivatization through the ferrofluids leads to the deposition of
magnetic iron oxide nanoparticles on the surface or within the treated material pores
or inside the structure of the (bio)polymer gels. Magnetically modified materials
can be selectively separated even from difficult-to-handle suspensions by means
of appropriate magnetic separator. Magnetically modified materials show several
types of responses to external magnetic field. According to the published research,
ferrofluid modified materials have been successfully used as adsorbents, carriers or
whole-cell biocatalysts. These materials have been also studied for their catalytic
properties. Peroxidase-like activity, caused mainly by the bound magnetic iron oxide
nanoparticles, is very interesting from the point of view of mimicking the enzyme
activity of biomolecules.
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Chapter 14
Smart Polymer-Based Multicomponent
Nanosystem for Enhanced Anticancer
Photodynamic Therapy

Nataliya Kutsevol, Yuliia Kuziv, Leonid Bulavin, and Vasyl Chekhun

Abstract Nanotechnology is a promising approach for creation of polymer-based
nanocomposite dye for Photodynamic therapy (PDT). Polymer molecules can be
preferentially accumulated in tumor die, prevent photosensitizer aggregation. Ther-
mosensitive star-like Dextran-graft-Poly-N-isopropylacrylamide copolymer (D-
PNIPAM) was used as matrix for creation of multicomponent nanosystems for
PDT. Au nanoparticles (AuNPs) and photosensitizer Chlorin e6 (Ce6) were incorpo-
rated into polymer. The behavior of nanosystems was studied by optical absorption,
dynamic light scattering in water and in Hank’s buffer solution within temperature
range of 25–40 °C. No drastic changes accompanied by aggregation process in the
nanosystem in Hank’s saline solution in comparison with one prepared in water were
registered. In vitro examination of the PDT activity of the prepared nanosystem
on the culture of MT-4 human malignant lymphocytes revealed the death of 40%
lymphocytes preincubated with nanocomposite.
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List of Abbreviations and Chemical Substances

Abbreviations

DLS Dynamic Light Scattering
HPLC High-performance Liquid Chromatography
LCST Lower critical solution temperature
PDT Photodynamic therapy
RPMI Roswell Park Memorial Institute medium
SEC Size Exclusion Chromatography
SPR Surface plasmon resonance
TDA Triple Detector Array
TEM Transmission Electron Microscopy
UV Ultraviolet

Chemical Substances

AuNPs Au nanoparticles, gold nanoparticles
Ce6 Chlorin e6
DMSO Dimethyl sulfoxide
D-PNIPAM Dextran-graft-Poly(N-isopropylacrylamide)
NIPAM N-isopropylacrylamide
PNIPAM Poly(N-isopropylacrylamide)
PS Photosensitizer

14.1 Introduction

Recently, photodynamic therapy (PDT) is considered as an alternative therapy of
cancer diseases. PDT based on photochemical reactions with photosensitizing drug
(PS). Photosensitizer with subsequent light irradiation at the proper wavelength
caused the photochemical reaction: molecular oxygen (3O2) converts into high reac-
tive singlet oxygen (1O2) and provokes a damage of malignant cells via apoptosis or
necrosis due to high cytotoxicity. Oxidative process causes damage of nucleic acids,
proteins and lipids in the cells [1–4]. The classic PDT based on accumulation of a
photosensitizer in tumor tissue. Then, photosensitizer is activated by illumination
with light of the certain wave length and leads to the cell death. For efficient PDT
photosensitizer should have high absorption in the range of 650–850 nm when the
tissue penetration is high; PS should have high singlet oxygen quantum yield and
have low dark toxicity; and should not form aggregates in water medium. Nowadays,
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despite several clinically approved PS, the highly efficient and selective PS agent is
still not found [1].

Nanotechnology is a promising approach for creation of highly efficient PS for
PDT treatment. Polymers can be used as nanocarrier for drug delivery, including
hydrophobic PS [5]. Current research and reviews have established that polymer
molecules can be preferentially accumulated in tumors due to passive or receptor-
mediated active targeting [6]. However, the use of polymers can lead to uncon-
trollable drug release. To overcome this problem, stimuli-responsible polymers can
provide a controlled release of drugs [7, 8]. However, for development of stimuli-
responsive polymers for biomedical application, it needs a deep knowledge on
polymer-nanocarrier biocompatibility, drug loading capacity, nanocarrier stability,
and toxicity and etc.

It is known that poly(N-isopropylacrylamide) (PNIPAM) can undergo a tunable
phase transition in the region of physiological temperature [9]. Several reviews
devoted to the prospects of the biomedical use of PNIPAM have been published
in the last decade [10, 11]. It was emphasized that the most promising fields
for PNIPAM application are drug delivery, biosensors, and bioimaging. PNIPAM
attracts attention due to its water solubility and existence of phase transition in
the region of physiological temperatures. The lower critical solution temperature
(LCST) for PNIPAM is close to human body temperature [12]. The reversibility of
the hydrophilic/hydrophobic state occurs by varying the temperature below or above
LCST. Below LCST the polymer is soluble in water, above the LCST, this polymer
undergoes a phase transition; then collapses and forms aggregates. LCST value for
linear PNIPAM is approximately 32 °C. PNIPAM is hydrophilic at room tempera-
ture, but after phase transition becomes partially hydrophobic, therefore can be used
for controlled drug release [13].

We have synthesized star-shaped temperature sensitive copolymers with dextran
core and grafted poly-N-isopropylacrylamide arms (D-PNIPAM) [14]. It was shown
the possibility to shift the temperature of the conformational transition (phase tran-
sition) for the PNIPAM-containing polymer by playing with its molecular architec-
ture. The LCST for D-PNIPAM is for 3–4 °C higher in comparison with the linear
PNIPAM. Thus, LCST becomes closer to human body temperature.

In our recent research it was reported that D-PNIPAM copolymer has demon-
strated the high in vitro efficiency as nanocarriers for anticancer drug Doxorubicin
[15]. The nanosystems consisting of gold nanoparticles (AuNPs) into D-PNIPAM
water solution were synthesized and studied [16–18]. It is known, that nanosized
gold is practically non-toxic and has an affinity with biological factors that support
vascular growth. Gold nanoparticles (AuNPs) enhance the therapeutic effect of the
drugs for photodynamic and photothermal therapy [19]. The ability of AuNPs to
penetrate the endothelium of tumor vessels provides higher selectivity for the accu-
mulation of anticancer drugs in the malignant cells [20]. The size characteristics
of AuNPs and their aggregative stability are very important factors for biomedical
application [20]. Polymers can affect the processes of formation of metal particles,
control their size, shape and can prevent the nanoparticle aggregation [21].
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Recently, we have reported on the high efficiency of nanocomposites for photody-
namic therapy, consisting of AuNPs, a photosensitizer of Chlorine e6 (Ce6) incorpo-
rated into the anionic star-shape copolymer dextran-polyacrylamide-(co)-polyacrylic
acid [22, 23].

In the present research the behavior of the multicomponent nanosystem D-
PNIPAM/AuNPs/Ce6 in water and in a Hank’s buffer solution in the region of phys-
iological temperatures were studied. Hank’s balanced salt solution is composed of
inorganic salts and supplemented with glucose. The solution may be used to wash
cells and tissue and to maintain cells in a viable state. The solution is buffered with
phosphate and maintains a physiological pH and osmotic pressure.

The presence of Hank’s solution can drastically affect the nanocomposite prop-
erties, partially the aggregation process. Finally the prepared nanocomposites were
tested for its photodynamic efficacy on the MT-4 cell line (human T-cell leukemia).

14.2 Polymer Nanocarrier

Dextran with molecular weights Mw = 7× 105 g/mol from Fluka (Switzerland), N-
isopropylacrylamide (NIPAM) from Sigma-Aldrich (USA) were used for synthesis
of Dextran-graft-PNIPAM copolymer. The sample was designated as D-PNIPAM.
The synthesis and characterization ofD-PNIPAMcopolymerwith 15 PNIPAMgrafts
were reported in [14]. The molecular characteristics of D-PNIPAM were obtained
using Multidetection size exclusion chromatography (SEC) allowed determining
the molecular weight distribution and average molecular weights of the branched
PNIPAM sample. This SEC line involves a usual HPLC part (Shimadzu, Japan) and
Malvern’s triple detection TDA302 (Viscotek, UK)with refractometer, viscosimeter,
and two-angle (7 and 90°) light scattering apparatus. The molecular parameters of
D-PNIPAM are given in the Table 14.1 (Mw -the weight average molecular weight
of copolymer, Mw/Mn - polydispersity of copolymer, Dh - hydrodynamic diameter
of macromolecule at 25 °C.

The behavior of D-PNIPAM in the region of phase transition was studied by
Dynamic light scattering using Zetasizer Nano ZS90 (Malvern Instruments Ltd.,
UK). Figure 14.2 demonstrates decreasing of Dh for D-PNIPAM macromolecule
from 31 to 22 nm in the temperature range of 32.6–33.4 °C and sharp aggregation
process at 33.7–34.1 °C. The drastic change in the shape of sizes distributions curves
and scattering intensity increasing at 33.7–34.1 °Cwas observed [14]. Further heating
to 36 °C doesn’t cause additional aggregation.

Table 14.1 Molecular
parameters of D-PNIPAM
copolymer

Sample Mw × 10–6, g/mol Mw/Mn Dh
25C, nm

D-PNIPAM 1.03 1.52 40



14 Smart Polymer-Based Multicomponent Nanosystem … 375

Fig. 14.1 The image of the
D-PNIPAM solution before
and above LCST [14]

Fig. 14.2 Dependence of
hydrodynamic diameter
value versus temperature for
D-PNIPAM solution

14.3 Nanosystems for PDT

Reagents Used for Nanosystems Synthesis. Photosensitizer Chlorin e6 (Ce6) was
obtained from Santa Cruz Biotechnology (USA); NaBH4, HAuCl4 were purchase
from Sigma-Aldrich (USA). Hank’s balanced salt solution was purchased from
Sigma-Aldrich (USA). Hank’s solution was phenol red free and consisted of two
components: glucose (1.0 g/L) andNaHCO3 (0.35 g/L);Dimethyl sulfoxide (DMSO)
was obtained from Serva (Germany).

Polymer/AuNPs. Tetrachloroauric acid (Au precursor) and NaBH4 (reductant) have
been used for in situ AuNPs synthesis into polymer solution. Reduction of Au ions
was performed in aqueous solutions of the D-PNIPAM as it was reported in [14–
16]. 0.1 M HAuCl4 aqueous solution was added to 1 ml of polymer solution (C =
1 g/L) and stirred during 20 min at t = 25 °C. Then, 0,1 M of NaBH4 solution was
added drop by drop at stirring. The obtained Au sols were stored in cold dark. The
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nanosystemswere prepared in polymer solution below the concentration of crossover
(Guiner regime) for D-PNIPAM.

D-PNIPAM/AuNPs/Ce6 inWater andHank’s Solution. A stock solution of Ce6 (C
= 0.182mg/mL)was prepared inDMSO.Then, 0.55mLof this solutionwas added to
0.30mL of distilledwater. Thismixturewas added to 1.15mL ofD-PNIPAM/AuNPs
sol under constant stirring. Then,8mLof distilledwater orHank’s buffer solutionwas
added to 2 mL of obtained three-component D-PNIPAM/AuNPs/Ce6 system. The
reactionmixturewas stirred.Theprepared three-componentD-PNIPAM/AuNPs/Ce6
was centrifuged. The absorption spectra of the supernatant showed the absence of
Ce6 in solution, thus indicating its total incorporation into polymer nanocarrier.

14.4 Methods Used for Nanosystems Study

UV-Vis Spectroscopy. The UV absorption spectra of D-PNIPAM copolymer, D-
PNIPAM/AuNPs and D-PNIPAM/AuNPs/Ce6 in water and Hank’s solution were
obtained using a Varian Cary 50 scan UV spectrophotometer (Palo Alto, CA, USA)
in the range of 200–800 nm in the temperature region of 25–40 °C with step 1 °C.
The studied systems were kept for 2 min at each temperature before measurement.

Transmission Electron Microscopy (TEM). For the sample preparation 400 mesh
Cu grids with plain carbon film (Elmo, Cordouan Technologies Bordeaux France).
A 5μl drop was deposited and let adsorbed for 1 min, then the excess of solution was
removed with a piece of filter paper. TEMmeasurements were carried on two TEMs,
Tecnai G2 or CM12 (FEI, Eindhoven Netherlands) and the images were acquired
with a ssCCDEagle camera on the Tecnai and aMegaview SISCamera on the CM12.

Dynamic Light Scattering (DLS). DLS measurements were carried out using Zeta-
sizer Nano ZS90 (Malvern Instruments Ltd., UK). The apparatus contains a 4 mW
He-Ne laser with awavelength 632.8 nm and the scattered light is detected at an angle
173° (back scattering). For accurate transition study, correlogramms of nanosystems
were collected in the temperature of physiological temperatures, namely at 25, 37 and
40 °C. Each temperature point was held for 5min beforemeasurements to equilibrate
the sample. At least 10 correlation curves for each temperature points were treated
by CONTIN algorithm [24] that is known to be reliable for complicate systems to
get hydrodynamic diameter (Dh) distributions.

14.5 In Vitro Experiments with Malignant Cells

Cells of theMT-4 line (humanT-cell leukemia)were used from the cell culture bankof
the R.E. Kavetsky Institute of Experimental Pathology, Oncology and Radiobiology,
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NAS of Ukraine. The cells were maintained in RPMI-1640medium (Sigma-Aldrich,
USA) containing 10% fetal bovine serum at a temperature of 37 °C in an incubator
with 95% humidity and 5% CO2 in air. For PDT cell suspensions in the logarithmic
growth phase (106 cells/mL) were prepared in Hank’s balanced salt solution. After
1.5 h of incubation of the cells at 37 °C with Ce6 e or with its nanocomposite, the
samples were washed twice with a 10× volume of Hank’s solution and exposed to
a red laser (wavelength 658 nm, specific power—1.1 mW/cm2, doses—1 J/cm2).
After irradiation, the cells were transferred to the culture medium and incubated at
37 °C for 18 h to complete the photodynamically induced apoptosis process. The cell
viability was then determined by trypan blue dye exclusion test. Each experiment
was repeated at least 5 times.

A semiconductor laser (PMNP Photonik Plus, Cherkasy) with a wavelength of
658 nm, which coincides with one of the Ce6 absorption maxima, was used as a light
source for photodynamic damage to cells.

14.6 Results and Discussion

The typical TEM image of D-g-PNIPAM/AuNPs nanosystem obtained at temper-
ature of 25 °C is shown in the Fig. 14.3. It is seen that AuNPs have size of
d = (8± 3) nm and are spherical in shape. AuNPs were synthesized in dilute

Fig. 14.3 TEM image of
D-PNIPAM/AuNPs hybrid
nanosystem
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aqueous solution of D-PNIPAM (polymer concentration was below the concentra-
tion of crossover). Thus, the distance between the neighboring macromolecules is
larger than the macromolecule size by several times.

The influence of AuNPs on the behavior of D-PNIPAM in water solution was
studied by DLS [17]. It was shown that in the temperature region 21 to 32.5°C the
objects which scatter light in the nanosystem D-PNIPAM/AuNPs decreases in size
from 32 to 26 nm; then at 32.5–33.5 °C the sharp decrease in size from 26 to 14 nm
was registered. Further, in the temperature range of 33.5–34.5 °C the sharp increase
of the size of the scattering objects from 14 to 86 nm occurs that testifies of the
aggregation process in the nanosystem D-PNIPAM. It should be noted that the size
of macromolecule D-PNIPAM with incorporated AuNPs at the temperatures which
were lower than LCST point was equal to 37 nm. It was larger than the size of
D-PNIPAM without AuNPs (32 nm). Also, it was found that the size of individual
AuNPs does not change during conformation transition of polymer that indicates the
absence their direct aggregation [18]. Also, it was registered that the change in the
size of the D-PNIPAM/AuNP nanosystems during the conformational transition is
significantly less than for linear PNIPAM. That is result of the presence of AuNPs,
which interact with the hydrophilic groups of the polymer and the presence of AuNPs
into polymermacromolecule reduces a number of degrees of freedom for the polymer
chains [18]. However, all our recent studies were performed in water solution. For
biomedical application usually used the Hank’s balance solution. That is why it is
important to investigate the behavior of nanosystems for PDT in Hank’s solution in
comparison with water solutions.

Figure 14.4(a) demonstrates the UV spectra of the D-PNIPAM copolymer solu-
tions prepared inwater. The optical absorption spectra of PNIPAMexhibitsmaximum
absorption (λmax) at 228 nm corresponding to π and n electron transition localized
on C = O group of PNIPAM [25].

The small peak at 250–275 nm obviously corresponds to some internal molecular
structures formed by C = O groups caused by hydrogen bonding. Upon heating,
absorption band intensity at 250–275 nm slight increases. It testifies the fact of some

(a) (b)

Fig. 14.4 Absorption spectra of a D-PNIPAM water solution and of b of D-PNIPAM copolymer
in Hank’s solution within temperature range of 25–40 °C
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(a) (b)

Fig. 14.5 Absorption spectra of a Au sol into polymer water solution and of b Au sol into Hank’s
solution within temperature range of 25–40 °C

changes in studied system in the region of LCST. It is known, the macromolecule
PNIPAM becomes partially hydrophobic after LCST, that leads to macrocoil confor-
mational transition. The similar changes were observed for D-PNIPAM in Hank’s
balanced salt solution (Fig. 14.4(b)).

However, these changes are less pronounced. In is not surprising as Hank’s solu-
tion consists of addition of salts which can affect the formation if internal hydrogen
bond in system. Absorption spectra of Au sols synthesized in situ in the D-PNIPAM,
in water and with addition of Hanks’ solution are shown in Fig. 14.5(a) and (b).
In both systems, the surface plasmon resonance (SPR) peak of Au nanoparticles
at 530 nm is registered. This peak does not shift when heated. However, a slight
change in the intensity of the SPR band is observed. That may also be caused by the
conformational changes of the macromolecule within the LCST region leading to
the change in the distance between AuNPs. In the Hank’s solution, the change in the
intensity of the SPR under heating is less pronounced than in the aqueous solution.

It is known that the Ce6 absorption spectrum has two characteristic bands: in the
region of 470–670 nm (first electronic transition), in the region 350–440 nm (second
electronic transition), the so-called Sore band [26].

As can be seen, for the nanosystem D-PNIPAM/AuNPs/Ce6 (Fig. 14.6), two
components appear in the absorption spectrum: a photosensitizer (Sore band at
400 nm and one Q-band 671 nm) and gold nanoparticles (530 nm). As it is noted
above, the polymer matrix does not absorb in this wavelength range.

The nanocomposite D-PNIPAM/AuNPs/Ce6 in Hank’s solution was studied by
DLS to estimate the size of nanoobject in nanosystems which can be used for in vitro
PDT examination.

The experiment was performed at 25 and 37 °C, as the nanocomposites are
preparing at room temperature, but biological testing is carried out at 37 °C. We
have reported [16–18], that for D-PNIPAM/AuNPs in water solution few scattering
objects are registered: the AuNPs of 10 nm in size, D-PNIPAM macromolecules
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Fig. 14.6 Absorption
spectra of nanosystems
D-PNIPAM/AuNPs/Ce6 in
Hank’s solution within
temperature range of
25–40 °C
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with incorporated AuNPs of 40 nm in size, and some aggregates of macromolecules.
Size characteristics of D-PNIPAM/AuNPs/Ce6 in Hank’s solution at 25 and 37 °C
are shown in the Fig. 14.7.

It is seen that AuNPs of 10 nm in size in registered, and bimodal distribution of
scattering object of 100 and 300 nm are present in nanosytem at 25 °C. Increasing
temperature to 37 °Ccaused the decreasing of size of aggregates to 100nm.Moreover,
the individual macromolecules of 20–30 nm in size is registered.

Thus, it has been proved that no drastic changes accompanied by aggregation
process in the nanosystems in Hank’s saline solution. Nanosystem remains stable
with heating to physiological temperature. Thus, this ternary nanosystems were
recommended to test for PDT activity.

The in vitro examination the photodynamic activity of the D-PNIPAM/
AuNPs/Ce6 nanosystem on the culture of MT-4 human malignant lymphocytes was
performed (Fig. 14.8) in comparison to Ce14. In vitro study of toxicity of hybrid

Fig. 14.7 Hydrodynamic
diameter distribution for
D-PNIPAM/AuNPs/Ce6
nanocomposites in Hank’s
solution at 25 (black) and 37
(red) °C
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Fig. 14.8 Dark toxicity and
PDT efficacy: 1—Ce6;
2—D-PNIPAM/AuNPs/Ce6
nanocomposite
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gold-polymer composites was reported in [27] and proved low toxicity of examined
compounds even in high doses.

Figure 14.8 demonstrates the D-PNIPAM/AuNPs/Ce6 does not show cytotoxicity
in the absence of red irradiation. At the same time, the mortality of lymphocytes
pre-incubated with nanocomposite after laser irradiation was 40%. This result is
comparable with efficacy of Ce14. However, the nanocomposite can prevent the
aggregation of photosensitizer in vivo experiments as well as can provide target
delivery of drug to tumor cell. Moreover, for nanosystem polymer/AuNPs under
illumination with light with λ = 650 nm the local heating in the small volume near
the laser beam was registered [28]. It means, that nanosystems with AuNPS during
PDT can provide also hyperthermia effect.

14.7 Conclusions

Nowadays, there is a great interest to the synthesis and application of hybrid nanosys-
tems containing gold nanoparticles incorporated into various polymermatrices. Such
nanosystems can be used for modern cancer therapy. The absorption spectroscopy
and DLS showed that the comparison of D-PNIPAM/AuNPs/Ce6 nanosystem in
water and Hank’s solution didn’t reveale the increasing of aggregation process in
the region of conformation transition of polymer nanocarrier. Thus, the nanosystem
remained stable in the region of physiological temperature. The in vitro study demon-
strated that the photodynamic activity of the D-PNIPAM/AuNPs/Ce6 nanosystem is
approximately equal in efficiency to Ce14. However, the nanocomposite can prevent
the aggregation of photosensitizer in vivo experiments and can provide target delivery
of drug to tumor cells. Thus, this ternary nanosystems canbe recommended for further
in vivo experiments.
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Chapter 15
Biomedical Applications
of Laponite®-Based Nanomaterials
and Formulations

Olena Samoylenko, Olena Korotych, Maryna Manilo, Yurii Samchenko,
Volodymyr Shlyakhovenko, and Nikolai Lebovka

Abstract Laponite® (Lap)-based materials and their biomedical applications are
critically discussed. The properties of Lap grades and their modified species are
presented. The current state of biomedical applications, including of Lap-based drug
delivery systems for different pharmaceutical molecules is reviewed. Special atten-
tion is paid to medical hydrogels with incorporated Lap, and cytotoxicity and antimi-
crobial activity assessments for different Lap-based systems. The detailed reference
data of Lap-based materials include Tables with decryptions the grades of Laps,
popular silanation agents for edge modification, Lap-based therapeutic platforms,
examples of biomedical applications hydrogels with incorporated Lap, hydrogel inks
for 3D printing, popular assays for toxicity assessment, effects of Lap on cellular
metabolism, and examples of bioactivity assessments for Lap-based materials.
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AFM Atomic force microscopy
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(continued)

List of Abbreviations and Chemical Substances

DTA Differential thermal analysis

FTIR Fourier-transform infrared

hBMSCs Human bone marrow stromal cells

hMSC Human marrow stem cells

LCST Lower critical solution temperature

MIC Minimum inhibitory concentration

MRI Magnetic resonance imaging

SAXS Small-angle x-ray scattering

SEM Scanning electron microscopy

SMF Steady magnetic field

TEM Transmission electron microscopy

UCST Upper critical solution temperature

UV Ultraviolet

XRD X-ray diffraction

wt% Percentage weight concentration

Chemical substances

(See also Table 15.2 for silane coupling agents and Table 15.3 for pharmaceutical molecules)

AA Acrylic acid, C3H4O2

AAm Acrylamide, C3H5NO

AMPS 2-acrylamide-2-methylpropylsulphate, C7H13NO4S

CTAB Hexadecyltrimethylammonium bromide, C19H42N+Br−

DODAB Dimethyldioctadecylammonium bromide, C38H80BrN

DTA Diatrizoic acid, C11H9I3N2O4

DTPA Diethylenetriaminepentaacetic acid, C14H23N3O10

Lap Laponite®

LapA Acid-activated Lap

LapM Magnetically modified Lap

LapO Organo-modified Lap

LapSi Silanated Lap

NIPAAm N-isopropylacrylamide, (C6H11NO)n

PAA Poly(acrylic acid), (C3H4O2)n

PAAm Poly(acrylamide), (C3H5NO)n

PAH Poly(allylamine) hydrochloride, [CH2CH(CH2NH2·HCl)]n

PAMA Poly(2-(N,N-dimethylamino) ethyl methacrylate), (C8H15NO2)n

Pc Phthalocyanine, C32H18N8

PCL Polycaprolactone, (C6H10O2)n

PEG Poly(ethylene glycol), H(OCH2CH2)nOH
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(continued)

List of Abbreviations and Chemical Substances

PEO Poly(ethylene oxide), H(OCH2CH2)nOH

PLA Polylactic acid, or polylactide, (C3H4O2)n

PMMA Poly(methyl methacrylate), (C5O2H8)n

polyNIPAAm Poly(N-isopropylacrylamide), C4H8O2(C6H11NO)n

PSS Poly(sodium styrene sulfonate), (C8H7NaO3S)n

PTZ phenothiazine, C12H9NS

PVA Poly(vinyl alcohol), (CH2CH(OH))n

PVP Poly(N-vinylpyrrolidone), (C6H9NO)n

TEMED N,N,N′,N′-tetramethylethylenediamine, C6H16N2

15.1 Introduction

The Laponite® (Lap) was first synthesized in the 1960s for application in the paint
industry as a material with excellent colloidal properties [1, 2]. Lap has a plate-like
structure and belongs to the family of silicates. It is composed of salts of silicic
acids with highly heterogeneous charge distribution and patchy interactions between
platelets [3]. The Lap platelets in deionizedwater exist as 1 nm thick discs with diam-
eters of 25 nm and their faces carry a net negative surface charge. Colloidal suspen-
sions of the highly anisometric Lap can exhibit many unusual properties including
interesting phase states, “house of cards” assembly, unique structural ordering, and
dynamical arrest [4–6]. Pristine and modified Lap and Lap-based materials have
already demonstrated excellent transport, chemical and biomedical properties [7–9].
Lap is widely used in many practical applications as the components of household
items, agricultural and horticultural products, personal care and cosmetic products
(toothpastes, skincare and sunscreen emulsions, cosmetics, shampoos, creams), and
additives to the multifunctional composites, adsorbents, catalysts, glass, ceramics,
enamels, barriers and polymer films, surface coatings, etc. [10]. Nowadays, these
two-dimensional nanomaterials attract great attention for production of biomaterials
for regenerative medicine, thickeners in dentifrices for hypersensitive teeth, biohy-
drogels, materials with antimicrobial potency towards various types of pathogens
and materials for controlled antitumor drug delivery [11–20].
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This chapter discusses grades of Lap, main properties of Lap-based materials,
and their modified species, and current state of biomedical applications, including
Lap-based drug delivery systems for different pharmaceutical molecules, medical
hydrogels with incorporated Lap, cytotoxicity and antimicrobial activity assessments
for different Lap systems.

15.2 Structure and Properties of Lap

Lap is a synthetic material with 2:1 layered structure similar to the natural trioc-
tahedral clay mineral hectorite [21]. Lap synthesis was patented in June 1962 by
Barbara Neumann [22, 23], and its production was started in May 1965 by former
Laporte Industries Ltd., nowBYKAdditives, Inc. (Cheshire, UK).Nowadays, among
producers/suppliers of Lap products, we can also refer to the companies Hemmel-
rath Lackfabrik (www.hemmelrath.de), Eckart Effect Pigments GmbH (www.eck
art.net), Huizhi Jiangsu Fine Chemical Co., Ltd. (huizhichemical.lookchem.com),
and Kremer Pigmente (www.kremer-pigmente.com).

In the process of hydrothermal synthesis of Lap, aqueous mixtures of LiF and/or
LiCl, Mg(OH)2, and SiO2 are combined at specific molar ratio of Si:Mg:Li and
specific reaction conditions (temperature, pH, etc.) [21, 24]. After the synthesis, the
products are filtered, washed, dried, and milled to fine powders. The composition
and crystallinity of Lap can be controlled during the hydrothermal process. The
details on the synthesis and modification of synthetic hectorites have been recently
reviewed [21]. According to the detailed structural studies [25], the term “Laponite”
does not describe a specific mineral type of hectorite-like composition, but rather
characterize a mixture of different minerals (depending on the synthetic conditions).
Thus, the authors [25] suggested to use the term “synthetic Mg-Li phyllosilicate
mixture” instead of Lap.

The produced Lap is free of crystalline silica and it has low content of transition
metals and other impurities that might be found in natural clays.Moreover, compared
to natural clays, Lap demonstrates high optical transparency, high dispersibility in
water, and an excellent colloidal stability in suspensions [30]. Additional advantages
of Lap include narrow size distribution and rather uniform shape of its individual
platelets. As claimed by the manufacturer, the Lap platelets are ≈0.92 nm thick with
diameter ranging from 20 to 30 nm [26, 27].

Figure 15.1 presents schematic drawing of the structure of Lap. It is composed
of one Mg-O-Li central sheet sandwiched between two Si-O-Si tetrahedral sheets.
The sheets are laterally continuous, but non-covalent bonds between them are weak,
allowing water and other molecules to enter between layers causing their expansion.
In the central sheet some divalent Mg2+ ions are randomly substituted bymonovalent
ions of Li+. An ideal chemical formula of Lap is

Na+α[Mg6−αLiαSi8O20(OH)4], (15.1)

http://www.hemmelrath.de
http://www.eckart.net
http://www.kremer-pigmente.com
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Fig. 15.1 Schematic drawing of the structure of Lap particle with the formula of
Na+α[Mg6-αLiαSi8O20(OH)4]. The platelet has the thickness of ≈0.92 nm and diameter ranging
from 20 to 30 nm [26, 27]. The distance between particles, d001, depends upon the water contents
and in dry state d001 ≈ 1.02 nm [28]. Here α is the degree of the isomorphous substitution of Li+

for Mg2+, n is the number of unit cells in the single Lap platelet, –αn is the total negative charge of
the both faces. Typically, one Lap platelet includes approximately n = 1100 ± 100 unit cells [29]

where α is the degree of the isomorphous substitution of Li+ for Mg2+.
This substitution results in appearance of the net negative charges on the basal

faces that are compensated by cations in the interlayer space (e.g., the sodium ions,
Na+). In practice, some positions may be empty and in general case the empirical
formula is

Na+α[MgβLiγSi8O20(OH)4], (15.2)

where α = 0.8, β = 5.4 and γ = 0.4 [31] or α = 0.7, β = 5.5 and γ = 0.3 [32]. For
ideal structure without empty places β + γ = 6.

In the aqueous media, interlayer cations are released and Lap platelets have
a strongly negatively charged faces. The edges of Lap platelets carry amphoteric
hydroxyl groups such as Mg–OH (predominantly), Si–OH, and Li–OH. The edge
charge depends on the acid–base behavior of these groups and changes from positive
to negative at isoelectric point, associated with the hydrous oxides [33]. For Mg–OH
groups an isoelectric point is localized around a pH of 12 [33, 34].
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15.2.1 Grades of Lap

The different types of Lap products (grades) are commercially available [35]. Table
15.1 presents some popular grades of Lap. All the grades can be readily dispersed
in water under intensive agitation. The grades can be classified according to their
gel-forming or sol-forming (temporal and permanent) properties. Lap grades display
different colloidal stability and rheological properties. The benefits/limitations of
different Lap grades have been recently discussed [10, 14]. For example, the gel-
forming grades LapRD and LapXLG produce thixotropic gels even at small concentra-
tion of Lap in water starting from concentration of C ≈ 2 wt%. The LapRD grade is
the most popular and frequently used in different applications for rheology control
in surface coatings, household products, and other industrial fields. The LapXLG
grade is used in personal care and cosmetic applications, particularly for preparation
of emulsions, lotions and creams. The special purposes high-purity personal care
grades LapD and LapXL21 were developed for cosmetic and medical applications.

The sol-forming grades (with characters “S” in the grade names) include peptizing
agents that delay the formation of gels. The produced sol-forming grades can be of
temporary type (short-term stability) and permanent type (long-term stability).

Table 15.1 Popular grades of Lap. For more information on the products refer to the technical data
sheet presented at https://www.byk.com

Grade Description, the degree of the isomorphous substitution of Li+ for Mg2+, α, chemical
composition, CC (dry basis), and cation-exchange capacity, CEC (measured in moles
of electric charge)

Gel-forming

LapRD
LapXLG

The RD (Readily dispersible) and XLG grades are chemically identical. The
chemical composition of the LapRD grade can include insignificant amount of Fe, Al,
K, and Ca as chemicals impurities [36]. A personal care grade LapXLG is a purer
grade with certified low heavy metal and low microbiological content
α = 0.66, CC = [SiO2: 59.5%, MgO: 215.5%, Li2O: 0.8%, Na2O: 2.8%],
CEC ≈ 0.79 mol/kg at pH 8.9 (LapRD) [36]

LapD
LapXL21

High purity personal care grades for cosmetic and medical purposes. The LapD grade
is optimized for rapid dispersion in sorbitol solution, and LapXL21 (fluorohectorite)
grade is a sodium magnesium fluorosilicate for application in skincare formulations

Sol-forming: temporal

LapRDS
LapXLS

The grades incorporating an inorganic polyphosphate peptiser (tetrasodium
pyrophosphate) Na4P2O15
α = 0.7, CC = [SiO2: 54.5%, MgO: 26.0%, Li2O: 0.8%, Na2O: 5.6%, P2O5: 4.4%],
CEC = 1.04 mol/kg. The grades are optimized for enhancing the dispersion of
platelets in highly polar solvents including aqueous solutions

Sol-forming: permanent

LapS482 The grade incorporating a patented dispersing agent (1-hydroxyethylidene)
bisphosphonate, C2H4Na4O7P2. At concentration of 25% it remains free flowing for
up to 1 year
α = 0.7, CC = [SiO2: 54.5%, MgO: 26.0%, Li2O: 0.8%]

https://www.byk.com
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The temporal sol-forming gels LapRDS and LapXLS grades include inorganic
peptiser. Dissociation of peptiser produces tetravalent anions (P2O7

4-) that neutralize
the rim positive charges and attenuate attraction between the Lap edges and faces [29,
34]. The peptizing agent can prevent gel formation. For these grades, at concentra-
tion of 10 wt%, highly-stable and low-viscous suspensions are formed in 24 h. Upon
electrolyte addition, the highly thixotropic gels are formed rapidly. The grades are
recommended for use in formulations with low contents of free water. The LapRDS
is the general-purpose grade and the LapXLS is the similar high purity-personal care
grade certified low heavy metal and low microbiological content.

The permanent sol-forming grade LapS482 are based on the special dispersing
agent tetrasodium (1-hydroxyethylidene) bisphosphonate (C2H4Na4O7P2) that act
by the same mechanism as sodium pyrophosphate in LapRDS and LapXLS grades.
This grade allows forming highly stable and colorless colloidal suspensions (sols)
that can be used for preparation of electrically conductive, antistatic and barrier films.

Note that all sol-forming grades can be rapidly transformed into highly thixotropic
gels after addition of small quantities of electrolyte.

15.2.2 Properties of Lap

The most investigated variety in different studies is a general-purpose grade LapRD.
In a dry state, the bulk density of LapRD powder is 1 g/cm3, while the particle density
is 2.53 g/cm3 [35]. The specific surface area, S, determined in the dry state by nitrogen
adsorption was 330 m2/g and the total value of S of the completely exfoliated LapRD
particles was estimated as S = 930–970 m2/g [26]. In powder state, Lap platelets
are grouped in parallel crystallite microdomains. Scanning electron micrographs of
LapRD powders revealed presence of large micrometer agglomerates (with size up to
500 μm) with irregular size and shape [37].

The Lap particles are highly hygroscopic and they can easily adsorb atmospheric
moisture. The distance between Lap particles, d001, in powders stored in atmospheres
at different relative humidity,RH, was studied usingX-ray diffraction (XRD)method
[38].

Lap powders show rather broad XRD patterns due to the small size and low
crystallinity of the Lap platelets (see inset in Fig. 15.2). The reflection at ≈5–12°
was attributed to (001) crystal plane or the basal interlayer spacing filled with water
(d001) and the peak at 60.9° (d060 = 0.152 nm) confirms the trioctahedral character of
the Lap [39]. For completely dehydrated Lap the value d001 equal to 1.02 ± 0.02 nm
was estimated.

The size andmorphology of LapRD particleswere studied using sedimentation and
light scattering techniques [26], atomic force microscopy (AFM) [27], and transmis-
sion electron microscopy (TEM) [40]. The AFM study revealed an elliptical shape of
LapRD particle morphology with mean lateral dimensions of 24.0 ± 6.9 nm and 16.8
± 4.9 nm [27]. The photon correlation spectroscopy was used to estimate a particle
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Fig. 15.2 Interlayer spacing, d001, and equilibriummoisture content,weq, versus relative humidity,
RH (adapted from the data presented in [38]). Inset shows X-ray diffraction patterns of LapRD
conditioned under different RH (reprinted with permission from [38])

diameter, which was approximately 18.4 nm and an aspect ratio which was in the
range of 20–21 [26].

TEM images of LapRD evidenced of plate-like particle morphology, 20–30 nm
in diameter [40]. The process of exfoliation Lap in water includes the swelling and
dispersion of Lap tactoids with formation of platelet aggregates [42]. In aqueous
suspensions the size distributions depend on pH and concentration of particles, C,
and time of exfoliation process [43–45]. The exfoliation is a long-term process and
even in diluted suspensions (0.1–0.2 wt%) it takes more than 5 h [46]. Figure 15.3
presents an example of the particle size distribution, measured by dynamic light
scattering (DLS), for 1 wt% Lap (the pH is about 9.8) aqueous suspension [41]. The
results evidenced the presence of individual platelets and small aggregates with sizes
ranging between 5 and 100 nm. At relatively high concentration (above 1.5 wt%) a
substantial fraction of the platelet aggregates was observed [47].

The Lap, dispersed in water, acts as a base, and the resulting pH and electrical
conductivity, σ , increase with the concentration of Lap,C (Fig. 15.4a). The electroki-
netic potential, ζ , (absolute value) increases with pH and depends on C (Fig. 15.4b)
[48, 49]. In alkaline media the estimated values of ζ-potential were ≈−52 mV [50,
51], ≈−40–45 mV [52], ≈−58 mV [53], ≈−45 mV [54].

The estimated charges of one Lap platelet in deionized water (0.05–0.2 wt%) are
≈−500e and ≈+50e (here, e is elementary charge) for faces and edges, respectively
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Fig. 15.3 Particle size
distribution for 1 wt% Lap
(the pH is about 9.8) aqueous
suspension (adapted from
the data presented in [40])

101 102 103 104
0

5

10

15

20

25

30

35

40

D, nm
F

C=1 wt%

Fig. 15.4 a pH and
electrical conductivity, σ ,
versus LapRD concentration,
C, in water (adapted from the
data presented in [55]).
b ζ-potential versus pH at
two different concentrations
of Lap (adapted from the
data presented in [48]
(0.0075 wt%) and in [49] (1
wt%))

10-1 100 101
7.5

8

8.5

9

9.5

10

10.5

102

103

C, wt%

pH

σ,
μS

/c
m

a)

2 3 4 5 6 7 8 9 10 11 12 13
-50

-45

-40

-35

-30

-25

-20

-15

-10

-5

0

5

pH

ζ,
 m

V

C=1.0 wt%

C=0.0075 wt%

b)

(Pawar and Bohidar, 2011)

(Au et al., 2015) 



394 O. Samoylenko et al.

Fig. 15.5 Cation-exchange
capacity, CEC, of LapRD as a
function of pH obtained
using the copper
triethylenetetramine
(Cu-trien) method (left) and
pH of the suspensions as a
function of the concentration
of added HCl or
NaOH/KOH, Ce, (right
axis). Concentration of
LapRD was 0.5 wt%. Without
pH adjustment the CEC
value was estimated to be
equal to 0.79 ±
0.01 mol/kg (adapted from
the data presented in [36])
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[56]. Negative charge on the surface of Lap can be characterized by the cation-
exchange capacity (CEC) defined as the amount of positive charge that can be
exchanged per mass of particles. Typically, CEC is measured in moles of electric
charge (e.g., moles of Na+ cations) per kilogram of Lap (mol/kg). The reported CEC
values for LapRD varied between 0.47 and 0.92 mol/kg depending on the applied
method and pH of medium [31, 57, 58]. Recently, the CEC values of LapRD were
evaluated at different pH using the Cu-trienmethod [36]. The concentration of LapRD
was fixed at 1 wt%. For the usual Cu-trien procedure, without any addition of acid or
base for pH adjustment, the CEC was measured to be equal to 0.79 ± 0.01 mol/kg.
The value of pH was adjusted by addition of HCl or NaOH/KOH. The increase in pH
from 6 to 13 resulted in increase the CEC value from 0.25 to 1.5 mol/kg (Fig. 15.5).
The significant CEC increase at pH > 10 was explained by the deprotonation of the
silanol edge sites.

In aqueous solutions theLapRD is chemically unstable due to dissolution ofmagne-
sium (below pH 9) or silica (above pH 10) [31, 59]. For example, in acidic conditions
at low pH, the following scheme was proposed for dissolution of LapRD and release
of Mg2+

Na+0.7[Mg5.45Li0.4Si8O24H4
] + 12H+ + 8H20 → 0.7Na+ + 8Si(OH)4 + 5.45Mg2+ + 0.4Li+ (15.3)

The significant dissolution in inert conditions (in nitrogen atmosphere)was explained
by absence of acidic environment stimulated by adsorption of the atmospheric CO2

[59]. At low concentration of Lap (below 1.7 wt%) the leaching of magnesium
ions was observed even at pH above 10, but it was absent at 2.8 wt% Lap [33].
The stabilizing effects against degradation were explained by the importance of
the concentration of sodium ions in suspensions, and the similar effects were also
observed with externally added salt (NaCl) [32].
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15.2.3 Modified Lap

Modification of Lap structure allows fine regulation of different properties of
Lap platelets, their dispersibility, surface charge, colloidal stability and affinity
toward biomolecules. Lap includes different types of active sites such as the inter-
layer, surface, edge and inter-particle sites [21]. Existing methods of modification
include acid activation, intercalation, modification with organic molecules, covalent
functionalization, grafting, and pillaring.

15.2.3.1 Acid Activation

Acid activation in hydrochloric (HCl) or sulphuric (H2SO4) acids is frequently used
to prepare acid-activated Lap (LapA) [60]. During acid activation, the protons can
penetrate into the Lap layers and attack the structural OH-groups.

The properties of the final products depend on the extent of acid activation (partic-
ularly, on type and concentration of acid, time of activation, temperature etc.) [63].
The mild acid treatment results in protonated products [64, 65], whereas the strong
acid treatment, with severe attacks of the oxygen sites results in connection of the
octahedral and tetrahedral sheets on the edge of the faces and partial damage of the
structure [60, 66]. Acid treatment can affect the overall negative charge, specific
surface area, and average pore volume [60, 63, 67, 68]. Moreover, acid activation
can be used as a pretreatment method for further modification of composites with
organic or inorganic cations, and macromolecules [69].

The transformations of LapXLS structure under acid activation for 12 h have been
studied using XRD method under mild [61] and strong [62] acid treatments with
hydrochloric and sulfuric acids, respectively (Fig. 15.6). Under the mild treatment
in hydrochloric acid (≈0.29 wt% suspension of Lap in 0.57 wt% HCl solution)
the platelet crystallinity (observed at higher angular range, 2θ > 15°) was mainly
retained (Fig. 15.6a) [61]. The position of reflection d001 related to the basal inter-
layer spacing filled with water for pristine Lap and LapA were approximately the
same. The higher sharpness of the peak for LapA was attributed to the increased
gallery gap and ordering in the Lap upon acid activation [70–72]. Under the strong
acid treatment for 12 h in sulfuric acid (4 wt% suspension of Lap in 6–18wt%H2SO4

solution) the Lap crystallinity observed in XRD patterns was lost and the transfor-
mation into the amorphous products was observed (Fig. 15.6b). The same conclusion
was made based on analysis of the FTIR spectra [62]. Samples of LapA have been
tested for preparation of cross-linked hydrogels [62] and LapA-Nafion composite
membranes for fuel cells [61]. The hydrogels cross-linked with LapA have demon-
strated better swelling properties and higher mechanical strength [62]. Incorporation
of LapA to Nafion improved the proton conductivity of the composites compared to
the unmodified Nafion, and improved the mechanical properties, thermal stability,
and water uptake [61].



396 O. Samoylenko et al.

Fig. 15.6 Examples of XRD
patterns of Lap (grade XLS
containing pyrophosphate
based peptizer, Table 15.1)
and acid-activated LapA.
a Mild treatment in
hydrochloric acid (≈0.29
wt% suspension of Lap in
0.57 wt% HCl solution for
10 h) [61]. b Strong
treatment in sulfuric acid
(4% suspension of Lap in 6
wt% (S3), 10 wt% (S5), 14
wt% (S7) and 18 wt% (S9)
solutions of H2SO4 for 10 h)
[62] (reprinted with
permission from [61] (a) and
[62] (b))
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15.2.3.2 Organo-Modification

In aqueous systems, the positively charged polar parts of cationic surfactants can
strongly interact with negatively charged faces of Lap platelets. The adsorption of
surfactant molecules on Lap platelet leads to the coverage of its surface by the
hydrophobic shells and formation of so-called organo-modified LapO products. The
different types of cationic surfactants such as hexadecyltrimethylammoniumbromide
(CTAB) [53, 73], hexadecyltrimethylammonium chloride [74], dimethyldioctadecy-
lammonium bromide [75], dioctadecyldimethylammonium chloride [76], Brij-35
[77], and many others have been used to study their interactions with Lap and prepa-
ration of LapO. At relatively small concentrations of surfactant the Lap suspensions
were stable [74, 78] and Lap-surfactant complex retained platelets morphology [73].
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However, at high concentrations of surfactant and strong neutralization of the anionic
charge of Lap, the aggregation of particles and overcharging of the Lap surface were
observed [53, 74, 78]. For example, in 2.0 wt% suspension the ζ -potential of Lap
platelets changed the sign from negative to positive at CTAB concentration of ≈1
CEC and after it was increasingwith further increase in theCTABcontent [53].Deco-
ration of Lap by CTAB increased hydrophobicity [79] and noticeably influenced the
surface charge of Lap platelets [80]. The organo-modification also helps to increase
the interlayer spacing in Lap products. In the presence of CTAB, the faces of Lap
became patchy and covered by hydrophobic spots. These spots strongly interact with
each other and form hydrophobic contacts (H bonds). In aqueous systems, realiza-
tions of perpendicular edge-to-face contacts (T bonds), parallel face-to-face contacts
between hydrophobic spots (H bonds), and mixed T & H bonds were demonstrated
[79].

Typically, the preparation procedures of LapO [76, 81, 82] include tempera-
ture incubation of a mixture of Lap and ionic surfactant in water [83, 84] or in
water/propanol solution [75, 85] for several hours. The quantity of surfactant corre-
sponds to the required surface coverage accounting for the CEC value of Lap. Then
the treated Lap platelets are purified by repeated washing and dried (lyophilized).
The incubation is done at room [75, 85–87] or at elevated (233–253 K) [76, 83, 84,
88–90] temperatures. The incubation temperature can noticeably affect the properties
of LapO–doped composite. For example, the better exfoliation in liquid crystalline
composites for LapO prepared at room temperature as compared with LapO platelets
prepared at elevated temperatures was observed [91]. More details on preparation of
LapO can be found elsewhere [89, 91, 92].

In some works the modifications of the edges of Lap with anionic surfactants,
like sodium dodecyl sulfate (SDS) [55] or sodium polystyrene sulfonate (PSS) [93]
were reported. The addition of SDS or PSS resulted in significant acceleration of
aging dynamics [55, 93]. Moreover, the addition of PSS induced the transition from
a homogeneous Wigner glass state to a gel network with a fractal structure [93].
Formation of cationic/anionic mixed surfactant bilayers on Lap was also reported
[94]. The Lap particleswere covered by cationic surfactant (cetylpyridiniumbromide
or dioctadecyldimethylammonium chloride) and then anionic surfactant SDS was
added.

Hybrid Lap-phenothiazine (PTZ) material has been synthesized [95]. The
aromatic amine PTZ and its derivatives could be used in pharmacology and
biomedicine as inhibitors, antioxidants, antifungal, and antibacterial agents [96].
Formation of different charge-separated states was observed in Lap-PTZ hybrids
depending on the procedure of synthesis [95]. PTZ can penetrate into the Lap inter-
layer space and stabilized as a dication. The effects of confinement on the structure
and mobility of adsorbed and intercalated PTZ species were demonstrated.

Organic–inorganic hybrids based on LapRD and phthalocyanine (Pc) dyes have
been synthesized [97, 98]. Pc dyes are photosensitizers, capable of generating highly
toxic singlet oxygen. However, the high hydrophobicity and poor solubility in water
reduce their effectiveness. For example, prepared organo-modifiedhybrid ofLapwith
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aluminum hydroxide Pc (C32H17AlN8O) showed remarkable solubility and photo-
physical performance in water [97]. The hybrids of Lap with copper (II) Pc are also
formed stable aqueous suspensions. These materials can be used in photodynamic
therapy for the treatment of cancer and infectious diseases.

Promising Lap-dye hybrid materials with high fluorescence have been synthe-
sized [99]. Ten different neutral and cationic fluorophores from perylene, coumarin,
merocyanine, cyanine, and xanthene classes were tested. The prepared Lap-dye
hybrids can be promising as nanoscale fluorescent reporters and optical probes for
the bioimaging of pathogenic changes or disease-related biomarkers.

15.2.3.3 Covalent Functionalization

Covalent functionalization of Lap allows preparation of multifunctional Lap-based
materials with improved dispersing properties in water, organic solvents, and in
nonpolar polymers. Lap has many reactive hydroxyl groups in form of Si–OH and
Mg (Li)–OH on the edges and in the form of Mg–OH or Li–OH inside the layer
that can chemically react with alkylsilane generating new Si–O bonds [36]. Such
covalent functionalization or grafting by silylation was used to prepare the edge
modified LapSi [72]. Table 15.2 shows popular silane coupling agents (with their
abbreviations (Abbr) and formulas) used for preparation of LapSi.

As an example, a condensation reaction with mono- and trifunctional alkoxy
silanes was used to prepare covalently functionalized LapSi [72]. APTMS, APMES,
and TMPSwere attached to Lap via condensation reactions, and were further reacted
to yield attached methacrylate, benzophenone, and tertiary bromine groups. Binding
mechanisms of silanes to Lap were explained by formation of covalent and ionic

Table 15.2 Popular silane coupling agents used for preparation of edge modified LapSi

Abbr Name Formula Ref.

APTMS (3-aminopropyl) trimethoxysilane C6H17NO3Si [72]

APMES (3-aminopropyl) dimethylethoxysilane C7H19NOSi [72, 100]

APTES (3-aminopropyl) triethoxylsilane C9H23NO3Si [101]

MPMDS (3-mercaptopropyl) methyldimethoxysilane C6H16O2SSi [102]

DMES Dimethylethoxysilane C4H12OSi [103, 104]

DMMOS Dimethylmethoxyoctylsilane C11H26OSi [105]

TMMS Trimethoxymethylsilane C4H12OSi [104]

TMES Trimethylethoxysilane C5H14OSi [106]

TMPS Trimethoxypropylsilane C6H16O3Si [72]

TMOS Trimethoxyoctylsilane C11H26O3Si [107]

γ-MPDES γ-methacryloxypropyldimethyl-methoxysilane C10H22O3Si [108]

γ-MPTMS γ-methacryloxypropyl-trimethoxysilane C9H20O5Si [108]
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bonds, as well as physical adsorption. LapSi materials demonstrated improved prop-
erties and can be potentially used in polymer composites. LapSi-based compos-
ites demonstrated improved mechanical properties and decreased flammability at
relatively low loadings.

MPMDS was grafted as a linker to the rims of Lap for the subsequent covalent
functionalization with of a rare earth β-diketonate complexes, co-coordinated with
epoxy-functional phenanthroline (Eu (ttfa)3 epoxiphen) that is an efficient lumines-
cent material [102]. The Lap-based hybrid materials can be used as biomarkers in
bioassays and they have interesting applicatory potential, e.g. in biophotonics.

The mechanisms of edge modification of Lap with the DMES [103], DMMOS
[105], TMES [106], and TMOS [107] were discussed. Particularly, it was demon-
strated that silylation of Lap can greatly enhance the intercalation rate of bulky and
hydrophobic drug ITA (Table 15.3) without significant effects on the crystal structure
and uptake capacity of LapSi [107]. XRD measurements proved that the silane is
bonded onto the surface of the silicate with penetration into the gallery space [106].
LapSi (DMES) particles uniquely combined the Pickering effect with amphiphilic
properties similar to the surfactant [103]. These amphiphilic platelets were used for
preparation of very stable Pickering emulsions stabilized by solid particles.

Combined modification of Lap by ammonium surfactant and/or covalently bound
poly(methyl methacrylate) (PMMA) was tested [109]. The polymer attachment was
performed via reaction of a methacrylate compound with the Lap silanol group.
The PMMA-modified Lap were highly dispersible in organic solvents and prepared
composites were optically transparent and homogeneous. Effect of edge-modified
LapSi (TMMS) and LapSi (DMMOS) on gelation behavior in suspensions was
studied [104]. Gelation of LapSi (TMMS) was very similar to that of pristine Lap,
but in contrast, LapSi (DMMOS) gelled more rapidly compared to Lap, and formed
weak, turbid gels. The effects were explained by the differences in stacking of Lap
and LapSi platelets. Lap materials functionalized by γ-MPDES and γ-MPTMSwere
also used for applications in emulsion polymerizations [108, 110]. LapSi platelets
were used as seeds for synthesis of polymer composite latex particles [108].

In some works APTES has been used as grafting agent to promote interfacial
behavior of Lap [101, 111, 112]. Such amino functionalization results in the forma-
tion of Si–O–Si covalent bonds between the hydrolysable alkoxy groups of APTES
and hydroxyl groups located on the Lap edges. LapSi (APTES) particles can provide
durable immobilization of organic molecules of biological interest via hydrogen
bonds with organosilane functional groups, or hydrophobic and electrostatic inter-
actions with surface of Lap [101]. LapSi (APTES) was used for preparation of
alginate and alginic acid polysaccharide composites [111]. Covalent functionaliza-
tion increased thermal resistance of composites. Some examples of biological and
environmental applications of amino functionalization has been recently reviewed
[112].
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Table 15.3 Therapeutic effects and other characteristics of some pharmaceutical molecules

Drug Therapeutic effects and other comments Molecular weight,Mw, and solubility in
water at ambient temperature, Cw

DOX Doxorubicin is used in therapeutics as a
hydrochloride salt. It is composed of
hydrophobic (adriamycinone) and
hydrophilic (daunosamine) groups [118]
and has a high chemotherapeutic activity
against different types of solid and liquid
tumors [119]

Mw≈ 580 g/mol
Cw≈ 50 mM (≈30 g/L)

AMX Amoxicillin is a penicillin-type antibiotic
for treatment a variety of bacterial
infections, such as ear infections, bladder
infections etc. In solution, it exists in
different ionic forms [120] depending on
the pH of the medium [121]

Mw≈ 365.4 g/mol
Cw≈ 2.4 g/L (pH 5.6)
Cw≈ 8.5 g/L (pH 15.6)

DEX Dexamethasone is a corticosteroid
anti-inflammatory medication that used for
treatment of inflammation (swelling),
blood/hormone/immune system disorders,
eye disease, arthritis, allergic reactions,
skin conditions, COVID-19, certain
cancers etc. [122]

Mw≈ 392.5 g/mol,
Cw≈ 0.1 g/L

TTC Tetracycline is a broad-spectrum
naphthacene antibiotic used in the
treatment and prevention of bacterial
infections, antimicrobial agent, an
antiprotozoal drug, and a protein synthesis
inhibitor in Escherichia coli metabolism
[123]

Mw≈ 444.4 g/mol
Cw≈ 0.311 g/L (base)
Cw≈ 115.8 g/L (hydrochloride)

ITA Itraconazole is an antifungal medication
that is used to treat infections caused by
fungus such as blastomycosis,
histoplasmosis, and aspergillosis etc. [124].
Itraconazole leads the fungal membrane
abnormalities or changes membrane-bound
enzyme activity. Itraconazole poses low
bioavailability due to its low solubility in
water. The aqueous solution of itraconazole
at concentration of 5 g/L requires the
addition of 5% cyclodextrin solution

Mw≈ 705.6 g/mol
Practically insoluble

SRA Strontium ranelate (a strontium (II) salt of
ranelic acid) is a medication for
osteoporosis [125]. It acts as a “dual action
bone agent” and demonstrates increasing
the deposition of new bone by osteoblasts
and decreasing the resorption of bone by
osteoclasts

Mw≈ 513.5 g/mol
Cw≈ 3.7 g/L

(continued)
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Table 15.3 (continued)

Drug Therapeutic effects and other comments Molecular weight,Mw, and solubility in
water at ambient temperature, Cw

MTX Methotrexate is a chemotherapy, an
antimetabolite and antifolate agent with
antitumor and immunosuppressant
activities. It is a useful treatment for many
dermatologic conditions [126]. Base form
of methotrexate is practically insoluble in
water, but its disodium salt is very soluble
in water (Cw > 25 g/L)

Mw≈ 454.5 g/mol
Practically insoluble

OFX Ofloxacin is an antibiotic agent useful for
the treatment of a bacterial infections of
skin, soft tissues, urinary tract, and lower
respiratory tract including multidrug
resistant tuberculosis [127]

Mw≈ 361.4 g/mol
Cw≈ 36.02 g/L at pH 1.2
Cw≈ 1.79 g/L at pH 15.4

VCM Vancomycinis is an antibiotic agent useful
for treatment of complicated skin
infections, endocarditis, and bone and joint
infections [128]

Mw≈ 1449.3 g/mol
Cw≈ 100 g/L

LDC Lidocaine is a local anesthetic. It is used to
reduce pain or discomfort caused by skin
irritations (sunburn, insect bites, scratches,
burns etc.) [129]

Mw≈ 234.3 g/mol
Cw≈ 0.59 g/L (hydrochloride)

GCT Glucantime (meglumine antimoniate) is a
medicine agent useful for treatment of
leishmaniasis, including visceral,
mucocutaneous, and cutaneous
leishmaniasis [130]

Mw≈ 366 g/mol (varies)
Cw≈ 240 g/L

DCF Diclofenac (voltaren) is a nonsteroidal
anti-inflammatory drug available in both a
sodium and a potassium salts [131]

Mw≈ 296.2 g/mol
Cw≈ 4.82 mg/L (sodium salt)

15.2.3.4 Lap-Based Contrast Agents

Nowadays different computed tomography imaging techniques are widely used for
disease diagnosis [113]. These techniques are based on using molecular contrast
agents. For example, in conventional X-ray imaging technique iodine-based contrast
agents (e.g., diatrizoic acid (DTA), omnipaque, or iohexol) have been used. In
magnetic resonance imaging (MRI) technique the molecular contrast agents can be
divided into longitudinal T 1-positive agents (mainly gadolinium (Gd) or manganese
(Mn) agents) and transverse T 2-negative agents (superparamagnetic iron oxide
agents).

To overcome the drawbacks of existing molecular contrast agents (poor colloidal
stability, short imaging time, insufficient contrast effect, renal toxicity, nonspecificity,
etc.) different functionalization strategies for preparation of effective Lap-based
contrast agents have been developed.
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For example, Lapmodified byDTA has been tested as the iodinated contrast agent
for X-ray tomography [100]. Lap platelets were first silanized with APMES (Table
15.2) to render the particles with amine groups. Then LapSi (APMES) particles were
conjugated with DTA. The cell viability assay revealed that the LapSi (APMES) +
DTA particles were cytocompatible (in the given concentration range of 0.1–1.0 g/L)
and showed an improved imaging performance of the major organs (heart, liver, and
bladder) and a tumor model.

Magnetized LapM has been used as a contrast agent for in vivoMRI detection of
tumors [114]. LapMplatelets were prepared using a facile controlled co-precipitation
route of Fe3O4 inLap aqueous suspensions.Detailed analysis ofXRDpatterns, TEM-
images, hydrodynamic sizes and zeta potential values, and FTIR spectra evidenced
that Fe3O4 is immobilized directly on Lap platelets. The formed magnetized LapM
platelets displayed the effective uptake by tumor cells, good biocompatibility, and
shown about two-fold increase of T 2 relaxivity compared to Fe3O4. It was concluded
that LapM system has the potential for application as a versatile theranostic platform.

Dendrimer-functionalized Lap loaded with gadolinium (Gd) have been synthe-
sized for MRI applications [115]. Lap was sequentially silanized with APMES
(Table 15.2), carboxylated, and modified with G2 dendrimers. Then, the dendrimer-
modified Lap was conjugated with Gd chelator diethylenetriaminepentaacetic acid
(DTPA) and finally, LapSi (APMES)-G2-DTPA(Gd) complexes were prepared. The
designed complexes were non-cytotoxic. They have shown promising contrast prop-
erties for T 1-weighted MRI of cancer cells in vitro and animal organ/tumor model
in vivo. Moreover, high loading capacity of the Lap complexes is promising for tumor
theranostic applications.

15.3 Drug Delivery Systems

Lap-based materials have excellent ability to entrap or release organic moieties and
they have shown high efficacy for delivery of different therapeutics [116, 117].
These materials demonstrated excellent biocompatibility, stimuli responsiveness,
and sustained drug release [9]. Moreover, Lap-based materials showed outstanding
hydrolytic stability and antimicrobial properties. Selective surface modification
(covalent or non-covalent) of Lap platelets [7] allows improving degree of their
exfoliation and drug loading efficiency. The various types of Lap-based hybrids with
improved biocompatibility and prolonged bioactivity periods for applications in drug
delivery systems and regenerative medicine were developed.
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15.3.1 Examples of Pharmaceutical Molecules

The pharmaceutical medium-sized molecules typically composed of several inter-
linked aromatic cores and multiple hetero-atoms such as N, P, O, S, and F or Cl.
Various drug molecules, such as doxorubicin (DOX) and many others presented in
Fig. 15.7 and Table 15.3 have been tested in drug delivery systems based on Lap.

These drug molecules can display different therapeutic actions and bioactivities,
and their efficiency can be significantly improved using the Lap@drug platforms.
For example, DOXmolecules can be transported inside the cells via channel proteins
and their interactions with intracellular compartment result in blocking of DNA
(deoxyribonucleic acid) replication and transcription.

The DOX initiated toxicity includes formation of reactive oxygen species and
lipid peroxidation (oxidative degradation of lipids in cell membranes). However,
DOX has rather low therapeutic index and the main obstacles for its applications are:

i) development of cancer cell adaptation and resistance to DOX action;
ii) decreased drug uptake;
iii) increased drug efflux;
iv) strong binding tendency of DOX with cellular macromolecules.

To overcome these problems the increased DOX doses are required. However, the
fast diffusion of DOX and its accumulation in normal cells can have numerous cyto-
toxic effects on normal cells and healthy tissues during the treatment. Commonly,
DOX treatment can result in different post-treatment debacles (cardiomyopathy,
heart failure, weakening of the immune system, and other health disorders) [132].
Moreover, the reversal of tumor and formation of secondary (metastatic) tumors
are possible. The similar problems exist with applications of other pharmaceutical
molecules [133, 134]. To overcome these problems different Lap-based platforms
have been fabricated and their therapeutic efficacies have been tested. The existing

Fig. 15.7 Molecular structures of some pharmaceutical molecules tested in drug delivery systems
based on Lap platelets: DOX (doxorubicin), AMX (amoxicillin), DEX (dexamethasone), TTC
(tetracycline), ITA (itraconazole), SRA (strontium ranelate),MTX (methotrexate),OFX (ofloxacin),
VCM (vancomycinis), LDC (lidocaine), GCT (glucantime), and DCF (diclofenac or voltaren)
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Fig. 15.8 Examples of drug delivery systems on Lap-based platforms: a restricted transport in
Lap barrier hydrogel networks [135]; b Lap@drug platforms adhered to the cellular membrane or
internalized inside cell [40]; c DOX-encapsulated vesicle with Lap particles inside vesicular walls
for controlled release of drug [137]

platforms account for the aqueous solubility of pharmaceutical molecules, mecha-
nisms of their therapeutic actions, possibility of fine regulation of the aggregation of
drug-bearing particles, their localized delivery to the target sites, regulation of drug
release rate (sustained drug release) and their temperature and pH-dependence, possi-
bility of targeted transport of multiple drugs, cytocompatibility, and physiological
stability.

The drug molecules can be trapped in Lap-based materials in different ways,
including the cooperation between Lap and drug at the nanoscale (e.g., by physical
absorption or covalent attachment to the Lap surface, intercalation between Lap
lamellae etc.), or incorporation of drug into three-dimensional hydrogel networks or
networks formed by Lap at the microscale [116].

The different ways of drug delivery can be achieved using Lap-based platforms.
Some of themare presented in Fig. 15.8. Inside theLap barrier hydrogel networks, the
interlayer diffusion and delivery properties may be significantly affected by distribu-
tion of Lap particles in the networks (Fig. 15.8a) [135]. The interaction of individual
drug-loaded Lap particles or their aggregates with biological cells can be achieved
in different ways [40]. The Lap-based platforms can be adhered on cell surface
(membrane) or internalized inside biological cells (Fig. 15.8b). The strong electro-
static interaction of the positively charged edges of Lap platelets with negatively
charged cell membranes was suggested [136]. Through these cationic edges, the
platelets can pass through the membranes and destabilize the entire membrane struc-
ture. In vesicular system controlled release of DOX can be limited by Lap particles
incorporated inside the walls with thickness of 30 nm [137] (Fig. 15.8c).

15.3.2 Nanoscale Drug Delivery Systems

The nanoscale Lap platforms are based on ability of Lap particles to accumulate drug
molecules on their surface. For example, the DOX hydrochloride salt (DOX·HCl) is
highly soluble in water. In aqueous suspension the DOX molecules are attracted
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to Lap by strong electrostatic interactions, and at high DOX concentration, the
hydrophobic parts of DOX cover the Lap surface, i.e., hydrophobization occurs. The
DOX has been most frequently used for testing efficacy of Lap-based drug delivery
platforms (Table 15.4). Different types of drug delivery platforms were fabricated
(Fig. 15.9).

In the pioneering experimental works [138, 139], the simple single drug
Lap@DOX platforms (Fig. 15.9a) have been studied. It was demonstrated that
hydrophobization induces the aggregation of Lap@DOX particles. Estimated hydro-
dynamic size for pristine Lap particles was≈31 nm as comparedwith size of≈98 nm
for Lap@DOX hybrid particles (at DOX/Lap weight ratio of 1/6). The observed

Table 15.4 Lap-based DOX-loaded therapeutic platforms fabricated by different methods

Type of platforms and therapeutics Comments Ref.

Lap@DOX
Single drug

The drug release was faster at acidic pH condition (pH = 5.4) than at
physiological pH condition (pH 15.4). The enhanced antitumor efficacy
was explained by higher cellular uptake of hybrides as compared to free
DOX

[138]

Lap@DOX
Single drug

Platform demonstrated an exceptionally high DOX loading,
biocompatibility, and ability to be cleared out of body at 45 days post
treatment

[139]

(LapXLG@DOX) @MTX
Dual drugs

A combinative way for drug delivery was tested. The encapsulation
efficiencies were ≈85% for DOX and ≈80% for MTX. Platforms
allowed a sequential release of the loaded drugs with a rapid initial
release of MTX which was followed by a slow release of DOX for
120 h. The acceleration of drug release under acidic pH and upon
heating was observed. The human liver cell line (HepG2) was used in
intracellular drug accumulation tests

[140]

LapRDS@DOX +
(PEG-PLA)
Single drug
One-layer shell

Platforms demonstrated improved cytocompatibility, stability,
sustainability under physiological conditions, and pH-responsive release

[141]

LapXLG@DOX +
PVP
Single drug
One-layer shell

The functionalization with poly(N-vinylpyrrolidone) (PVP) improved
colloidal stability and drug loading capacity of the platforms. Enhanced
pH- and thermosensitive drug release as compared to the PEG-modified
Lap@DOX platforms was also observed

[148]

LapRDS@DOX +
(oHA-APBA)
Single drug
One-layer shell

Lap@DOX was assembled with oligomeric hyaluronic
acid-aminophenylboronic acid (oHA-APBA) copolymer. The
satisfactory drug encapsulation efficiency (>80%) was observed. The
in vitro studies demonstrated the sustained and acid-dependent DOX
release from the platforms. The fabricated platforms can be used as
effective targeted delivery systems for breast cancer therapy

[143]

(LapXLG@DOX + PVP)@MTX
Dual drugs
One-layer shell

Lap@DOX was decorated with a hydrophilic poly(N-vinylpyrrolidone)
(PVP) and then outer layer was loaded with methotrexate (MXT).
Proposed combinative approach can be useful for co-delivery of various
drugs to cancer cells

[144]

LapXLG@DOX +
(PAH/PSS)
Single drug
Multilayer shell

The electrostatic layer-by-layer self-assembly approach was used to
cover the Lap@DOX particles by n layers (n = 1–6) of cationic
poly(allylamine) hydrochloride and anionic poly(sodium styrene
sulfonate) (PAH/PSS) polyelectrolytes. The platforms allowed a
fine-tuning of the extension of drug release at neutral and acidic pH

[146]

(continued)
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Table 15.4 (continued)

Type of platforms and therapeutics Comments Ref.

Lap + (PEG-PLA)
+ PEI(Au0) + HA@DOX
DOX-Au0 combination
Multi-layer shell

Multilayer theranostic platforms for computerized tomography imaging
and chemotherapy have been fabricated. Lap particles were covered by
amphiphilic poly (ethylene glycol)–poly(lactic acid) diblock copolymer
(PEG-PLA) and then conjugated with polyethylenimine (PEI). These
templates were embedded by zerovalent gold nanoparticles (Au0) and
modified by hyaluronic acid (HA). Finally, DOX was loaded. Formed
platforms demonstrated decreased level of negative side effects of DOX
and inhibited cancer cells over-expressing CD44 receptors. The
platforms can be also used as a targeted contrast agent for computerized
tomography imaging of tumors

[147]
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Fig. 15.9 Schematic presentation of different drug delivery platforms fabricated in aqueous suspen-
sions of Lap. Platforms without cover shells: a single drug Lap@DOX platform [138, 139]
and b dual-drug (Lap@DOX)@MTX platform [140]. Platforms with cover shells: c one-layer,
d two-layer, and e multilayer

DOX loading efficiency was rather high (≈98%). The obtained Lap@DOX plat-
forms demonstrated pH-dependent release profiles of DOX. For example, the DOX
was released at increased rate under acidic pH microenvironments (mimicking solid
tumor and endo-lysosomal compartments). The dependence on pH was attributed to
the different hydrophilicity of the DOX drug under different pH conditions. It was
demonstrated that Lap@DOX platforms enable an enhanced cellular internalization
ofDOX. They have enhanced in vivo antitumor efficacy, demonstrated a low systemic
toxicity, and were considered as a promising systems for tumor therapy applications
[139].

Dual-drug platforms with hydrophobic core Lap@DOX covered by supplemen-
tary hydrophobic drug MTX have been also developed (Fig. 15.9b) [140]. The dual
platforms (Lap@DOX)@MTX allowed a rapid initial release of MTX, followed by
a slow release of DOX for up to 120 h. These platforms can be useful to improve
therapeutic accumulation of drugs in cancer cells.

However, the low colloidal stability of simple hydrophobic hybrids can limit their
clinical applications. The stability can be increased by using the hydrophilic cover
or protecting shells. For example, in simple one-layer shell platform (Fig. 15.9c)
the colloidal stability of Lap@DOX platforms was enhanced by functionalization
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of their surface with an amphiphile poly(ethylene glycol)–poly(lactic acid) diblock
copolymer (PEG-PLA) [141]. In this platform, the hydrophobic block of copolymer
acts as an anchor, which binds to the surface of drug-loaded Lap@DOX particles.
The hydrophilic PEG block forms the protective layers that improve the colloidal
stability. Application of cover shell also allows preventing the burst release of
drug. One-layer shell platforms, based on alginate [142] or oligomeric hyaluronic
acid-aminophenylboronic acid copolymer [143], were also synthesized. Fabricated
dual-drug (DOX + MTX) platforms with one-layer shell of hydrophilic poly (N-
vinylpyrrolidone) demonstrated sequential therapeutic delivery and good colloidal
stability [144].

In recent years layer-by-layer platforms for drug delivery became very popular
[145]. For example, the single drug two-layer shell platforms were produced by
sequential covering of Lap@DOX particles by cationic poly(allylamine) hydrochlo-
ride and anionic poly(sodium styrene sulfonate) polyelectrolytes [146] (Fig. 15.9d).
These platforms can be effectively internalized by cells. In another approach, three-
layer shell platforms doped by DOX with imbedded gold nanoparticles were fabri-
cated (Fig. 15.9e) [147]. The produced platforms displayed a high drug loading
efficiency, good colloidal stability, and pH-sensitive profiles.

Table 15.5 presents examples of drug platforms based on silanized LapSi platelets.
In these platforms, the LapSi (APMES) platelets (Table 15.2) have been chemically
modified (conjugated) with different bioactive substances (e.g., folic acid, hyaluronic
acid, D-α-tocopheryl poly(ethylene glycol) succinate, etc.) and loaded with drugs
[101, 149–153]. The platforms were pH-responsible and demonstrated the improved
drug loading efficiency (≈85–98%), good biocompatibility, good colloidal stability,
and exhibited targeted anti-tumor effects. In some cases, applied approach allowed
overcoming the multidrug resistance of tumor cells.

Examples of others (non-DOX) Lap-based therapeutic platforms are presented in
Table 15.6.

15.4 Medical Lap-Based Hydrogels

15.4.1 Types and General Properties of Hydrogels

Polymers in addition to be widely used in our daily lives, also found their applica-
tion in science, medicine, and engineering. Biopolymers such as polysaccharides,
proteins, and nucleic acids are the basis of all living organisms. Synthetic polymers
such as rubber, polyethylene, polypropylene, polystyrene, polyamides, polyesters,
polyurethanes, and plastics are produced in millions of tons and are widely used in
industry. The properties of polymers vary in a wide range depending on polymer
application. For biomedical applications, polymers should have the inherent specific
set of properties – a combination of polymer biocompatibility, three-dimensional
hydrophilic structure, ability to retain shape, and mechanical properties similar to
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native tissues. The most suitable polymer-based systems for biomedical application,
which meet those requirements, are hydrogels – three-dimensional spatially cross-
linked hydrophilic polymers [162]. In addition, hydrogels are characterized by the

Table 15.5 Therapeutic platforms based on silanizedLapSi platelets. Lapwas preliminary silanized
using APMES (Table 15.2) to endow them with abundant surface amine groups (–NH2). The
resulting LapSi (APMES) particles were further conjugated with different substances and loaded
with drugs

Type of platforms and therapeutics Comments Ref.

LapSi + FA@DOX LapSi was conjugated with folic acid (FA).
Platforms were able to specifically target
cancer cells overexpressing high-affinity FA
receptors

[149]

LapSi + HA@DOX LapSi was conjugated with hyaluronic acid
(HA). Platforms demonstrated good
biocompatibility and exhibited targeted
anti-tumor effects against human epithelial
(HeLa) cell over-expressing CD44 receptors

[150]

LapSi + TPGS@DOX LapSi was conjugated with D-α-tocopheryl
polyethylene glycol 1000 succinate (TPGS)
(P-glycoprotein inhibitor). Platforms displayed
good colloidal stability and a high DOX
encapsulation efficiency. In vitro experiments
evidenced the efficient drug delivery into
DOX-resistant MCF-7/ADR cells (the
multidrug-resistant breast cancer cell models)
and the inhibition of proliferation of cancer
cells

[151]

LapSi + EG-LA@DOX
LapSi + mPEG-COOH@DOX

LapSi was conjugated with poly(ethylene
glycol)-linked lactobionic acid (PEG-LA) or
PEG monomethyl ether with one carboxyl
terminal group (mPEG-COOH). The LapSi +
PEG-LA@DOX platforms demonstrated high
therapeutic efficacy, good biocompatibility,
and improved colloidal stability. The platforms
may serve as efficient targeted delivery carriers
to liver cancer cells

[152]

LapSi + SAH + G2@DOX LapSi was modified with amine responsive
succinic anhydride (SAH) and conjugated with
amine-terminated G2 PAMAM dendrimers.
Platforms allowed prolonging the circulation
time, and targeting the tumor tissues through
enhanced permeability and retention effect.
The high efficiency for inhibition the
proliferation of KB cells (a human epithelial
carcinoma cell line) was demonstrated

[153]

(continued)
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Table 15.5 (continued)

Type of platforms and therapeutics Comments Ref.

LapRDSi@CHXDG LapSi was loaded with chlorhexidine
digluconate (CHXDG) antiseptic and
disinfectant against a wide range of Gram
negative and Gram-positive bacteria, yeasts,
dermatophyte fungi, and lipophilic viruses.
The percentage of drug loading was 99%.
Adsorption of drug onto LapSi surface
involved formation of hydrogen bonds
between the CHX NH groups and the LapSi
NH2 and OH-groups. These strong
interactions prevented fast CHXDG release
into the medium

[101]

similarity of their structure to the human body tissues [163], specifically to extracel-
lular matrix, while the available functional groups can be modified yielding hydrogel
systems with novel properties.

The term “hydrogel” has been used in the scientific literature since 1894 and
it was applied to “colloidal gel of inorganic salt” [164]. Hydrogels in the modern
sense of the term (spatially cross-linked polymers) were first synthesized based on
hydroxyethyl methacrylate by O.Wichterle in 1960 [165]. Since then hydrogels have
beenwidely used formanufacturing soft contact lenses. Nowadays hydrogels are also
used for producing hygiene products, wound dressings, drug delivery systems (the
material for capsules), and in agriculture (e.g., soil moistener).

Three-dimensional polymer network gives hydrogels the ability to swell in “good”
solvents (especially in water and aqueous solutions) with an increase in their mass
and volume (sometimes tens and hundreds of times) without being dissolved. The
cross-linking of hydrogels can be achieved via chemical (covalent bonds) or phys-
ical (electrostatic or hydrophobic interactions, hydrogen bonding, or hydrophobic
interactions) factors [166].

Covalently cross-linked hydrogels can be synthesized using free-radical, cationic,
anionic, addition, or condensation polymerization [166]. To initiate gelation, the
chemical initiators (oxidizing agents at elevated temperatures or redox systems at
room temperatures) can be added to the mixture or monomers can be polymerized
under ultraviolet, gamma-, or electron radiation [167, 168]. As initiators, enzymes
such as chrome peroxidase, transglutaminase, and tyrosinase were also used [169].
The advantage of hydrogels cross-linked by enzymes is the lack of toxicity compared
to chemically cross-linked systems, but their application is limited due to the low
stability of cross-linking enzymes.

Hydrogels can be also physically cross-linked or cross-linked by using simultane-
ously both covalent and non-covalent bonds. For example, both physically and chem-
ically cross-linked hydrogels were synthesized by photopolymerization of ethylene
glycol diacrylate in the presence of LapRD platelets [170]. Covalent cross-linking
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of polymer chains resulted in the formation of an elastic network, whereas phys-
ical cross-linking between Lap platelets and polymer chains induced viscoelastic
properties [170].

Hydrogels can be classified based on:

Table 15.6 Lap-based therapeutic platforms loaded by different pharmaceutical molecules (Table
15.3)

Type of platforms and therapeutics Comments Ref.

Lap@DEX Platforms were prepared in ethanol. The
interactions between Lap and
dexamethasone (DEX) were explained by
hydrogen bonding involving hydroxyl and
carbonyl groups. The slow release of DEX
into saline solutions (used as models for
vitreous tumor) was demonstrated

[154]

LapRDS@DEX Platforms were prepared in water. The
loading efficiency by dexamethasone (DEX)
was ≈95% at pH 3 and it was significantly
higher compared to loading at natural and
alkaline pH. The platforms demonstrated
excellent stability under physiological
conditions and sustained pH-responsive
drug release

[155]

LapRD@DEX Platforms were prepared by mixing of
aqueous Lap suspensions with ethanol
solution of dexamethasone (DEX) and
tested for intravitreal and suprachoroidal
administration in rabbit eyes. The ocular
tissues parameters (lens, vitreous humor,
choroid-retina unit, and sclera) were
studied. The intraocular retention time for
formulations noticeably increased when
compared with conventional solutions of
DEX

[122]

LapXLG@ITA Platforms were prepared by mixing of
aqueous Lap suspension (1 wt%, pH 4) with
itraconazole (ITA) dissolved in methylene
chloride

[156, 157]

LapXLG@TTC Platforms at high loading efficiencies
demonstrated a sustained release of
tetracycline (TTC) into model saline
solution over a 72 h period. The strong
interaction between Lap and TCC was
supported by the data of FTIR spectroscopy
and the DTA analyses. The acidic
environment increased the extent of release
of TTC from Lap carrier

[158]

(continued)
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Table 15.6 (continued)

Type of platforms and therapeutics Comments Ref.

Lap@AMX + PLGA, nanofibers Platforms Lap@AMX (amoxicillin) were
incorporated within poly(lactic-co-glycolic
acid) (PLGA) nanofibers through
electrospinning. Prepared systems displayed
good cytocompatibility and a sustained drug
release (much slower than for Lap@AMX
or PLGA@AMX platforms)

[159]

LapRD@LL-37 Lap@LL-37 (human cathelicidin peptide)
hybrid particles have been prepared. LL-37
has demonstrated wound-healing properties,
antimicrobial, and anti-biofilm activity
against multiple Gram-positive and
Gram-negative human pathogens. The
loading of net positively charged LL-37
increased with increasing pH. The peptide
was localized primarily on the outer surface
of Lap in a helical conformation. The
combined Lap@LL-37 hybrids
demonstrated both bacterial killing through
membrane disruption and bacterial
flocculation effects

[160]

LapRD@SRA + PCL Lap@SRA (strontium ranelate) platforms
were prepared in aqueous phase, blended
with polycaprolactone (PCL), and
lyophilized to obtain composite scaffold.
Release profile of SRA exhibited an inverse
relation on the Lap-SRA complex content.
In vitro evaluation of the scaffolds using
human osteosarcoma cells revealed an
optimum composition at 3 wt% loading of
PCL for bone tissue engineering
applications

[161]

i) type of cross-linking agent (chemically and physically cross-linked);
ii) origin of monomers and polymers (natural, synthetic, or hybrid);
iii) presence of inorganic components (hydrogel systems or hydrogel compos-

ites);
iv) cross-linking procedure (polymerization of monomers with simultaneous

cross-linking, polymer cross-linking, synthesis of interpenetrating networks);
v) polymerization conditions (bulk polymerization or dispersed polymerization

suspension or emulsion polymerization for synthesis of hydrogel micro- and
nanoparticles) [171];

vi) physical structure (amorphous, semi-crystalline, or supra-molecular) [172];
vii) polymer concentration distribution (gradient or slab gels);



412 O. Samoylenko et al.

viii) responsiveness to the changes in the environment (conventional or stimuli-
responsive) [173];

ix) charge (neutral, ionic (anionic, cationic, or amphoteric [containing simulta-
neously the acidic and basic groups]), or zwitterionic (having a net charge
equal to 0 at a specific pH) [163].

Synthetic hydrogels are preferably synthesized using a wide range of vinyl
monomers and macromers, specifically acrylamide, acrylic acid, acrylonitrile,
N-isopropylacrylamide, hydroxyethyl methacrylate, poly(ethylene glycol), and
polyvinyl alcohol [174]. Unlike natural hydrogels (e.g., based on proteins or polysac-
charides: collagen [175], chitosan, alginate [176], hyaluronic acid [177], dextran,
starch, etc.), synthetic hydrogels are characterized by higher reproducibility of
their physicochemical and exploitational characteristics [178]. However, commonly
they have high levels of toxicity due to the presence of harmful impurities (un-
reacted monomers and cross-linking agents). Washing of hydrogels, which is usually
controlled by UV spectroscopy or chromatography, can improve biocompatibility of
synthetic hydrogels. Combining different polymers, either synthetic or natural, the
hybrid copolymer hydrogels with a much wider range of properties (sometimes even
with their synergistic improvement) compared to homo-polymer hydrogels (derived
from a single species of monomers) can be synthesized [179].

Among different hydrogel types special role belongs to stimuli-responsive hydro-
gels, also known as stimuli-sensitive or “smart” hydrogels. These hydrogel systems
can be designed to respond to changes in one or a few factors and will be discussed
in detail in the following sections.

Hydrogel composites represent three-dimensional organic–inorganic hybrids
formed by physical or chemical cross-linking of polymer networks in aqueous solu-
tion in the presence of functional inorganic nanomaterials [180]. Hydrogel compos-
ites, besides combining properties of polymer hydrogels and inorganic nanoparticles,
also can exhibit new or enhanced properties (e.g., mechanical, electrical, optical,
magnetic, and biological properties) due to the synergistic effects [181].

Haraguchi’s pioneering work [182] started the intensive research of synthesis and
application of hydrogel composites with incorporated Lap. Application of Lap as
a physical cross-linker instead of traditionally used chemical cross-linking agents
yields hydrogels with improved properties: optical clarity, mechanical character-
istics, swelling/deswelling rates, and homogeneity [183]. Using thermoresponsive
hydrogels based on Lap and N-isopropylacrylamide (NIPAAm) the improvement
in mechanical properties was demonstrated. Particularly, the modulus of elasticity
and tensile strength increased proportionally to the Lap concentration. The effect
of Lap, NIPAAm, initiator, inorganic salt concentrations, and type of initiator on
viscosity, mechanical and optical properties of hydrogels were discussed [184]. The
mechanism of gelation of hydrogel composites with incorporated Lap was inves-
tigated and the properties of physically cross-linked hydrogels with incorporated
Lap were compared to the properties of chemically cross-linked hydrogels [185].
Polymer hydrogels with incorporated Lap improves the mechanical properties of
thermosensitive hydrogels based on NIPAAm.
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Composites based on Lap and acrylamide with improved sorptivity for cationic
dyes such as Basic Blue 9, Basic Blue 12, and Basic Violet 1 were also synthesized
[186]. The increase in Lap concentration resulted in decrease the swelling degree of
hydrogels. The effect was explained by the increase in the cross-linking frequency
of polymer chains with Lap. At the same time, the rate of sorption of dyes by the
composite and its sorption capacity increased significantly. The selective sorption of
cationic dyes on Lap platelets was explained by electrostatic interactions. Sorption
can also be enhanced by the formation of hydrogen bonds between the amino groups
of the dye and the carbonyl groups of the hydrogel. Stimuli-responsive hydrogels
with improved mechanical (tensile strength and elasticity was about 50 times higher
than for chemically cross-linked gels), optical, and sorption properties were also
synthesized and studied [187]. Improvement of mechanical properties by incorpo-
ration of Lap in hydrogels on acrylamide, poly (ethylene oxide) [188], poly (vinyl
alcohol), and chitosan [189] was demonstrated.

Biocompatible hydrogel composites based on poly (acrylic acid) and Lap have
been successfully synthesized by in situ free radical polymerization of acrylic
acid (AA) in aqueous suspensions of Lap [190]. The resulting hydrogel compos-
ites were homogeneous and transparent. Their viscosity, storage modulus, and loss
modulus significantly increased with increasing Lap and AA concentration, showing
a maximum with increasing the degree of neutralization of AA. It has been shown
that adhesive properties can be easily adjusted by varying the degree of AA neutral-
ization, and concentration of both Lap and monomers. Hydrogels with adjustable
adhesive properties seem to be the ideal candidates for the manufacture of dental
adhesives, dressings, and for tissue engineering.

Hydrogels with excellent rheological properties (increased strength and elas-
ticity) based on hydrolyzed poly (acrylamide) physically cross-linked with LapXLG
were synthesized using electrostatic interactions between negatively charged acry-
late groups and positively charged edged of platelets [191]. The synthesized hydrogel
composites were proposed to be used for sealing aquifers to increase the efficiency of
oil production. The authors also demonstrated that themechanical properties increase
proportionally to the clay concentration.

Transparent and strong ionic hydrogels are extremely promising as a material
for the manufacturing soft contact lenses or ophthalmic implants. In situ copoly-
merization of 2-acrylamide-2-methylpropylsulphate (AMPS) and acrylamide in Lap
suspension was performed [192]. Due to homogeneous distribution of Lap platelets
within the systems, the ionic hydrogels with high optical clarity and improved
mechanical properties were obtained. The synergetic interactions between amide
and sulphate groups in AMPS played a key role in stabilizing the Lap suspensions.

The process of redox synthesis of hydrogels based on NIPAAm with incor-
porated Lap has been studied by SAXS, FTIR and UV techniques [193]. The
effect of NIPAAm and the components of redox initiating system (based on ammo-
nium peroxide andN,N,N′,N′-tetramethylethylenediamine (TEMED) on gelation and
hydrogel structure was studied. Both ammonium peroxide and TEMED initiators
promote aggregation of Lap due to the formation of strong ionic interactions between
Lap and persulfate or amino groups [193]. The structure of the hydrogel was affected
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by the mixing time during preparation and the degree of Lap exfoliation, especially
at high Lap concentrations. The better results for pyrophosphate-modified LapXLS
as compared to LapXLG were explained by better exfoliation of the LapXLS [193].

15.4.2 Gradient Hydrogels

Gradient hydrogels represent materials with a gradual spatiotemporal change in
physico-chemical properties [194]. Gradient hydrogels are considered as promising
materials for robotics and artificial muscle manufacturing.

The electrophoresis technique tomove the charged components of the gel-forming
composition during polymerization was used for creation of a gradient structure
[195]. Electrically active (negatively charged) Lap platelets were dispersed in a
monomer solution containing hydroxyethyl acrylate and NIPAAm. Gelation was
carried out between two electrodes at electric field strength of 1 V/cm using direct
electric current. The electrophoreticmovement of the Lap platelets towards the anode
resulted in formation of a gradient gel structure. SEM images of lyophilized samples
showed a porosity gradient along the direction of the electric field due to the concen-
tration effect of the cross-linking action of Lap. An increase in the average mesh
parameter from 0.35 μm on the anode side to 4.83 μm on the cathode side was
observed. The designed materials present the temperature-responsive hydrogel actu-
ators that can be utilized in sensors, artificial muscles, soft robotics and temperature-
controlled microfluidic switches [196]. Based on Lap-polyNIPAAm gradient hydro-
gels, actuators with fast, large, and reversible bending were obtained [197]. A similar
technique was successfully used to create hydrogels based on Lap incorporated into
NIPAAm and thermosensitive N,N-diethyl acrylamide and (2-dimethylamino)ethyl
methacrylate [198]. Gradient hydrogels based on NIPAAm and LapXLG were synthe-
sized by polymerization in the presence of a constant electric field using spherical
graphite electrodes at electric field strength of 400 V/m [199]. The synthesized
gradient hydrogels were characterized by a slower release of incorporated drugs
(rhodamine B and sodium salicylate).

Synthesis of thermosensitive self-assembled two-layer hydrogels based on Lap
and poly(N-isopropylacrylamide-co-acrylamide) was reported [200]. The hydrogels
were able quickly, reversibly, and repeatedly change their shape under the change in
temperature. Upon heating in the temperature range from 24 to 42 °C, the hydrogel
strip got bent, and when the temperature was decreased back to 24 °C – the strip got
unfolded.

15.4.3 Stimuli-Responsive Hydrogels

Stimuli-responsive hydrogels, also known as stimuli-sensitive or “smart” hydrogels,
can be designed to respond to the changes in one or a few stimuli. They are capable
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of changing their shape and properties abruptly and in a controllable way under
the slight changes in external factors [201]. Classification of “smart” hydrogels is
based on the type of stimulus they respond to. “Smart” hydrogels can be classified
as thermosensitive, pH-sensitive, electro-sensitive, as well as hydrogels sensitive
to ionic strength, magnetic field, pressure, different types of ions/molecules, for
example, enzymes, etc.

15.4.3.1 Thermoresponsive Hydrogels

Among stimuli-responsive hydrogel systems, thermosensitive hydrogels have been
widely studied. Hydrogels which respond to temperature changes can be divided into
two groups: negatively and positively thermosensitive hydrogels. Thermosensitive
polymers or hydrogels can be characterized either by upper critical solution temper-
ature (UCST) or lower critical solution temperature (LCST) [202]. For given system,
the components of a mixture are miscible in all proportions above UCST or below
LCST.

Positively temperature sensitive polymers and hydrogels are characterized by
UCST. They increase their water solubility and swelling degree, respectively, as the
temperature increases. At temperatures below UCST they are in a folded (collapsed)
state, and above UCST, they are in unfolded (swollen) state [203]. In contrast, nega-
tively temperature sensitive polymers and hydrogels are characterized by LCST. At
temperatures belowLCST they are in the expanded or swollen state, and above LCST
they are in the folded or collapsed state. Therefore, hydrogels with LCST collapse as
the temperature increases. In such systems at low temperatures the hydrogen bond
between the hydrophilic groups of the polymer chain and water molecules prevails.
These favorable interactions lead to the dissolution of linear polymers in water and
to the swelling of cross-linked polymers. However, as the temperature increases, the
hydrophobic interactions between the hydrophobic groups of polymer increase. The
hydrogen bonds becomes weaker causing gelation of linear polymers and collapse
of cross-linked systems [204].

The most natural polymers such as gelatin, agarose, amylose, amylopectin, and
some cellulose derivatives are positively thermosensitive (UCST) [204]. In addition
to the aforementioned natural polymers, positively thermosensitive polymers include
poly (acrylic acid), polyacrylamide, and poly (acrylamide-co-butyl methacrylate).
The most studied representative of negatively thermosensitive polymers and hydro-
gels (LCST) are based on poly (N-isopropylacrylamide) (polyNIPAAm), poly
(ethylene glycol), poly (propylene glycol), poly (methacrylic acid), poly (vinyl
alcohol), poly (N-vinylpyrrolidone), poly [2-(dimethylamino) ethylmethacrylate],
hydroxypropylcellulose etc. [204–206].

Particularly, coil-to-globule transition for polyNIPAAm-based systems was
observed at LCST of about 32 °C that is very close to the temperature of the human
body [180]. The side-group of polyNIPAAm contains both hydrophilic (amide) and
hydrophobic (isopropyl) groups in each monomer unit. In other words, the polyNI-
PAAmmolecule is hydrophilic with expanded polymer chains below LCST, but it is
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hydrophobic at temperatures above LCST with the polymer chains being in folded
globular conformation.

15.4.3.2 pH-Responsive Hydrogel Composites

pH-responsive hydrogels can swell or collapse in response to changes in pH. In the
humanbody the values of pHvary greatly, ranging fromstrongly acidic in the stomach
(pH 1.7) to weakly acidic in the vagina (pH 4.5–5.0) and approximately neutral in
blood and colon (pH ~ 15.3) [201]. The pH values also vary between healthy and
diseased tissues. For example, the pH in the tumor and its microenvironment is ~ 5.5–
6.0 that is lower than in normal tissues due to the highmetabolic rate andproduction of
lactic acid [207]. Therefore, given the specific physiological environment, hydrogels
that respond to pHare very relevant for oral, subcutaneous, and targeted organ therapy
[208].

Anionic and cationic hydrogels are the two main classes of pH-sensitive hydro-
gels. The high degrees of swelling of such hydrogel systems can reflect the osmotic
swelling of deprotonated anionic hydrogels and protonated cationic hydrogels.
Anionic hydrogels have functional groups that can be ionized at a pH higher than
their acid dissociation constant, pKa, and show an increased equilibrium swelling
degree at a higher, preferably alkaline, pH. Their polymer chains remain collapsed
at a pH lower than their pKa due to the presence of physical interactions, specifi-
cally, hydrogen bonding, between the polymer chains. Instead, cationic hydrogels
swell at a pH below pKa and collapse when pH exceeds the pKa value. Anionic
hydrogels are based on monomers with carboxyl groups, in particular acrylic acid,
methacrylic acid or carboxymethyl agarose and their copolymers. Cationic hydrogels
are obtained by (co) polymerization of monomers with an amine or amide group,
for example, acrylamide, dimethyl aminoethyl methacrylate, and 2-(diethylamino)
ethyl methacrylate [201]. Hydrogels based on natural polymers such as chitosan,
alginate [209], albumin [210], gelatin [211] also show a pronounced pH sensitivity,
combined with biocompatibility and biodegradability.

15.4.3.3 Electro-Responsive Hydrogels

Electro-responsive or electrically-active hydrogels can contract (collapse) or expand
(swell) upon applying electric field. Due to fast, precise, and reproducible response to
even minor changes in voltage and current, these hydrogels are extremely promising
for applications in biomedical engineering [212]. Electro-sensitive hydrogels are
polyelectrolytes, containing ionizable groups. Characteristic representatives of this
class are hydrogels based on poly (acrylic acid), polyvinylpyrrolidone, polyvinyl
alcohol, and sodium acrylate. The natural polyelectrolytes such as polysaccha-
rides and proteins also belong to electro-responsive systems [201]. Incorporation
of Lap in hydrogels can also result in improving of hydrogel electroconductivity.
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For example, polyampholytic hydrogels based on Lap, polyacrylamide, and poly (3-
acrylamidopropyl) trimethylammonium chloride cross-linked with ethylene glycol
dimethacrylate showed controllable release of paracetamol by changing the pH or
applying electric field [213].

15.4.3.4 Magneto-Responsive Hydrogels

Magneto-responsive hydrogels, also known as ferrogels, are a class of hydrogel
systems which response to changes in magnetic field [214]. Application of external
magnetic field allow spatial and temporal control of the shape and elasticity of
hydrogels [201]. This creates prerequisites for non-invasive remote manipulations
with potential application in different pharmaceutical and biomedical applications,
and development of soft actuators, microfluidic and microelectronic devices [215].
The magnetic hydrogels have also potential for construction of magnetically driven
platform for targeted delivery and drug release, as well as for 3D and 4D printing
[216].

In different studies the interactions in the mixtures of Lap with magnetic particles
[217–220] and procedures for preparation of magnetic LapM particles have been
discussed [30, 221–224].

Magnetic spherical particles of ferric oxide of maghemite (γ-Fe2O3) with a mean
diameter of 8 nmwere incorporated as probes for the determination of the structure of
Lap suspensions. SANS and microrheological studies repealed the regions of homo-
geneous and microscopically phase segregated states in mixtures of Lap particles
and maghemite [217], citrate-coated maghemite [218], and silica-coated maghemite
[219]. Studies by SANS, or at intermediate scales by optical microscopy, revealed
existence of densely connected domains of Lap platelets surrounding magnetic
liquid pockets of maghemite nanoparticles [219]. Microscopic phase separation was
explained by competition between orientational entropy and long-range electrostatic
interactions.

Covered bymaghemite (γ-Fe2O3) Lap particles have been prepared by a chemical
route in 0.1wt%aqueous suspensionofLapandcharacterizedbyTEM,XRD,magne-
tization measurements, Mossbauer spectroscopy, DLS, and MRI and ζ-potential
measurements [30].Magnetized Lap particles exhibited superparamagnetic behavior
with perfect ferrimagnetic ordering and negligible spin frustration, and strong T 2-
weighted MRI contrast. These particles had a 200 nm hydrodynamic diameter,
and formed rather stable hydrosols and/or hydrogels. Covered by maghemite Lap
platelets have been used in magnetic hyperthermia experiments [225]. Hyperthermia
is induced by irradiation of the magnetic fluids with an alternating electromagnetic
field and it has promising application in the field of nanomedicine. The iron oxide/Lap
particles had magnetic loading based on Fe2O3 phase. The specific absorption rate
(SAR) studies revealed the influence of the initial susceptibility to the SAR values
and the effect of its field dependence.

Gravitational and magnetic separation in aqueous colloidal mixtures of Lap with
magnetic citrated cobalt ferrite nanoparticles have been studied [220]. The SAXSwas
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mainly due to the magnetic nanoparticles and on a local scale, the mixtures behaved
like a perfect gas of isolated magnetic particles. It was concluded that interactions
between magnetic particles are mediated by the presence of Lap platelets.

In preparationprocedures ofLapM, themagnetic content is usually co-precipitated
on Lap platelets from the solutions containing Fe (II) or Fe (III) salts, or both, at
alkaline pH. LapM modified with magnetite (Fe3O4), hematite γ-Fe2O3, or cobalt
ferrite (CoFe2O4) were synthesized [30, 221]. Then LapM can be incorporated into
hydrogel composition yielding magnetic hydrogels. Compared to unmodified Lap,
cross-linking of hydrogels with LapM can improve both the physicochemical proper-
ties of resulting hydrogels and provide magnetic sensitivity necessary for the devel-
opment of targeted drug delivery systems and controlled drug release. Moreover,
such modification could improve biocompatibility of Lap platelets [226].

One-step co-precipitation method was used to synthesize LapM with different
weight ratios X = Fe3O4/Lap (=0–2) [222–224]. This method allowed fine regu-
lation of LapM particles magnetization. For characterization of LapM platelets the
particle size distributions and sedimentation behavior in an external magnetic field
were studied [222]. An increased aggregation of LapM particles in aqueous suspen-
sions has been revealed, but all the systemsdemonstrated high sedimentation stability.
Significant effects of value of X on rate of sedimentation LapM particles in magnetic
fieldswere also revealed. The temperature sensible hydrogels on the base ofNIPAAm
cross-linked by LapM were also synthesized [222–224]. Obtained magnetic ther-
mosensitive hydrogels demonstrated a distinct volume phase transition within the
physiologically acceptable temperature range of 33–36 °C and with controllable
temperature-induced drug release. TheDSC analysis [223, 224] evidenced that phase
transition between the swollen and collapsed states depends on the polymer cross-
linking method (covalent or physical). For magnetic hydrogels physically cross-
linked by LapM, the phase transition temperature shifts toward higher temperatures
compared to that for the chemically cross-linked magnetic hydrogels. Moreover,
magnetization of Lap particles affected the hydrogel swelling and incorporation of
LapM can also increase the sorption capacity. For example at X = 2 the increase
in swelling by ≈2.7 was observed as compared with swelling for hydrogels based
on pure Lap [222]. The effects of composition and structure of hydrogel composites
on its thermo-responsive properties and hydrogel sorption and release of a model
anticancer drug (5-fluorouracil) were reported [223]. With increase in magnetite
concentration themagnetization of LapM nanoparticles increased, while fluorouracil
absorptivity decreased.

Synthesized dual (magnetically-controlled and thermosensitive) hydrogels were
mostly based on N-isopropylacrylamide (NIPAAm) with incorporated LapM [227],
but there are numerous examples of the use of other monomers as well. For
example, the highly tough, biocompatible, and magneto-responsive hydrogels based
on N,N-dimethylacrylamide with incorporated Lap and magnetite were studied
[228]. Due to the physical cross-linking of the hydrogel, its strength and elasticity
increased significantly. Incorporation of magnetite, Fe3O4, allowed preparation of
magneto-responsive hydrogels that comprise the magnetic nanoparticles dispersed
in polymeric networks.
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The hydrogels based on triblock copolymers (acrylamide, acrylic acid, 2-
acrylamido methylpropane sulfonic acid, p(AM-co-AA-co-AMPS)) and Lap have
been prepared in presence and absence of Fe3O4 nanoparticles by the in situ poly-
merization method [229]. The observed good mechanical properties and high sensi-
tivity to magnetic field was explained by formation of unique multiple hierarchical
structures composed by cross-linked polymer network and micro magnetic fluid
units.

Chitosan-based magnetic beads with incorporated magnetic LapRDM particles
were prepared by solution-mixing method [230]. Magnetite, Fe3O4, was in situ
immobilized on LapRD. Then LapRDM platelets were dispersed in PVA and mixed
with chitosan solution. The manufactured magnetic beads were tested for adsorp-
tion study of a bovine serum albumin (BSA). Introduction of LapRDM noticeably
improved the adsorption capacity. The modified magnetic LapM particles, prepared
by co-precipitation the iron ions in the presence of LapRD, have been used for
synthesis of PVA-based hydrogels by freeze–thaw cycles and subsequently, applying
freeze-drying method [231]. The hydrogels were then characterized by different
experimental techniques and the adsorption ofBSAonmagnetic hydrogelswas inves-
tigated. Introduction of LapM led to an increase in adsorption capacity of hydrogels.
The mechanism of BSA adsorption was attributed to the electrostatic interactions
and physical hydrogen bonding. It was concluded that LapM-PVA hydrogels have
attractive potential for biomedical applications such as drug delivery and enzyme
immobilization.

Note, that LapM platelets or LapM-based hydrogels can be easily separated or
manipulated in magnetic field. The effect of alternating and steady magnetic field
(AMF and SMF) on diffusion of a model drug (dye methylene blue) was investigated
using the hydrogel composite based on carboxymethyl cellulose and CoFe2O4 [232].
Application of AMF resulted in the increased release of methylene blue, especially
at low and high frequencies, while under SMF the release of methylene blue was
decreased.

In severalworks, themagnetic hydrogels have been tested as adsorbent for removal
of contaminants and dyes from aqueous solutions [233–235]. The hydrogels based
on hydroxypropyl methylcellulose—polyacrylamide, LapRD, and magnetite showed
sensitivity to changes in both pH and external magnetic field [233]. Magnetically
modified LapRDM was incorporated into the hydrogels based on poly(vinyl alcohol)
(PVA) which was cross-linked using the repeating freeze–thaw cycles [236]. The
magnetite weight fraction was equal to 20, 40, and 60 wt%. The results indicated the
suitability of the obtained composites as inexpensive adsorbents for removal of Cd2+

from aqueous solutions. Similarly, the magnetic hydrogels based on sodium alginate
and PVA were physically cross-linked with Ca2+ using the repeating freeze–thaw
cycleswith incorporation ofmagneticallymodifiedLapRDM.The incorporatedLapM
improved the strength and magnetosensitive properties of hydrogel. The maximal
sorptivity of hydrogel granules towards bovine serum albumin was observed at pH
4.5 [221].

Themagnetic hydrogels based on PVAwith incorporatedmagnetic LapRDMparti-
cles were prepared through dispersing LapRDM in PVA solution, followed by the
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freeze–thaw technique for cross-linking [234]. The prepared materials were eval-
uated for removal of methylene blue dye from aqueous solutions. Introduction of
magnetic nanoparticles resulted in decrease of the degree of swelling of hydrogels
and increase of the dye adsorption capacity. It was concluded that such materials
have a great potential application in the wastewater treatment.

The hydrogels based on LapRDM and κ-carrageenan have been also prepared
[235]. The LapRDM nanoparticles were prepared through in situ method by intro-
duction of iron salts into aqueous Lap suspension. The structures of pristine LapRD,
LapRDM and magnetic hydrogels were characterized using XRD, SEM, TEM, and
vibrating sample magnetometer techniques. The decrease in water absorbency was
found by introducing LapRDM. Introduction of LapRDM allowed increasing adsorp-
tion capacity for dye (crystal violet) from aqueous solutions compared to the neat
κ-carrageenan hydrogel.

15.4.3.5 Photo-Responsive Hydrogels

The properties of photo-responsive hydrogels can be changed under illumination.
Such hydrogels respond to illumination by transformations at molecular level caused
by breaking or formation of bonds with corresponding changes in physicochemical
properties, such as viscosity, elasticity, shape, and swelling degree [201]. Photo-
responsive hydrogels are mainly functionalized by photo-sensitizers which are
characterized by energy transitions, molecular conformational changes, or induced
photochemical reactions due to light absorption in UV range [237].

15.4.3.6 Chemically-Responsive Hydrogels

Chemoresponsive gels offer opportunities for biomimicry and the development of
adaptive structures. Also, due to the enormous diversity facilitated by chemical
synthesis, chemical compounds can be a highly specific and programmable stimulus
for such hydrogels [238].

Hydrogels sensitive to biomolecules, specifically to enzymes, are an important
class of chemically-responsive biomaterials [239]. Biochemical interactions, such
as ligand-receptor, substrate-enzyme, and Watson–Crick DNA base pairing, are
extremely highly specific and work in mild physiologically acceptable conditions,
enabling the creation of autonomous, programmable, and smart hydrogels.

15.4.4 Medical Applications of Lap-Based Hydrogels

Existing examples of medical applications of Lap-based hydrogels include different
drug delivery systems, matrixes for cell culturing, and materials for regenerative
medicine, specifically for tissue engineering.
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15.4.4.1 Drug Delivery

Stimuli-responsive hydrogel composites with incorporated Lap can be extremely
promising for developing targeted and controlled drug delivery systems. The activa-
tion and control of drug release can be achieved by the application of external stimuli

Table 15.7 Drugdelivery systems based onhydrogels physically cross-linkedwithLap for different
incorporated drug molecules (Table 15.3)

Polymer Lap grade and drug Application Ref.

Alginate LapRDS@DOX Anticancer drug
delivery system:
transmembrane
transport of DOX
(high load)

[142]

Alginate LapRDS@DOX Transmembrane
transport of DOX and
controlled release

[241]

Alginate LapXLG@proteins Localized and
controlled delivery of
recombinant proteins
from porous cryogels

[242]

Alginate LapXLG@MAF
(mafenide)

Wound healing [243]

Alginate and PVA LapRDS, bovine serum
albumin (BSA) adsorbed
by swelled gel

Wound healing [244]

Chitosan LapRD, VCM
(vancomycin)

Prolonged drug release [245]

Chitosan cross-linked with sodium
tripolyphosphate

Lap, OFX
(ofloxacin)

Hydrogel beads for
pH-induced drug
release

[246]

Poly(N-vinylpyrrolidone) - chitosan
cross-linked by γ irradiation

LapRD, GCT
(glucantime)

For treatment of
injuries caused by
Leishmaniasis disease

[247]

Gellan gum methacrylate (GG-MA)
cross-linked by UV irradiation

LapXLG, OFX
(ofloxacin)

Innovative wound
dressing material for
the treatment of burn
wounds, which are
subjected to chronic
infections

[135]

Hydroxypropyl
methylcellulose-g-poly(acrylamide)
(HPMC-g-PAAm)

LapRD, DCF (sodium
diclofenac)

pH- and
magneto-induced drug
release

[233]

(2-methoxy-ethylacrylate-
co–N,N-dimethyl-acrylamide)
(MEA-DMAAm)

LapXLG, LDC
(lidocaine) hydrochloride

Thermoreversible
drugs or chemicals
release

[248]
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such as temperature, pH, magnetic field, light, or electric field [9, 172, 240] (Table
15.7).

When developing drug delivery systems, it is essential to control the drug release
profile. If too much drug will get released at once, it can be harmful to the body, if
too little, it can limit the drug efficacy. Delivery of drugs in the optimal dose over
the optimal period of time can noticeably improve the therapy efficacy [249]. The
excellent ability of Lap to interact with other molecules makes it an ideal carrier
for transport and sustained release of a wide range of drugs, fluorescent molecules,
biomolecules, and nanoparticles [12, 13]. Lap platelets can also protect drugs from
degradation in the physiological environment [13].

Different Lap-based therapeutic platforms have been already discussed in Table
15.4 (unmodified Lap loaded with DOX), in Table 15.5 (silanized LapSi conju-
gated with different substances and loaded with different drugs), and in Table 15.6
(unmodified Lap loaded with variety of drugs).

Drug delivery systems based on hydrogels physically cross-linked with Lap and
loaded with some pharmaceutical molecules (Table 15.3) are presented in Table
15.15.

Different strategies were applied using Lap@Drug platforms and alginate (a
biocompatible natural polymer). For example, covering of Lap@DOX platforms by
alginate shells improved gel stability and removed the initial burst release of theDOX
[142]. A similar approach using a biodegradable alginate hydrogel cross-linked with
Ca2+ to coat the Lap@DOX platforms was proposed [241]. These hybrid hydrogels
can serve as an effective system of transporting DOX across the cell membrane and
preventing ion-trapping of DOX by the acidic extracellular environment of tumors
and endolysosomes. In addition, a significant, 17 day prolongation of DOX release
was achieved. Lap particles with pre-adsorbed protein cargo were used for prepara-
tion of injectable cryogels for versatile protein drug delivery [242]. Porous cryogels
were formed by bio-orthogonal cross-linking of alginate using tetrazine-norbornene
coupling. Incorporation of Lap platelets within the walls of the cryogels substantially
hindered the release of proteins and the kinetics of release could be precisely tuned
by modifying the Lap content.

Lap@MAF (mafenide) platforms loaded with antimicrobial agent mafenide
(Table 15.3) were introduced in alginate solutions, and finally Lap@MAF-alginate
gel films were prepared [243]. Obtained systems showed suitable characteristics
in application for the delivery of MAF to wound site. Hybrid PVA-alginate-PVA
hydrogels with incorporated Lap platelets have been prepared [244]. Incorporation
of Lap significantly reduced swelling of hydrogel and degradation rate, and improved
hydrogel mechanical properties. The hydrogels were nontoxic toward human fibrob-
last skin. It was assumed that this hydrogels could be the ideal materials for wound
healing applications.

The hydrogels based on the chitosan with incorporated Lap platelets have been
also prepared [245–247]. Chitosan is a natural polysaccharidewith excellent biocom-
patibility and non-toxic characteristics, and it has been widely used for prepara-
tion of hydrogels [250]. These hydrogels can be potentially used in many practical
applications like wastewater treatment, drug delivery, and tissue engineering [251,
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252]. By electrophoretic deposition method a uniform chitosan films containing 25–
55 wt% LapRD and loaded with vancomycin (VCM) (Table 15.3) were prepared
[245]. The drug-eluting Lap-chitosan coatings demonstrated promising potential for
orthopaedic applications.In vitro drug-release experiments showed an initial burst
release followed by a long-term diffusion-controlled release. Hydrogel beads based
on Lap and chitosan were prepared by ionic cross-linking reaction using sodium
tripolyphosphate as the cross-linker [246]. It was suggested that incorporated Lap
particles could act as a physical cross-linker to facilitate the formation of network
structure. Incorporation of Lap improved the swelling ability, enhanced the drug
entrapment efficiency, and slowed down the drug release behavior.

Hydrogels of poly(N-vinylpyrrolidone) (PVP) containing chitosan and LapRD
were cross-linked by gamma irradiation and characterized for glucantime (GCT)
drug delivery [246]. Incorporation of Lap decreased the hydrogel swelling and drug
release rate.

Gellan gum methacrylate (GG-MA) combined with LapXLG (0.1–1 wt%) was
cross-linked by UV irradiation for the fabrication of injectable hydrogels [135]. The
highest value of storage modulus was found for the hydrogel containing 1 wt% Lap.
The effects of Lap on the swelling and release capability of the model drug ofloxacin
(OFX) (Table 15.3) were evaluated. Presence of Lap not affected the diffusion coef-
ficient of OFX, but significantly decreased the amount of antibiotic released over the
first 8 h.

pH-responsive magnetic hydrogels based on hydroxypropyl methylcellulose-g-
poly(acrylamide) (HPMC-g-PAAm) with incorporated LapRD were prepared [233].
The magnetized LapM particles were synthesized inside HPMC-g-PAA matrix
through an in situ method. The TEM micrographs evidenced the immobilization
of magnetite onto the Lap surface. The higher swelling capacity of the magnetic
hydrogels was explained by the formation of carboxylate pendants on the LapM
particles. Due to theses carboxylate groups, the magnetic hydrogels demonstrated a
pH dependent swelling behavior. The drug release from hydrogels was tested using
sodium diclofenac (DCF) (Table 15.3). The content of the released drug was depen-
dent upon pH and could be regulated by the strength of the external magnetic field.
In acidic environment (at pH 1.2) less than 5% of the absorbed amount of the drug
was released. However, at pH 7.4, approximately 30–50% release was achieved. In
alternating magnetic field the percentage of released drugs increased proportionally
to magnetic field strength up to 80%.

Thermoreversible hydrogels based on (2-methoxyethylacrylate-co–N,N-
dimethylacrylamide) (MEA-DMAAm) copolymer with incorporated LapXLG
were synthesized by in situ free-radical polymerization of two monomers (MEA and
DMAA) in the presence of exfoliated Lap in aqueous media [248]. The mechanical
and swelling properties were largely dependent on the DMAA/MEA mole ratio and
Lap content. The thermoresponsive release of lidocaine (LDC) hydrochloride drug
(Table 15.3) or glycerin from hydrogels was observed.

Note, that in addition to the ability to sustain controlled and prolonged release of
immobilized drugs, hybrid carriers must maintain their colloidal stability in ion-rich
media such as blood and extracellular fluid [13]. This can cause some complication in
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practical application of the developed systems given that Lap is prone to aggregation
in the presence of polyelectrolytes. To prevent the aggregation of Lap, it can be
modified with PEG [253]. A several orders of magnitude increase in the circulation
of modified Lap platelets in the bloodstream was achieved. To prevent flocculation
of LapXLG nanoparticles, its modification (α-acetalpoly) (ethylene glycol)-block-
[poly(2-(N,N-dimethylamino) ethylmethacrylate)] (acetal-PEG-b-PAMA)was used
[254]. Authors concluded that the negative charge on the Lap surface was completely
neutralized by alkali resistant cationic flocculant PAMA, and PEG formed an outer
peripheral stabilizing layer around the Lap nanoparticles.

15.4.4.2 Cell Culturing

Hydrogels and hydrogel composites can be used for culturing of cells, biomed-
ical engineering, and regenerative medicine. A wide variety of cells including
mesenchymal stem cells, osteoblasts, fibroblasts, and epithelial cells have been effec-
tively cultured on the surface of hydrogel composites with incorporated Lap and
copolymerhydrogelsbasedonNIPAAm/polysilocsanand2-methoxyethylacrylate/N,
N-dimethylacrylamide [255]. When the temperature was decreased, the cells were
quantitatively separated from the hydrogel surfacewithout the use of chemical agents
suchas trypsin. IncorporationofLap intohydrogelsmay improvecytocompatibilityof
hydrogel composites, including cell adhesion, proliferation, and differentiation [18].

In many works, hydrogels based on Lap and poly(ethylene glycol)/poly(ethylene
oxide) (PEG/PEO) have been tested. The PEG/PEO are hydrophilic and non-fouling
polymers with very low adhesion of proteins and cells [256]. For example, introduc-
tion of Lap to the composition of PEG resulted in concentration-dependent increase
in cell adhesion and proliferation of murine fibroblasts NIH3T3 [257], murine pros-
teoblasts MC3T3-E1 [258], and human bone marrow stromal cells (hBMSCs) [188].
The in vitro cytocompatibility of Lap cross-linked PEO (Lap+PEO) composite films
using MC3T3-E1 mouse preosteoblast cells was tested and cell adhesion, spreading,
proliferation, and mineralization were investigated as a function of film composition
[259]. The ability of using of Lap+PEOcomposites to create bioactive scaffoldswas
demonstrated.

Hydrogels based on Lap and PEO with improved mechanical properties and suit-
able for stem cell cultivation have been described [188]. With increase of content of
Lap, themechanical properties and the attachment and propagation of stem cells were
improved. Incorporation of Lap into hydrogels based on PEG enhanced the adhesion
and spreading of cells on the surface of hydrogels [170, 256, 260]. It was also demon-
strated that Lap-PEG diacrylate hydrogels can support cell cultures [261, 262]. Lap-
polyNIPAAm hydrogels were suitable for culturing a wide variety of cells [263]. The
celladhesionandproliferationweredependedontheLapconcentrationandthehighest
number of cultured cells was observed at≈4.6 wt% Lap. In contrast, the culturing of
cells on conventional polyNIPAAm hydrogels (chemically cross-linked) was practi-
cally impossible regardless of the concentration of the cross-linking agent [263].
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15.4.4.3 Tissue Engineering

Tissue engineering is an important field of regenerative medicine that combines
transplantation of biological scaffolds and the formation or regeneration of tissues,
or both [264]. Due to the similarity of three-dimensional structure of hydrogels with
extracellular matrix, high water content, and biocompatibility, they are widely used
to mimic the structure and properties of native tissues.

Many hydrogels have high biocompatibility and structural similarity with native
tissues. However, their low mechanical strength may hinder their biomedical appli-
cations. For example, scaffolds for tissue regeneration in plastic surgery require high
strength and significant elongation [265]. Development of nanoreinforced hydrogels
with an improved set of properties, including enhanced structural characteristics,
contributed to the rapid development of regenerative medicine [266].

In recent years Lap-based hydrogels have found many attractive medical applica-
tions for bone regeneration, wound dressing with minimal inflammatory response,
cardiac tissue repair, and as injectable hemostatic agents (Table 15.8).

Incorporation of Lap improved osteogenic differentiation of humanmesenchymal
cells in the absence of growth factors [270, 272–274]. Lap is an attractive rheological
enhancer and has been extensively studied for the inherent [275] and indirect [276,
277] ability to stimulate the osteogenic differentiation of hBMSCs in vitro, but with

Table 15.8 Examples of medical applications of hydrogels physically cross-linked with Lap [14]

Polymer Cell type Application Ref.

Poly(2-methoxyethyl
acrylate-co–N,N-dimethyl-acrylamide)

Human mesenchymal stem
cells, neonatal human
dermal fibroblasts, and
human osteosarcoma cells

Bone
regeneration

[255]

Regenerated silk fibroin of Bombyx
mori

Primary osteoblasts from
skull of newborn
Sprague–Dawley rats

Bone
regeneration

[267]

Dopamine grafted four-armed
poly(ethylene glycol)

L929 mouse fibroblasts Wound dressing
with minimal
inflammatory
response

[268]

Gelatin methacrylate Human bone
marrow-derived
mesenchymal stem cells
and human umbilical vein
endothelial cells

Cardiac tissue
repair and
regeneration

[269]

Gelatin methacryloyl Bone marrow-derived
human mesenchymal stem
cells

Bone
regeneration

[270]

Gelatin (type A) Mouse
monocyte/macrophage
RAW 264.7 cells

Injectable
hemostatic agent

[271]
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limited exploration of its in vivo potential. The cross-linked by Lap hydrogels with
shear-thinning properties were also synthesized [278].

In vivo experiments have confirmed that physical cross-linking by Lap can
promote capillary formation, reduce scarring, and improve cardiac function. Hydro-
gels based on Lap and dopamine-modified PEG were used to make bio-adhesive
substrates with improved bioactivity for muscle tissue regeneration [268]. The
hydrogels based on gelatin (type A, from pig skin) and Lap demonstrated the
increased hemocompatibility, hemostasis, increased blood clotting rate, and could
be a promising hemostatic agent [271].

The injectable system with high mechanical stiffness was developed based on
natural polysaccharide (κ-carrageenan) and LapXLG [279]. Addition of Lap increased
protein adsorption on hydrogels. It enhanced cell adhesion and spreading, increased
platelets binding and reduced blood clotting time. The developed multifunctional
composite facilitated in vitro tissue regeneration and wound healing and can be used
as an injectable hemostat or as a vehicle for therapeutic delivery to facilitate tissue
regeneration.

Numerous studies have demonstrated the direct bioactive effect of Lap on
osteogenic differentiation of skeletal populations. An improved osteogenic response
of MC3T3 preosteoblast cell line and bone marrow stromal cells with incorporated
Lap into PEO-based polymer [259], poly(glycerol sebacate) [280], PEG [170], poly-
caprolactone, and gelatin methacryloyl [259, 270] have been reported. Addition of
Lap suspension to cell culturemedium resulted in dose-dependent specific regulation
of osteogenic gene expression (RUNX2, BGLAP, and SPARC), increased alkaline
phosphatase activity, synthesis of collagen type I, and calcium phosphate formation
[40, 281].A significant osteogenic effectwas observed even in the absenceof standard
additives for osteogenic differentiation (dexamethasone, ascorbate-2-phosphate, and
β-glycerophosphate), indicating a direct effect of Lap on the activation of osteogenic
pathways.

Incorporation of Lap not only enhanced the mechanical properties and affected
drug release characteristics of hydrogels, but also improved their biological prop-
erties as Lap contain biominerals such as Si, Mg, and Ca. Lap incorporated to
the composition of thiol-modified hyaluronic acid and alginate (in amounts up to
0.5%) can be used for effective bone regeneration [282]. A significant increase in
mechanical strength of composite material, increased viability of human marrow
stem cells (hMSC), and improved cell proliferation and differentiation compared to
the original hydrogel mixture was observed. Hydrogels were characterized by a 36-
fold increase in hMSC activity and simultaneous increase in biomineralization. This
improvement in a wide range of parameters was attributed to the improved affinity
of the polymer composite, additional spatial cross-linking of polymer, and partially
intercalated/exfoliated morphology of the hydrogels.

Excellent osteogenic differentiation of hMSC and material biocompatibility even
in the absence of growth factors has led to the prospect of using for bone regenera-
tion the composite based on Lap and modified gelatin [270]. DNA- and Lap-based
hydrogels [283] improved osteogenic stem cell differentiation, calcium deposition,
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Table 15.9 Lap-based hydrogel inks for 3D printing. Incorporation of Lap provided physical
cross-linking

Composition Type of cross-linking Ref.

2,2,6,6-tetramethylpiperidinyl-1-oxyl
-oxidized bacterial cellulose + sodium
alginate + LapXLS

Ionic-covalent entanglement [287]

Alginate + methylcellulose + LapXLG Ionic–covalent entanglement [288]

Gelatin methacryloyl + methylcellulose +
Lap

Induced by visible light illumination [289]

Gelatin methacryloyl +
kappa-carrageenan + LapXLG

Ionic-covalent entanglement [285]

long-term biodegradation, resulted in stable drug release, and significant bone growth
in cranial defects.

The growing demand on customized implants [284, 285] is accompanied by both
the development of advanced bioactivematerials and processing strategies for in vitro
and in vivo fabrication of complex 3D structures. The 3D printing allows producing
systems that resemble and mimic the structure and functions of native tissues and
organs [284]. Nowadays, this technique attracts great attention in tissue engineering
and regenerative medicine [285]. 4D printing involves the fourth dimension of time
and allows production of materials with ability to change their shape/function over
time. The hydrogels can be used as ink in 3D and 4D printing [286]. Table 15.9
presents examples of hydrogel inks based on polysaccharide materials physically
cross-linkedwithLap. To introduce bioactive properties to printedmaterials, a variety
of biomolecules and cells can be added to the formulations.

Among different grades of Lap, for biomedical application LapXLG was studied
the most due to its lower heavy metal content [284]. The bio-ink formulations should
be further improved to facilitate cell spreading, proliferation, and cell growth within
printed scaffold. Lap can be used to improve hydrogel printability [285, 287, 288],
specifically shear thinning properties [285, 289], and to decrease the swelling [287,
289] and degradation of the scaffolds [289]. Incorporation of anisotropicLap platelets
can provide in situ cross-linking and also add extra functionality to polymer matrix
[285, 288, 289].Moreover, integration of Lap in printed products allows development
of smart medical systems that can be used as biosensors, bioactuators, and biorobots.

15.5 Cytotoxicity and Antimicrobial Activity Assessments

The screening of cytotoxicity is important for different biomedical applications of
Lap-based materials. These materials are applied in drug delivery systems, polymer
hydrogels, bioactive, bioimaging, and biosensor systems, different cosmetic pharma-
ceutical products and formulations. The existing tests include in vitro cytotoxicity and
cell viability assays, and in vivo acute and chronic toxicity assays [290, 291]. In vitro
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assays evolve relatively fast, convenient and less expensive experiments performed
with isolated tissues, organs or cells. These tests are aimed to mimic approximately
the cellular environments. In contrast, in vivo assays performed with living organ-
isms (e.g., with model animals, mice, rats, and rabbits) are time consuming, more
expensive, and can include concerns of ethical conflicts. The toxicity tests are also
characterized by exposure duration. Acute toxicity tests usually include effects from
a single or from multiple exposures in a short period (usually 24–96 h). This helps
in calculating the dosage of the exposure to assess the lethal concentration. Chronic
toxicity tests usually include effects of repeated exposures at lower levels conducted
for longer periods (months or years).

15.5.1 Toxicity Tests

In vitro assays for toxicity assessment are based on evaluation of cell membrane
integrity by level of penetration of dyes into the cells and staining intracellular compo-
nents [136, 292]. Many authors have tested cytotoxic effects of Lap and its modifi-
cations on various mammalian cell lines. Some popular gold standards designed to
measure cell viability or proliferation are shown in Table 15.10.

These assays are based on selective reducing ability of different tetrazolium (MTT,
MTS, XTT, orWST), aeurhodin (neutral red), and phenoxazine (resazurin) dyes. For
characterization of antagonist drug potency in vitro pharmacological tests the value
of IC50 (half maximal inhibitory concentration required for 50% mortality in test
population) is commonly used [296].

15.5.2 Antimicrobial Tests

Existing in vitro antimicrobial tests are based on the broth dilution, gradient, and agar
disk diffusion methods [297] In the most popular agar diffusion test the inhibition
zones of bacterial growth around each of the antibiotic platelets are measured. In
this method, the Petri dishes containing Muller-Hinton agar plates are inoculated
either with the Gram-negative or Gram-positive bacteria [19]. The method is simple,
accurate, reproducible, relatively inexpensive, and the results are “qualitative”. For
characterization of drug antimicrobial efficiency the minimum inhibitory concen-
tration, MIC, is commonly used [19, 298]. This concentration corresponds to the
lowest concentration that inhibits the growth of microbial pathogen after overnight
incubation.
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15.5.3 Examples of Bioactivity Assessments

The Lap particles do not contain different impurities typical for natural clays and it
allows avoiding side effects caused by possible toxic impurities. Moreover, signifi-
cant degradation (dissolution) of Lap particles in aqueous systems (especially at pH
lower than 9 [31]) can result in releasing of non-toxic products like Na+, Si(OH)4,
Mg2+, Li+, etc. These degradation products can be used inmany attractive biomedical
applications [13], e.g., they can induce osteogenic differentiation of mesenchymal
stem cells [299], promote bone formation by regulating cell adhesion [300], and
activate the Wnt/β-catenin signaling pathway [301].

15.5.3.1 Pristine Lap Particles

Effects of pristine Lap platelets on cellular metabolism were investigated in series of
works (Table 15.11) [40, 136, 302]. The cytotoxicity tests with relatively low concen-

Table 15.11 Effects of loading of pristine Lap particles on the cellular metabolism determined by
colorimetric assays (Table 15.10)

Lap grade Type of assays and cells Comments Ref.

LapRDS Resazurin: mesenchymal stem cells
(MSCs)

With increasing of Lap concentration
(from 1 to 7 mg/L), the cell viability
decreased. After 1 day for 7 mg/L
Lap (7 × 10–4 wt%) the viability was
≈83%, which indicated that Lap is
biocompatible

[302]

LapRD MTT: human embryonic kidney 293
cell line (HEK-293) and Cervical
cancer cell line (SiHa)
Antimicrobial test: Escherichia coli
Gram-negative bacterial cells

For Lap concentration of
0.0125 mg/L within 24 h of exposure
on HEK and SiHa cell lines the
cytotoxicity was 21.2% and 8.6%,
respectively
Lap exhibited maximum efficacy as
an antimicrobial agent against
Escherichia coli

[136]

LapXLG MTT: human Mesenchymal Stem
Cells (hMSCs)

The metabolic activity was unaffected
at small concentration of Lap (<1 g/L)
but at high concentration (>5 g/L) the
metabolic activity dropped
drastically. The estimated value of
IC50 was ≈4 g/L (≈0.4 wt%)

[40]

LapXLG MTS: human adipose stromal cells
(hASC)

Lap was non-toxic only up to
10 μg/L (10–6 wt%). From 10 μg/L
and onwards, the toxicity and Lap
internalization inside the cells
increased

[306]
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trations of Lap in water (Cmax = 7 mg/L for LapRDS [302] and Cmax = 0.0125 mg/L
for LapRD [136]) indicated the biocompatibility of Lap.

Experiments with higher concentration of LapXLG (up to 2 wt%) revealed the half
maximal inhibitory concentration IC50 of ≈4 g/L (0.4 wt%) [136]. It was concluded
that Lap platelets show nearly no cytotoxicity at concentrations lower than 1 g/L (0.1
wt%) and these concentrations were recommended for using in biomedical applica-
tions.Note that estimated value of IC50 for LapXLG was significantly higher compared
to that for other nanoparticles such as hydroxyapatite (IC50≈ 0.25 g/L) [303], silica
(IC50≈ 0.4–0.5 g/L) [304], and graphene (IC50≈ 0.1 g/L) [305]. However, other
estimations for the same LapXLG gave significantly smaller cytotoxicity threshold
of order of 10 μg/L [306]. The Lap induced cytotoxicity effects were be explained
by the restriction of cellular functionality related with adhesion of Lap particles on
membrane surface and internalization of Lap inside cells (Fig. 15.8b) or interaction
of charged Lap particles with the media proteins [136]. At relatively large concen-
tration of Lap (C > 1 g/L), enhanced generations of intracellular reactive oxygen
species and reactive nitrogen species were observed.

The cytotoxicity of Lap can also reflect the destabilization of the entire membrane
structure through the strong electrostatic interactions between the positively charged
edges of Lap platelets with negatively charged cell membranes [136]. In general, Lap
demonstrates high biocompatibility towards the human epithelial carcinoma cellsKB
at high concentrations (C = 1 g/L) [138]. Note that cytotoxicity of nano-sized clay
particles may depend on chemical composition and nanoparticle shape, presence of
impurities and other factors). For example, the cytotoxicity of montmorillonite was
lower than for Lap [136], and cytotoxicity of halloysite was even lower compared to
montmorillonite [308].

15.5.3.2 Drug Delivery Platforms and Hydrogel Networks

In drug delivery systems, the bioactivity can reflect presence of Lap particles,
drug, supplementary materials (polymers, bioactive molecules), and different effects
related with their interactions. Table 15.12 presents some examples of cytotoxicity
and antimicrobial evaluations for different systems used in drug delivery platforms
and hydrogel networks.

15.6 Final Remarks and Perspectives

In this reviewwork, we have discussed recent advances in biomedical applications of
Lap-based nanomaterials and formulations. The topic is really “hot” at the moment
and each year considerable numbers of research papers, reviews, and book are issued
on biomedical applications of Lap-based materials. Lap is a unique two-dimensional
material with a list of amazing properties. The aqueous suspensions of Lap repre-
sent a testing ground for studies of the fundamental phenomena of colloidal science
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Table 15.12 Examples of bioactivity assessments for Lap-based materials

Drug delivery nanoplatforms

System Type of assays and cells Comments Ref.

Lap@DOX In vivo animal experiments:
Mouse model, intra-tumor
injection of human epidermoid
carcinoma (KB) cells

Platforms inhibited tumor growth
more significantly than free DOX.
Enhanced antitumor efficacy was
attributed to platforms
accumulation in the tumor region
via the known enhanced
permeability and retention effect.
The blood and histology
examinations evidenced
Lap@DOX is a promising platform
for anti-tumor therapy applications

[139]

Lap +
(PEG-PLA) +
PEI(Au0) + HA@ DOX
Au0-DOX combination

CCK-8 (WST-8): human cervical
cancer cell line (HeLa cells).
Mouse fibroblast cell line (L929
cells). In vivo targeted cancer cell
inhibition (mice animals)

In vitro viability tests with HeLa
cells evidenced that the antitumor
efficacy of combined DOX-Au0

platforms is solely associated with
the encapsulated DOX. The value
of inhibitory concentration IC50 of
platforms (5.8 mg/L) was higher
than that of free DOX (1.8 mg/L).
The specific targeting effects of the
combined DOX-Au0 platforms
were also demonstrated in the
viability tests with L929 cells. In
vivo experiments illustrated
significant efficiency of platform
for inhibition the growth of tumors.
Moreover, the platform can be used
as a promising theranostic platform
for targeted chemotherapy and
imaging of tumor overexpressing
CD44 receptors

[147]

LapRDS@DOX) + (PEG-PLA) Resazurin: human osteosarcoma
cell line (CAL-72)

DOX-loaded platforms were
effectively internalized by onside
CAL-72 cells and exhibited a
remarkable higher anticancer
cytotoxicity than free DOX

[141]

LapXLG@DOX + PVP MTT: human epithelial carcinoma
cell line (KB cells)

The blank Lap +
poly(N-vinylpyrrolidone) (PVP)
platforms have not demonstrated
distinct cytotoxicity and observed
cytotoxicity reflected only the
encapsulation of DOX. The
intensive internalization ability
(tracked by fluorescence
microscopy) and high therapeutic
accumulation of platforms inside
cells was observed. The
DOX-loaded platforms exhibited
higher anticancer cytotoxicity as
compared to free DOX

[148]

(continued)
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Table 15.12 (continued)

Drug delivery nanoplatforms

System Type of assays and cells Comments Ref.

LapRDS@DEX MTT: human osteosarcoma cell
line (MG63)

Fabricated platforms combined the
respectable cytocompatibility
together with sustained DEX
release. DEX release from
platforms did not reveal any
cytotoxic effect. The increased
viability of MG63 cells (24 and
48 h periods of culture) compared
to Lap-free samples (DEX enriched
medium) was observed. It was
explained by positive role of Lap in
control of burst release of DEX.
Platforms may be used for local
delivery of DEX in bone tissue
engineering application

[155]

LapRDS@CHXDG XTT: normal human lung
fibroblasts (GM07492A)

Silanized organophilic particles
LapSi (APMES) were loaded with
disinfectant chlorhexidine
digluconate (CHXDG). The
following IC50 values were
observed when the cells were
treated with different materials:
>5 g/L (Lap), >5 g/L (APMES),
≈0.455 g/L (sLap), ≈0.070 g/L
(sLap@CHXDG) and ≈0.024 g/L
(CHXDG). The antibacterial tests
by the agar diffusion technique
revealed that sLap@CHXDG in the
powder form was not effective
against Staphylococcus aureus, but
it is effective against Streptococcus
pyogenes

[101]

LapXLG@TTC Antimicrobial tests: Escherichia
coli (NCTC 9001),
(Gram-negative). Staphylococcus
aureus (Oxford NCTC 6571),
(Gram-positive)

Lap@TTC platform for local
treatment of periodontal disease
was fabricated. TCC released from
Lap was biologically active and
inhibited cell growth with similar
MIC as for TCC alone. For
following value were estimated:
MIC ≈ 1.875 mg/L (Escherichia
coli) and MIC ≈ 0.468 mg/L
(Staphylococcus aureus)

[243]

(continued)
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Table 15.12 (continued)

Drug delivery nanoplatforms

System Type of assays and cells Comments Ref.

LapRDS@DOX +
(oHA-APBA)

MTT: Human breast cancer cell
line (MCF-7)

Lap@DOX was assembled with
oligomeric hyaluronic
acid-aminophenylboronic acid
(oHA-APBA) copolymer. DOX
loaded platforms revealed
preferable cytotoxicity. The values
of half-maximal inhibitory
concentration were found to be
IC50 ≈ 0.66 g/L as compared to
IC50 ≈ 12.85 g/L for free DOX
The enhanced cytotoxicity of these
platforms for MCF-7 cells was
attributed to the increased
intracellular concentration of DOX
owing to the active uptake
mediated by oHA-APBA

[143]

LapXLG@(DOX + PVP)@MTX
Dual drugs

MTT: Human epithelial
carcinoma cell line (KB cells)

Lap@DOX was covered by
poly(N-vinylpyrrolidone) (PVP)
and then outer layer was loaded by
MXT. The enhanced anticancer
bioactivity of platforms was
associated with enhanced
therapeutic intracellular
accumulation of two drugs in
cancer cells

[144]

LapXLG@DOX + PAH/PSS
Single drug
Two-layer shell

Resazurin: Human breast cancer
cell line (MCF-7)

The core of Lap@DOX was
covered by different numbers of
layers (1–6) of cationic
poly(allylamine) hydrochloride and
anionic poly(sodium styrene
sulfonate) (PAH/PSS). The
numerous aggregated platforms
were observed both around the
cells and over the cell surfaces
Moreover, the cell viability tests
showed effective internalization of
DOX (both in its free form and
associated to drug platform) by
MCF-7 cancer cells

[146]

Composites and hydrogels

System Type of assays and cells Comments Ref.

LapXLG + alginate MTS: Human osteosarcoma cell
line (MG63)

Alginate is a natural anionic
polysaccharide (obtained from
brown seaweed) with good
biocompatibility and low toxicity.
Lap-alginate hydrogels were
non-toxic and the higher cell
viability observed in the extracts
can reflect the release of silica from
the Lap platelets that improves the
cellular growth

[292]

(continued)
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Table 15.12 (continued)

Drug delivery nanoplatforms

System Type of assays and cells Comments Ref.

LapXLG@MAF + alginate MTT: Human skin fibroblast cells
Antimicrobial tests: Escherichia
coli, Pseudomonas aeruginosa
(Gram-negative). Staphylococcus
aureus (Gram-positive)

The dressing compositions
Lap@mafenide (MAF) (gel) and
(Lap@MAF)-alginate (film) were
tested for the delivery of mafenide
to wound site. Here, MAF is an
antimicrobial agent with broad
bacteriostatic action against
bacteria. It commonly used for
treating burn wounds. The
cytotoxic effects of eluted MAF
extract showed on fibroblasts were
significantly less than at equivalent
concentration of MAF in culture
medium. Moreover, the prepared
dressings have the potential for
wound healing application.
Antimicrobial tests evidenced that
MIC values of the extracts from
these compositions were similar to
that of control MAF solution with
the equivalent concentration (MIC
= 6.25 mg/L for Escherichia coli,
MIC = 1.56 mg/L for
Pseudomonas aeruginosa, andMIC
= 1.56 mg/L for Staphylococcus
aureus. The control pristine Lap did
not demonstrate any bactericidal
effect

[243]

LapRDS + alginate
LapRDS + alginate @DOX
alginate @DOX

Resazurin: Osteosarcoma cells
(CAL-72)

The antitumor efficacy was solely
related to the loaded DOX within
the hydrogels and unloaded
hydrogels did not display any
cytotoxicity. The (Lap -
alginate)@DOX platforms were
effectively internalized by cancer
cells and exhibited higher
anticancer efficacy than the
corresponding alginate@DOX ones

[241]

LAPRDS + PVA- alginate MTT: Human dermal fibroblasts
cells. Human osteosarcoma cells
(MG63)

Interpenetrating hydrogels
composed of LAP + polyvinyl
alcohol (PVA) and alginate revealed
improved biocompatibility.
Moreover, hemolysis and clotting
tests indicated the hydrogel
promoted hemostasis which could
be helpful for the wound dressing

[244]

LapXLG + GG-MA NR: Human fibroblast cells
(WI-38)

Injectable and photocrosslinkable
Lap + polymeric gellan gum
methacrylate (GG-MA). The
hydrogel slightly affected the cell
viability (the reduction was less
than 30%) and according to the
international guidelines on
biological evaluation of
cytotoxicity (ISO 10993–5:2009),
the material can be considered
biocompatible

[135]

(continued)
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Table 15.12 (continued)

Drug delivery nanoplatforms

System Type of assays and cells Comments Ref.

LapXLG + Si-HPMC MTS: Human adipose stromal
cells (hASC)

The Lap + silated
hydroxypropylmethyl cellulose
(Si-HPMC) hydrogels for cartilage
tissue engineering applications
were fabricated. The hydrogels in
culture medium were
biocompatible and cells appeared
to remain viable

[306]

LapB + chitosan MTT (ISO10993-5, 2009): mouse
fibroblast cells (BALB/C 3 T3
clone A31). Antimicrobial tests:
Staphylococus aureus
(Gram-positive) and
Escherichia coli (Gram-negative)

Non-cytotoxic Lap + chitosan
scaffolds for wound dressing
applications were fabricated. The
antimicrobial tests evidenced that
the scaffolds have a bactericidal
potential. MIC values for different
bacteria and all composite were
nearly the same (≈125 mg/L)

[307]

related to the formation of “house of cards” arrangements, Wigner glasses, and
aging. Lap platelets can be modified and functionalized with fine regulation of their
surface charge, colloidal stability and affinity to other species like macromolecules,
biomolecules and drugs. Existing methods of Lap modification (acid activation,
organic modification, and covalent attachment) allow formation of different Lap-
drug platforms with many attractive applications in pharmacology, biomedicine, and
drug delivery systems. Lap platelets have shown a high potential for significant
improvement of properties of medical hydrogels. The unique gradient and stimuli-
responsive hydrogels with incorporated Lap platelets have already been synthe-
sized and studied. Exiting examples of medical applications of Lap-based hydro-
gels include drug delivery, cell culturing, and tissue engineering. Moreover, these
materials have great potential for diverse applications in regenerative medicines,
drug delivery and implantable devices, bioprinting, bioactuation, biosensing, and
biorobotics with improved performance and biocompatibility [11, 14, 266, 286].
However, the more detailed studies with the focus on the cytotoxicity and antimi-
crobial activity assessments of Lap-based materials are crucial and necessary in
future.
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64. Tkáč I, Komadel P, Müller D (1994) Acid-treated montmorillonites—a study by 29 Si and 27
Al MAS NMR. Clay Miner 29:11–19. https://doi.org/10.1180/claymin.1994.029.1.02

65. Breen C, Madejová J, Komadel P (1995) Characterisation of moderately acid-treated, size-
fractionated montmorillonites using IR and MAS NMR spectroscopy and thermal analysis. J
Mater Chem 5:469–474. https://doi.org/10.1039/JM9950500469

66. Bickmore BR, Bosbach D, Hochella MF Jr, Charlet L, Rufe E (2001) In situ atomic force
microscopy study of hectorite and nontronite dissolution: Implications for phyllosilicate edge
surface structures and dissolution mechanisms. Am Mineral 86:411–423. https://doi.org/10.
2138/am-2001-0404

67. VanRompaeyK,VanRanst E, DeConinck F, Vindevogel N (2002) Dissolution characteristics
of hectorite in inorganic acids. Appl Clay Sci 21:241–256. https://doi.org/10.1016/S0169-131
7(02)00086-8

68. Franco F, Pozo M, Cecilia JA, Benítez-Guerrero M, Lorente M (2016) Effectiveness of
microwave assisted acid treatment on dioctahedral and trioctahedral smectites. The influ-
ence of octahedral composition. Appl Clay Sci 120:70–80. https://doi.org/10.1016/j.clay.
2015.11.021

69. Kotal M, Bhowmick AK (2015) Polymer nanocomposites from modified clays: recent
advances and challenges. Prog Polym Sci 51:127–187. https://doi.org/10.1016/j.progpolym
sci.2015.10.001

70. Mishra AK, Chattopadhyay S, Nando GB (2010) Effect of modifiers on morphology and
thermal properties of novel thermoplastic polyurethane-peptized laponite nanocomposite. J
Appl Polym Sci 115:558–569. https://doi.org/10.1002/app.30975

71. Mishra AK, Rajamohanan PR, Nando GB, Chattopadhyay S (2011) Structure–property
of thermoplastic polyurethane–clay nanocomposite based on covalent and dual-modified
Laponite. Adv Sci Lett 4:65–73. https://doi.org/10.1166/asl.2011.1174

72. Wheeler PA,Wang J, Baker J, Mathias LJ (2005) Synthesis and characterization of covalently
functionalized laponite clay. ChemMater 17:3012–3018. https://doi.org/10.1021/cm050306a

73. Hanley HJM, Muzny CD, Butler BD (1997) Surfactant adsorption on a clay mineral:
application of radiation scattering. Langmuir 13:5276–5282. https://doi.org/10.1021/la9
62048p

74. Nakamura T, Thomas JK (1987) Formation of surfactant double layers on laponite clay
colloids. Langmuir 3:234–239. https://doi.org/10.1021/la00074a016

75. Pizzey C, Klein S, Leach E, van Duijneveldt JS, Richardson RM (2004) Suspensions of
colloidal plates in a nematic liquid crystal: a small angle x-ray scattering study. J PhysCondens
Matter 16:2479. https://doi.org/10.1088/0953-8984/16/15/002

76. Borsacchi S, Geppi M, Ricci L, Ruggeri G, Veracini CA (2007) Interactions at the surface of
organophilic-modified laponites: a multinuclear solid-state NMR study. Langmuir 23:3953–
3960. https://doi.org/10.1021/la063040a

77. Li C-F, Zhang S-Y, Wang J, Feng X-S, Sun D-J, Xu J (2008) Interactions between Brij
surfactants and Laponite nanoparticles and emulsions stabilized by their mixtures. Acta Chim
Sin -Chinese Ed 66(21):2313–2320

78. Liu Q, Zhang S, Sun D, Xu J (2009) Aqueous foams stabilized by hexylamine-modified
Laponite particles. Colloids Surfaces A Physicochem Eng Asp 338:40–46. https://doi.org/10.
1016/j.colsurfa.2008.12.035

79. Savenko V, Bulavin L, Rawiso M, Loginov M, Vorobiev E, Lebovka NI (2013) Sedi-
mentation stability and aging of aqueous dispersions of Laponite in the presence of
cetyltrimethylammonium bromide. Phys Rev E 88:52301. https://doi.org/10.1103/PhysRevE.
88.052301

https://doi.org/10.1016/j.clay.2009.10.007
https://doi.org/10.1180/claymin.1994.029.1.02
https://doi.org/10.1039/JM9950500469
https://doi.org/10.2138/am-2001-0404
https://doi.org/10.1016/S0169-1317(02)00086-8
https://doi.org/10.1016/j.clay.2015.11.021
https://doi.org/10.1016/j.progpolymsci.2015.10.001
https://doi.org/10.1002/app.30975
https://doi.org/10.1166/asl.2011.1174
https://doi.org/10.1021/cm050306a
https://doi.org/10.1021/la962048p
https://doi.org/10.1021/la00074a016
https://doi.org/10.1088/0953-8984/16/15/002
https://doi.org/10.1021/la063040a
https://doi.org/10.1016/j.colsurfa.2008.12.035
https://doi.org/10.1103/PhysRevE.88.052301


15 Biomedical Applications of Laponite®... 441

80. Manilo MV, Lebovka N, Barany S (2017) Combined effect of cetyltrimethylammonium
bromide and laponite platelets on colloidal stability of carbon nanotubes in aqueous
suspensions. J Mol Liq 235:104–110. https://doi.org/10.1016/j.molliq.2017.01.090

81. Connolly J, van Duijneveldt JS, Klein S, Pizzey C, Richardson RM (2006) Effect of surfactant
and solvent properties on the stacking behavior of non-aqueous suspensions of organically
modified clays. Langmuir 22:6531–6538. https://doi.org/10.1021/la0609219

82. Lambert Y et al (2006) Second-harmonic generation imaging of LiIO3/laponite nanocom-
posite waveguides. Jpn J Appl Phys 45:7525. https://doi.org/10.1143/JJAP.45.7525

83. Yaroshchuk O, Tomylko S, Kovalchuk O, Lebovka N (2014) Liquid crystal suspensions
of carbon nanotubes assisted by organically modified Laponite nanoplatelets. Carbon N Y
68:389–398. https://doi.org/10.1016/j.carbon.2013.11.015

84. Lysenkov EA, Lebovka NI, Yakovlev YV, Klepko VV, Pivovarova NS (2012) Percolation
behaviour of polypropylene glycol filled with multiwalled carbon nanotubes and Laponite.
Compos Sci Technol 72:1191–1195. https://doi.org/10.1016/j.compscitech.2012.04.002

85. Pizzey C, Van Duijneveldt J, Klein S (2004) Liquid crystal clay composites. Mol Cryst Liq
Cryst 409:51–57. https://doi.org/10.1080/15421400490435657

86. Li W, Yu L, Liu G, Tan J, Liu S, Sun D (2012) Oil-in-water emulsions stabilized by Laponite
particles modified with short-chain aliphatic amines. Colloids Surfaces A Physicochem Eng
Asp 400:44–51. https://doi.org/10.1016/j.colsurfa.2012.02.044

87. Bruno TJ, Lewandowska A, Tsvetkov F, Miller KE, Hanley HJM (2002) Wall-coated
open-tubular column chromatography on an organo–clay stationary phase. J Chromatogr
A 973:143–149. https://doi.org/10.1016/S0021-9673(02)01124-X

88. Mirau PA, Serres JL, Jacobs D, Garrett PH, Vaia RA (2008) Structure and dynamics of
surfactant interfaces in organically modified clays. J Phys Chem B 112:10544–10551. https://
doi.org/10.1021/jp801479h

89. Wang B, ZhouM, Rozynek Z, Fossum JO (2009) Electrorheological properties of organically
modified nanolayered laponite: influence of intercalation, adsorption and wettability. J Mater
Chem 19:1816–1828. https://doi.org/10.1039/B818502F

90. Leach ESH, Hopkinson A, Franklin K, van Duijneveldt JS (2005) Nonaqueous suspensions of
laponite and montmorillonite. Langmuir 21:3821–3830. https://doi.org/10.1021/la0503909

91. Bulavin LA et al (2018) Microstructure and optical properties of nematic and cholesteric
liquid crystals doped with organo-modified platelets. J Mol Liq 267:279–285. https://doi.org/
10.1016/j.molliq.2017.12.078

92. Loyens W, Jannasch P, Maurer FHJ (2005) Poly (ethylene oxide)/Laponite nanocomposites
via melt-compounding: effect of clay modification and matrix molar mass. Polymer (Guildf)
46:915–928. https://doi.org/10.1016/j.polymer.2004.11.076

93. Savenko V, Bulavin L, Rawiso M, Lebovka N (2014) Aging of aqueous Laponite dispersions
in the presence of sodium polystyrene sulfonate. Ukr J Phys 59(6):589–595. https://doi.org/
10.15407/ujpe59.06.0589

94. Capovilla L, Labbe P, Reverdy G (1991) Formation of cationic/anionic mixed surfactant
bilayers on laponite clay suspensions. Langmuir 7:2000–2003. https://doi.org/10.1021/la0
0058a004

95. Shaydyuk Y, Turrell S, Moissette A, Hureau M, Gomza Y, Klepko V, Lebovka N (2014) New
phenothiazine–laponite hybrid systems: adsorption and ionization. J Mol Struct 1056:1–6.
https://doi.org/10.1016/j.molstruc.2013.10.022

96. Ohlow MJ, Moosmann B (2011) Phenothiazine: the seven lives of pharmacology’s first lead
structure. Drug Discov Today 16:119–131. https://doi.org/10.1016/j.drudis.2011.01.001

97. Staniford MC et al (2015) Photophysical efficiency-boost of aqueous aluminium phthalocya-
nine by hybrid formation with nano-clays. Chem Commun 51:13534–13537. https://doi.org/
10.1039/C5CC05352H

98. Staniford MC, Lezhnina MM, Kynast UH (2015) Phthalocyanine blue in aqueous solutions.
RSC Adv 5:3974–3977. https://doi.org/10.1039/C4RA11139G

99. Grabolle M, Starke M, Resch-Genger U (2016) Highly fluorescent dye--nanoclay hybrid
materials made from different dye classes. Langmuir 32:3506–3513. https://doi.org/10.1021/
acs.langmuir.5b04297

https://doi.org/10.1016/j.molliq.2017.01.090
https://doi.org/10.1021/la0609219
https://doi.org/10.1143/JJAP.45.7525
https://doi.org/10.1016/j.carbon.2013.11.015
https://doi.org/10.1016/j.compscitech.2012.04.002
https://doi.org/10.1080/15421400490435657
https://doi.org/10.1016/j.colsurfa.2012.02.044
https://doi.org/10.1016/S0021-9673(02)01124-X
https://doi.org/10.1021/jp801479h
https://doi.org/10.1039/B818502F
https://doi.org/10.1021/la0503909
https://doi.org/10.1016/j.molliq.2017.12.078
https://doi.org/10.1016/j.polymer.2004.11.076
https://doi.org/10.15407/ujpe59.06.0589
https://doi.org/10.1021/la00058a004
https://doi.org/10.1016/j.molstruc.2013.10.022
https://doi.org/10.1016/j.drudis.2011.01.001
https://doi.org/10.1039/C5CC05352H
https://doi.org/10.1039/C4RA11139G
https://doi.org/10.1021/acs.langmuir.5b04297


442 O. Samoylenko et al.

100. Mustafa R et al (2016) Synthesis of diatrizoic acid-modified LAPONITE® nanodisks for CT
imaging applications. RSC Adv 6:57490–57496. https://doi.org/10.1039/C6RA11755D

101. Peraro GR et al (2020) Aminofunctionalized LAPONITE® as a versatile hybrid material for
chlorhexidine digluconate incorporation: Cytotoxicity and antimicrobial activities. Appl Clay
Sci 195:105733. https://doi.org/10.1016/j.clay.2020.105733

102. Kaup G, Felbeck T, Staniford M, Kynast U (2016) Towards the rare earth functionalization
of nano-clays with luminescent reporters for biophotonics. J Lumin 169:581–586. https://doi.
org/10.1016/j.jlumin.2015.03.009

103. Yang Y, Liu Z, Wu D, Wu M, Tian Y, Niu Z, Huang Y (2013) Edge-modified amphiphilic
Laponite nano-discs for stabilizing Pickering emulsions. J Colloid Interface Sci 410:27–32.
https://doi.org/10.1016/j.jcis.2013.07.060

104. Patil SP, Mathew R, Ajithkumar TG, Rajamohanan PR, Mahesh TS, Kumaraswamy G (2008)
Gelation of covalently edge-modified laponites in aqueous media. 1. Rheology and nuclear
magnetic resonance. J Phys Chem B 112:4536–4544. https://doi.org/10.1021/jp710489n

105. Daniel LM, Frost RL, Zhu HY (2008) Edge-modification of laponite with dimethyl-
octylmethoxysilane. J Colloid Interface Sci 321:302–309. https://doi.org/10.1016/j.jcis.2008.
01.032

106. Hegyesi N, Simon N, Pukánszky B (2019) Silane modification of layered silicates and the
mechanism of network formation from exfoliated layers. Appl Clay Sci 171:74–81. https://
doi.org/10.1016/j.clay.2019.01.023

107. Park M, Shim I-K, Jung E-Y, Choy J-H (2004) Modification of external surface of laponite by
silane grafting. J Phys Chem Solids 65:499–501. https://doi.org/10.1016/j.jpcs.2003.10.031

108. Herrera NN, Letoffe J-M, Reymond J-P, Bourgeat-Lami E (2005) Silylation of laponite clay
particles with monofunctional and trifunctional vinyl alkoxysilanes. J Mater Chem 15:863–
871. https://doi.org/10.1039/B415618H

109. Wheeler PA,Wang J,MathiasLJ (2006) Poly (methylmethacrylate)/laponite nanocomposites:
exploring covalent and ionic clay modifications. Chem Mater 18:3937–3945. https://doi.org/
10.1021/cm0526361

110. Herrera NN, Letoffe J-M, Putaux J-L, David L, Bourgeat-Lami E (2004) Aqueous dispersions
of silane-functionalized laponite clay platelets. A first step toward the elaboration of water-
based polymer/clay nanocomposites. Langmuir 20:1564–1571. https://doi.org/10.1021/la0
349267

111. Bandeira LC et al (2012) Preparation of composites of laponite with alginate and alginic acid
polysaccharides. Polym Int 61:1170–1176. https://doi.org/10.1002/pi.4196

112. Bui VKH, ParkD, LeeY-C (2018) Aminoclays for biological and environmental applications:
an updated review. Chem Eng J 336:757–772. https://doi.org/10.1016/j.cej.2017.12.052

113. Samei E, Pelc NJ (2020) Computed Tomography: Approaches, Applications, and Operations.
Springer Nature, Switzerland AG

114. Ding L et al (2016) LAPONITE® -stabilized iron oxide nanoparticles for in vivoMR imaging
of tumors. Biomater Sci 4:474–482. https://doi.org/10.1039/C5BM00508F

115. Mustafa R, Zhou B, Yang J, Zheng L, Zhang G, Shi X (2016) Dendrimer-functionalized
LAPONITE® nanodisks loaded with gadolinium for T 1-weightedMR imaging applications.
RSC Adv 6:95112–95119. https://doi.org/10.1039/C6RA18718H

116. De Melo Barbosa R, Ferreira MA, Meirelles LMA, NicoleZorato, Raffin FN (2020) 8 -
Nanoclays in drug delivery systems. In: Cavallaro G, Fakhrullin R, Pasbakhsh P (eds) Clay
Nanoparticles. Elsevier, pp 185–202

117. Snigdha S, Kalarikkal N, Thomas S, Radhakrishnan EK (2020) Engineered phyllosilicate
clay-based antimicrobial surfaces. In: Engineered Antimicrobial Surfaces. Springer, pp 95–
108

118. Gonçalves M, Mignani S, Rodrigues J, Tomás H (2020) A glance over doxorubicin based-
nanotherapeutics: from proof-of-concept studies to solutions in the market. J Control Release
317:347–374. https://doi.org/10.1016/j.jconrel.2019.11.016

119. Roychoudhury S, Kumar A, Bhatkar D, Sharma NK (2020) Molecular avenues in targeted
doxorubicin cancer therapy. Futur Oncol 16:687–700. https://doi.org/10.2217/fon-2019-0458

https://doi.org/10.1039/C6RA11755D
https://doi.org/10.1016/j.clay.2020.105733
https://doi.org/10.1016/j.jlumin.2015.03.009
https://doi.org/10.1016/j.jcis.2013.07.060
https://doi.org/10.1021/jp710489n
https://doi.org/10.1016/j.jcis.2008.01.032
https://doi.org/10.1016/j.clay.2019.01.023
https://doi.org/10.1016/j.jpcs.2003.10.031
https://doi.org/10.1039/B415618H
https://doi.org/10.1021/cm0526361
https://doi.org/10.1021/la0349267
https://doi.org/10.1002/pi.4196
https://doi.org/10.1016/j.cej.2017.12.052
https://doi.org/10.1039/C5BM00508F
https://doi.org/10.1039/C6RA18718H
https://doi.org/10.1016/j.jconrel.2019.11.016
https://doi.org/10.2217/fon-2019-0458


15 Biomedical Applications of Laponite®... 443

120. Barraud L et al (2005) Increase of doxorubicin sensitivity by doxorubicin-loading into
nanoparticles for hepatocellular carcinoma cells in vitro and in vivo. J Hepatol 42:736–743.
https://doi.org/10.1016/j.jhep.2004.12.035

121. Bezerra IM, Chiavone-Filho O, Mattedi S (2013) Solid-liquid equilibrium data of amoxicillin
and hydroxyphenylglycine in aqueous media. Brazilian J Chem Eng 30:45–54. https://doi.
org/10.1590/S0104-66322013000100006

122. Prieto E et al (2020) Dexamethasone delivery to the ocular posterior segment by sustained-
release Laponite formulation. Biomed Mater. https://doi.org/10.1088/1748-605X/aba445

123. Varanda F, deMeloMJ, CacoAI,DohrnR,Makrydaki FA,Voutsas E, TassiosD,Marrucho IM
(2006) Solubility of antibiotics in different solvents. 1. Hydrochloride forms of tetracycline,
moxifloxacin, and ciprofloxacin. Ind Eng Chem Res 45:6368–6374. https://doi.org/10.1021/
ie060055v

124. Tsai Y-C, Tsai T-F (2019) Itraconazole in the treatment of nonfungal cutaneous diseases: a
review. Dermatol Ther (Heidelb) 9:271–280. https://doi.org/10.6084/m9.figshare.8010563

125. Shin YH, ShinWC, Kim JW (2020) Effect of osteoporosis medication on fracture healing: an
evidence based review. J Bone Metab 27:15–26. https://doi.org/10.11005/jbm.2020.27.1.15

126. Aickara D, Bashyam AM, Pichardo RO, Feldman SR (2020) Topical methotrexate in derma-
tology: a review of the literature. J Dermatolog Treat 1–21. https://doi.org/10.1080/09546634.
2020.1770170

127. SandersWE Jr (1992) Oral ofloxacin: a critical review of the new drug application. Clin Infect
Dis 14:539–554. https://doi.org/10.1093/clinids/14.2.539

128. Marsot A, Boulamery A, Bruguerolle B, Simon N (2012) Vancomycin. Clin Pharmacokinet
51:1–13. https://doi.org/10.2165/11596390-000000000-00000

129. Caracas HCPM, Maciel JVB, de Souza MMG, Maia LC et al (2009) The use of lidocaine
as an anti-inflammatory substance: a systematic review. J Dent 37:93–97. https://doi.org/10.
1016/j.jdent.2008.10.005

130. Jaffary F, Abdellahi L, Nilforoushzaheh MA (2017) Review of the prevalence and causes
of antimony compounds resistance in different societies: review article. Tehran Univ Med J
TUMS Publ 75:399–407

131. Lonappan L, Brar SK, Das RK, Verma M, Surampalli RY (2016) Diclofenac and its transfor-
mation products: environmental occurrence and toxicity-a review. Environ Int 96:127–138.
https://doi.org/10.1016/j.envint.2016.09.014

132. Prathumsap N, Shinlapawittayatorn K, Chattipakorn SC, Chattipakorn N (2020) Effects
of doxorubicin on the heart: from molecular mechanisms to intervention strategies. Eur J
Pharmacol 866:172818. https://doi.org/10.1016/j.ejphar.2019.172818

133. Amalina ND, Nurhayati IP, Meiyanto E (2017) Doxorubicin induces lamellipodia formation
and cell migration. Indones J Cancer Chemoprevention 8:61–67. https://doi.org/10.14499/ind
onesianjcanchemoprev8iss2pp61-67

134. Martins-Neves SR, Cleton-Jansen A-M, Gomes CMF (2018) Therapy-induced enrichment of
cancer stem-like cells in solid human tumors: where do we stand? Pharmacol Res 137:193–
204. https://doi.org/10.1016/j.phrs.2018.10.011

135. Pacelli S, Paolicelli P, Moretti G, Petralito S, Di Giacomo S, Vitalone A, Casadei MA
(2016) Gellan gum methacrylate and laponite as an innovative nanocomposite hydrogel for
biomedical applications. Eur Polym J 77:114–123. https://doi.org/10.1016/j.eurpolymj.2016.
02.007

136. Rawat K, Agarwal S, Tyagi A, Verma AK, Bohidar HB (2014) Aspect ratio dependent cyto-
toxicity and antimicrobial properties of nanoclay. Appl Biochem Biotechnol 174:936–944.
https://doi.org/10.1007/s12010-014-0983-2

137. Nair BP, Sharma CP (2012) Poly (lactide-co-glycolide)-laponite-F68 nanocomposite vesicles
through a single-step double-emulsion method for the controlled release of doxorubicin.
Langmuir 28:4559–4564. https://doi.org/10.1021/la300005c

138. Wang S et al (2013) Laponite® nanodisks as an efficient platform for doxorubicin delivery to
cancer cells. Langmuir 29:5030–5036. https://doi.org/10.1021/la4001363

https://doi.org/10.1016/j.jhep.2004.12.035
https://doi.org/10.1590/S0104-66322013000100006
https://doi.org/10.1088/1748-605X/aba445
https://doi.org/10.1021/ie060055v
https://doi.org/10.6084/m9.figshare.8010563
https://doi.org/10.11005/jbm.2020.27.1.15
https://doi.org/10.1080/09546634.2020.1770170
https://doi.org/10.1093/clinids/14.2.539
https://doi.org/10.2165/11596390-000000000-00000
https://doi.org/10.1016/j.jdent.2008.10.005
https://doi.org/10.1016/j.envint.2016.09.014
https://doi.org/10.1016/j.ejphar.2019.172818
https://doi.org/10.14499/indonesianjcanchemoprev8iss2pp61-67
https://doi.org/10.1016/j.phrs.2018.10.011
https://doi.org/10.1016/j.eurpolymj.2016.02.007
https://doi.org/10.1007/s12010-014-0983-2
https://doi.org/10.1021/la300005c
https://doi.org/10.1021/la4001363


444 O. Samoylenko et al.

139. Li K et al (2014) Enhanced in vivo antitumor efficacy of doxorubicin encapsulated within
laponite nanodisks. ACS Appl Mater Interfaces 6:12328–12334. https://doi.org/10.1021/am5
02094a

140. Zheng L et al (2019) Direct assembly of anticancer drugs to form Laponite-based nanocom-
plexes for therapeutic co-delivery. Mater Sci Eng C 99:1407–1414. https://doi.org/10.1016/j.
msec.2019.02.083

141. WangG et al (2014) Amphiphilic polymer-mediated formation of laponite-based nanohybrids
with robust stability andpHsensitivity for anticancer drugdelivery.ACSApplMater Interfaces
6:16687–16695. https://doi.org/10.1021/am5032874

142. Gonçalves M et al (2014) pH-sensitive Laponite®/doxorubicin/alginate nanohybrids with
improved anticancer efficacy. Acta Biomater 10:300–307. https://doi.org/10.1016/j.actbio.
2013.09.013

143. Yang Y, Li J, Chen F, Qiao S, Li Y, PanW (2020) Synthesis, formulation, and characterization
of doxorubicin-loaded laponite/oligomeric hyaluronic acid-aminophenylboronic acid nanohy-
brids and cytological evaluation againstMCF-7breast cancer cells.AAPSPharmSciTech21:5.
https://doi.org/10.1208/s12249-019-1533-6

144. Zhou B et al (2018) Drug-mediation formation of nanohybrids for sequential therapeutic
delivery in cancer cells. Colloids Surfaces B Biointerfaces 163:284–290. https://doi.org/10.
1016/j.colsurfb.2017.12.046

145. Alkekhia D, Hammond PT, Shukla A (2020) Layer-by-layer biomaterials for drug delivery.
Annu Rev Biomed Eng 22:1–24. https://doi.org/10.1146/annurev-bioeng-060418-052350

146. Xiao S et al (2016) Fine tuning of the pH-sensitivity of laponite-doxorubicin nanohybrids by
polyelectrolyte multilayer coating. Mater Sci Eng C 60:348–356. https://doi.org/10.1016/j.
msec.2015.11.051

147. Zhuang Y et al (2017) Laponite-polyethylenimine based theranostic nanoplatform for tumor-
targeting CT imaging and chemotherapy. ACS Biomater Sci Eng 3:431–442. https://doi.org/
10.1021/acsbiomaterials.6b00528

148. Wang G et al (2016) In Situ formation of pH-/thermo-sensitive nanohybrids via friendly-
assembly of poly (N-vinylpyrrolidone) onto LAPONITE®.RSCAdv 6:31816–31823. https://
doi.org/10.1039/C5RA25628C

149. WuYet al (2014) Folic acid-modified laponite nanodisks for targeted anticancer drug delivery.
J Mater Chem B 2:7410–7418. https://doi.org/10.1039/C4TB01162G

150. Jiang T, Chen G, Shi X, Guo R (2019) Hyaluronic acid-decorated laponite® nanocomposites
for targeted anticancer drug delivery. Polymers (Basel) 11:137. https://doi.org/10.3390/pol
ym11010137

151. Jiang T et al (2020) Doxorubicin encapsulated in P-glycoprotein-modified 2D-nanodisks
overcomes multidrug resistance. Chem Eur J. https://doi.org/10.1002/chem.201905097

152. Chen G et al (2015) Targeted doxorubicin delivery to hepatocarcinoma cells by lactobionic
acid-modified laponite®nanodisks.New JChem39:2847–2855. https://doi.org/10.1039/C4N
J01916D

153. Mustafa R, Luo Y, Wu Y, Guo R, Shi X (2015) Dendrimer-functionalized laponite nanodisks
as a platform for anticancer drug delivery. Nanomaterials 5:1716–1731. https://doi.org/10.
3390/nano5041716

154. Fraile JM et al (2016) Laponite as carrier for controlled in vitro delivery of dexamethasone
in vitreous humor models. Eur J Pharm Biopharm 108:83–90. https://doi.org/10.1016/j.ejpb.
2016.08.015

155. Roozbahani M, Kharaziha M, Emadi R (2017) pH sensitive dexamethasone encapsulated
laponite nanoplatelets: Releasemechanism and cytotoxicity. Int J Pharm518:312–319. https://
doi.org/10.1016/j.ijpharm.2017.01.001

156. Jung H, Kim H-M, Bin CY, Hwang S-J, Choy J-H (2008) Itraconazole-Laponite: Kinetics
andmechanismof drug release.ApplClay Sci 40:99–107. https://doi.org/10.1016/j.clay.2007.
09.002

157. Jung H, Kim H-M, Bin CY, Hwang S-J, Choy J-H (2008) Laponite-based nanohybrid for
enhanced solubility and controlled release of itraconazole. Int J Pharm 349:283–290. https://
doi.org/10.1016/j.ijpharm.2007.08.008

https://doi.org/10.1021/am502094a
https://doi.org/10.1016/j.msec.2019.02.083
https://doi.org/10.1021/am5032874
https://doi.org/10.1016/j.actbio.2013.09.013
https://doi.org/10.1208/s12249-019-1533-6
https://doi.org/10.1016/j.colsurfb.2017.12.046
https://doi.org/10.1146/annurev-bioeng-060418-052350
https://doi.org/10.1016/j.msec.2015.11.051
https://doi.org/10.1021/acsbiomaterials.6b00528
https://doi.org/10.1039/C5RA25628C
https://doi.org/10.1039/C4TB01162G
https://doi.org/10.3390/polym11010137
https://doi.org/10.1002/chem.201905097
https://doi.org/10.1039/C4NJ01916D
https://doi.org/10.3390/nano5041716
https://doi.org/10.1016/j.ejpb.2016.08.015
https://doi.org/10.1016/j.ijpharm.2017.01.001
https://doi.org/10.1016/j.clay.2007.09.002
https://doi.org/10.1016/j.ijpharm.2007.08.008


15 Biomedical Applications of Laponite®... 445

158. Ghadiri M, Hau H, Chrzanowski W, Agus H, Rohanizadeh R (2013) Laponite® clay as a
carrier for in situ delivery of tetracycline. RSC Adv 3:20193–20201. https://doi.org/10.1039/
C3RA43217C

159. Wang S et al (2012) Encapsulation of amoxicillin within laponite-doped poly (lactic-co-
glycolic acid) nanofibers: preparation, characterization, and antibacterial activity. ACS Appl
Mater Interfaces 4:6393–6401. https://doi.org/10.1021/am302130b

160. Häffner SM et al (2019) Interaction of laponite with membrane components-consequences
for bacterial aggregation and infection confinement. ACS Appl Mater Interfaces 11:15389–
15400. https://doi.org/10.1021/acsami.9b03527

161. Nair BP, Sindhu M, Nair PD (2016) Polycaprolactone-laponite composite scaffold releasing
strontium ranelate for bone tissue engineering applications. Colloids Surfaces B Biointerfaces
143:423–430. https://doi.org/10.1016/j.colsurfb.2016.03.033

162. Reddy NS, Rao KK (2016) Polymeric hydrogels: recent advances in toxic metal ion removal
and anticancer drug delivery applications. Indian J Adv Chem Sci 4(2):214–234

163. Ahmed EM (2015) Hydrogel: preparation, characterization, and applications: a review. J Adv
Res 6:105–121. https://doi.org/10.1016/j.jare.2013.07.006

164. Van Bemmelen JM (1894) Das hydrogel und das krystallinische hydrat des kupferoxyds.
Zeitschrift für Anorg Chemie 5:466–483. https://doi.org/10.1002/zaac.18940050156

165. Wichterle O, Lim D (1960) Hydrophilic gels for biological use. Nature 185:117–118. https://
doi.org/10.1038/185117a0

166. Maitra J, Shukla VK (2014) Cross-linking in hydrogels—a review. Am J Polym Sci 4:2531.
https://doi.org/10.5923/j.ajps.20140402.01

167. Devi L, Gaba P (2019) Hydrogel: an updated primer. J Crit Rev 6:1–10. https://doi.org/10.
22159/jcr.2019v6i4.33266

168. Baroli B (2006) Photopolymerization of biomaterials: issues and potentialities in drug
delivery, tissue engineering, and cell encapsulation applications. J Chem Technol Biotechnol
Int Res Process Environ Clean Technol 81:491–499. https://doi.org/10.1002/jctb.1468

169. Hu B-H, Messersmith PB (2005) Enzymatically cross-linked hydrogels and their adhesive
strength to biosurfaces. Orthod Craniofacial Res 8:145–149. https://doi.org/10.1111/j.1601-
6343.2005.00330.x

170. Gaharwar AK, Rivera CP, Wu C-J, Schmidt G (2011) Transparent, elastomeric and tough
hydrogels frompoly (ethylene glycol) and silicate nanoparticles. ActaBiomater 7:4139–4148.
https://doi.org/10.1016/j.actbio.2011.07.023

171. Liu H, Wang C, Gao Q, Liu X, Tong Z (2010) Magnetic hydrogels with supracolloidal
structures prepared by suspension polymerization stabilized by Fe2O3 nanoparticles. Acta
Biomater 6:275–281. https://doi.org/10.1016/j.actbio.2009.06.018

172. Sharma G et al (2018) Applications of nanocomposite hydrogels for biomedical engineering
and environmental protection. Environ Chem Lett 16:113–146. https://doi.org/10.1007/s10
311-017-0671-x

173. Li J, Wu C, Chu PK, Gelinsky M (2020) 3D printing of hydrogels: rational design strategies
and emerging biomedical applications. Mater Sci Eng R Rep 140:100543. https://doi.org/10.
1016/j.mser.2020.100543

174. Buwalda SJ, Boere KWM, Dijkstra PJ, Feijen J, Vermonden T, Hennink WE (2014) Hydro-
gels in a historical perspective: From simple networks to smart materials. J Control Release
190:254–273. https://doi.org/10.1016/j.jconrel.2014.03.052

175. Antoine EE, Vlachos PP, Rylander MN (2014) Review of collagen I hydrogels for bioengi-
neered tissue microenvironments: characterization of mechanics, structure, and transport.
Tissue Eng Part B Rev 20:683–696. https://doi.org/10.1089/ten.teb.2014.0086

176. Bidarra SJ, Barrias CC, Granja PL (2014) Injectable alginate hydrogels for cell delivery
in tissue engineering. Acta Biomater 10:1646–1662. https://doi.org/10.1016/j.actbio.2013.
12.006

177. Collins MN, Birkinshaw C (2013) Hyaluronic acid based scaffolds for tissue engineering—a
review. Carbohydr Polym 92:1262–1279. https://doi.org/10.1016/j.carbpol.2012.10.028

https://doi.org/10.1039/C3RA43217C
https://doi.org/10.1021/am302130b
https://doi.org/10.1021/acsami.9b03527
https://doi.org/10.1016/j.colsurfb.2016.03.033
https://doi.org/10.1016/j.jare.2013.07.006
https://doi.org/10.1002/zaac.18940050156
https://doi.org/10.1038/185117a0
https://doi.org/10.5923/j.ajps.20140402.01
https://doi.org/10.22159/jcr.2019v6i4.33266
https://doi.org/10.1002/jctb.1468
https://doi.org/10.1111/j.1601-6343.2005.00330.x
https://doi.org/10.1016/j.actbio.2011.07.023
https://doi.org/10.1016/j.actbio.2009.06.018
https://doi.org/10.1007/s10311-017-0671-x
https://doi.org/10.1016/j.mser.2020.100543
https://doi.org/10.1016/j.jconrel.2014.03.052
https://doi.org/10.1089/ten.teb.2014.0086
https://doi.org/10.1016/j.actbio.2013.12.006
https://doi.org/10.1016/j.carbpol.2012.10.028


446 O. Samoylenko et al.

178. Bae KH, Wang L-S, Kurisawa M (2013) Injectable biodegradable hydrogels: progress and
challenges. J Mater Chem B 1:5371–5388. https://doi.org/10.1039/c3tb20940g

179. Khan S, Ullah A, Ullah K, Rehman N (2016) Insight into hydrogels. Des Monomers Polym
19:456–478. https://doi.org/10.1080/15685551.2016.1169380

180. Kehr NS, Atay S, Ergün B (2015) Self-assembled monolayers and nanocomposite hydrogels
of functional nanomaterials for tissue engineering applications.MacromolBiosci 15:445–463.
https://doi.org/10.1002/mabi.201400363

181. Taylor DL, In Het Panhuis M (2016) Self-healing hydrogels. Adv Mater 28:9060–9093.
https://doi.org/10.1002/adma.201601613

182. Haraguchi K, Takehisa T (2002) Nanocomposite hydrogels: a unique organic–inorganic
network structure with extraordinary mechanical, optical, and swelling/deswelling prop-
erties. Adv Mater 14:1120. https://doi.org/10.1002/1521-4095(20020816)14:16%3c1120::
AID-ADMA1120%3e3.0.CO;2-9

183. Haraguchi K, Takehisa T, Fan S (2002) Effects of clay content on the properties of nanocom-
posite hydrogels composed of poly (N -isopropylacrylamide) and clay. Macromolecules
35:10162–10171. https://doi.org/10.1021/ma021301r

184. Haraguchi K, Li H-J, Matsuda K, Takehisa T, Elliott E (2005) Mechanism of
forming organic/inorganic network structures during in situ free-radical polymerization in
PNIPA−clay nanocomposite hydrogels. Macromolecules 38:3482–3490. https://doi.org/10.
1021/ma047431c

185. Miyazaki S, Endo H, Karino T, Haraguchi K, Shibayama M (2007) Gelation mechanism
of poly (N-isopropylacrylamide)−clay nanocomposite gels. Macromolecules 40:4287–4295.
https://doi.org/10.1021/ma070104v

186. Li P, Siddaramaiah KNH, Yoo G-H, Lee J-H (2009) Poly(acrylamide/Laponite) nanocom-
posite hydrogels: swelling and cationic dye adsorption properties. J Appl Polym Sci
111:1786–1798. https://doi.org/10.1002/app.29061

187. HaraguchiK (2011) Stimuli-responsive nanocomposite gels. Colloid PolymSci 289:455–473.
https://doi.org/10.1007/s00396-010-2373-9

188. Gaharwar AK, Kishore V, Rivera C, Bullock W, Wu C-J, Akkus O, Schmidt G (2012) Physi-
cally crosslinked nanocomposites from silicate-crosslinked PEO: mechanical properties and
osteogenic differentiation of human mesenchymal stem cells. Macromol Biosci 12:779–793.
https://doi.org/10.1002/mabi.201100508

189. Manjula B et al (2017) Hydrogels and its nanocomposites from renewable resources: biotech-
nological and biomedical applications. In: Thakur VK, Thakur MK, Kessler MR (eds) Hand-
book of Composites from Renewable Materials. John Wiley & Sons, Inc., Hoboken, pp
67–95

190. Shen M, Li L, Sun Y, Xu J, Guo X, Prud’homme RK (2014) Rheology and adhesion of
poly (acrylic acid)/Laponite nanocomposite hydrogels as biocompatible adhesives. Langmuir
30:1636–1642. https://doi.org/10.1021/la4045623

191. TongwaP,NygaardR,BaiB (2013) Evaluation of a nanocomposite hydrogel forwater shut-off
in enhanced oil recovery applications: design, synthesis, and characterization. J Appl Polym
Sci 128:787–794. https://doi.org/10.1002/app.38258

192. Chen P, Xu S, Wu R, Wang J, Gu R, Du J (2013) A transparent Laponite polymer nanocom-
posite hydrogel synthesis via in-situ copolymerization of two ionic monomers. Appl Clay Sci
72:196–200. https://doi.org/10.1016/j.clay.2013.01.012

193. Strachota B et al (2015) Poly(N-isopropylacrylamide)–clay based hydrogels controlled by
the initiating conditions: evolution of structure and gel formation. Soft Matter 11:9291–9306.
https://doi.org/10.1039/C5SM01996F

194. Zinkovska N, Smilek J, Pekar M (2020) Gradient hydrogels - the state of the art in preparation
methods. Polymers (Basel) 12:966. https://doi.org/10.3390/polym12040966

195. Tan Y et al (2018) Rapid recovery hydrogel actuators in air with bionic large-ranged gradient
structure. ACS Appl Mater Interfaces 10:40125–40131. https://doi.org/10.1021/acsami.8b1
3235

https://doi.org/10.1039/c3tb20940g
https://doi.org/10.1080/15685551.2016.1169380
https://doi.org/10.1002/mabi.201400363
https://doi.org/10.1002/adma.201601613
https://doi.org/10.1002/1521-4095(20020816)14:16%3c1120::AID-ADMA1120%3e3.0.CO;2-9
https://doi.org/10.1021/ma021301r
https://doi.org/10.1021/ma047431c
https://doi.org/10.1021/ma070104v
https://doi.org/10.1002/app.29061
https://doi.org/10.1007/s00396-010-2373-9
https://doi.org/10.1002/mabi.201100508
https://doi.org/10.1021/la4045623
https://doi.org/10.1002/app.38258
https://doi.org/10.1016/j.clay.2013.01.012
https://doi.org/10.1039/C5SM01996F
https://doi.org/10.3390/polym12040966
https://doi.org/10.1021/acsami.8b13235


15 Biomedical Applications of Laponite®... 447

196. Ionov L (2014) Hydrogel-based actuators: possibilities and limitations. Mater Today 17:494–
503. https://doi.org/10.1016/j.mattod.2014.07.002

197. Zhang Y et al (2019) Thermo-responsive and shape-adaptive hydrogel actuators from
fundamentals to applications. Eng Sci 6:1–11. https://doi.org/10.30919/es8d788

198. Tan Y et al (2018) A fast, reversible, and robust gradient nanocomposite hydrogel actuator
with water-promoted thermal response. Macromol Rapid Commun 39:1700863. https://doi.
org/10.1002/marc.201700863

199. Xu P et al (2020) Multidimensional gradient hydrogel and its application in sustained release.
Colloid Polym Sci 298:1187–1195. https://doi.org/10.1007/s00396-020-04688-3

200. YaoC et al (2016) Smart hydrogelswith inhomogeneous structures assembled using nanoclay-
cross-linked hydrogel subunits as building blocks. ACS Appl Mater Interfaces 8:21721–
21730. https://doi.org/10.1021/acsami.6b07713

201. Erol O, Pantula A, Liu W, Gracias DH (2019) Transformer hydrogels: a review. Adv Mater
Technol 4:1900043. https://doi.org/10.1002/admt.201900043

202. Augé A, Zhao Y (2016) What determines the volume transition temperature of UCST acry-
lamide–acrylonitrile hydrogels? RSC Adv 6:70616–70623. https://doi.org/10.1039/C6RA12
720G

203. Seuring J, Agarwal S (2012) Polymers with upper critical solution temperature in aqueous
solution.Macromol Rapid Commun 33:1898–1920. https://doi.org/10.1002/marc.201200433

204. Huang H, Qi X, Chen Y, Wu Z (2019) Thermo-sensitive hydrogels for delivering biothera-
peutic molecules: a review. Saudi Pharm J 27:990–999. https://doi.org/10.1016/j.jsps.2019.
08.001

205. Teotia AK, Sami H, Kumar A (2015) Thermo-responsive polymers. In: Zhang J (ed) Switch-
able and Responsive Surfaces and Materials for Biomedical Applications. Elsevier, pp
3–43

206. Parmar V, Patel G, Abu-Thabit NY (2018) Responsive cyclodextrins as polymeric carriers
for drug delivery applications. In: Makhlouf ASH, Abu-Thabit NY (eds) Stimuli Responsive
Polymeric Nanocarriers for Drug Delivery Applications, vol. 1. Elsevier, pp 555–580

207. Song CW, Griffin R, Park HJ (2007) Influence of Tumor pH on Therapeutic Response. Cancer
Drug Resistance. Humana Press, Totowa, pp 21–42

208. Li H, GoG, Ko SY, Park J-O, Park S (2016)Magnetic actuated pH-responsive hydrogel-based
soft micro-robot for targeted drug delivery. Smart Mater Struct 25:027001, p 9. https://doi.
org/10.1088/0964-1726/25/2/027001

209. Thakur S, Arotiba OA (2018) Synthesis, swelling and adsorption studies of a pH-responsive
sodium alginate–poly (acrylic acid) superabsorbent hydrogel. Polym Bull 75:4587–4606.
https://doi.org/10.1007/s00289-018-2287-0

210. Raja STK, Thiruselvi T, Mandal AB, Gnanamani A (2015) pH and redox sensitive albumin
hydrogel: a self-derived biomaterial. Sci Rep 5:15977. https://doi.org/10.1038/srep15977

211. Yoon S, ChenB (2018) Elastomeric and pH-responsive hydrogels based on direct crosslinking
of the poly (glycerol sebacate) pre-polymer and gelatin. Polym Chem 9:3727–3740. https://
doi.org/10.1039/C8PY00544C

212. Wang Q, Wang Q, Teng W (2016) Injectable, degradable, electroactive nanocomposite
hydrogels containing conductive polymer nanoparticles for biomedical applications. Int J
Nanomedicine 11:131. https://doi.org/10.2147/IJN.S94777

213. Ekici S, Tetik A (2015) Development of polyampholyte hydrogels based on Laponite for
electrically stimulated drug release. Polym Int 64:335–343. https://doi.org/10.1002/pi.4816

214. Weeber R, Hermes M, Schmidt AM, Holm C (2018) Polymer architecture of magnetic gels:
a review. J Phys Condens Matter 30:63002. https://doi.org/10.1088/1361-648X/aaa344

215. Thévenot J, Oliveira H, Sandre O, Lecommandoux S (2013) Magnetic responsive polymer
composite materials. Chem Soc Rev 42:7099. https://doi.org/10.1039/c3cs60058k

216. Frachini ECG, Petri DFS (2019) Magneto-responsive hydrogels: preparation, characteri-
zation, biotechnological and environmental applications. J Braz Chem Soc 30:2010–2028.
https://doi.org/10.21577/0103-5053.20190074

https://doi.org/10.1016/j.mattod.2014.07.002
https://doi.org/10.30919/es8d788
https://doi.org/10.1002/marc.201700863
https://doi.org/10.1007/s00396-020-04688-3
https://doi.org/10.1021/acsami.6b07713
https://doi.org/10.1002/admt.201900043
https://doi.org/10.1039/C6RA12720G
https://doi.org/10.1002/marc.201200433
https://doi.org/10.1016/j.jsps.2019.08.001
https://doi.org/10.1088/0964-1726/25/2/027001
https://doi.org/10.1007/s00289-018-2287-0
https://doi.org/10.1038/srep15977
https://doi.org/10.1039/C8PY00544C
https://doi.org/10.2147/IJN.S94777
https://doi.org/10.1002/pi.4816
https://doi.org/10.1088/1361-648X/aaa344
https://doi.org/10.1039/c3cs60058k
https://doi.org/10.21577/0103-5053.20190074


448 O. Samoylenko et al.

217. Cousin F, Cabuil V, Levitz P (2002) Magnetic colloidal particles as probes for the determi-
nation of the structure of laponite suspensions. Langmuir 18:1466–1473. https://doi.org/10.
1021/la010947u

218. Galicia JA, Sandre O, Cousin F, Guemghar D, Ménager C, Cabuil V (2003) Designing
magnetic composite materials using aqueous magnetic fluids. J Phys Condens Matter
15:S1379. https://doi.org/10.1088/0953-8984/15/15/306

219. Cousin F, Cabuil V, Grillo I, Levitz P (2008) Competition between entropy and electrostatic
interactions in a binary colloidal mixture of spheres and platelets. Langmuir 24:11422–11430.
https://doi.org/10.1021/la8015595

220. Paula FL de O et al (2009) Gravitational and magnetic separation in self-assembled clay-
ferrofluid nanocomposites. Brazilian J Phys 39:163–170. https://doi.org/10.1590/S0103-973
32009000200007

221. Mahdavinia GR, Mousanezhad S, Hosseinzadeh H, Darvishi F, Sabzi M (2016) Magnetic
hydrogel beads based on PVA/sodium alginate/Laponite RD and studying their BSA
adsorption. Carbohydr Polym 147:379–391. https://doi.org/10.1016/j.carbpol.2016.04.024

222. Lebovka NI et al (2020) Temperature sensitive hydrogels cross-linked by magnetic Laponite
RD: Effects of particle magnetization. Mater Adv 1:2994–2999. https://doi.org/10.1039/d0m
a00687d

223. Goncharuk O et al (2020) Thermoresponsive hydrogels physically crosslinked with magnet-
ically modified LAPONITE® nanoparticles. Soft Matter 16:5689–5701. https://doi.org/10.
1039/D0SM00929F

224. Goncharuk O et al (2020) Thermosensitive hydrogel nanocomposites with magnetic laponite
nanoparticles. Appl Nanosci 10:4559–4569. https://doi.org/10.1007/s13204-020-01388-w

225. Diamantopoulos G et al (2013) Magnetic hyperthermia of laponite based ferrofluid. J Magn
Magn Mater 336:71–74. https://doi.org/10.1016/j.jmmm.2013.02.032

226. Aguiar AS et al (2020) The use of a laponite dispersion to increase the hydrophilicity of
cobalt-ferrite magnetic nanoparticles. Appl Clay Sci 193:105663. https://doi.org/10.1016/j.
clay.2020.105663

227. Jalili NA, Muscarello M, Gaharwar AK (2016) Nanoengineered thermoresponsive magnetic
hydrogels for biomedical applications. Bioeng Transl Med 1:297–305. https://doi.org/10.
1002/btm2.10034

228. Lee JH, Han WJ, Jang HS, Choi HJ (2019) Highly tough, biocompatible, and magneto-
responsive Fe3O4/Laponite/PDMAAm nanocomposite hydrogels. Sci Rep 9:15024. https://
doi.org/10.1038/s41598-019-51555-5

229. Sun Y, Wang Y, Yao J, Gao L, Li D, Liu Y (2017) Highly magnetic sensitivity of polymer
nanocomposite hydrogels based on magnetic nanoparticles. Compos Sci Technol 141:40–47.
https://doi.org/10.1016/j.compscitech.2017.01.006

230. Mahdavinia GR, Soleymani M, Etemadi H, Sabzi M, Atlasi Z (2018) Model protein BSA
adsorption onto novel magnetic chitosan/PVA/laponite RD hydrogel nanocomposite beads.
Int J Biol Macromol 107:719–729. https://doi.org/10.1016/j.ijbiomac.2017.09.042

231. Soleymani M, Akbari A, Mahdavinia GR (2019) Magnetic PVA/laponite RD hydrogel
nanocomposites for adsorption of model protein BSA. Polym Bull 76:2321–2340. https://
doi.org/10.1007/s00289-018-2480-1

232. UvaM, Pasqui D, Mencuccini L, Fedi S, Barbucci R (2014) Influence of alternating and static
magnetic fields on drug release from hybrid hydrogels containing magnetic nanoparticles. J
Biomater Nanobiotechnol 05:116–127. https://doi.org/10.4236/jbnb.2014.52014

233. Mahdavinia GR, Ettehadi S, Amini M, Sabzi M (2015) Synthesis and characteriza-
tion of hydroxypropyl methylcellulose-g-poly(acrylamide)/LAPONITE RD nanocompos-
ites as novel magnetic- and pH-sensitive carriers for controlled drug release. RSC Adv
5:44516–44523. https://doi.org/10.1039/C5RA03731J

234. Mahdavinia GR, Soleymani M, Sabzi M, Azimi H, Atlasi Z (2017) Novel magnetic polyvinyl
alcohol/laponite RD nanocomposite hydrogels for efficient removal of methylene blue. J
Environ Chem Eng 5:2617–2630. https://doi.org/10.1016/j.jece.2017.05.017

https://doi.org/10.1021/la010947u
https://doi.org/10.1088/0953-8984/15/15/306
https://doi.org/10.1021/la8015595
https://doi.org/10.1590/S0103-97332009000200007
https://doi.org/10.1016/j.carbpol.2016.04.024
https://doi.org/10.1039/d0ma00687d
https://doi.org/10.1039/D0SM00929F
https://doi.org/10.1007/s13204-020-01388-w
https://doi.org/10.1016/j.jmmm.2013.02.032
https://doi.org/10.1016/j.clay.2020.105663
https://doi.org/10.1002/btm2.10034
https://doi.org/10.1038/s41598-019-51555-5
https://doi.org/10.1016/j.compscitech.2017.01.006
https://doi.org/10.1016/j.ijbiomac.2017.09.042
https://doi.org/10.1007/s00289-018-2480-1
https://doi.org/10.4236/jbnb.2014.52014
https://doi.org/10.1039/C5RA03731J
https://doi.org/10.1016/j.jece.2017.05.017


15 Biomedical Applications of Laponite®... 449

235. Mahdavinia GR, Rahmani Z, Mosallanezhad A, Karami S, Shahriari M (2016) Effect of
magnetic laponite RD on swelling and dye adsorption behaviors of κ-carrageenan-based
nanocomposite hydrogels. DesalinWater Treat 57:20582–20596. https://doi.org/10.1080/194
43994.2015.1111808

236. Mola-ali-abasiyan S, Mahdavinia GR (2018) Polyvinyl alcohol-based nanocomposite hydro-
gels containing magnetic Laponite RD to remove cadmium. Environ Sci Pollut Res
25:14977–14988. https://doi.org/10.1007/s11356-018-1485-5

237. Liu Q, Liu L (2019) Novel light-responsive hydrogels with antimicrobial and antifouling
capabilities. Langmuir 35:1450–1457. https://doi.org/10.1021/acs.langmuir.8b01663

238. KuksenokO,YashinVV,Dayal P, BalazsAC (2010)Copying fromnature: designing adaptive,
chemoresponsive gels. J PolymSci Part BPolymPhys 48:2533–2541. https://doi.org/10.1002/
polb.22113

239. Chandrawati R (2016) Enzyme-responsive polymer hydrogels for therapeutic delivery. Exp
Biol Med 241:972–979. https://doi.org/10.1177/1535370216647186

240. RaghavendraGM, Jayaramudu T, VaraprasadK,MohanReddyGS, RajuKM (2015) Antibac-
terial nanocomposite hydrogels for superior biomedical applications: a facile eco-friendly
approach. RSC Adv 5:14351–14358. https://doi.org/10.1039/C4RA15995K

241. Gonçalves M et al (2014) Antitumor efficacy of doxorubicin-loaded laponite/alginate hybrid
hydrogels. Macromol Biosci 14:110–120. https://doi.org/10.1002/mabi.201300241

242. Koshy ST, Zhang DKY, Grolman JM, Stafford AG, Mooney DJ (2018) Injectable nanocom-
posite cryogels for versatile protein drug delivery. Acta Biomater 65:36–43. https://doi.org/
10.1016/j.actbio.2017.11.024

243. Ghadiri M, Chrzanowski W, Rohanizadeh R (2014) Antibiotic eluting clay mineral
(Laponite®) for wound healing application: an in vitro study. J Mater Sci Mater Med
25:2513–2526. https://doi.org/10.1007/s10856-014-5272-7

244. Golafshan N, Rezahasani R, Esfahani MT, Kharaziha M, Khorasani SN (2017) Nanohybrid
hydrogels of laponite: PVA-Alginate as a potential wound healing material. Carbohydr Polym
176:392–401. https://doi.org/10.1016/j.carbpol.2017.08.070

245. Ordikhani F, Dehghani M, Simchi A (2015) Antibiotic-loaded chitosan–laponite films for
local drug delivery by titanium implants: cell proliferation and drug release studies. J Mater
Sci Mater Med 26:269. https://doi.org/10.1007/s10856-015-5606-0

246. Yang H, Hua S, Wang W, Wang A (2011) Composite hydrogel beads based on chitosan and
laponite: preparation, swelling, and drug release behaviour. Iran Polym J 20(6):479–490

247. Oliveira MJA et al (2014) Influence of chitosan/clay in drug delivery of glucantime from
PVP membranes. Radiat Phys Chem 94:194–198. https://doi.org/10.1016/j.radphyschem.
2013.05.050

248. Haraguchi K, Murata K, Takehisa T (2013) Stimuli-responsive properties of nanocom-
posite gels comprising (2-methoxyethylacrylate-co-N, N-dimethylacrylamide) copolymer-
clay networks. Macromol Symp 329:150–161. https://doi.org/10.1002/masy.201300026

249. Jafarbeglou M, Abdouss M, Shoushtari AM, Jafarbeglou M (2016) Clay nanocomposites as
engineered drug delivery systems. RSC Adv 6:50002–50016. https://doi.org/10.1039/C6R
A03942A

250. Pellá MCG et al (2018) Chitosan-based hydrogels: From preparation to biomedical applica-
tions. Carbohydr Polym 196:233–245. https://doi.org/10.1016/j.carbpol.2018.05.033

251. Pakdel PM, Peighambardoust SJ (2018) Review on recent progress in chitosan-based hydro-
gels for wastewater treatment application. Carbohydr Polym 201:264–279. https://doi.org/10.
1016/j.carbpol.2018.08.070

252. Qu B, Luo Y (2020) Chitosan-based hydrogel beads: preparations, modifications and applica-
tions in food and agriculture sectors–a review. Int J Biol Macromol. https://doi.org/10.1016/
j.ijbiomac.2020.02.240

253. Owens D III, Peppas N (2006) Opsonization, biodistribution, and pharmacokinetics of
polymeric nanoparticles. Int J Pharm 307:93–102. https://doi.org/10.1016/j.ijpharm.2005.
10.010

https://doi.org/10.1080/19443994.2015.1111808
https://doi.org/10.1007/s11356-018-1485-5
https://doi.org/10.1021/acs.langmuir.8b01663
https://doi.org/10.1002/polb.22113
https://doi.org/10.1177/1535370216647186
https://doi.org/10.1039/C4RA15995K
https://doi.org/10.1002/mabi.201300241
https://doi.org/10.1016/j.actbio.2017.11.024
https://doi.org/10.1007/s10856-014-5272-7
https://doi.org/10.1016/j.carbpol.2017.08.070
https://doi.org/10.1007/s10856-015-5606-0
https://doi.org/10.1016/j.radphyschem.2013.05.050
https://doi.org/10.1002/masy.201300026
https://doi.org/10.1039/C6RA03942A
https://doi.org/10.1016/j.carbpol.2018.05.033
https://doi.org/10.1016/j.carbpol.2018.08.070
https://doi.org/10.1016/j.ijbiomac.2020.02.240
https://doi.org/10.1016/j.ijpharm.2005.10.010


450 O. Samoylenko et al.

254. Takahashi T, Yamada Y, Kataoka K, Nagasaki Y (2005) Preparation of a novel PEG–clay
hybrid as a DDSmaterial: dispersion stability and sustained release profiles. J Control Release
107:408–416. https://doi.org/10.1016/j.jconrel.2005.03.031

255. Kotobuki N,Murata K, Haraguchi K (2013) Proliferation and harvest of humanmesenchymal
stem cells using new thermoresponsive nanocomposite gels. J Biomed Mater Res Part A
101A:537–546. https://doi.org/10.1002/jbm.a.34355

256. Gaharwar AK, Schexnailder PJ, Jin Q, Wu C-J, Schmidt G (2010) Addition of chitosan to
silicate cross-linked PEO for tuning osteoblast cell adhesion and mineralization. ACS Appl
Mater Interfaces 2:3119–3127. https://doi.org/10.1021/am100609t

257. Gaharwar AK et al (2010) Highly extensible bio-nanocomposite films with direction-
dependent properties. Adv Funct Mater 20:429–436. https://doi.org/10.1002/adfm.200
901606

258. Peak CW, Carrow JK, Thakur A, Singh A, Gaharwar AK (2015) Elastomeric cell-laden
nanocomposite microfibers for engineering complex tissues. Cell Mol Bioeng 8:404–415.
https://doi.org/10.1007/s12195-015-0406-7

259. Gaharwar AK, Schexnailder PJ, Kline BP, Schmidt G (2011) Assessment of using Laponite
cross-linked poly (ethylene oxide) for controlled cell adhesion and mineralization. Acta
Biomater 7:568–577. https://doi.org/10.1016/j.actbio.2010.09.015
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