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Preface

We are delighted to introduce the proceedings of the 2021 European Alliance for Inno-
vation (EAI) International Conference on Applied Cryptography in Computer and Com-
munications (AC3 2021). This conference brought together researchers, developers, and
practitioners from around the world who focus on the area of applied cryptography in
computer and communication systems. It included all aspects of applied cryptography,
including symmetric cryptography, public-key cryptography, cryptographic protocols,
cryptographic implementations, and cryptographic standards and practices, as well as
using cryptography to solve real-world problems.

The technical program of AC3 2021 consisted of 11 papers in oral presentation
sessions at 4 main conference tracks: Track 1 – Blockchain; Track 2 – Authentication;
Track 3 – Secure Computation; and Track 4 – Practical Crypto Application. Aside from
the high-quality technical paper presentations, the technical program also featured two
keynote speeches and one technical workshop. The two keynote speeches were delivered
byProf.KuiRen fromZhejiangUniversity,China, andProf.RobertDeng fromSingapore
Management University, Singapore. The organized workshop, the First International
WorkshoponSecurity for Internet ofThings (IOTS2021), included four technical papers,
which aim to develop cryptographic techniques for ensuring IoT security.

Coordinationwith the steering committee,Dr. ImrichChlamtac (chair),Dr. Jingqiang
Lin, and Dr. Bo Luo, was essential for the success of the conference. We sincerely
appreciate their constant support and guidance. It was also a great pleasure to work
with such an excellent Organizing Committee team for their hard work in organizing
and supporting the conference. We are grateful to the Technical Program Committee
(TPC), led by our TPC Co-chairs, Dr. Jian Shen and Dr. Joseph K. Liu, who completed
the peer-review process of technical papers and put together a high-quality technical
program. We are also grateful to the Conference Managers, Aleksandra Sledziejowska
and Lucia Sedlarova, for their support and all the authors who submitted their papers to
the AC3 2021 conference and workshops.

We strongly believe that the AC3 conference provides a good forum for all
researchers, developers, and practitioners to discuss all science and technology aspects
that are relevant to applied cryptography. We also expect that the future editions of the
AC3 conference will be as successful and stimulating as AC3 2021, as indicated by the
contributions presented in this volume.

May 2021 Bo Chen
Xinyi Huang
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Anchor: An NDN-Based Blockchain
Network

Shucheng Yu1(B), Noor Ahmed2, and Ruiran Wang1

1 ECE Department, Stevens Institute of Technology, Hoboken, NJ 07030, USA
{shucheng.yu,ruiran.wang}@stevens.edu

2 Air Force Research Laboratory, Rome, NY 13441, USA
norman.ahmed@us.af.mil

Abstract. Efficient broadcasting is critical for timely propagation of
transactions and blocks to the network in blockchain systems. Existing
blockchain networks are usually characterized by a high communication
overhead and redundant traffics which adversely impact the transac-
tion/block latency and security. In the networking community, remark-
able progresses have been made in past decades on network efficiency.
In particular, information-centric networking (ICN) has been considered
a promising approach for network efficiency and robustness by shifting
from traditional host-centric paradigm to the content-centric paradigm.
However, direct marriage between blockchain and ICN does not yield a
satisfying solution due to various security gaps. In this paper, we make
the first attempt to integrate the two by introducing a new blockchain
network technique called Anchor based on an ICN technique - named-
data networking (NDN). By tailoring NDN and cascading two NDN sys-
tems, we demonstrate an efficient yet secure solution for data propaga-
tion in blockchain systems. Simulation shows that Anchor consumes less
bandwidth and has a lower transaction/block latency as compared to the
Bitcoin flooding network and a recent technique Erlay.

Keywords: Blockchain · Information-centric network · Named-data
network · Efficiency · Security · Privacy

1 Introduction

In blockchain systems it is crucial to timely propagate data (transactions or
blocks) so as to achieve a consistent view and consensus among distributed par-
ticipants (e.g., miners in Bitcoin). An efficient network layer is not only indis-
pensable to blockchain performance including throughput, robustness, scalability
and bandwidth efficiency. It is also closely relevant to the security of blockchain.
Slow data propagation results in long synchronization delay, which can lead to

Effort sponsored by the Air Force under MOU FA8750-15-3-6000. The U.S. Government
is authorized to reproduce and distribute copies for Governmental purposes notwith-
standing any copyright or other restrictive legends.
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security vulnerabilities [1,2] including blockchain forks [3]. Inappropriate net-
work layer design may also lead to the eclipse attack [4] wherein attackers dom-
inate the in- and out-bound communications of a victim.

In the popular permissionless blockchain Bitcoin, the gossip protocol is used
for data propagation and consensus is achieved by “proof of work” (PoW). In the
gossip protocol, data (transactions/blocks) is relayed by mining nodes in a greedy
way - each node receiving the data immediately propagates to its neighbors by
exchanging three messages - inv (announcement), getdata or getblocks (request)
and tx or block (delivery of data). While the three-way message exchange can
reduce redundant transmissions of actual data (transactions/blocks), it incurs
a significant management overhead because of the announcement and request
messages. Existing study [6] shows that announcement messages can count for
around 30–50% of overall traffic of which 88% are redundant. Moreover, the
per-hop three-way message exchange also causes additional delays as compared
to direct unsolicited “push” of the data. Permissioned blockchain systems [5]
are mostly based on the classical Byzantine fault tolerant (BFT) protocol or its
variants for consensus. The BFT-based consensus usually involves multi-round
broadcastings which share similar properties as the gossip protocol.

Existing techniques for blockchain network efficiency mainly resort to three
approaches - deploying relay nodes to suppress redundant traffics [7], compress-
ing transactions to reduce the message sizes [8], or limiting the fanout of for-
warding links at each node to control the degree of redundancy [6]. However,
these techniques either assumes centralized relay nodes are deployed [7], which
is incompatible with the decentralized nature of blockchain, or limits the fanout
of forward links [6], which inevitably prolongs the message propagation time and
cause a larger delay to each transaction. Compressing transactions is an orthog-
onal technique that can be integrated to other designs including this work.

In the network community, remarkable progresses have been made in past
decades on network efficiency. In particular, information-centric networking
(ICN) [9] has been considered a promising approach for network efficiency and
robustness by shifting from traditional host-centric paradigm to the content-
centric paradigm. Essentially, the gossip protocol can be considered a special
instance of ICN in the sense that data is published and requested by content.
One difference is that ICN supports both asynchronous and synchronous pro-
duction and consumption of data while the gossip protocol works in the syn-
chronous manner. As compared to the synchronous counterpart, asynchronous
production and consumption provides more flexibilities. For example, consumers
can subscribe data in advance before it is produced. Once available, data can be
directly pushed to consumers, saving the real-time announcements and requests.
However, direct application of the asynchronous mode in blockchain faces non-
trivial challenges. Specifically, as the content of data and even its producer are
unknown before the data is produced, consumers do not know what and where
to prescribe. One solution is to use designated relay nodes as in existing work [7].
However, this will require the relay nodes to be trusted. Yet another problem
is that the “prior-subscription” through the designated relay nodes may reveal
traffic pattern and lead to security vulnerabilities.
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In this paper, we introduce a new blockchain data propagation proto-
col namely Anchor by tailoring an ICN technique - named-data networking
(NDN) [10]. Specifically, we design a cascaded two-layer tailored NDN for asyn-
chronous transaction/block production and consumption. Instead of using des-
ignated trusted relay nodes, we allow periodical election of a set of random relay
nodes which we call anchor nodes (or anchors). While multiple random anchors
improve system robustness under traffic manipulation attacks, redundant traf-
fics from multiple anchors can be aggregated in our design. We protect traffic
privacy by randomizing data propagation routes of each anchor node. Simulation
with NDNSim shows that our design achieves a lower communication overhead
and a shorter propagation latency as compared to Bitcoin gossip protocol and
Erlay.

2 Our Design

The overall idea of our design is to periodically elect a set of random anchor
nodes to relay data to the network. The asynchronous data production and con-
sumption is achieved through a cascaded two-layer NDN: in layer 1, anchors act
as consumers and each other node as a potential producer; in layer 2, each anchor
node acts as a producer and all other nodes as consumers. Newly produced data
will first propagate through the layer-one NDN to anchors, which relay to other
nodes over layer-two NDN. To allow prior-prescription before data is actually
produced, we use time slots ti, i = 1, 2, · · · , as the “names” for data. In other
words, all data produced within the same time slot ti will be propagated through
pre-determined routes. To protect traffic privacy, each node subscribes from a
random up-steam node for each time slot ti. Therefore, the actual routes in ti is
randomly and distributedly selected by all nodes en route. The level of privacy
can be further adjusted by selecting an appropriate duration for time slots ti. In
our design, redundant transmissions of data relayed by different anchor nodes
are detected and aggregated at each node en route they first reach.

2.1 Random Anchor Selection

Anchors are randomly selected at every interval T (T ≥ ti). As there is no central
party in the system, the selection shall be in fully distributed manner. For this
purpose, we utilize the recently confirmed blocks as common seeds. Assume
{Bt−k, Bt−k+1, · · · , Bt−1, Bt} are the k + 1 recently confirmed blocks at time t.
The anchor node is selected by a selector i = h(h(Bt−i)|h(Bt)|tstmp) mod N ,
where N is the approximate total number of nodes in the system, h() a one-
way hash function, and tstmp the timestamp associated with Bt. Due to the
unpredictability of blocks, the number i is difficult to predict before the latest
block is confirmed. To automate the node selection in the distributed way, a node
j is selected as an anchor node only if i == Encryptskj

(h(Bt)|tstmp) mod N ,
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where skj is the private key of node j. Given the randomness of the encryption
function Encrypt(), the probability that the equality holds is 1/N for a random
node j and on average one node is selected by the selector i. And k selectors will
identify k random anchors on average. Note that, in case more than one node
are selected by the same selector, we accept all of them as anchor nodes. The
anchor nodes can be updated at every interval T by changing the selector i as
h(h(Bt−i)|h(Bt)|tstmp + T ) mod N .

Once a new block is confirmed, each node first checks if it is an anchor node by
locally calculating the k selectors and then compare if Encryptskj

(h(Bt)|tstmp)
mod N matches with any selector. If not, this node is not an anchor. Otherwise,
it broadcasts the tuple ancmt = (Encryptskj

(h(Bt)|tstmp), i, pkj , idxj) to its
neighbors as the announcement. Each node receiving the announcement veri-
fies whether 1) i == h(Decryptpkj

(Encryptskj
(h(Bt)|tstmp))) mod N and 2)

the decrypted h(Bt)||tstmp matches with the block Bt in its local blockchain,
where pkj is the sender j’s public key and i the selector included in ancmt.
To thwart anchor manipulation, we restrict pkj to those previously appeared in
a confirmed block (e.g., as an address in a transaction) indexed by idxj . This
prevent attackers from temporarily generating a private key (e.g., by exhaus-
tive search) in order to be selected as the anchor. The random distribution and
unpredictability of anchors also help thwart traffic manipulation related attacks.

One potential problem may occur when there are forks with the blockchain.
This may cause some nodes refuse to accept some valid anchors because they do
not share the same longest chain of blocks. This can be addressed by accepting all
ancmt messages with valid selector i (via step 1) but letting anchors to include
the hash values and nonces of p previous blocks in ancmt. Each node can verify
the authenticity of ancmt messages by checking their respective proofs of work
(without payload).

2.2 Two-Layer Cascaded NDN Design

To facilitate efficient propagation of transactions and blocks by aggregating
announcement and request messages in the gossip protocol, we design a two-layer
cascaded NDN network as shown in Fig. 1. The broadcasted tuple ancmtwill serve
as the announcement for both NDN networks within current interval T .

Fig. 1. Two-layer cascaded NDN

At layer 1, the data
producers and the anchors
form an NDN network. In a
blockchain system, any node
can be a potential data pro-
ducer. Therefore, each anchor
shall subscribe to every other
node for all new transactions
or blocks. As the subscription
in layer 1 NDN is opposite to
the direction of the propaga-
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tion of ancmt, we let each node create layer-1 pending interest table (PIT) after
layer 2 PIT has been created as discussed below.

In layer 2 NDN network, each anchor node acts as a producer and other
nodes are consumers. The construction of the PIT table of layer 2 NDN network
is straightforward: on receiving the announcement message (i.e., the verified
ancmt), each node ni randomly selects a sender nj from all up-steam neighbors
who relayed the ancmt message and sends an interest packet for time slot tj to
it for each future time slot tj ∈ T . On receiving the interest packet, nj creates
a PIT entry with ni as the outcoming interface for tj . Meanwhile, ni creates a
PIT entry for layer 1 NDN for tj with nj as the outcoming interface. This means
that ni will forward all new data generated in tj to nj . In the layer 2 PIT tables,
each entry also includes the index of the anchor, meaning that PIT entry is for
that particular anchor node at time tj .

Please note that in our design, the routes (i.e., PIT entries) of the nodes form
a random broadcast tree rooted at each anchor for each time slot tj . Layer 1
NDN also forms a random broadcast tree rooted at each node with all anchors
being leaf nodes. A branch in a layer 1 NDN broadcast tree overlaps with a
branch in a layer 2 NDN broadcast tree but with an opposite data propagation
direction. Traffic pattern privacy is also well protected in our design. This is
because for each time slot tj , broadcast trees of both layer 1 and layer 2 are
randomly determined by each node hop by hop.

2.3 Elimination of Duplicated Transmissions from Multiple Anchors

Another problem we need to address is the duplicated data traffics relayed by
multiple anchors. This is because when a new data is generated, the producer
broadcasts it to all anchors, each of whom relays the data to the entire network.

Fig. 2. Short message of dupli-
cated data

To reduce duplicated transmissions, we design
a short message for duplicated data as shown in
Fig. 2. The bit vector assigns one bit for each
anchor and is initialized as all 0’s. Bit 1 means the
data has been received from that anchor. When

a node receives a data, it first updates its local bit vector by ORing its local bit
vector with the received one. Then it checks its PIT entries. For those already
fulfilled (i.e., data has been forwarded to the outcoming interface), it will just
send the short message as shown in Fig. 2 (the hash of data can be replaced with
a shorter index defined by each anchor); for those not fulfilled, the node will
send the full message, which includes tj , the updated bit vector, and the original
data. In this way, duplicated transmissions are aggregated into short messages.
We can apply encoding techniques to further compress the bit vector.

3 Performance Evaluation

We evaluate our design using NDNSim with 60,000 nodes, each connected to an
average of eight other nodes. Transaction generation rate is seven per second.
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T is 4 min and tj is 1 min. We compare Anchor with the Bitcoin flooding network
and Erlay for transaction propagation regarding bandwidth consumption and
per-transaction latency.

Fig. 3. Comparison of Anchor with BTCFlood and Erlay

As shown in Fig. 3, both the latency and the overall bandwidth consump-
tion of Anchor are smaller than both Erlay and Bitcoin. The latency of Anchor
increases slightly faster than the other two as the network size increases. This is
because we used a fixed number of 40 anchor nodes, which become sparser when
the network size increases. Although this increased latency can be flattened by
deploying more anchor nodes, it will introduce more communication overhead
because of redundant transmissions of anchors. As shown in the right figure,
Anchor is able to aggregate almost all announcements (0.003 GB) within each
time interval T . But it has a slightly higher overhead with the base cost (5.277
GB) mainly contributed by the bit vector.

4 Conclusion

In this paper, we introduce the first NDN-based efficient network layer for
Bitcoin-like blockchain systems. With the new two-layer cascaded NDN design,
we are able to significant aggregate the management messages of the gossip pro-
tocol with traffic pattern protected. Extensive simulation with a widely used
simulator NDNSim shows that our design enjoys a lower communication over-
head and a smaller latency as compared to the state of the art.
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Abstract. The privacy preservation in Bitcoin is increasingly impor-
tant, partly due to its huge market capitalization and potential appli-
cations in distributed architectures. To protect the privacy of users in
Bitcoin, a number of mechanisms have been proposed, where mixing
service is a simple and frequently-used mechanism. The work, named
Blindcoin, believes that an unlinkable blind signature scheme can help to
guarantee the anonymity of users at the mixer side. Recently, Sarde and
Banerjee presented an identity-based blind signature scheme. However,
we found their scheme is vulnerable to a linkability attack. In this paper,
we improve their scheme on this weakness and construct two unlinkable
identity-based blind signature schemes, where one is in the standard set-
ting and the other is in the proxy setting. Our approaches delinearize the
two blinding factors so that malicious signer or proxy signer cannot find
any helpful information from what she knows. The security, including
unlinkability, of our schemes relies on the computational Diffie-Hellman
assumption in the random oracle model as analyzed in this paper. We
typically show that this is of great important to hide the relationship
between message-signature pairs for the privacy-protecting in Bitcoin.

Keywords: Unlinkable blind signature · Privacy preservation ·
Bitcoin · Proxy blind signature · Identity-based cryptography

1 Introduction

The continued interest in Bitcoin is evident by its market capitalization, for
example, it takes a market capitalization of $209,144,466,745 and has been
topped the ranking of cryptocurrency since its publication in 20081. However,
Bitcoin provides a limited form of privacy preservation: static analysis attacks
to de-anonymize an user are possible, even if she always creates pseudonyms
when connecting to the Bitcoin system [4,20,25,28,30,31,35,44]. For example,

1 See https://coinmarketcap.com/.
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Androulaki et al. [4] conducted an experiment in an university, where students
uses Bitcoin as the daily transaction currency. By utilizing cluster analysis based
on the transaction fingerprints, they finally profiled approximately 40% of the
participants, even some of them apply a fresh address for each transaction.

Some discussions of the importance and cryptographic mechanisms for pri-
vacy preservation in Bitcoin can be found in [10,11,18,24,27,41]. Mixing service,
the frequently-used mechanism for protecting privacy since it was proposed by
Chaum [8], allows users to mix the input/output relationship of their transac-
tions, within some anonymity set, so that cannot be linked to the correct origin
and destination [1–3,5,12,13,26,37]. Although many such mixing services exist,
Valenta and Rowan [37] argued the anonymity means that the users (including
sender and receiver of a transaction) should be the only entities that know the
mapping from their input address to their output address. It imposes tight con-
straint on these services, i.e., the mixer (who performs the mixing step) has no
information about the mapping from a transaction’s input to output address.

To alleviate the risk of deanonymization on the mixer side, Valenta and
Rowan [37] implemented a blind signature within Mixcoin [5]. They conceptually
defined a blind signature scheme with three procedures, i.e., blinding (hiding the
original message together with a random “blinding factor”), signing (signing the
blinded message) and unblinding (removing the “blinding factor” to get a valid
signature on the actual message). The core security assumption that the blind
signature works well in Valenta and Rowan’s protocol is that the blind signature
can be publicly verified while the signer has no information about the connection
between the pair of message and signature.

Up to now, a number of identity-based blind signature schemes [16,19,21,
23,42] and proxy blind signature schemes [34,38–40,43] have been proposed. All
of them have stated to be unlinkable, i.e., the original signer and proxy signer
(who is authorized to sign on behalf of the original signer) can use their private
keys to generate a valid signature on the blinded message, and cannot discover
which messages were signed by them after the unblinding phase. More recently,
Sarde et al. [32] also proposed a new identity-based blind signature scheme from
bilinear pairings. Unfortunately, we find that their schemes cannot guarantee
unlinkability and we will present this weakness more clearly later.

Therefore, in this paper, we firstly present an attack on the unlinkability of
the blind signature scheme by Sarde et al. [32], and construct two unlinkable
identity-based blind signature schemes, where one is in the standard setting and
the other is in the proxy setting. Our standard unlinkable blind signature scheme
improves the scheme presented in [32] by delinearizing two blinding factors such
that malicious signer cannot find any helpful information from what she knows.
This is of great important to hide the relationship between message-signature
pairs for the privacy-protecting in Bitcoin. Such an approach also works well in
our proxy blind signature, which maintains unlinkability between the message-
signature pair both on the original signer and proxy signer side. We theoret-
ically analyze the security and performance of our proposed schemes. While
our schemes are slightly slower compared to blind signature schemes presented
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in [32], we demonstrate their great practical value by an example of potential
application for privacy preservation in Bitcoin.

The rest of the paper is organized as follows. In the Sect. 2, we introduce some
preliminaries. Section 3 reviews the blind signature scheme presented by Sarde et
al. and Sect. 4 present a de-anonymizing attack on their scheme. Our improved
unlinkable blind signature and unlinkable proxy blind signature schemes are
described in (resp.) Sect. 5 and Sect. 6. Section 7 focuses on the security of our
proposed schemes. In Sect. 8, we provide an theoretical evaluation of the pro-
posed schemes. Finally, we give an example of potential application to privacy
preservation in Bitcoin.

2 Preliminaries

In this section, we describe the relevant preliminaries required in the understand-
ing of the proposed scheme.

2.1 Tate Bilinear Pairings

Assume that G1,G2,GT denote three cycle groups with the same order of prime
q. There exists a bilinear mapping e : G1 × G2 → GT with following properties:

– Bilinearity: For any elements P ∈ G1, Q ∈ G2 and any integers x, y ∈ Z
∗
q , the

equation e(xP, yQ) = e(P,Q)xy holds.
– Non-degeneracy: For some elements P ∈ G1, Q ∈ G2, the inequation

e(P,Q) �= 1GT
holds.

– Computability: Given two elements P ∈ G1, Q ∈ G2, there exist effective
algorithms to compute e(P,Q).

2.2 Computational Diffie-Hellman Assumption

Define G as a finite cycle group with the order of prime number q = |G| and
generator of P . For unknown x, y ∈ Zq, the advantage to compute xyP from the
tuple (P, xP, yP ) for any probabilistic polynomial time (P.P.T) adversary A is
negligible.

2.3 System Model

The architecture of this paper is shown in Fig. 1.
There are four (or five) types of participants with an (proxy) blind signature

scheme: the key generation center, a user, a signer, a verifier, and a proxy signer
just within proxy blind signature scheme.

– KGC: It is a trusted third party and its task is generating system parameters.
Besides, it is also extract the private keys of the user, the signer and the proxy
signer according to their identities.

– User: He/She is a client who intents to get signature on message m.
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Fig. 1. The system model

– Signer: It is a server provider who gets his/her private key from the KGC and
uses it to sign on blinded message provided from the User. After the signature
process, he/she can not know any information about original message m.

– Proxy Signer: It is a proxy server provider being authorized to sign on behalf
the Signer when the Signer is off-line. It is a specific character within the
proxy blind signature scheme.

– Verifier: He/She can verify the signature on message m after the User publicly
publishing the unblinded signature.

3 Review of Sarde et al.’ Blind Signature Scheme

In [32], Sarde et al.’ ID-based blind signature consists of the following algorithms:

– Setup: Let G1 denotes an additive group of generator P and order q and
G2 denotes a multiplicative group of the same order, bilinear pairings e
defines e : G1 × G1 → G2, three cryptographic hash functions are given
by H1 : {0, 1}∗ → G1, h2 : G1 → Zq, h3 : {0, 1}∗ × G2 → Zq. KGC
randomly samples master private key s ←R Z

∗
q and computes master pub-

lic key by Ppub = s · P . Finally, system parameters are publicly set as
params = {G1,G2, e, q, P, Ppub,H1, h2, h3} and master private key s will be
kept securely by KGC.

– Extract:
1. On receiving signer’s identity information ID, KGC computes QID =

H1(ID) as his or her public key.
2. Output SID = s · QID to the signer as private key.

– Blinding Phase:
1. Signer randomly samples r ←R Z

∗
q , computes and sends R = r · QID to

the user.
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2. User samples two random values k1, k2 ←R Z
∗
q , computes u = h2(R) · k1

mod q, T = e(k2 ·R+k1k2 ·QID, Ppub) and ĥ = h3(m,T )+u mod q and
sends ĥ to the signer.

– Signing Phase: Signer computes and returns the blinded signature Ŝ = (ĥ +
r) · SID to the user.

– Unblinding Phase:
1. User unblinds the signature by S = k2 · Ŝ, h = ĥ − u mod q and d =

k2 · (ĥ − k1) mod q.
2. Output the blind signature σ = (S, h, d) of message m.

– Verify: On input a signature σ of message m, public key QID and sys-
tem parameters params, the verifier accepts the signature if and only if
h = h3(m, e(S, P ) · e(QID, Ppub)−d) holds.

4 Attack on Sarde et al.’ Blind Signature Scheme

In this section, we show that a curious signer in their blind signature scheme can
link a signature with a signing requester:
1. Given a tuple of transcripts {r,R, SID, ĥ} and candidate signature

{S∗, h∗, d∗} of message m∗, the signer firstly computes

k1 = (ĥ − h∗) · (h2(R))−1, k2 = d∗ · (ĥ − k1)−1

2. Now the signer can check whether

e(k−1
2 · S∗, P ) = e(R + ĥ · QID, Ppub)

to discover the signing requester.

This attack is workable because {r,R, SID, ĥ} and {S∗, h∗, d∗} of message m∗

are all known to the signer and

e(k−1
2 · S∗, P ) = e(k−1

2 · (k∗
2 · (ĥ∗ + r∗)) · SID, P )

= e((ĥ∗ + r∗) · SID, P )k
−1
2 ·k∗

2 = e((ĥ∗ + r∗) · QID, Ppub)k
−1
2 ·k∗

2

On the right side,

e(R + ĥ · QID, Ppub) = e((r + ĥ) · QID, Ppub)

It is obliviously possible to discover the signing requester, because the probability
of k−1

2 ·k∗
2 · (ĥ∗ + r∗) = r+ ĥ is negligible on the conditions of 1) signer’s random

number r∗ �= r; 2) user’s blinding factor k2 �= k∗
2 ; 3) the blinded message ĥ∗ �= ĥ

(defined jointly by signer’s random number, user’s blinding factor and one-way
hash function).

Thus after the user publishes message-signature pair in public, a curious
signer can link them to certain tuple that she keeps. Once we apply Sarde et al.’
scheme for the privacy preservation in Bitcoin, a malicious mixer can trace the
relationship between the transaction’s sender and receiver without being autho-
rized by the users. This attacks can work because the public u is multiplied by
two integers. So it is easily factorizable if one integer is known. Our improvement
is put the blind factor k1 into the hash operation and guarantee security on the
basis of one-way hash function.
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5 Unlinkable ID-Based Blind Signature Scheme

In this section, we propose an improved version of Sarde et al.’s scheme, which
satisfies untraceability besides the merits of original scheme.

– Setup: The proposed unlinkable proxy blind signature scheme are parameter-
ized by params = {G1,G2,GT , e, q, P1, P2, Ppub, h1, h2} where G1 and G2 are
two group of the same order q, Tate bilinear pairing e : G1 × G2 → GT (an
asymmetric pairing which is faster than the Weil bilinear pairing that was
used in [32]), P1 and P2 denote the generators of G1 and G2, H1 : {0, 1}∗ →
G1, h2 : G1 → Z

∗
q and h3 : {0, 1}∗ × GT → Z

∗
q define three cryptographic

hash functions. The master private key s ←R Z
∗
q is chosen by KGC and

Ppub = s · P2 is the master public key. Finally, KGC publishes the system
parameter params and keeps s securely.

– Extract: On receiving signer’s identity string ID, KGC computes QID =
H1(ID) as his or her public key, and returns the corresponding private key
SID = s · QID to the signer.

– Blinding Phase:
1. Signer randomly samples r ←R Z

∗
q , computes and sends R = r · QID to

the user.
2. User samples two random values k1, k2 ←R Z

∗
q , computes

u = h2(k1 · R),

T = e(k2 · R+ k1k2 · QID, Ppub), ĥ = h3(m,T )+u mod q and sends ĥ to
the signer.

– Signing Phase: Signer computes and returns the blinded signature Ŝ = (ĥ +
r) · SID to the user.

– Unblinding Phase:
1. User unblinds the signature by S = k2·Ŝ, h = ĥ−u mod q, d = k2·(ĥ−k1)

mod q
2. Output the blind signature σ = (S, h, d) of message m.

– Verify: On input a signature σ of message m, public key QID and sys-
tem parameters params, the verifier accepts the signature if and only if
h = h3(m, e(S, P ) · e(QID, Ppub)−d) holds.

Correctness. The correctness of our scheme can be verified following the prior
work of Sarde et al.. Thus it is omitted here for simplicity.

6 Unlinkable ID-Based Proxy Blind Signature Scheme

Proxy signature is such a blind signature that a proxy signer is authorized to
generate a blind signature on behalf of the original signer, and neither original
signer nor proxy signer know the message. In this section, we further propose a
unlinkable proxy blind signature scheme for convenience, economy and meet the
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cooperation demands of the modern companies, for example, multiple company’s
managers are assigned to answer the mixing services in turns.

Our construction is also built on the Sarde et al.’s proxy blind signature
scheme [32]. We can see that their scheme fails to satisfy the unlinkability, as for
a curious proxy signer, the hash value h received from user is exactly identical
to that parsed from signature. Here, we improve their version and fill in gap of
unlinkability.

Our unlinkable proxy blind signature scheme consists of following five phases:

– Setup: The proposed unlinkable proxy blind signature scheme has similar
definition around the system parameters params = {G1,G2,GT , e, q, P1, P2, g,
Ppub,H1, h2} as standard one, except the cryptographic hash function h2 :
{0, 1}∗×GT → Z

∗
q and element g = e(P1, P2). Finally, KGC publishes params

and keeps s securely itself.
– Extract: On receiving original signer’s identity IDs and proxy signer’s iden-

tity IDp, KGC computes QIDs
= H1(IDs) and QIDp

= H1(IDp) as their
corresponding public keys, and returns the private keys SIDs

= s · QIDs
and

SIDp
= s · QIDp

to the original signer and proxy signer respectively.
– Proxy Delegation:

1. Proxy Generation: The original signer randomly samples α ←R Z
∗
q ,

computes V = gα, A = SIDs
· V + α · P1, γ = h2(ω, e(A,P2)) and

U = γ · SIDs
+ α · P1, where ω is the proxy warrant which consists the

identity information of the original signer and the proxy signer, message
type to be signed by the proxy signer, the delegation limits of authority,
valid period of delegation and so on.

2. Proxy Delivery: The original signer sends (ω, V, U) to a proxy signer and
publishes the warrant-voucher pair (ω, V ) in public.

3. Proxy Verification: Upon receiving secret values from the original signer,
the proxy signer accepts it if the following equations holds:

e(U,P2) = e(QIDs
, Ppub)h2(ω,e(QIDs ,Ppub)

V ·V ) · V (1)

– Proxy blind signature generation: When given the message m, user and proxy
signer execute the following steps to generate a proxy blind signature:
1. Blinding:

(a) The proxy signer randomly samples r ←R Z
∗
q , computes R = gr,

Kp = U + R · SIDp
and sends R to the user via secure channel.

(b) Now the user samples two random values k1, k2 ←R Z
∗
q and blind the

message by T = R ·gk1 ·V k2 ·e(QIDs
, Ppub)γk2 ·e(QIDp

, Ppub)Rk2+k1k2 ,
ĥ = h1(m,T ) + k1 · k−1

2 , and sends ĥ to the signer.
2. Signing: The proxy signer computes and returns the blinded signature

Ŝ = ĥ · Kp + r · P1 to the user.
3. Unblinding: Upon receiving Ŝ, user unblinds it by computing S = Ŝ+k1 ·

P1, h = ĥ − k2 and d = R · h − k1 · k2. The proxy blind signature on the
message m is σ = (S, h, d).
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– Verify: On input a signature σ of message m, public keys QIDs
, QIDp

,
proxy warrant-voucher pair (ω, V ), the verifier firstly recovers γ =
h2(ω, e(QIDs

, Ppub)V · V ), then accepts the signature if

h = h1(m, e(S, P2) · e(QIDs
, Ppub)−hγ · e(QIDp

, Ppub)−d · V −h) (2)

holds.

Correctness
The correctness of Eq. (1), i.e., the proxy verification can be proved as follows:

e(QIDs
,Ppub)h2(ω,e(QIDs ,Ppub)

V ·V ) · V = e(QIDs
, Ppub)h2(ω,e(SIDs ·V,P2)·V ) · V

= e(QIDs
, Ppub)h2(ω,e(SIDs ·V,P2)·gα) · gα

= e(QIDs
, Ppub)h2(ω,e(SIDs ·V +α·P1,P2)) · gα

= e(QIDs
, Ppub)h2(ω,e(A,P2)) · gα = e(QIDs

, Ppub)γ · gα

= e(γ · SIDs
+ α · P1, P2) = e(U,P2)

Furthermore, the correctness of Eq. (2), i.e., the proxy blind signature verifi-
cation can be proved as follows.

e(S, P2) · e(QIDs
, Ppub)−hγ · e(QIDp

, Ppub)−d · V −h

= e(Ŝ + k1 · P1, P2) · e(QIDs
, Ppub)−hγ · e(QIDp

, Ppub)−d · V −h

= e(ĥ · Kp + r · P1 + k1 · P1, P2) · e(QIDs
, Ppub)−hγ · e(QIDp

, Ppub)−d · V −h

= e(U + R · SIDp
, P1)h+k2 · gr · gk1 · e(QIDs

, Ppub)−hγ · e(QIDp
, Ppub)−d · V −h

= e(γ · SIDs
+ α · P1 + R · SIDp

, P2)h+k2 · R · gk1 · e(QIDs
, Ppub)−hγ

· e(QIDp
, Ppub)−d · V −h

= e(SIDs
, P2)γ·(h+k2) · gα·(h+k2) · e(SIDp

, P2)R·(h+k2) · R · gk1

· e(QIDs
, Ppub)−hγ · e(QIDp

, Ppub)−d · V −h

= e(QIDs
, Ppub)γ·k2 · V k2 · e(QIDp

, Ppub)R·(h+k2)−d · R · gk1

= T

7 Security Analysis

In this section, we will show that the proposed improved schemes meet the
security requirements, especially the unlinkability that plays a critical role for
the privacy preservation in Bitcoin.

7.1 Analysis of Blind Signature

A blind signature scheme should meet three security properties: blindness,
unforgeability, and unlinkability [7,9,15,17,33]. Now we examine the security
of our scheme described in Sect. 5 according to the property:
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– Blindness: To protect the privacy of signed message, the signer should not
know the content of message when she signs. In our scheme, user securely
samples two random values k1, k2 and calculates T and u to randomize the
message m using one-way hash function. We can see that, at this point, the
signer has no information about T and u, thus she cannot obtain the content
of message.

– Unforgeability: To guarantee authenticity and non-repudiation of signature,
no one, except the signer, can produce a valid blind signature without per-
mission. The unforgeability of our scheme is lying on signer’s private key
SID = s · QID (calculated by KGC’s master private key s) and random value
r. It is easy to prove that our scheme can be reduced to CDH assumption in
the random oracle model using Forking Lemma [29]. Thus, no one can forge
a valid signature without private key.

– Unlinkability: To provide a fully preservation of message’s privacy, the signer
should not trace the connection between revealed signature and the blinded
message she signed before. In our scheme, before the message m and its sig-
nature σ = {S, h, d} are published, the user will break the linear relationship
of blinding factors k1, k2 among S and d, which means that the signer cannot
find any helpful information from the tuple of {r,QID, SID, ĥ} she knows.
Thus, it is hard for signer to link the blinded signature {Ŝ, ĥ} with the public
message-signature pair.

7.2 Analysis of Proxy Blind Signature

A proxy blind signature scheme should meet seven security properties: distin-
guishable, identifiablity, prevention of misuse, non-repudiation, unforgeability,
verifiability and unlinkability [6,14,22,36]. Here, we analyze that our scheme in
Sect. 6 satisfies these properties:

– Distinguishability: To maintain clear boundaries of responsibility, the proxy
blind signature generated by proxy signer should be distinguishable from the
normal one by original signer. In our scheme, the original signer’s private
key is SIDs

calculated from IDs while the proxy signer’s private key is SIDp

calculated from different IDp. Furthermore, the warrant ω, who consists the
detail proxy information, is one of the components of the proxy key W and
finally embedded into the proxy blind signature. Thus, one can distinguish
the proxy blind signature from a normal one easily by verifying the validity
of the proxy blind signature.

– Identifiablity: For publicly verifiable accountability, the proxy signer, original
signer and their agency relationships should be efficiently identified. Using
the proxy warrant-voucher pair (ω, V ) and both signer’s identities, one can
verify the validity of blind signature σ = {S, h, d}. However, original signer’s
identity IDs and proxy signer’s identity IDp appear in different location
of the verification equation (2), it will be unacceptable if any one of them
is mismatched. Thus, the proxy signer can be efficiently identified from the
proxy signature.
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– Prevention of misuse: To protect the interests of the original signer, any
misuse of proxy key pair deviated from producing proxy signature could
be detected publicly. In our improved scheme, the original signer issues
U = h2(ω, e(A,P )) · SIDs

+ α · P during the proxy generation, where the
warrant ω consists the detail proxy information, such as identities of both
parties, message type to be signed by the proxy signer, the delegation lim-
its of authority, valid period of delegation and so on. Based on the security
of original signer’s private key SIDs

and random value α, the proxy signer
cannot sign any messages deviated from the warrant ω.

– Non-repudiation: The proxy blind signature is a proof of both proxy signer
and original, therefore, a proxy blind scheme should guarantee neither of them
can later deny their signatures. During the blinding phase of our scheme,
the proxy key Kp is created by original signer’s private key SIDs

and proxy
signer’s private key SIDp

. Cooperating with the identifiablity analyzed before,
we can say that neither of them can sign in place of the other party nor both
of them can deny having signed the message.

– Unforgeability: To guarantee authenticity of signature, no one, except the
proxy signer, can produce a valid proxy blind signature without permission.
The unforgeability of our scheme is lying on original signer’s private key
SIDs

= s · QIDs
, proxy signer’s private key SIDp

= s · QIDp
(both are cal-

culated by KGC’s master private key s) and random values α, r. Similarly,
based on CDH assumption, it is easy to prove that an P.P.T adversary (even
a original signer or signature receiver) cannot forge in our improved scheme
without private key.

– Verifiability: The proxy blind signature should be verified by anyone. Our
improved blind signature can satisfy verifiability as the verifier can check the
validity of the proxy blind signature using Eq. (2). The correctness of it is
already shown by Eq. (1).

– Unlinkability: To protect the privacy of message, the signer (including proxy
signer and original signer) should not trace the connection between revealed
signature and the blinded message she signed before. In the proposed scheme,
on one side, the original signer or a verifier has no information about ran-
dom factor r and blinding factors k1, k2, so it’s difficult for them to find
the relationship between the blinded signature {ĥ, Ŝ} and proxy blind sig-
nature σ = {S, h, d}. On the other side, given all the signature transcript
{ĥi, Ri, Ŝi}, it is still unable for proxy signer to link a published proxy blind
signature σ = {S, h, d} with one she signed before because she still has no
helpful information of blinding factors k1, k2 (including e(QIDs

, Ppub)k2 , V ks ,
e(QIDp

, Ppub)k1·k2 , e(QIDp
, Ppub)k2 , e(P, P )k1 and so on). Thus, our improved

proxy blind signature scheme can achieve perfectly unlinkability.

8 Performance Analysis and Comparison

To show the practicality of our protocols proposed in Sect. 5 and 6, we ana-
lyze their performance and compare them with Sarde et al.’ schemes [32]. The
notations used in this section are as follows:
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– Tbp: the execution time of the bilinear pairing.
– Tsm: the execution time of scalar multiplication over group G1.
– Tgm: the execution time of multiplication of two elements over group GT (and
G2 in Sarde et al.).

– Tga: the execution time of addition of two elements over group G1.
– Tinv: the execution time of inversion of an integer under modulo q.
– Tim: the execution time of integer multiplication modulo q.
– Th: the execution time of hashing.

Table 1. Comparison of computational cost of blind signature

The comparison of algebraic operations required for different phases are sum-
marized in Table 1 and Table 2. We mark that the computational cost for unlink-
ability of blind signature is Tsm in the binding phase. The computational cost
for unlinkability of proxy blind signature is Tbp + 2 × Tsm + 2 × Tim in the
blinding phase and Tim in the unblinding phase of proxy blind signature gener-
ation. However, our proposed schemes still benefit from the higher-performance
of Type-3 bilinear pairing, which has been optimized many years and can be
executed faster than the symmetrical pairing used by Sarde et al.

9 Application for Privacy Preservation in Bitcoin

We review the Blindcoin project [37] in this section, which utilizes a blind sig-
nature scheme to hide the mapping between a user’s input and output addresses
from mix.

According to the transaction architecture (i.e., UTXO or unspent transac-
tion outputs) of Bitcoin, it is linkable between senders and receivers within a
transaction, therefore, by analyzing the public content (e.g., analytical attack),
one can infer some privacy information. Some analysis attacks have succeed to
extract users’ identities [4,20,25,28,30,31,35,44]. The simplest solution to mit-
igate this attack is to obfuscate the transaction’s relationships with the help of
mixer. Senders wrap transactions with the output addresses of mixer, and then
mixer wrap other irrelevant transactions with the output addresses of receivers.
When a massive of transactions engage in this mixing task, the relationships
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Table 2. Comparison of computational cost of proxy blind signature

between each transaction’s origin and destination are hided well. Blindcoin, pre-
sented by Valenta et al., followed the mixing mechanism and combine the blind
signature scheme to hide the user’s privacy at the mixer side. There are three
kind of participants in Blindcoin, i.e., sender S, mixer M and receiver R. Sender
S anonymously transfers a mount of Bitcoin to receiver R with the assistance
of mixer M by executing following steps:

– Setup: The mixer M publishes the mix parameters mixparams into the public
ledger including the expiry date t1, t2, t3, t4, the value v of Bitcoin put into a
transaction, the mixing fee ρ, block chunk ω and so on.

– Sender Submits Offer: The sender S sends its offer to M including mixparams
and blinded token [T = {addrout, n}]Blind. This token T contains the output
address addrout and secure random number n, and being masked using the
blinding phase of blind signature scheme.

– Mixer Answers Partial Warranty: If M accepts this offer, then it wrap partial
warranty using blinded token T , an escrow address addresc for the sender to
pay to, and mixparams. This partial warranty will be signed using signing
algorithm of blind signature scheme, i.e., forming PriW = {[T ]Blind, addresc,
mixparams}sig.

– Sender Pays: Sender S then transfer v amount of Bitcoin from any input
address addrin to addresc by time t1.

– Mixer Completes Warranty: Once the sender pays the funds, mixer M must
complete the warranty by signing the blinded token, i.e., forming PubW =
{[T ]Blind}sig and publishes it to the public ledger by time t2. This public infor-
mation allows any third party to verify that the sender did indeed transfer
their funds to the escrow address on time and the mixer has completed the
warranty by time t2.

– Sender Anonymously Unblinds Output Addresses: After seeing PubW in the
public ledger, S can apply unblinding phase to recover the signed token,
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formed as {T = {addrout, n}}sig. The sender (anonymously connects with
another identity S ′) posts the signed token to the public log by time t3.

– Mixer Pays to Output Address: Once the signed output address being pub-
lished in public ledger by time t3, M computes a beacon function with the
inputs of t3, n and block chunk ω for each token T = {addrout, n}. The chunk
destined for that output address will be kept by M if Beacon(t3, ω, n) ≤ ρ;
else, M pays v amount of Bitcoin to all unblinded output addresses before
time t4.

– One Party Cheats: If M fails to pay a chunk to each of the output addresses
that are passed the beacon function by time t4, then S can publish the partial
warranty PriW = {[T ]Blind, addresc,mixparams}sig, and all the public informa-
tion (e.g., transaction tx(v, addrin, addresc) presented by time t1, the signed
token {T = {addrout, n}}sig) to incriminate M. Every verifier can check the
public log and blockchain to see if both parties followed the protocol honestly.

Discussion and Conclusion. Based on the unlinkability of blind signature
scheme, M can check the validity of output address but cannot link the output
address addrout to the corresponding input address addrin. This is why unlinka-
bility is a core feature to guarantee privacy of Bitcoin even a mixer (who knows
many information) is curious or malicious. Therefore, our proposed protocols are
extremely valuable for the privacy preservation in Bitcoin.
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Abstract. Domain name system (DNS), mapping domain names to IP
addresses, is critical to the Internet’s running. However, the centralized
architecture is one of the major criticisms of the current DNS. Many
works suggest introducing the blockchain into DNS, but the existing
blockchain-based DNSs do not support the domain name auction that
is important for the domain name transfer. To solve this problem, we in
this paper propose a blockchain-based sealed-bid domain name auction
protocol by combining the smart contract, the Pedersen commitment,
and zero-knowledge proof. Compared with the previous blockchain-based
auction protocols, our proposal is the first one holding the tx-fairness,
bidding-fairness, bid-guarantee, and fund-privacy at the same time. For
showing its effectiveness, we also give an illustration of our proposal
based on the smart contract system in Ethereum.

Keywords: DNS · Blockchain · Sealed-bid auction

1 Introduction

Domain Name System (DNS) is one of the crucial infrastructures of the Internet.
With its help, people can use the human-readable domain name to visit websites
instead of the hard-to-remember digital IP address [1]. The fundamental part
of DNS is the management of root names and top-level domain names, which
is principally maintained by the Internet Corporation for Assigned Names and
Numbers (ICANN) [2]. This centralized architecture of the current DNS suffers
from many attacks [3], such as the single-point failure and power abuse. One of
the famous incidents of single-point failure on the current DNS is the 2016 Dyn
cyberattack [4]. The failure of DNS provided by Dyn caused major websites,
including Amazon.com, GitHub, Twitter, and Reddit, to convert unreachable
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via their corresponding domain names. To mitigate the above problems, it is
natural to introduce the decentralized architecture into the current DNS.

Meanwhile, with over ten years of development, the blockchain has become
the most famous and successful decentralized architecture. Recently, many
researchers have suggested introducing blockchain into the DNS [5–10]. On the
other hand, the domain name auction is one of the primary ways to obtain the
DNS domain name [11]; however, the existing blockchain-based DNS solutions
cannot provide the functionality of domain name auction as well as expected.

– Namecoin [5], ConsortiumDNS [6], EmerDNS [7], and Blockstack [8] mainly
focus on domain name registration but ignoring the domain name auction.

– Ethereum Name Service (ENS) [9] provides the auction functionality, but it
is only for cryptocurrency addresses, not IP addresses.

– Handshake [10] realizes a sealed-bid domain name auction, where the bid
will not be revealed until all the bids are committed. The main advantage
of a sealed-bid domain name auction is that bidders are more willing to bid
according to the real value of the auction item [12]. However, the last bidder
in Handshake can always win the auction with a reasonable bid since the
current possible highest bid is predictable.

In this paper, aiming at the above challenges, we propose a sealed-bid blockchain-
based domain name auction protocol to realize the domain name transfer in a
fair, secure, and privacy-preserving way. The main contributions of this paper
can be summarized as follows.

– We compile the security requirements for the blockchain-based sealed-bid
domain name auction for the first time, including the tx-fairness, bidding-
fairness, bid-guarantee, and fund-privacy.

– By integrating the account-based consortium blockchain with the anonymous
fund, smart contract, the Pedersen commitment, and zero-knowledge proof,
we propose the first blockchain-based sealed-bid domain name auction pro-
tocol.

– We also give a security analysis to show our proposal satisfies the tx-fairness,
bidding-fairness, bid-guarantee, and fund-privacy simultaneously.

– At last, we give an illustration of our proposal by using the smart contract
system in Ethereum to show the feasibility of our proposal.

The remainder of this paper is organized as follows. In Sect. 2, we give the
system and security models, as well as the design goals in this paper. In what
follows, we give some basic knowledge related to our proposal. After that, we
present our domain name auction protocol and its analysis in Sect. 4 and Sect. 5,
respectively. Section 6 reviews the related works. At last, we conclude this paper
in Sect. 7.

2 Models and Design Goals

This section will present the system and security models for our proposed
blockchain-based domain name auction protocol and identify the properties our
proposal should have.
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2.1 System Model

In our system model, we mainly consider a typical domain name auction scenario,
where we have a domain name owner, multiple domain name bidders, and a
blockchain system, as shown in Fig. 1.

Fig. 1. The system model considered in this paper.

Our system is heavily based on the blockchain system that is an account-
based consortium blockchain. The consensus nodes in the blockchain system
could be the network authority in each government around the world. In other
words, all the countries together, instead of the single entity ICANN alone,
maintain the mapping from domain names to IP addresses. Hence, our system
overcomes the problems caused by the centralized architecture.

All the participants in the blockchain system have at least one account. Every
account has its corresponding fund of an encrypted format, such as fund = gchr,
where c is the amount of the fund, r is a random number, and g and h are random
elements from the underlying finite cyclic group. Furthermore, the blockchain
also records the relationships between the domain name and the account.

When the domain name owner wants to sell his/her domain name, he/she
deploys a smart contract in the blockchain. The domain name bidder can bid the
domain name in a sealed-bid way, particularly the Vickrey auction. The Vickrey
auction allows the bidder to submit the bid and keep the bid secret before all
bids are submitted, and the winning bidder pays the second-highest bid instead
of his/her bid. At the end of the auction, the domain name is transferred from
the domain name owner to the winning bidder.

More detailed information about the underlying blockchain system and auc-
tion types can be found in Sect. 3.1 and Sect. 3.2, respectively.
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2.2 Security Model

As with other blockchain-based systems [5–10], the blockchain in our system
is assumed to be honest-but-curious. In particular, the blockchain system will
faithfully execute the smart contract deployed by the domain name owner. How-
ever, it is also curious about others’ secret information, including bids’ values
before the corresponding bidders open them and the values of funds the bidders
have.

The domain name owner could be malicious. He/she will try his/her best
to transfer to others the domain names not belonging to him/her or obtain
the money from the bidder without transferring the domain name. The domain
name bidders could also be malicious. They would launch active attacks, such
as manipulating the communication data, to win the auction deviating from the
rules of Vickrey auction or to obtain the domain name without payment.

2.3 Design Goal

This paper aims to design a blockchain-based domain name auction protocol
with the following security properties.

TX-Fairness. The proposal should guarantee that once the domain name
owner transfers the domain name to the winning bidder, he/she can obtain
the corresponding money; vice versa.

Bidding-Fairness. The winning probability of the auction is not related to the
time of bidding. In particular, the late bidding will not bring any advantage
over the early bidding.

Bid-Guarantee. Anyone can verify that the bidder has enough money to cover
his/her bid or not.

Fund-Privacy. No one can deduce how much money the bidder has in the
blockchain system from the auction process.

3 Preliminaries

In this section, we will review some basic knowledge that will be used in our pro-
posal, including the account-based consortium blockchain, auction types, com-
mitment scheme, and zero-knowledge proof for an inequality.

3.1 Account-Based Consortium Blockchain

Blockchain is a technology enabling a group of users to build trust relation-
ships in a decentralized way. Since the invention of the first blockchain system—
Bitcoin [13], many blockchain systems have been proposed with different prop-
erties [14–16]. Generally speaking, the existing blockchain systems can be classi-
fied into three categories: public blockchain, consortium blockchain, and private
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blockchain, where anyone, only a specific group of users, and only a particu-
lar user can be the consensus nodes appending data to the blockchain, respec-
tively. Unlike the existing blockchain-based DNS solutions [8,10,12], we adopt
the consortium blockchain in our system due to its effectiveness and efficiency.
Furthermore, we assume that the consensus nodes in our system are the network
authorities in governments, which may be more realistic.

The consortium blockchain used in this paper belongs to the account-based
style. Every user in this blockchain system has one or more accounts, and
each account is recorded with its possessed fund and domain names. The fund
recorded in the blockchain is with an encrypted format, such as fund = gchr,
where c is the value of the fund, r is a random number, g and h are random ele-
ments in the underlying finite cyclic group, and no one knows logh g. In contrast,
the domain names are recorded in plaintext format since they will be transferred
from one account to another account through the sealed-bid auction.

At last, the consortium blockchain also supports smart contracts, which has
been a fundamental functionality of a blockchain system since the invention of
Ethereum [17]. Particularly, our consortium blockchain’s consensus nodes can
run the Turing-complete program instead of the program’s creator.

Since we in this paper focus on the design of blockchain-based sealed-
bid domain name auction, we omit the details of the underlying consortium
blockchain. One may get such a blockchain from Ethereum with the anonymous
fund and a consensus algorithm for consortium blockchains.

3.2 Auction Types

An auction is a process where people can buy items via the bidding method,
and it usually involves an auctioneer and many bidders. The corresponding seller
typically not appears but delegates the auctioneer to sell the items. Traditionally,
there exist two main types of auctions [18]: open auction and sealed-bid auction.
Every bidder can see others’ bids in the former type and submit the bid to the
auctioneer many times. In contrast, bidders in the latter type can submit their
bids to the auctioneer only once in a private way. After all bids are submitted
in a preset period, the auctioneer will open the bids and decide who the winner
is. Since the sealed-bid auction can lead to a reasonable bid for the auction
item with a higher probability [19], we adopt it in our system. Especially, we
use the special sealed-bid auction named Vickrey auction in our system, where
the bidder with the highest bid wins while he/she only needs to pay with the
second-highest bid. Furthermore, we replace the auctioneer with the blockchain
and assume the blockchain as an honest-but-curious party.

3.3 Pedersen Commitment

As we mentioned before, the auction we apply in this paper is the Vickrey
auction, where the bid should be kept secret before the corresponding bidder
opens it. To realize this process, we make use of the Pedersen commitment [20]
that is widely used in many anonymous cryptocurrencies [21–23].
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A commitment scheme usually contains two stages: commit and reveal. In
the former stage, the sender commits a value to the receiver and reveals it in
the latter stage. It requires that the receiver cannot reveal the committed value
before the latter stage, and the sender cannot change the committed value after
the former stage.

The Pedersen commitment goes as follows. In the commit stage, the sender
sends fund = gxhr to the receiver, where x is the committed value, r is a ran-
dom number, g and h are public parameters from a finite cyclic group with a big
prime order, and no one knows logh g. Later on, the sender in the reveal stage
sends (x′, r′) to the receiver. If fund = gx′

hr′
holds, the receiver accepts the com-

mitted value; otherwise, he/she rejects it. One of the properties of the Pedersen
commitment is homomorphic addition. In particular, given fund1 = gx1hr1 and
fund2 = gx2hr2 , we have that fund1 · fund2 = gx1hr1 ·gx2hr2 = gx1+x2hr1+r2 . The
value of fund1 · fund2 is essentially a commitment to x1 + x2.

3.4 Zero-Knowledge Proof

The bid-guarantee and fund-privacy are the two security properties that our pro-
posal should satisfy. In particular, the bidder in our proposal has the capability to
prove that he/she has enough money to cover the committed bid without reveal-
ing how much fund he/she has. In this paper, we make use of the zero-knowledge
proof for the inequality between two positive integers, which is original from [23].

Given fund1 = gx1hr1 , {fund′
2i = gai·2ihr′

2i}�
i=0, the prover proves that x1 ≥

∑�
i=0 ai · 2i with the knowledge of x1, r1, and {ai ∈ {0, 1}, r′

2i}�
i=0, where g and

h are the same as that in the Pedersen commitment, and � is a positive integer
larger than the bit-length of any possible value of the fund in our system. The
whole process contains the following two parts.

In the first part, the prover proves that x1 =
∑�

i=0 ai ·2i+
∑�

i=0 bi ·2i with the
conditions fund1 = gx1hr1 , {fund′

2i = gai·2ihr′
2i}�

i=0, and {fund′
3i = gbi·2ihr′

3i}�
i=0

by providing a signature corresponding to the public key (h, fund1/(
∏�

i=0 fund
′
2i ·

fund′
3i)). Note that if x1 =

∑�
i=0 ai · 2i +

∑�
i=0 bi · 2i, the prover knows the value

of logh fund1/(
∏�

i=0 fund
′
2i · fund′

3i) = r1 − ∑�
i=0(r

′
2i + r′

3i) and can generate
the signature; otherwise, the prover does not know it and cannot generate the
signature since logh g is kept secret from everyone.

In the second part, the prover proves that all ai’s and bi’s belong to {0, 1} as
follows. Let us take ai as an example. The prover only needs to provide a ring
signature corresponding to the public keys (h, fund′

2i) and (h, fund′
2i/g2

i

). The
ring signature scheme [24] allows the verifier to check the signature’s validity
without revealing the public key corresponding to the real signing key. Note
that if ai = 0, the prover knows logh fund′

2i = r′
2i; and if ai = 1, the prover

knows logh fund′
2i/g2

i

= r′
2i instead; for other cases, the prover does not know

either logh fund′
2i or logh fund′

2i/g2
i

since logh g is kept secret from everyone. As
a result, the verifier can check whether ai ∈ {0, 1} via the ring signature.
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4 Our Proposal

We are now ready to present our blockchain-based sealed-bid auction protocol,
where we have the following four phases: Create the Auction, Commit the Bid,
Reveal the Bid, and Close the Auction. In the first phase, the domain name
owner deploys a smart contract in the blockchain to start the sealed-bid domain
name auction. The bidder would submit his/her bid on the domain name via
the smart contract in the second phase. After that, the bidder would open the
bid in a predefined period. At last, the blockchain would finalize the auction
according to the smart contract. Note that we have four functions in the auction
smart contract, namely Create (Fig. 2), Commit (Fig. 3), Reveal (Fig. 4), and
Finalize (Fig. 5), which are invoked in the four phases, respectively.

4.1 Create the Auction

After deploying the smart contract, the domain name owner invokes the func-
tion Create with (T1, T2, name, σ), where T1 and T2 are the respective deadlines
for committing and revealing bids, name is the domain name for bidding, and
the last value is a signature on the smart contract under the public key cor-
responding to the account possessing the domain name. When the consensus
nodes in the blockchain system receive the function call, they check the validity
of (T1, T2, name, σ) and whether there is no current active auction smart contract
corresponding to name. If all of them are valid, the consensus nodes will run the
rest of the function Create; otherwise, they stop running the function.

Fig. 2. Pseudo-code for the function Create in the auction smart contract.

The pseudo-code of the function Create can be found in Fig. 2. The array
bidder[ ] is used to record the information related to the bidder, including the
public key pk, commitment {fund′

i = gc′
i·2ihr′

i}�
i=0 for the bid, and the values

{(c′
i, r

′
i)}�

i=0 for revealing the bid, where g, h, � are the same as that explained
in Sect. 3. The domain of state is {0, 1}, and 0 and 1 denote the inactive and
active state of the smart contract, respectively.

4.2 Commit the Bid

When the bidder finds some auction smart contract on the domain
name he/she is interested in, he/she invokes the function Commit with
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(pk, {fund′
i}�

i=0, σ, ZKP), where pk is the public key corresponding to one of
the bidder’s accounts, {fund′

i = gc′
i·2ihri}�

i=0 is the commitment for the bid
∑�

i=0 c′
i · 2i, σ is a signature on the smart contract under the public key pk, and

ZKP is the zero-knowledge proof for the statement c ≤ ∑�
i=0 c′

i · 2i ≤ 0. Here, c
is the value of the fund corresponding to pk, and it is recorded as fund = gchr

in the blockchain as mentioned in Sect. 3.1. It is easy to see that we can obtain
ZKP as the steps in Sect. 3.4. When the consensus nodes receive the function
call for Commit, they check whether the array bidder[ ] does not contain pk,
whether it is still in the valid period according to T1, and the validity of (σ, ZKP).
If all of them are valid, the consensus nodes continue running the function Com-
mit; otherwise, they stop running the function. The pseudo-code of the function
Commit can be found in Fig. 3.

Fig. 3. Pseudo-code for the function Commit in the auction smart contract.

4.3 Reveal the Bid

When the bidding phase stops according to T1, the bidder can start to reveal
his/her bid by invoking the function Reveal with (pk, {(c̄′

i, r̄
′
i)}�

i=0), where pk
is the same public key the bidder used to invoke the function Commit, and
{(c̄′

i, r̄
′
i)}�

i=0 are the values used to compute the commitment {fund′
i}�

i=0. When
the consensus nodes receive the function call for Reveal, they check whether
it is still in the valid period according to T2, whether there exist {fund′

i}�
i=0

corresponding to pk in the array bidder[ ], and whether all fund′
i = gc̄′

i·2ihr̄′
i

for i = 0, · · · , � hold. If all of them are valid, the consensus nodes continue
running the function Reveal; otherwise, they stop running the function. The
pseudo-code of the function Reveal can be found in Fig. 4.

4.4 Close the Auction

After the third phase, anyone can deduce who is the winner according to {c̄′
i}

recorded in the array bidder[ ]. In this case, the auction winner will be the one
who invokes the function Finalize. Note that anyone can invoke the function
Finalize. In other words, the domain name owner can invoke the function for
a quicker domain name transfer.

When the consensus nodes receive the function call, they check whether it
is the time to finalize the auction according to T2 and whether the state of the
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Fig. 4. Pseudo-code for the function Reveal in the auction smart contract.

smart contract is active. If both of them are valid, the consensus nodes continue
running the function Finalize; otherwise, they stop running the function. The
pseudo-code of the function Finalize can be found in Fig. 5, where we mainly
deal with three cases for the bidders. The first one is that the bidder failed to
open his/her bid in the third phase, and they will be punished by reducing the
bid from the corresponding fund. The second one is for the winner whose money
of the second-highest bid value will be transferred to the domain name owner,
and the domain name is transferred to the winner from the domain name owner.
The last case is for the ones following our protocol but losing this auction. We
do not need to do anything in this case.

Fig. 5. Pseudo-code for the function Finalize in the auction smart contract.

5 Analysis of Our Proposal

In this section, we will analyze our proposal in terms of security and feasibility.

5.1 Security Analysis

This subsection shows our proposal satisfies the tx-fairness, bidding-fairness,
bid-guarantee, and fund-privacy one by one as follows.
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TX-Fairness. In this paper, we assume that the consensus nodes will faithfully
execute the smart contract in the immutable blockchain. Hence, the codes
in lines 8-11 in the function Finalize transferring the money and domain
name are executed or not executed at the same time. In this case, we have
the tx-fairness immediately.

Bidding-Fairness. To show the bidding-fairness of our proposal, we only need
to show that no one can reveal the bid from the corresponding commit-
ment. Fortunately, we can obtain this claim directly from the security of the
Pedersen commitment.

Bid-Guarantee. It is easy to see that the zero-knowledge proof used in our
system guarantees that the bidder has enough money to cover the bid.

Fund-Privacy. Firstly, fund = gchr won’t leak any information about c, since
there are many pair (c′, r′)’s satisfying fund = gc′

hr′
. Secondly, ZKP won’t

leak the concrete value of c due to the security property of the underlying
zero-knowledge proof. Hence, we have the fund-privacy property.

5.2 Performance Evaluation

In this subsection, we evaluate our proposal’s performance based on our exper-
imental results in terms of off-chain cost and on-chain cost. The prototype we
implement is based on the BigInteger class of Java language and the BigNumber
library of Solidity language for the off-chain and on-chain parts. Furthermore,
we run our prototype in a laptop with Intel(R) Core(TM) i5-1038NG7 CPU
@2.00 GHz, 16 GB RAM, macOS 11.2 operating system, and Java 14, and the
rinkeby test chain of Ethereum for obtaining the off-chain cost and on-chain cost,
respectively. In our experiments, we set the bit-length of the order of g and h as
160, and all experiments are conducted 20 times and the average is recorded.

Off-Chain Cost. The main computational cost for the off-chain part of our
proposal is due to the generation of commitments and zero-knowledge proofs.
In particular, the bidder has to generate a commitment for the fund and a
zero-knowledge proof for a statement. The statement shows that the bidder has
enough money to cover his/her bidding. The experimental results can be found
in Fig. 6. The abscissa represents the values of �, and the ordinate denotes the
computing time. From Fig. 6, “commitA” and “proofGen” denote the commit-
ment commiting and the zero-knowledge proof of fund, respectively. And we can
see that the computational cost is proportional to � as expected, while the cost
is acceptable.

On-Chain Cost. The on-chain cost is mainly due to the gas cost for the on-
chain part of our proposal, especially, the verification of zero-knowledge proofs
in the function Commit and the verification of commitments in the func-
tion Reveal. Here, we ignore the gas cost due to the function of Finalize.
The experimental results can be found in Fig. 7, where “commit”, “proof x”,
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Fig. 6. The off-chain computational cost of our proposal.

Fig. 7. The gas cost of our proposal.

“proof a”, “proof b”, and “open” denote the commitment commiting, zero-
knowledge proofs of x, a =

∑�
0 ai · 2i, and b =

∑�
0 bi · 2i, and the commitment

opening, respectively. From Fig. 6, we can see that the computational cost is also
proportioanl to � as the off-chain cost, while the cost is still acceptable. Note
that the costs for “proof a” and “proof b” are the same since they require the
same execution steps.

6 Related Work

As described in Sect. 4, our proposal is closed to blockchain-based DNS and
blockchain-based auction. Hence, we give related works in two parts respectively.
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6.1 Blockchain-Based DNS

To solve the traditional DNS’ centralization problem, Namecoin [5], as the first
solution, used blockchain’s decentralized characteristics to realize the decentral-
ized DNS. However, the resulting system is along with some side effects, such
as cybersquatting. The Namecoin team proposed a new solution named Block-
stack [8] by using the virtual chain, distributed hash table, cloud storage, and
other techniques to tackle the above problems. Later on, ConsortiumDNS pro-
posed another solution with better performance on data storage and domain
name resolution. As we know, the domain name auction is one of the typical
ways to obtain the domain name [11]. However, none of the above blockchain-
based systems provide such functionality. In [9], Ethereum officials proposed a
domain name system based on the smart contract to resolve domain names into
Ethereum addresses but not the digital IP address. The Namebase team recently
proposed a blockchain-based DNS, named Handshake, with a domain name auc-
tion protocol [10]. Their auction protocol follows the Vickrey auction, where the
submitted bids are not revealed until all the bids are submitted, and the bidder
with the highest bid wins the auction while paying with the second-highest bid.
However, in their auction protocol, anyone can deduce the possible highest bid
of the submitted bids, which may bring advantages over the latter bidders. In
other words, the auction protocol cannot hold the bidding-fairness property. To
the best of our knowledge, it is still challenging to design a fair, secure, and
privacy-preserving blockchain-based sealed-bid domain name auction protocol.

6.2 Blockchain-Based Auction

Using the secure multi-party computing (MPC) technique, Kasba et al. [25]
proposed the first blockchain-based auction protocol. However, the underlying
secure MPC scheme is of a high level of interactivities, which leads to an ineffi-
cient solution, especially in the blockchain scenario. With the help of the trusted
execution environment (TEE), Yuan et al. [26] proposed an efficient blockchain-
based auction protocol without sacrificing the smart contract’s confidentiality.
Nevertheless, the TEE technique usually demands users to update their hard-
ware, which not everyone can afford. What’s worse, the security of implementa-
tion of TEE is still controversial [27,28]. Blass and Kerschbaum [29] proposed a
new blockchain-based auction protocol still based on the secure MPC technique
with a good performance. Nonetheless, the proposed protocol needs a pre-fixed
bidding order and a semi-trusted auctioneer that is usually unnecessary in the
blockchain scenario. Galal and Youssef [18] proposed an auction protocol over the
Ethereum blockchain. However, it is not as efficient as expected due to the use of
interactive zero-knowledge proof schemes. Furthermore, there is no mechanism
to check whether the bidder has enough money to bid in the proposed auction
protocol. Note that, although there is a deposit in their protocol, this deposit
cannot be used as proof that the bidder has enough money to fulfill the bid.
Recently, Nguyen and Thai [30] proposed a new efficient auction protocol based
on multi-party state channels in terms of storage cost. However, the resulting
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protocol cannot support the sealed-bid auction. Qusa et al. [31] also proposed
a new blockchain-based auction protocol, while the bidder colluding with some
bidders can obtain some advantages over the rest of the bidders. It is fair to say
that a fair, secure, and privacy-preserving blockchain-based auction protocol is
still desired.

7 Conclusion

The blockchain-based DNS is considered one of the most promising decentralized
DNSs. However, the current blockchain-based DNSs fail to provide a suitable
domain name auction protocol essential for the domain name transfer. To fill this
gap, we in this paper have proposed a new blockchain-based sealed-bid domain
name auction protocol. Based on the security assumptions on the underlying
blockchain system, the Pedersen commitment, and zero-knowledge proof, we
have also shown that the proposed auction protocol can proceed in a fair, secure,
and privacy-preserving way.

References

1. Mockapetris, P.V.: RFC1034: Domain Names-Concepts and Facilities (1987)
2. Mockapetris, P.V.: RFC1035: Domain Names-Implementation and Specification

(1987)
3. Khormali, A., Park, J., Alasmary, H., Anwar, A., Saad, M., Mohaisen, D.A.:

Domain name system security and privacy: a contemporary survey. Comput. Netw.
185, 107699 (2021)

4. Verma, S., et al.: Stopping amplified DNS DDoS attacks through distributed query
rate sharing. In: 11th International Conference on Availability, Reliability and
Security, ARES 2016, IEEE Computer Society, pp. 69–78 (2016)

5. Loibl, A.: Namecoin (2014). https://www.namecoin.org/
6. Wang, X., Li, K., Li, H., Li, Y., Liang, Z.: ConsortiumDNS: a distributed domain

name service based on consortium chain. In: 19th IEEE International Conference
on High Performance Computing and Communications; 15th IEEE International
Conference on Smart City; 3rd IEEE International Conference on Data Science
and Systems, pp. 617–620. IEEE Computer Society (2017)

7. Emercoin NVS - Emercoin Community Documentation. https://emercoin.com/en/
documentation/blockchain-services/emernvs

8. Ali, M., Nelson, J.C., Shea, R., Freedman, M.J., Blockstack: a global naming and
storage system secured by blockchains. In: USENIX Annual Technical Conference,
USENIX ATC 2016. USENIX Association 2016, pp. 181–194 (2016)

9. Johnson, N., Griffith, V.: Ethereum Name Service. https://ensuser.com/docs/
readme.html

10. Roquerre, T.: Handshake project paper. https://handshake.org/files/handshake.
txt

11. W. contributors: Domain Name Auction (2020). https://en.wikipedia.org/w/
index.php?title=Domain name auction&oldid=975293048

12. Alvarez, R., Nojoumian, M.: Comprehensive survey on privacy-preserving protocols
for sealed-bid auctions. Comput. Secur. 88 (2020)

https://www.namecoin.org/
https://emercoin.com/en/documentation/blockchain-services/emernvs
https://emercoin.com/en/documentation/blockchain-services/emernvs
https://ensuser.com/docs/readme.html
https://ensuser.com/docs/readme.html
https://handshake.org/files/handshake.txt
https://handshake.org/files/handshake.txt
https://en.wikipedia.org/w/index.php?title=Domain_name_auction&oldid=975293048
https://en.wikipedia.org/w/index.php?title=Domain_name_auction&oldid=975293048


38 G. Lu et al.

13. Nakamoto, S., et al.: Bitcoin: A Peer-to-Peer Electronic Cash System (2008)
14. Poon, J., Dryja, T.: The Bitcoin Lightning Network: Scalable Off-Chain Instant

Payments. https://lightning.network/lightning-network-paper.pdf
15. Luu, L., Narayanan, V., Zheng, C., Baweja, K., Gilbert, S., Saxena, P.: A secure

sharding protocol for open blockchains. In: Proceedings of the 2016 ACM SIGSAC
Conference on Computer and Communications Security, pp. 17–30. ACM (2016)

16. Gilad, Y., Hemo, R., Micali, S., Vlachos, G., Zeldovich, N.: Algorand: scaling byzan-
tine agreements for cryptocurrencies. In: Proceedings of the 26th Symposium on
Operating Systems Principles, pp. 51–68. ACM (2017)

17. Buterin, V., et al.: A Next-Generation Smart Contract and Decentralized Appli-
cation Platform, white paper 3 (37) (2014)

18. Galal, H.S., Youssef, A.M.: Verifiable sealed-bid auction on the ethereum
blockchain. IACR Cryptol. ePrint Arch. 2018, 704 (2018)

19. Chandrashekar, T.S., Narahari, Y., Rosa, C.H., Kulkarni, D.M., Tew, J.D.,
Dayama, P.: Auction-based mechanisms for electronic procurement. IEEE Trans.
Autom. Sci. Eng. 4(3), 297–321 (2007)

20. Pedersen, T.P.: Non-interactive and information-theoretic secure verifiable secret
sharing. In: Feigenbaum, J. (ed.) CRYPTO 1991. LNCS, vol. 576, pp. 129–140.
Springer, Heidelberg (1992). https://doi.org/10.1007/3-540-46766-1 9

21. Miers, I., Garman, C., Green, M., Rubin, A.D., Zerocoin: anonymous distributed
e-cash from bitcoin. In: IEEE Symposium on Security and Privacy. SP 2013, pp.
397–411. IEEE Computer Society (2013)

22. Ben-Sasson, E., et al.: Zerocash: decentralized anonymous payments from bitcoin.
In: IEEE Symposium on Security and Privacy. SP 2014, pp. 459–474. IEEE Com-
puter Society (2014)

23. Noether, S.: Ring Signature Confidential Transactions for Monero. IACR Cryptol-
ogy ePrint Archive 2015, 1098 (2015)

24. Rivest, R.L., Shamir, A., Tauman, Y.: How to leak a secret. In: Boyd, C. (ed.)
ASIACRYPT 2001. LNCS, vol. 2248, pp. 552–565. Springer, Heidelberg (2001).
https://doi.org/10.1007/3-540-45682-1 32

25. Kosba, A.E., Miller, A., Shi, E., Wen, Z., Papamanthou, C.: Hawk: the blockchain
model of cryptography and privacy-preserving smart contracts. In: IEEE Sym-
posium on Security and Privacy, SP 2016, IEEE Computer Society, pp. 839–858
(2016)

26. Yuan, R., Xia, Y.-B., Chen, H.-B., Zang, B.-Y., Xie, J.: ShadowEth: private smart
contract on public blockchain. J. Comput. Sci. Technol. 33(3), 542–556 (2018).
https://doi.org/10.1007/s11390-018-1839-y

27. Shaun Davenport, R.F.: SGX: The Good, The Bad and The Downright Ugly
(2014). https://www.virusbulletin.com/virusbulletin/2014/01/sgx-good-bad-and-
downright-ugly

28. Luis Merino, J.A.: SGX Secure Enclaves in Practice Security and Crypto Review
(2016). https://www.blackhat.com/docs/us-16/materials/us-16-Aumasson-SGX-
Secure-Enclaves-In-Practice-Security-And-Crypto-Review.pdf

29. Blass, E.-O., Kerschbaum, F.: Strain: a secure auction for blockchains. In: Lopez,
J., Zhou, J., Soriano, M. (eds.) ESORICS 2018. LNCS, vol. 11098, pp. 87–110.
Springer, Cham (2018). https://doi.org/10.1007/978-3-319-99073-6 5

30. Nguyen, T., Thai, M.T.: A blockchain-based iterative double auction protocol using
multiparty state channels. ACM Trans. Internet Technol. 21, 1–22 (2021)

31. Qusa, H., Tarazi, J., Akre, V.: Secure e-auction system using blockchain: UAE case
study. In: Advances in Science and Engineering Technology International Confer-
ences (ASET). IEEE 2020, pp. 1–5 (2020)

https://lightning.network/lightning-network-paper.pdf
https://doi.org/10.1007/3-540-46766-1_9
https://doi.org/10.1007/3-540-45682-1_32
https://doi.org/10.1007/s11390-018-1839-y
https://www.virusbulletin.com/virusbulletin/2014/01/sgx-good-bad-and-downright-ugly
https://www.virusbulletin.com/virusbulletin/2014/01/sgx-good-bad-and-downright-ugly
https://www.blackhat.com/docs/us-16/materials/us-16-Aumasson-SGX-Secure-Enclaves-In-Practice-Security-And-Crypto- Review.pdf
https://www.blackhat.com/docs/us-16/materials/us-16-Aumasson-SGX-Secure-Enclaves-In-Practice-Security-And-Crypto- Review.pdf
https://doi.org/10.1007/978-3-319-99073-6_5


Authentication



A Security Enhanced Key Management Service
for ARM Pointer Authentication

Liqiang Zhang, Qingsong Chen, and Fei Yan(B)

Key Laboratory of Aerospace Information Security and Trusted Computing,
Ministry of Education, School of Cyber Science and Engineering,

Wuhan University, Wuhan 430000, Hubei, China
yanfei@whu.edu.cn

Abstract. The memory-unsafe programming languages caused a pandemic of
memory corruption bugs inARM-based devices. Tomitigate such threats, Control-
Flow Integrity (CFI) is one of the most effective and popular solution, and inte-
grated with the modish hardware makes it even more valuable, for instance, the
ARM Pointer Authentication (PA), which can generate a message authentication
code for a pointer and verify it to ensure the pointer is intact. However, according
to some research, the QARMA algorithm, as a critical part of PA, is vulnerable to
certain attacks, making it possible to recover the key.

In this paper, we present a key management service for PA. It utilizes the
exceptionmodel of TrustZone to isolate the key generation process of PA securely,
preventing the key from leaking to insecure memory; then takes advantage of a
randomization scheme to dynamically derive separate keys for both kernel-space
and user-space programs. Based on the scheme, we have implemented a prototype
among the ARM Trusted Firmware, and also an enhanced backward-edge CFI
solution. The evaluation shows that it introduces a reasonable and acceptable
performance overhead, while provides better security guarantee.

Keywords: Pointer authentication · Key management · Control-flow integrity

1 Introduction

According to Google’s report, memory corruption bugs generally accounted for more
than 65%ofHigh&Critical security bugs inChrome andAndroid. These bugs exist in the
“memory-unsafe” programming languages (e.g., C and C++), which allow developers
to take fine-grained control of the memory through pointers. And security mechanisms
such as Stack Canary, DEP and ASLR have indeed defeated the primitive attack patterns
like code-injection, but in the meantime, code-reuse attacks gradually become the main
pattern of hacking the software and system security.

Return-oriented programming (ROP) [1] is a well-known code-reuse technique
which allows the attacker to reuse the original benign code snippets (called gadgets)
in the memory and manipulate them to launch powerful attacks [2]. In order to defend
against the ROP attack, multiple approaches have been proposed in the past decades,
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such as control-flow integrity (CFI) [3]. However, software implementations of CFI are
limited by high performance overhead or significant changes to system software archi-
tecture, and hardware-assisted ones are unlikely to ever be deployed because of requiring
the underlying processor architecture changes.

In recent years, major processor vendors have directly embedded security primitives
into theirmodernprocessors.ARMintroducedPointerAuthentication (PA) inARMv8.3-
A to detect and reject crafted pointers through a set of instructions. PA calculates a
cryptographic message authentication code for 64-bit pointers, and stores it at the high
bits of the pointer, referred to Pointer Authentication Code (PAC). The pointer with
PAC must be verified by the hardware before it is used as a return address or function
pointer. Actually, Qualcomm has proposed a backward-edge CFI scheme based on PA to
protect the return address [4], then Apple suggested to sign the virtual function pointers
to protect forward-edge CFI [5].

However, the default QARMA block cipher algorithm used by PA is subjected to
certain attacks: Li et al. [6] applied the meet-in-the-middle attack on reduced-round
QARMA-64/128; Yang et al. [7] have utilized impossible differential attack to analyze
QARMA with less time and space complexity; and related-tweak statistical saturation
attack are also proved to be effective on QARMA [8]. Therefore, the ability of sophis-
ticated attackers to perform cryptanalysis on the PA mechanism cannot be ignored. The
existing PA-based schemes cannot be trustworthy enough to safeguard the CFI, for the
following reasons: 1) the assigned PA keys for each process are constant, and 2) the
attacker may attempt cryptanalysis attacks based on the collected PAC values over a
long period of time.

In this paper,we design and implement PointerAuthenticationKeyManagement Ser-
vice (PAKMS), providing security enhancedPAkeymanagement service.Wealso imple-
ment a backward-edge CFI solution based on it to evaluate the security and performance
overhead of PAKMS. Our main contributions are:

• Design: We propose a novel scheme, leveraging the privilege and exception levels of
ARMv8-A to provide pointer authentication key management service, which could
dynamically generate distinct keys for both the kernel and user-space applications
(Sect. 4).

• Implementation: We have implemented a prototype of PAKMS based on the ARM
Trusted Firmware (ATF). We also implement a LLVM-based backward-edge CFI
solution for user-space applications,which proves the practicality of PAKMS (Sect. 5).

• Evaluation: We conducted systematic analysis of PAKMS on the ARM Fixed Virtual
Platform (FVP) with nbench-byte benchmark, demonstrating that it has a reasonable
performance overhead (Sect. 6).

2 Background

2.1 Privilege and Exception Levels

ARMv8-A architecture enables exception levels with a different privilege of accessing
system resources. The exception levels are referred as EL<x>, with number x ranging
from 0 to 3. EL0 is the least privileged one, typically used for applications; and EL1 is
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for the operating system. While the EL0 and EL1 are available in both the Non-Secure
and Secure worlds introduced by TrustZone [9], the EL3 is the most privileged one
that only resides in Secure World, reserved by low-level firmware or security code. The
current exception level can only be switched when the processor takes or returns from
an exception. For instance, SMC instruction can causes an exception to EL3, and SVC
instruction to EL1.

There are two types of privilege relevant to the exception levels. One is memory
privilege controlled byMemoryManagementUnit (MMU) and isolated by theTrustZone
Address Space Controller (TZASC) in hardware. The other is privilege of accessing
processor resources, i.e. System registers. Generally, the name of the System register
indicates the lowest exception level required by a successful access. For example, the
register TTBR0_EL1 holds the base address of the translation table of applications at
EL0, which requires privilege of EL1 at least.

2.2 Pointer Authentication

In 2016, ARM introduced an ISA extension in ARMv8.3-A, named Pointer Authenti-
cation (PA) [4]. The main purpose of PA is to provide a fast and security mechanism
against exploitation of memory corruption bugs, by the pointer authentication codes
(PACs). PAC is a short Message Authentication Code (MAC) which can be generated
through a single instruction and embedded into the high bits of 64-bit pointers.

PA mainly introduces three types of instructions: (1) PAC* instructions are used to
generate and insert PAC into the pointer; (2) AUT* instructions are designed to authen-
ticate PAC, in other words, if PAC matches, the original pointer will be returned, or else
it returns an invalid pointer that would trigger a fault upon use; (3) XPAC* instructions
also yield the original pointers, but without the authentication routine. As illustrated in
Fig. 1, a PAC* instruction calculates PAC over a 64-bit virtual address, a 64-bit modifier
as a customized context and a 128-bit secret PA key stored in System registers, using
Hash function (QARMA [10] by default). Since the PAC is embedded in unused bits of
the pointer, its size is restricted both by the virtual address size and the memory tagging
extension (MTE) introduced by ARMv8.5-A. For example, when the VA_SIZE is 48-bit
and MTE is enabled, the PAC size is merely 7 bits.

Fig. 1. PAC is computed on the pointer’s address, a modifier and a key (from [17]).

Furthermore, PA also introduces a set of System registers to hold the PA keys used
by the PAC cryptographic algorithm. There are five different keys in total, IA and IB
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keys are used for code pointers, DA and DB are for data pointers and GA is for general
purpose. Take thePACIAXd, Xn instruction as an example, it computes the corresponding
authenticated pointer (returned by register Xd) over an original pointer kept in Xd, a 64-
bit modifier kept in register Xn and the 128-bit IA key composed of the System register
APIAKeyHi_EL1 and APIAKeyLo_EL1.

3 Threat Model

3.1 Attacks

PA prevents the attacker from forging and utilizing pointers to hijack the control flows,
relying on the signing and authenticating instructions. Hence, to obtain a legal PAC
of the target address becomes attackers’ primary goal. And PAC is calculated from a
context-associated modifier and a confidential PA key, using QARMA algorithm by
default, which consequently exists three possible attack channels as follows.

First of all, the modifier value is not confidential in principle, and can be either static
(e.g., a hard-coded value) or dynamic (e.g., the stack pointer). On the one hand, reverse
engineering could reveal the static value, and on the other hand, take the stack pointer
as an example, it is not required to be unique for a specific function, therefore, attackers
could reuse the signed pointer in one functionwhen another vulnerable function executes
with the same stack pointer.

Secondly, the management of PA keys could under attack. PA keys used by EL0
applications are generated and switched by the kernel. And the kernel tracks them in
the thread_struct for each application, therefore, the keys remain constant throughout
its lifetime and are shared by all threads in a single address space. A constant PA key is
fragile to cryptanalysis attack based on known PAC values, and shared keys expand the
search space for attackers to find a usable signing or authenticating gadget.

Lastly, PA also depends on the security of the underlying cryptographic primitives,
i.e., the QARMA algorithm. For QARMA, researchers have proposed several cryptanal-
ysis methods, such as meet-in-the-middle and impossible differential attacks. Thus, a
sophisticated attacker could observe and collect adequate pairs of the original pointer
and the signed one to attempt cryptanalysis attacks. If the attacker could recover the PA
keys, all the integrity protections within the scope could be useless.

3.2 Assumptions

In line with the threat model of pointer authentication, we consider a powerful attacker
who has the capability to read and write almost the entire address space, constrained
only by DEP memory policies, for instance, the attacker cannot write to the read-only
memory and execute codes in writable memory. In addition, the attacker cannot read or
write the System registers directly, especially the registers that hold PA keys, although
he/she may obtain the capability to read and write arbitrary kernel memory via kernel
vulnerabilities [11]. The attacker’s goal is to subvert the control flow of the process.
Thus, he/she would attempt to corrupt any return addresses or function pointers in the
data section, stack and heap region. Furthermore, with the understanding of cryptanalysis
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attacks, the attacker could also try to guess the PAC value of a fake pointer, even to infer
the PA keys used in some context.

In addition to the ability of the attacker, wemade some assumptions about the system
as well. We assume that the firmware or secure monitor is trusted, and the TZASC is
configured correctly to separate the physical memory space. The hypervisor (if existed)
and the kernel boot-up process is also trusted, since the bootloader in EL3 can verify their
cryptographic hash of the binary. And then, we further assume that the random number
generation used in this work has the expected random entropy. The hardware circuitry
relevant to the PAmechanism should work as defined by the ARM specification, leaking
no private and confidential information.

4 Design

4.1 Architecture

In this section, we present a novel scheme named PAKMS to provide PA keys for both
kernel and user-space applications. Before illustrating it in details, we need to address
security challenges arising from the contradiction between the existing management
pattern and the threat model mentioned in the previous section:

Confidentiality. The kernel stores PA keys in thread_struct to support each process
signing and authenticating pointers correctly, which is not feasible for an attacker with
the capability to read and write to arbitrary kernel memory. In order to maintain the
confidentiality of PA keys, no keys should reside in the kernel memory.

Variability. This is caused by the immutability of the PA keys, which ensures that
all signed pointers remain verifiable in their lifetime, which is vulnerable to the attacker
with the knowledge of cryptanalysis.

Diversity. The diversitymeans the PACof the same pointer can be distinct in different
context. Since the process’ PA keys remain constant, the diversity mainly relies on the
modifier. However, whether the modifier is static or dynamic, there still exists potential
risk of pointer reuse attacks, as we discussed in Sect. 3.1.

We propose the PAKMS to provide PA keys for the kernel and user-space applica-
tions, which ensures confidentiality, variability and diversity of PA keys (see Fig. 2). In
order to satisfy the demand for confidentiality, PAKMS holds a set of master-keys in
the privileged EL3, which are designed to derive PA keys for the upper exception levels
(i.e., the kernel and the application). On the one hand, the master-keys are kept in EL3
memory, and securely isolated from other exception levels through the TZASC, at the
same time, the derived PA keys are always kept in System registers and never banked
to the kernel memory. On the other hand, the PA keys are also derived on a dynamic
parameter, namely the Generation (Gn), which ensures that the attacker cannot obtain
adequate pairs of the original pointer and the signed one to infer the PA keys by crypt-
analysis attacks. Besides, Gn further offers variability and diversity of PA keys thanks
to that it changes based on system time or access frequency. What’s more, to enlarge
diversity of PA keys, we have adopted distinct parameters for the granularity of process
level, thread level and function level. In the followings, we will detail the PAKMS in
accordance with the hierarchical structure.



46 L. Zhang et al.

Fig. 2. PAKMS ensures confidentiality, variability and diversity of PA keys.

1) EL3 Isolation: naturally, PAKMS in EL3 can guarantee good confidentiality of PA
keys through TZASC configurations. Resided in the system bus and the memory
chip, TZASC can support multiple memory regions with different access-control
settings (e.g., TZC-400 supports up to 9 memory regions), so that PAKMS can
preserve the mater-keys and Gn in the EL3 memory which is exclusively accessible
by the secure world. Besides, as an EL3 runtime service, PAKMS is both versatile
and extensible, not only can it provide PA keys for the kernel and the application in
Non-secure world, but also can serve the Hypervisor and the Trusted OS in Secure
world. What’s more, EL3 can provide a more reliable source of randomness for
initializing the master-keys and Gn, and updating the Gn with a random strategy.

2) Kernel in the Middle: in our design, the kernel plays two roles on the whole. For
one thing, to protect the integrity of kernel-space pointers, the kernel can invoke
the PAKMS through a Secure Monitor Call (SMC). According to the SMC Calling
Convention [12], an SMC64 call can pass six parameters at most, using registers
X1–X6, and return results in registers X0–X3. Thus, while invoking the PAKMS, we
can pass some unique parameters to ensure a rich diversity of PA keys. Optional
parameters are the values of register TTBR1_EL1 and TPIDR_EL1. The former
holds the base address of the translation table of kernel address space, which can
be used to separate keys of the kernel from the user-space applications; and the
latter, storing thread identifying information, can be used to produce distinguishable
PA keys for kernel threads. And further, function-level parameter can be passed to
produce fine-grained PA keys for each function context.
For another, the kernel plays the role of a bridge between PAKMS and the user-space
applications. Since SMC is not available in EL0, the kernel receives a request for
PAKMS from applications and passes it to the EL3. Except for the parameters from
the application (the function-level parameter), analogously, the register TTBR0_EL1
and TPIDR_EL0 can be used to produce PA keys. A local Gn will be returned by
PAKMS, and can be stored on the stack, in order to correctly authenticate signed
pointers later, because Gn in EL3 is variable throughout the system.

3) Application Strategies: for SMC instruction is undefined in EL0, the user-space
applications have to invoke a Supervisor Call (SVC) to access PAKMS via the
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kernel. Then, the kernel would invoke the PAKMS with some context-sensitive
parameters, that is the register TTBR0_EL1, TPIDR_EL0 and the function-level
parameter. In addition, the PAKMS should return a signed/authenticated pointer
directly rather leave the PAC*/AUT* operations in the application context. Because
the user-space tasks can be preempted by other high-priority tasks,whichmay invoke
the PAKMS again, leading to the former task cannot sign/authenticate the pointer
rightfully.Hence, the signed/authenticatedpointers are returned andBR* instructions
are recommended to make up a function epilogue. Lastly, there should be no way
for the application developers to create a signing or authentication gadget manually
using the PAC*/AUT* instructions, for that may form attackable code sequences.

4.2 Algorithm

We illustrate the signing and authenticating routines of PAKMS in Algorithm 1.

Algorithm 1 PAKMS signing and authenticating routines
Input: SID: service identifier; IAP: input address pointer; IGnl: input local Generation 
of PA keys; FLP: function-level parameter. 
Output: OAP: output address pointer; OGnl: output local Generation of PA keys.
1. initialize master-keys (IA, IB, DA, DA, GA) and global Generation of PA keys 

(Gng) randomly at boot-up time
2. Gng← update with random value by EL3 physical timer
3. switch SID:
4.     Km← select a master-key from (IA, IB, DA, DA, GA)
5.     PLP ← select a process-level parameter, either TTBR0_EL1 or TTBR1_EL1
6.     TLP← select a thread-level parameter, either TPIDR_EL0 or TPIDR_EL1
7.     case signing:
8.         set the related PA keys, take APIAKey_EL1 for example: 
9.            APIAKeyLo_EL1 = QARMA(Km, PLP FLP, Gng)
10.        APIAKeyHi_EL1 = QARMA(Km, TLP FLP, Gng)
11.        set OGnl = Gng
12.        if preemptive then:
13.            signing IAP, for example: OAP = PACIA(APIAKey_EL1, IAP, FLP)
14.            return OAP, OGnl
15.        else non-preemptive:
16.            return OGnl
17.        end if
18.    case authenticating:
19.        set the related PA keys, take APIAKey_EL1 for example: 
20.            APIAKeyLo_EL1 = QARMA(Km, PLP FLP, IGnl)
21.            APIAKeyHi_EL1 = QARMA(Km, TLP FLP, IGnl)
22.        if preemptive then:
23.            authenticating IAP, for example: OAP = AUTIA(APIAKey_EL1, IAP, FLP)
24.            return OAP
25.        else non-preemptive:
26.            return
27.        end if
28. end switch

⊕
⊕

⊕
⊕
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After the firmware accomplishes the necessary architectural and platform initializa-
tion, including the setup of exception vectors and control registers (specifically, to enable
PA instruction in EL3, the register SCTLR_EL3.{EnIA, EnIB, EnDA, EnDB} field need
to be set up), the PAKMS is initialized with five random master-keys and one Gng on
behave of the Generation of PA keys (Line 1). Then setup the EL3 physical timer to
update Gng with random value periodically. According to the SMCCC, the framework
schedules every SMC call to the corresponding handler through the function identi-
fier, which determines the service and function to be invoked. As shown in Algorithm
1, the service identifier (SID) is actually the lower 16 bits of the function identifier,
indicating the function number of PAKMS. When PAKMS is invoked, firstly, some
context-sensitive parameters are selected according to the value of SID, e.g., themaster-
key to use (Line 3 to 6). As there are five master-keys in total, it is recommended to use
different master-key for code pointers and data pointers. In order to distinguish between
the kernel and user-space processes, the process-level parameter can take the register
value of TTBR1_EL1 or TTBR0_EL1. And the thread-level parameter, which makes use
of the register TPIDR_EL0 or TPIDR_EL1, is related to the thread local storage. After
that, the signing and authenticating key generation processes are introduced separately.

In the signing procedure, apart from the parameters mentioned above, the function-
level parameter passed from the kernel is also utilized to generate a unique key, using
some specific algorithm. In this paper, we choose QARMA for the reason that the PAC*
instructions have provided an efficient implementation (Line 8 to 10). In practice, we take
advantage of thePACGA instruction, usingKm as the PA key,PLP⊕FLP or TLP⊕FLP
as the pointer, and Gng as the modifier. Analogously, in the authenticating procedure,
the same algorithm are used. However,Gng is changeable and may be different from the
signing procedure, hence it needs to be backed up through OGnl (Line 11). To generate
the correct key, the authenticating procedure uses IGnl instead (Line 19 to 21). And for
the preemptive situation, we need to return the signed/authenticated pointer calculated
by PAC*/AUT* instructions directly.

5 Implementation

5.1 EL3 Runtime Service

ARM Trusted Firmware (ATF) provides a reference implementation of ARM interface
standards, including SMC Calling Convention (SMCCC), System Control and Manage-
ment Interface (SCMI), the initialization ofGeneric InterruptController (GIC) andTrust-
Zone Controller (TZC). By providing the EL3 runtime service framework, ATF makes
it convenient to integrate services provided by different developers into the firmware.
And it also supports multiple toolchains, such as GCC and LLVM, making it easier to
customize.

Our prototype is based on the ATF runtime service framework, making use of the
signing and authenticating schemes illustrated in Algorithm 1. Firstly, to enable PA
instruction in EL3, the register SCTLR_EL3.{EnIA, EnIB, EnDA, EnDB} field need to
be set up, then PAKMS need to initialize five master-keys and one Gng randomly. In
order to update Gng periodically, we also need to configure the EL3 physical timer and
the GIC. Specifically, we need to setup the CNTPS_CTL_EL1 register fields: ENABLE
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to 1 and IMASK to 0. The IMASK field controls the interrupt generation. When the timer
fires (the value of CNTPS_CVAL_EL1 <= CNTPCT_EL0), an interrupt is asserted to
the interrupt controller. The interrupt ID used for EL3 physical timer is 29, as recom-
mended by the Server Base System Architecture (SBSA). Then we can update Gng and
CNTPS_CVAL_EL1 register in the interrupt handler.

5.2 EL1 Kernel Module

Fig. 3. A non-preemptive kernel can use PAC*/AUT* instructions in its own code sequences (➃,
➆), after switching PA keys by PAKMS (➁, ➅).

Typically, a non-preemptive kernel can use PAC*/AUT* instructions directly to pro-
tect the integrity of the kernel pointers, as illustrated in Fig. 3. Firstly, at the function
entry, kernel sets up the necessary parameters and invokes PAKMS to generate and
switch the associated PA keys (Fig. 3, ➀➁). Next, in order to authenticate the signed
pointer without error later, a local Gn needs to be preserved properly (Fig. 3, ➂). Then,
the kernel can use any PAC* instruction to do the signing procedure. For example, PACI-
ASP is utilized to sign the return address using stack pointer as a modifier (Fig. 3, ➃).
Before the function returns, a similar authenticating procedure needs to be executed to
get a functional return address. The differences are that the local Gn needs to be passed
to the PAKMS and the corresponding AUT* instruction is used to calculate a correct
return address (Fig. 3,➄➅➆). And finally, the function returns to the rightful place using
RET instruction.
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Another important function of the kernel is to redirect the PAKMS requests from the
applications in EL0. The kernel only needs to set the proper service identifier according
to specific system call, without considering other parameters which are set by the appli-
cations in EL0. Furthermore, before returning to the EL0, the kernel can execute security
checks to detect and trap on authentication failures, rather return an illegal pointer to
the applications. Then the kernel uses RET instruction to return to the application, with
return values kept in specific registers.

5.3 EL0 Calling Convention

Based on LLVM 10.0, we add some new passes to the optimizer for generating function-
level parameters and to theAArch64 backend for emitting suitable low-level instructions.
We use optimizer passes to generate function-level parameters based on the pointer’s
LLVM ElementType, and the backend passes to modify the function prologues and
epilogues for making up the parameters and invoking system call for PAKMS. Here we
only show the sample code listing of the return address signing and authenticating, but
assuredly PAKMS can also provide protections for both code pointer and data pointer.

Fig. 4. The application in EL0 invokes PAKMS indirectly through SVC instruction.

We illustrate part of the function code listing to do the return address signing and
authenticating, including the necessary prologues and epilogues (see Fig. 4). First, we set
up the special system call number for signing procedure and other essential parameters,
then we use the SVC instruction to request the kernel proxy as mentioned above (Fig. 4,
➀➁). After the kernel invokes the PAKMS in EL3, it returns the localGn in register X19
and the signed pointer in X0, which will be preserved on the stack (Fig. 4, ➂➃). Similar
to the signing procedure, the authenticating procedure invokes system call to request
the kernel proxy, and the kernel also execute the check routine to detect authenticating
failures as early as possible before returns to the application (Fig. 4, ➄➅). Finally, the
application utilizes the BR instruction to return to the location pointed by the register
X0, which holds the authenticated return address, since the application can be preempted
when it returns from the kernel.
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6 Evaluation

In this section, we will analyze the security and performance of our proof-of-concept
implementation, which is developed and integrated with ARMTrusted Firmware. At the
time of writing this paper, an evaluation on an actual platform was not possible, because
the PA-capable SoCs (e.g., Apple A12 and Kirin 980) do not dispose of the off-the-
shelf development boards. Therefore, we evaluate PAKMS upon the ARM Fixed Virtual
Platform (FVP), an emulator supporting the ARMv8.3-A features.

6.1 Security Analysis

The security problems of existing PA-based schemes are stemmed in the immutability of
each process’ PA keys managed by the kernel. PAKMS, however, can provide different
keys to the same process or even the same function context in different time partitions,
thanks to the sink of the key management and the variable Gn in EL3, which prevents
the following security issues to a certain extent.

A signing gadget is a code fragment that can be exploited to sign an arbitrary pointer,
which could be utilized to substitute all the pointers signed by the same PA keys. Such
gadgets could probably compromise the effectiveness of PA. Another similar attack dis-
cussed above, reuse attack, is also a kind of substitute attack reusing the existing authen-
ticatable pointer to construct a loop to perform malicious calculations. Instrumented by
LLVM passes, however, all the signing and authenticating code pieces are automatically
generated, without certain treacherous patterns of code. Even if the attacker could take
advantage of the signing procedure to forge a pointer, he/she still cannot use the pointer
in another context, since PAKMS provides rich diversity of PA keys which could be
different between function-level contexts. In addition, the keys used in the same context
will also change over time, because a dynamic parameter (Gn) is used by PAKMS to
generate PA keys.

Authentication gadgets, on the other hand, can be exploited to authenticate any forged
pointers. And the attacker could verify the correctness of the forged PAC without trig-
gering an exception, which means online guessing attacks are possible. This is because
PA mechanism only replaces the PAC with an invalid bit if the authenticating proce-
dure failed, and returns an illegal pointer which causes a translation fault only when it’s
used. PAKMS solves this problem through a check routine added to the kernel proxy,
which can do the early detection on authentication failures, so that all the failures can
be recorded to restrict an attacker on the number of guessing.

Table 1. CPU cycles needed by pac* and pakms* instructions to calculate PACs.

Instructions Execution times & CPU cycles

28 210 214 216

pac* 3342 13326 229391 917519

pakms* 18702 74766 1212431 4849679
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For a sophisticated attacker, cryptanalysis attacks could also be launched to recover
the PA keys. Either by the controlled signing procedure, or just by waiting and observing
the signing results patiently, the attacker could collect numerous pairs of the original
pointer and the signed one. When sufficient data is obtained (only need a set of 65536
chosen plaintexts at least [8]), the attacker could perform offline cryptanalysis on the
QARMA to recover the PA keys. We evaluated how many CPU cycles needed by PAC*
instruction and PAKMS to calculate PACs, the result is shown in Table 1. PAKMS
attempts to mitigate such attacks with a dynamic parameter Gn in EL3, and it varies
according to the EL3 physical timer, so does the keys based on it. Hence, according
to Table 1, we can set the timer less than 4849679 CPU cycles to update Gn. So that
the attacker cannot collect enough data to recover a specific PA key before other keys
are generated for this context. Therefore, PAKMS can prevent such advanced attacks
effectively.

6.2 Performance Analysis

We choose nbench-byte 2.2.3 benchmark [13] to evaluate the performance over-head
of PAKMS, for the reason that nbench-byte is designed to measure CPU and memory
subsystem performance with real-world algorithms, and it is easy to be migrated to new
processors or operating systemsquickly, allowingus tomeasurePAKMS instrumentation
with scalable and dynamic workload adjustment on FVP. Simultaneously, we build two
root file systems based on Yocto Project, us-ing the Linux kernel v5.4.23, and compiled
by the customized Clang/LLVM com-piler, one enabled by PAKMS extension and the
other not, and the binaries of nbench do the same.

Fig. 5. Performance evaluations of PAKMS using nbench-byte benchmark.
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Since PAKMS-enabled nbench cannot run on the original kernel, there are three
sets of evaluations in total, as illustrated in Fig. 5, a) the baseline is evaluated with the
original kernel and nbench, b) and the pakms-k uses the pakms kernel and the original
nbench, c) and the pakms-kn equips both the kernel and nbench with PAKMS extension.
In order to analyze and compare experiment results of each algorithm conveniently, we
just modify the configuration of each algorithm, but make each evaluation set with the
same configurations. Comparedwith the baseline, both pakms-k and pakms-kn introduce
some reasonable overhead, i.e., the iterations per second reduce a little for each algorithm.
Except for the IDEA algorithm, which causes 45.7% of performance overhead, most of
the other algorithms have an overhead of less than 3%. This is because when the IDEA
performs the encryption iterations, all the operations (like ADD, MUL and XOR) need
to call its internal functions separately, which leads to frequent calls to PAKMS for
signing and authenticating pointers. By optimizing the implementation of IDEA, the
PAKMS call frequency can be reduced. In general, for pakms-k, the geometric mean of
the performance overhead of all algorithm tests is 1.39%, while pakms-kn is 4.62%.

According to the evaluations, we believe that the performance overhead of PAKMS
is reasonable and acceptable. Even in the worst case, IDEA, can reduce the overhead
by optimizing the algorithm with less function calls inside, not to mention other more
common algorithms. For the ARM Fast Models documentation states that “all instruc-
tions execute in one processor master clock cycle” [14], in the future work, we are
planning to evaluate PAKMS on the PA-capable hardware and support more signing and
authenticating patterns.

7 Related Works

Most of the existing works on ARM Pointer Authentication can be divided into two
categories: 1) the usages of PA for pointer protection; 2) the schemes to enhance the
security of PA mechanism itself.

The Qualcommwhitepaper [4] came out first with simple backward-edge CFI based
on PA, using the SP value as the only modifier, and Apple also proposed forward-edge
protection by signing the vtable pointers [5], using zero as the modifier, so that they
are both susceptible to reuse attacks, which do no harm to our design due to the rich
diversity of PAC. PARTS [15] was the first academic presentation on this subject, which
not only implemented a more fine-grained CFI solution for both the return address and
code pointer, but also provided the data pointer protection. Our function-level parameter
generation required linkage time optimization, as well as its unique function identifiers,
and our solution can also offer the comparable security as PARTS. In addition, we further
enhanced the security of PA mechanism itself by dynamically changing the PA keys for
the kernel and the applications. Other researches also applied the PA to realize a more
secure stack canaries [16], and to chain the call stack [17] for fully precise verification
of return addresses, however, either of them considered the kernel as a target, which may
not readily acceptable for the kernel protection. PTAuth [18] proposed a PA-based heap
memory protection system, which can detect and prevent heap-based temporal memory
corruptions. However, PTAuth currently does not support multi-threading, and due to
shared PA keys, there is still the risk of being bypassed.
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PACKER [19] proposed a design for protecting theCFI of the kernel pointers, provid-
ing both backward-edge and forward-edge solutions. However, it was also confronted
with the problem of sharing the same PA keys in a thread, and it replaced all BLR
instructions with BLRAA instruction, lack of certain compatibility. Based on XOM,
Denis-Courmont et al. [20] presented a secure architecture for kernel PA management,
which did not depend on traps to higher exception levels. Although the attacker can’t
access the key stored in the XOM, but in practice, with adequate information of the
key, it is possible to recover the key. Ferri et al. [21] took advantage of the hypervisor
mode (EL2) and dedicated traps to manage PA keys of applications, certainly the kernel
could also be managed this way. However, the traps that the scheme relied on can also
be utilized for lazy initialization of PA for hypervisor itself, and were not intended for
the key management. As a comparison, PAKMS makes use of the EL3 runtime service
framework, which is hardly conflicted with other system services, and besides, it also
has the ability to generate PA keys for hypervisor.

8 Conclusion

In this paper, we present an enhanced scheme for PA key management, named PAKMS,
which takes advantage of the privilege and exception levels in ARMv8-A to protect the
key generation process. PAKMS can dynamically generate PA keys for both the kernel
and applications during their lifetime, thanks to the special variable in EL3. According
to our evaluation, not only can PAKMS thwart conventional attacks against PA (like
substitution or reuse attack), but also elaborate and advanced cryptanalysis attacks.
And the prototype of PAKMS based on the ARM Trusted Firmware and Clang/LLVM
instrumentation, introducing an acceptable performance overhead.

In the future, we are planning to evaluate the performance of PAKMS comprehen-
sively on the PA-capable hardware and support more signing and authenticating patterns,
and also we need to make PAKMS to setup a sufficiently secure and efficient thresh-
old for each system automatically. In addition, the integration with hypervisor and the
migration of PAKMS-based process between them are also under consideration.
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Abstract. With the rapid development of auto industry and the Internet, smart
remote vehicle control (SRVC) system is now showing in more and more automo-
bile brands which allows people to remotely control vehicles through the Internet.
However, SVRC’s convenience brings security challenges that the related SRVC’s
protocol needs to be enhanced with identity authentication mechanism for both
users and their vehicles, in case of illegal intrusion without identity authentication.
In this paper, we first analyze Chatterjee et al.’s scheme and find that their scheme
is not immune from some common attacks. Then, we design a privacy-preserving
elliptic curve cryptosystem (ECC)-based three-factor authentication scheme based
on the SRVC’s features, which can authenticate the identities of users and vehicle,
and generate a session secret key to protect the users’ privacy. Security analysis
shows that our protocol has many security attributes that it not only can protect
users’ anonymity and untraceability, but also resist many known attacks. And per-
formance analysis shows that our protocol can run efficiently in SRVC system.
Lastly, we conclude our work and give the future research direction in SVRC.

Keywords: Three-factor authentication · Privacy-preserving · Smart remote
vehicle control (SRVC) · Elliptic curve cryptosystem (ECC)

1 Introduction

In the past few decades, with the upgrading of automobile control systems, the human-
vehicle interactionmode has been constantly changing [1]. In the beginning, people used
traditional physical car keys to open the doors and start the car. Later, car manufacturers
embedded electronic control devices in the car, which enables people to control the car
doors remotely by pressing the button on radio car keys.

The remote-control function of radio car keys is mainly realized by the embedded
RFID chip. In the communication process between the radio key and the car electronic
control device, generally, a symmetric encryption algorithm (such as AES) is used to
protect the confidentiality of the message. But the work in [2] shows that these radio

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
B. Chen and X. Huang (Eds.): AC3 2021, LNICST 386, pp. 56–72, 2021.
https://doi.org/10.1007/978-3-030-80851-8_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80851-8_5&domain=pdf
https://doi.org/10.1007/978-3-030-80851-8_5


Privacy-Preserving ECC-Based Three-Factor Authentication Protocol 57

car keys are subject to relay attacks. The attacker can actively or passively control the
car from a long distance through the relay device. What’s more, once the long-term
symmetric secret key stored in the radio key is acquired, the vehicle control right will
easily be changed.

Furthermore, with the development of the Internet of Things (IoT) and the Internet
of Vehicles (IoV), smart remote vehicle control (SRVC) systems are gradually appearing
in much more cars. This charming system allows people to use smart devices to control
the vehicle. So, users can not only send commands of opening and closing the door or
starting the car through the network, but also read the real-time data of the vehicle and
perform multiple operations such as controlling windows and air conditioning.

However, the convenience of remote network communication brings many chal-
lenges to the SRVC system. Since the openness of the network, attackers can initiate
a variety of attacks, such as interception, modification and replay of network commu-
nication messages. Therefore, it is necessary to propose an authentication protocol, as
a first line to defend the attacks talked before, for the SRVC system to realize mutual
authentication and protect communication data and user privacy.

1.1 Threat Model

By the Delov-Yao adversary model [19], we suppose that the adversary can intercept,
modify, delete and replay all messages transmitted via insecure public channels in the
protocol. The adversary may have the ability to obtain the data stored in the smart-card
or in the car enterprise servers. Besides, the insider attacker can also perform an insider
attack to obtain confidential information from the enterprise database.

1.2 Related Works

In this part, we provide a review of authentication and key agreement schemes related
to the SRVC system.

Since Lamport [3] proposed the first password authentication scheme, a large num-
ber of schemes have been presented to problems of different network communication
models based on many cryptography primitives. Chen et al. [5] used ECC earlier in their
dynamic ID-based remote mutual authentication scheme for cloud computing. Then,
to get a better security property, taking the advantage of Elliptic Curve Diffie-Hellman
Problem (ECDHP), many mutual authentication schemes for IoT used ECC secret keys
as participants’s identity certificates. In 2013 and 2014 Lai et al. [9, 10] proposed two
authentication and key agreements of IoT using ECC, which provided group authen-
tication. However, their protocols lacked location and identity privacy considerations.
Chu et al. [8] offered their identity authentication scheme for IoT, which could resist
several attacks in 2013. But users in their scheme need to authenticate many times
in multi-server environment. Interestingly, Poranbage et al. [7] presented a two-phase
authentication protocol distributed IoT applications using ECC. Their scheme is able to
resist malicious users and Denial of Service (DoS) attacks, but not efficient and cannot
resist node capturing attack. As an improved work, Truong et al. [15] overcame Lee
et al.’s [16] limitations and proposed a dynamic ID-based user authentication scheme.
And then Kumari et al. [4] analyzed Truong’s scheme and found that Truong’s scheme
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suffers from password guessing attack and no forward secrecy. For different design
scenario, Feng et al. [17] introduced a three-factor mobile multi-server authentication
scheme using ECC. Alotaibi et al. [6] proposed a three-factor authentication for WSN
using ECC in 2018 which can resist clone and fork attacks. Mo, Jiaqing, et al. [12]
proposed a ECC-based two-factor user authentication protocol for the mobile cloud
computing environment, which has reasonable computation cost and communication
overhead at the mobile client side as well as the server side. Based on a comprehensive
threat model, Aghili et al. [18] presented a lightweight scheme for E-Health Systems in
IoT with three-factor authentication access control and ownership transfer in 2019. In
2020, Chatterjee et al. [11] proposed a robust lightweight ECC-based three-way authen-
tication scheme for IoT in cloud. Panda et al. [13] also introduced amutual authentication
protocol for IoT environment which has relatively good security performance.

1.3 Motivation and Contribution

The existingSRVCprotocol ismainly designed by automobilemanufacturers andwritten
into the intelligent vehicle control App and the in-car smart terminal. Given the non-
openness of the car manufactures’ code on authentication, by the only effective way of
comparing the IoT model with the SRVC model, we find that SRVC system has some
unique features listed below as our first contribution.

(1) The participants of protocols in SRVC system are smart device, car enterprise server
and in-car smart terminal.

(2) A smart device has to communicate with the car directly for the need of privacy
protection, so there shall be session key exchange phase after mutual authentication
phase in a SRVC protocol.

(3) Different from the GWN and sensors in IOT protocols, the enterprise server and
in-car smart terminals have stronger computing power and more stable network
connection, which means more computation can be done and longer message can
be transmitted to ensure the safety of protocol.

(4) The key agreement in common IoT communication is sensitive to time cost, but
the SRVC is different. People open applications on smart devices and connect
to the vehicles. The key agreement phase is completed at this stage. Due to a
large number of computing requirements, most applications are slow when they are
opened. Therefore, time performance i in the SRVC key agreement phase is not as
important as in common IoT systems.

(5) Compared to IOT protocols, the security and privacy protection capabilities of
SRVC protocols are more important for they are closely related to the user’s life
safety.

By the use of these features shown above, our second contribution is that the
mutual authentication and session key agreement protocol are given special for SRVC.
Specifically:

• We prove that Chatterjee et al.’s ECC-based three-way scheme of IoT [11] suffers
from several attacks.
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• Weput forward a novel authentication protocol for SRVC system using ECC. The pro-
posed protocol satisfies various security attributes and can also prevent the disclosure
of important privacy of users.

• Weconducted a security analysis of the protocol,whichdemonstrates that the proposed
scheme can resist known attacks.

• The performance evaluation shows that our scheme can run efficiently on SRVC
system.

1.4 Notations

The notations are introduced in Table 1.

Table 1. Notation of the paper

Symbols Description

U , S, T User, car enterprise server and smart terminal of the car

UID, SID, TID, DID IDs of U , S, T , and the IoT node

kU , kUS , kST , kT Public keys computed by U , S, T

dU , dUS , dST , dT Private keys selected by U , S, T

kD, kN , kG Public keys of smart device, IoT node and gateway server in Chatterjee
et al.’s scheme

dD, dN , dG Private keys of smart device, IoT node and gateway server in Chatterjee
et al.’s scheme

h One-way hash function

hB Bio hash function

PW , B U ’s password and biometric

RZp Random numbers chosen from the field Zp

Ksess Session key

Ep A p-order elliptic curve group defined over GF(q)

G Generate of Ep

1.5 Paper Organization

The rest of the paper is organized as follows. The review of Chatterjee et al.’s scheme
is presented in Sect. 2. In Sect. 3, we analyze Chatterjee et al.’s Scheme and prove that
it has security limitations. Our protocol is proposed in Sect. 4. The security analysis is
discussed in Sect. 5. Section 6 shows the performance evaluation. Finally, concluding
remarks and future research are discussed in Sect. 7.
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2 Review of Chatterjee et al.’s Scheme

2.1 System Initialization and Registration Phase

This phase includes registration process of the user, the smart device and the IoT node.

1. User registration with smart device: User chooses his identity UID, password PW
and biometric B. Then smart device stores them in the form of hashed values.

2. Smart device registration with gateway server: Smart device sends ID and publishes
its public key kU with certificate. Upon receiving the message, gateway server stores
UID and publish its public key kG .

3. IoT device registration with gateway server: IoT device sends its identity and public
key certificate to the gateway server. Then the gateway server stores its ID and sends
its certificate back.

2.2 Authentication and Key Agreement Phase

In this phase, the smart device, the IoT node and the gateway server authenticate each
other over a public channel.

Firstly, the user inputs his ID, password and biometric into the smart device and the
smart device computes hashed value to authenticate the user.

For the purpose of login, smart device first generates a nonce ni. Then it computes
dU · kG and h(DID ⊕ ni ⊕ dU · kG) and sends (DID, ni, h(DID ⊕ ni ⊕ dU · kG)) to the
IoT node.

Upon receiving login request from the smart device, it generates a random number
p ∈ RZp and computes h(NID ⊕ dN · kG ⊕ ni), p⊕h(dN · kG) and sends it with the login
request to the IoT gateway.

The gateway server first computes dG · kD, and checks if h(DID ⊕ ni ⊕ dU · kG) =
h(DID ⊕ ni ⊕ dG · kU ), h(NID ⊕ dN · kG ⊕ ni) = h(NID ⊕ dG · kU ⊕ ni). If so, the
gateway server can authenticate the smart device and the IoT node. Then the server
generates a nonce nj, computes p = p ⊕ h(dN · kG)⊕ h(dG · kN ), h

(
dG · KD ⊕ nj

)
, and

sends
(
nj, h

(
dG · KD ⊕ nj

)
, p ⊕ h(dG · kD)

)
to the smart device.

The smart device first checks if h
(
dD · KG ⊕ nj

) = h
(
dG · KD ⊕ nj

)
. If they are

equal, the smart device generates a random number r ∈ RZp, computes p with p ⊕
h(dG · kD) ⊕ h(dD · kG) and computes SK = r · p · G. Then the smart device sends(
nj, h

(
p · r · nj

)
, r ⊕ p

)
to the IoT node.

The IoT node now computes r with the message from the smart device and compares
h
(
r ⊕ p ⊕ nj

)
and check the equality to the value in the message. Finally, it computes

SK = r · p · G.

3 Cryptanalysis of Chatterjee et al.’s Scheme

Based on Delov-Yao threat model, since the login authentication and key agreement
phase take place on the public channel, messages transmitted can be intercepted and
modified by an adversary. All data stored on the gateway server is available for the
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privileged insider. In the light of the aforementioned scenario, we present the security
problems of Chatterjee et al.’s scheme. The listing and the discussion of various security
problems of Chatterjee et al.’s scheme are given below:

1. User impersonation attack
Since the public and private keys are generated in advance, if the adversary is able
to obtain any two private keys, he can perform a user impersonation attack. Tak-
ing dN and dG for instance, the adversary can easily get DID for it is transmitted
in plaintext, then he generates a nonce n∗

i , and computes h
(
NID ⊕ n∗

i ⊕ dG · kD
)

and sends
(
DID, n∗

i , h
(
NID ⊕ n∗

i ⊕ dG · kD
))

to the gateway server. When the gate-
way server receives the message, it checks the validation of the message with
h
(
NID ⊕ n∗

i ⊕ dG · kD
)
, and obviously the message can pass the check. When the

IoT Node transmits message to the adversary, he is able to compute p with dN · kD.
Then the adversary selects a random r and computes SK and sends r to the IoT node.
Finally, a session between the adversary and the IoT node is established.

2. User tracking attack
In login authentication phase, the smart device sends DID to the gateway server in
plain text. Although DID is not directly related to the user’s identity, it is fixed for a
specific and not updated with each session. When monitoring the public channel, the
adversary can launch a tracking attack with this fixed value. Then he might collect
sensitive information related to the user like user’s location, user’s traveling routes
and so on.

3. DoS attack
Sincenoneof the three participants in the schemecheck the freshness ofmessages and
responds messages with calculated values. The adversary can eavesdrop a message
and resend it a large number of times, making the gateway server or the IoT node
out of service.

4 The Proposed Scheme

In this section, we put forward a three-factor authentication scheme for SRVC system
based on ECC. It includes three kinds of participants, i.e., the user U , the car enterprise
server S and the vehicle smart terminal T . In registration phase, S is responsible for
storing and issuing hashed user information to U and T . In login and authentication
phase, S is responsible for implement mutual authentication and negotiate a session key
between U and T .

4.1 Pre-deployment Phase

When the car enterprise produces a car, it also generates the unique TID of the car and
stores the value in the enterprise database.

S selects Ep and G. Ep is a p-order elliptic curve group defined over Galois field
GF(q) where q is a prime or in the binary space 2n and G is a generator of the group
Ep. S publishes the parameters

(
Ep,G

)
.
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4.2 User Registration Phase

This phase is depicted as Fig. 1. Below are the details.

Step1. A user U first gets the TID of his car from the automobile enterprise. Then
U randomly picks a UID, a random nonce rU and choose a password PW . U
computes h(PW ||rU ) and send parameters (UID, h(PW ||rU ),TID) via a secure
channel.

Step2. Upon receiving (UID, h(PW ||rU ),CID), S picks two random numbers rS ,
rT and a nonce n0, computes A0 = h(UID||h(PW ||rU )) ⊕ n0, CUT = A ⊕
h(TID), h(SID||rS),h(SID||rT ),BUS = A⊕h(SID||rS),CUS = h(A||(SID||rS)),
CST = h(h(CID)||h(SID||rT )) and stores (CUT , BUS , CUS , CST ) to its
database. Next, S saves (CUS , h(SID||rS)) on a smart-card and hands it to
the user U . Then S sends (CST ,TID) to T . Both two data transmissions are
carried out via secure channels.

Step3. When U receives the smart-card, he imprints his biometric data B, computes
C1 = h(UID||PW ) ⊕ h(SID||rS), C2 = hB(B) ⊕ h(UID||h(PW ||rU )), and
replaces h(SID||rS) in smart-card with C1 and C2. Now smart-card contains
(C1,C2, CUS).

Step4. Upon the receipt of (CST ,CID), T computes h(TID) and stores (h(TID),CST )

in a secure storage space.

Fig. 1. Registration phase of the proposed scheme
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4.3 Login and Authentication Phase

Summary of this phase is in Fig. 2 and below are details.

Step1. Firstly, U reads C1, C2 and Cus from the smart-card. With the input of UID′,
PW ′ and B′, U computes t1 = C1 ⊕ h(UID′||PW ′), t2 = C2 ⊕ hB(B). Next,
U computes C ′

sc = h(t2||t1) and checks if C ′
ST = CST . If they are equal, which

means Ai = t2 and h(SID||rS) = t1, U selects a random number dU ∈ RZp,
picks a random nonce n1 and computes kU = dU · G, D = n1 ⊕ h(SID||rS),
E = h(A||h(SID||rS))⊕ kU , V1 = h(A||h(SID||rS)||kU ||n1||T1)where T1 is the
current timestamp, and sends message1 = (A, D, E,V1,T1) to S via a public
channel. Otherwise U stops login.

Step2. Upon receiving the login request message1 from U , S first check T1. If T1
is fresh, U computes t3 = BUS ⊕ A, k ′

U = E ⊕ h(A||t3), n′
1 = t3 ⊕ D, V ′

1 =(
A||t3||k ′

U

∣∣∣∣n′
1

∣∣∣∣T1
)
and check the ifV ′

1 = V1.Upon the equality of the two is con-
firmed, S picks a nonce n2, and computes h(TID) = CUT ⊕A,F = h(CUS ||n1)⊕
h(h(TID)||CST ), G = h(CST ||n2)⊕ h(h(TID)||CST ). Next, S selects dST ∈ RZp
and computes kST = dST · G, H = h(h(CUS ||N1)||h(CST ||n2)) ⊕ kST and
V2 = h(F ||G||kST ||T2) where T2 is the current timestamp. Then S sends
message2 = (F,G,H ,V2,T2) to T via a public channel.

Step3. When T receives message2 from S, T first check the freshness of T2. If so, T
computes t4 = F ⊕ h(h(TID||CST )), t5 = G ⊕ h(h(TID||CST )), k ′

ST = J ⊕
h(t4||t5), V ′

2 = h(t4||t5||k ′
sc||T2) and check if V ′

2 = V2. If so, T selects dT ∈ RZp
and computes eST = dT ·kST , kT = dT ·G, I = h(h(CUS ||n1)||h(CST ||n2))⊕kc,
V3 = h(I ||eST ||T3). Then T3 sends parameters message3 = (I ,V3,T3) back to
S.

Step4. After receiving message3 from T and checking the freshness of T3, S first com-
putes k ′

T = I ′ ⊕h(h(CUS ||n1)||h(CST ||n2)), e′
ST = dST ·k ′

T , V
′
3 = h

(
I
∣
∣
∣
∣e′

ST

∣
∣
∣
∣T3

)

and checks if V ′
3 is equal to V3. For the correct match, S selects dUS ∈ RZp

and computes kUS = dUS · G, eUS = dUS · kU . Next S picks a nonce
n3 randomly and computes I = h(h(CUS ||n1)||h(CST ||n2)), K = n3 ⊕ I ,
L = h(n3||I) ⊕ h(kU ||eUS ||kUS), V4 = h(K ||L||n3||T4) where T4 is the
current timestamp and sends message4 = (K,L,V4,T4) to T via a public
channel. S then computes M = kUS ⊕ h(SID||rS), O = h(kU ||eUS ||kUS) ⊕
h(kT ||eST ||kST ), Q = h(CUS ||n1) ⊕ h(CST ||n2), V5 = h(M |O||Q||eUS ||T5)
and sends message5 = (M ,N ,Q,V5,T5) to U via a public channel where T5
is the current timestamp.

Step5. T receives the parameters in message4 from S and checks the freshness of
T4 firstly. Next, T computes n′

3 = I ⊕ K , h(kU ||eUS ||kUS) = L ⊕ h(n3||I),
V ′
4 = (K ||L||n′

3||T4) and check if V ′
4 = V4. If so, T computes the Session Key

Ksess = h(h(kU ||eUS ||kUS)||h(kT ||eST ||kST )||h(h(CUS ||n1)||h(CST ||n2))).
Step6. U first checks if T5 is fresh upon receiving message5 from S. Then U compute

k ′
US = M ⊕ h(SID||rS), e′

US = k ′
US · dU , V ′

5 = h
(
M ||O||Q∣∣∣∣e′

US

∣∣∣∣T5
)
and

check the equality of V ′
5 and V5. If so, U computes h(kc||esc||ksc) = O ⊕

h(kU ||eUS ||kUS), h(CST ||n2) = Q ⊕ h(CUS ||n1). Finally, U computes Ksess =
h(h(kU ||eUS ||kUS)||h(kT ||eST ||kST )||h(h(CUS ||n1)||h(CST ||n2))).
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Fig. 2. The login and authentication phase of the proposed scheme
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5 Security Analysis

In this section, we first show that our scheme provides mutual authentication and key
agreement between the user and the car by using BAN logic. Then we demonstrate
different security attributes related to our protocol.

5.1 BAN-Logic Based Proof of Authentication

In this subsection, the BAN logic is used to prove that a session key will be agreed
between the user and the car node after the execution of the proposed scheme. Table 2
shows the notations used in the BAN logic.

Table 2. Notations in the BAN logic

Symbols Discription

P, Q Principals

X Statements

#(X ) X is fresh

P � X P sees X

P| ∼ X P once said X

P| ≡ X P believes X

P
K↔Q P and Q use the shared key K to communicate

P ⇒ X P has jurisdiction over X

< X >Y X combined with Y

The message-meaning rule P|≡P
K↔Q,P�<X>K
P|≡Q|∼X or

P|≡ K→Q,P�{X }K−1
P|≡Q|∼X

The freshness-conjuncatenation rule P|≡#(X ),P|≡Q|∼X
P|≡Q|≡X

The jurisdiction rule P|≡Q⇒X ,P|≡Q|≡X
P|≡X

Our scheme should be able to achieve the following goals:

G1: U| ≡
(
U

SK↔T

)

G2: T| ≡
(
U

SK↔T

)

The idealized forms of our scheme are listed below:

M1:

S → (U
h(kU ||eUS ||kUS )←→ T , U

h(kT ||eST ||kST )←→ T ,U
h(CUS ||n1)←→ T ,U

h(CST ||n2)←→ T , eUS)h(SID|rS )
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M2: S → T (
h(kU ||eUS ||kUS )←→ T , U

h(kT ||eST ||kST )←→ T ,U
h(CUS ||n1)←→ T ,U

h(CST ||n2)←→ T , V4)h(n3||I)

The basic initial assumptions of our scheme are as follows:

A1: U | ≡
(
U

h(SID|rS )←→ S

)

A2: U | ≡ #(eUS)

A3: U | ≡ S ⇒
(
U

h(kU ||eUS ||kUS )←→ T , U
h(kT ||eST ||kST )←→ T ,U

h(CUS ||n1)←→ T ,U
h(CST ||n2)←→ T

)

A4: T | ≡
(
S
h(n3||I)←→ T

)

A5: T | ≡ #(V4)

A6: T | ≡ S ⇒
(
U

h(kU ||eUS ||kUS )←→ T , U
h(kT ||eST ||kST )←→ T ,U

h(CUS ||n1)←→ T ,U
h(CST ||n2)←→ T

)

The proof process is as follows
From M1, it is easy to get the following statement:
S1:

S � (U
h(kU ||eUS ||kUS )←→ T , U

h(kT ||eST ||kST )←→ T ,U
h(CUS ||n1)←→ T ,U

h(CST ||n2)←→ T , eUS)h(SID|rS )
From S1, A1 and the message-meaning rule, we get
S2:

U |≡ S| ∼
(
U

h(kU ||eUS ||kUS )←→ T , U
h(kT ||eST ||kST )←→ T ,U

h(CUS ||n1)←→ T ,U
h(CST ||n2)←→ T , eUS

)

From S2, A2 and the freshness-conjuncatenation rule, we get

S3: U |≡ S| ≡
(
U

h(kU ||eUS ||kUS )←→ T , U
h(kT ||eST ||kST )←→ T ,U

h(CUS ||n1)←→ T ,U
h(CST ||n2)←→ T

)

From S3, A3 and the jurisdiction rule, we get

S4: U | ≡
(
U

h(kU ||eUS ||kUS )←→ T , U
h(kT ||eST ||kST )←→ T ,U

h(CUS ||n1)←→ T ,U
h(CST ||n2)←→ T

)

Since Ksess = h(h(kU ||eUS ||kUS)||h(kT ||eST ||kST )||h(h(CUS ||n1)||h(CST ||n2))), we
get

S5: U | ≡
(
U

Ksess←→T

)
(G1)

From M2, it is easy to get the following statement:
S6:

S � (U
h(kU ||eUS ||kUS )←→ T , U

h(kT ||eST ||kST )←→ T ,U
h(CUS ||n1)←→ T ,U

h(CST ||n2)←→ T , V4)h(n3||I)
From S6, A4 and the message-meaning rule, we get
S7:

T |≡ S| ∼
(
U

h(kU ||eUS ||kUS )←→ T , U
h(kT ||eST ||kST )←→ T ,U

h(CUS ||n1)←→ T ,U
h(CST ||n2)←→ T , V4

)

From S7, A5 and the freshness-conjuncatenation rule, we get

S8: T |≡ S| ≡
(
U

h(kU ||eUS ||kUS )←→ T , U
h(kT ||eST ||kST )←→ T ,U

h(CUS ||n1)←→ T ,U
h(CST ||n2)←→ T

)

From S8, A6 and the jurisdiction rule, we get

S9: T | ≡ U
h(kU ||eUS ||kUS )←→ T , U

h(kT ||eST ||kST )←→ T ,U
h(CUS ||n1)←→ T ,U

h(CST ||n2)←→ T )
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Since Ksess = h(h(kU ||eUS ||kUS)||h(kT ||eST ||kST )||h(h(CUS ||n1)||h(CST ||n2))), we
get

S10: T | ≡
(
U

Ksess←→T

)
(G2)

Through G1 and G2, we can get that both U and T believe that a session key Ksess

is agreed between them.

5.2 Further Security Analysis

This subsection demonstrates that the proposed scheme is immune to known attacks and
provides various desirable security properties.

Mutual Authentication
Our scheme has the property of mutual authentication, which means all participants in
the scheme are convinced of each other. The three participants are authenticated by each
other with the pre-calculated values {Ai,BUS ,CST , h(TID)}, the randomly generated
nonces {n1, n2, n3} and the temporary computed {eUS , eST } associated with ECC keys,
which cannot be forged by an adversary.

Session Key Agreement
U and T generate a shared session key Ksess. The session key is composed of ECC keys
kx, nonces ni and values eUS , eST generated by Diffie-Hellman key exchange, which
guarantees forward secrecy. All values mentioned above are generated randomly, which
provides the resistance of known key attack and session-specific temporary information
attack.

Forward Secrecy
Forward Secrecy is a feature of specific key agreement protocols that gives assurances
that session keys will not be compromised even if long-term secrets used in the session
key exchange are compromised. In the proposed scheme, session key is computed as
h(h(kU‖eUS‖kUS)‖ h(kT‖eST‖kST )‖h(h(CUS‖n1‖)‖h(CST ||n2)‖)), where {kx} are pub-
lic keys of each participants and n1, n2 are random nonces. No value can be retrieved
for all keys and nonces are generated temporarily which means they are different from
each session. Besides, due to the intractability of ECDHP, private keys of U , S and T in
each session cannot be computed by the adversary.

Known Key Security
In the proposed protocol, the session key Ksess is computed depending on the nonces
{n1, n2} and ECC secret keys {kU , kUS , kST , kT } generated by all participants. These
nonces are randomly picked and keys are computed by random numbers selected in RZp

which are different from session to session. Besides, the values are not transmitted in
plain text so that no adversary can get the true values of them without the knowledge



68 H. Luo et al.

of all other well protected messages. Thus, obtaining one session key does no help for
computing other session keys. So, our protocol provides known-key security.

User Anonymity
Out scheme has the property of user anonymity for any adversary cannot find or compute
user information from our messages. Information of U , S and T is only transmitted in
plaintext form during user registration via secure channel which can be monitored by
no adversary. In login and authentication phase information of the three is protected
by one-way hash function. Moreover, data in any message are randomized by nonces
{ni} in one authentication session and by elliptic curve keys {dx, kx} between sessions.
Therefore, any adversary has the ability to link any two sessions.

Resist User Tracking Attack
In our proposed scheme, every message transmitted via public channels are randomized
by nonces n1, n2 and ECC keys selected from RZp. The only one value without protec-
tion is Ai. However, Ai is updated to Ai+1 = Ai ⊕ h(kUS ||kST ) every time the session
key generated. Therefore, when the adversary eavesdrops on the delivered messages in
different sessions, he cannot confirm that two messages are from a fixed user in our
scheme. Hence, our scheme provides resistance to user tracking attack.

Resist Forgery and Impersonation Attack
Our scheme is able to resist forgery and impersonation attack, because when an adver-
sary attempts to generate a legitimate login message (Ai,D,E,V1,T1), he does know
UID,PW ,B so that he cannot generate any data except a fake timestamp.

Resist Privileged Insider Attack
If a privileged insider adversary attempts to get user-related information from a database
stored on the server, he might obtain (DID, BUS , CUS , CST ). DID, BUS , CUS are all
computed with Ai which updates every session. CST are also computed by one-way hash
function. Even if the insider can eavesdrop all messages transmitted in a session, he
cannot disclose any vital information of user.

Resist Replay Attack
In our proposed scheme, every message sent over public channel contains a timestamp
Ti, which also has been hashed with other random values in Vi. Take meesage3 for
example, if the adversary replays ameesage3, as the timestamp T3 is not fresh, ultimately
the authentication fails. If the adversary replaces T3 with a fresh timestamp T ′

3, as the
random ECC keys in each session are different, he cannot compute a correct V3 as a
consequence.

Resist Lost-Smart-Card Attack
We propose our scheme under the assumption of adversary might obtain a lost smart
card. If the attacker gets (C1,C2,CUS) in the card, when he attempts to compute A, he
cannot get the correct value due to lack of UID and PW . Even if the adversary obtains
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UID andPW somehow, he cannot compute a legitimate h(SID||rS ) because the biometric
B is not stored in the smart-card, let alone compute D, E and V1 correctly.

Resist Man-in-the-Middle Attack
We suppose that an adversary can intercept, modify and deletemessages transmitted over
a public channel. However, session keys are computed by U and T , and no plaintext
of key information is transmitted via the public channel. Though the adversary is able
to intercept any message in login and authentication phase of our scheme, he cannot
compute the session key or obtain any identity information without the help of private
keys {dU , dSU , dST , dT }. Therefore, our scheme can resist man-in-the-middle-attack.

Resist Denial-of-Service Attack
This attackoccurswhen an attacker transmits a hugenumber of requestmessages to either
U , S or T . In our proposed protocol, each message exchanged contains a timestamp.
The legitimacy of each message is also checked by calculating Vn. Thus, any timed out
or unauthorized message gets detected and is rejected. As a consequence, DoS attack
can be well defended by our protocol.

6 Performance Evaluation

In this section, we present the performance evaluation of our scheme and compare our
work with relevant schemes.

6.1 Security Features

Table 3 presents the security analysis results. According to the threat model stated in
Sect. 1, the analyzed security attributes include the basic functional features such as
mutual authentication, user anonymity and forward secrecy, etc. Resistance of usual like
impersonation attack, insider attack and replay attack are also evaluated.

6.2 Computational Overhead

Table 4 shows the computational overhead of our scheme. Let the time to compute one
hash operation, one bio hash operation, one ECC point multiplication operation be Th,
ThB and TE , respectively. Numbers of operations done by 3 participants are given in
Table 4. During calculation, we neglect the computational overhead of some lightweight
operations such as xor, concatenation, comparison.

As is shown in Table 3, our proposed protocol provides registration, login, authenti-
cation and key agreement function with little computational resource. In SRVC system,
the smart device, the car enterprise server and the smart terminal of car have relatively
strong computing power. Therefore, our protocol works smoothly on SRVC system.
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Table 3. Security features comparison. Y = Yes, N = No

Security properties Panda et al. [13] Mo et al. [12] Chatterjee et al. [11] Our scheme

Mutual authentication Y Y Y Y

Session key agreement Y Y Y Y

Forward secrecy Y Y N Y

Known key security N N Y Y

User anonymity N Y N Y

Resist user tracking
Attack

N Y Y Y

Resist user/server
impersonation Aattack

N N Y Y

Resist privileged
insider attack

N Y Y Y

Resist replay attack Y N Y Y

Resist lost-smart-card
attack

N N Y Y

Resist
man-in-the-middle
attack

Y N Y Y

Resist denial of service
attack

N N N Y

Table 4. The computational overhead of our scheme

Phase The user The server The terminal

Registration 2Th + 1ThB 5Th 1Th

Login 3Th + 1ThB + 1TE / /

Auth and key agreement 7Th + 1TE 14Th + 4TE 16Th + 2TE

Total 12Th + 2ThB + 2TE 19Th + 4TE 17Th + 2TE

7 Conclusion and Future Work

In this paper, we first introduce the smart remote vehicle control system’s features, which
are similar but also has differences with IoT systems. Then based on the Delov-Yao
adversarymodel, we analyze Chatterjee et al.’s three-way ECC-based IoT authentication
protocol, and demonstrate the limitations in this protocol such as lack resistance of DoS
attack, impersonation attack and user tracking attack. To give a more security for SRVC
system, then we propose a Privacy-Preserving ECC-based three-factor authentication
for SRVC system. Security and performance analysis show that our protocol can resist
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known attacks and has better effectiveness. Finally, the performance analysis shows that
our protocol can run efficiently under the system.

In the future, we will study how to extend our protocol to more application scenarios
of SRVC system, such as vehicle cancellation, vehicle transaction, temporary vehicle
key authorization, etc.

Acknowledgments. This research was funded by the National Key Research and Development
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Abstract. Auction mechanisms for exchanging divisible resources (e.g.,
electricity, cloud resources, and network bandwidth) among distributed
agents have been extensively studied. In particular, divisible double auc-
tion allows both buyers and sellers to dynamically submit their prices
until convergence. However, severe privacy concerns may arise in the
double auctions since all the agents may have to disclose their sensitive
data such as the bid profiles (i.e., bid amounts and prices in different
iterations) to other agents for resource allocation. To address such con-
cerns, we propose an efficient and private auction system ETA by co-
designing the divisible double auction mechanism with the Intel SGX,
which executes the computation for auction while ensuring confidential-
ity and integrity for the buyers/sellers’ sensitive data. Furthermore, ETA
seals the bid profiles to achieve a Progressive Second Price (PSP) auction
for optimally allocating divisible resources while ensuring truthfulness
with a Nash Equilibrium. Finally, we conduct experiments to validate
the performance of private auction system ETA.

Keywords: Secure computation · Auction mechanism design · TEE

1 Introduction

In the past decade, divisible resources (e.g., electricity, computation and stor-
age resources in the cloud, stock shares, and network bandwidth) have been
frequently exchanged or allocated in a peer-to-peer mode. All the buyers and
sellers can trade any amount of the resources in such markets. In such mar-
kets, all the buyers/sellers generally compete with each other to maximize their
payoffs. Then, divisible double auction mechanisms [48] have been extensively
studied to allow both buyers and sellers to dynamically submit their prices until
convergence. For instance, all the participants will converge to achieve a Nash
Equilibrium (NE) [23,31] in a game.

However, severe privacy concerns may arise in double auctions [4]. For
instance, if the bid profiles (i.e., amounts and prices) are disclosed, rival agents
may be able to win more payoffs by reporting untruthful bids. Such violation of
truthfulness would explicitly deviate the market of exchanging divisible resources
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[27]. Even worse, agents (aka. buyers or sellers) may collect such information
from their competitors, and misuse such private data, e.g., reselling the data
[4]. Thus, it is desirable to explore a divisible double auction mechanism while
preserving all the agents’ privacy (e.g., sealing all the bid profiles).

To this end, we propose an efficient and truthful auction system ETA by co-
designing the divisible double auction mechanism with the Intel SGX, which is a
Trusted Execution Environment (TEE) supported by an architecture extension
of Intel [16]. Then, ETA is designed in two folds. On one hand, the divisible dou-
ble auction mechanism will be designed based on the Progressive Second Price
(PSP) [28] auction, which is extended from the Vickrey-Clarke-Groves (VCG)
[38] auction and ensures truthfulness for all the buyers/sellers. No buyers or
sellers can gain any additional payoff by changing their strategies since the best
responses result in an equilibrium. On the other hand, Intel SGX allows appli-
cations to execute within a protected environment called an enclave [37] that
ensures the confidentiality and integrity for all the buyers and sellers’ sensitive
data. In summary, we make the following major contributions in this paper:

– We propose an efficient and private auction mechanism ETA that executes
truthful divisible double auction without disclosing private information.

– The auction mechanism (based on the PSP auction) in ETA ensures Individual
Rationality, Incentive Compatibility and Pareto Efficiency. The privacy of all
the buyers and sellers (i.e., bid profiles, and valuation function) can also be
guaranteed in ETA. We formally analyze such properties for ETA.

– We design and implement the system prototype for ETA with the Intel SGX,
and conduct experiments to validate the performance using real datasets.

2 Divisible Double Auction

In the divisible double auction, we denote the sets of buyers and sellers as B
and S, respectively. bm and sn are defined as two-dimensional bid profiles (bid
price, and the maximum amount to buy or sell) as follows: (1) buyer m ∈ B:
bm = (αm, dm) with bid price αm and amount dm to buy, and (2) seller n ∈ S:
sn = (βn, hn) with bid price βn and amount hn to sell. Each buyer or seller
is required to submit bid bm or sn before the auction starts. b = (bm,m ∈ B)
represents the bid profiles of all the buyers while s = (sn, n ∈ S) denotes the bid
profiles of all the sellers. r = (b, s) is defined as the bid profiles for all the agents.
These are private information, supposed to be sealed among all the participants.

2.1 Models

We represent the strategy of each agent with a non-negative valuation function
̂Vm(·) for buyers and negative cost function ̂Cn(·) for sellers. These functions are
also considered as private information, which quantifies the value or cost of the
resources by each buyer or seller.

In the mechanism design, we adopt generic assumptions [28,38] for the val-
uation function ̂Vm(·): (1) ̂Vm is differentiable and ̂Vm(0) = 0, and (2) ̂V ′

m(·) is
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non-increasing and continuous. Am and An represent the allocation of buyer m

and seller n, respectively. In the k-th iteration of the double auction, A
(k)
m , A

(k)
n

represent the allocation of buyer m and seller n, respectively. For all agents,
we assume that ̂Vm(Ak

m) > ̂Vm(Ak+1
m ) where ∀m ∈ B and Ak

m < Ak+1
m while

̂Cn(Ak
n) < ̂Cn(Ak+1

n ) where ∀n ∈ S and Ak
n < Ak+1

n , since buyers have diminish-
ing marginal utility while sellers have increasing marginal cost.

We also denote the payoff function for buyer m and seller n as fm(r) and
fn(r), respectively, for representing their payoffs w.r.t. the bid profiles of all the
buyers/sellers r. In addition, ρm is the payment made by buyer m while ρn is the
payment received by seller n. Also, ρ(ri, r−i) is defined as the difference between
all the buyers’ aggregated valuation if any buyer i is not in the auction minus
the aggregated valuation if i is in the auction [25,28,48]. Similarly, ρ(rj , r−j) is
defined as the difference between all the sellers’ aggregated cost if any seller j
is not in the auction minus the aggregated cost if j is in the auction. Thus, we
have:

ρ(ri, r−i) =
∑

m �=i

αm[Am(0; r−i) − Am(ri; r−i)]

ρ(rj , r−j) =
∑

n�=j

βn[An(0; r−j) − An(rj ; r−j)] (1)

Then, given the optimal allocation profile for buyer m ∈ B and seller n ∈ S
as A∗

m and A∗
n, we can define the payoff of the buyer m and seller n as:

fm(r) = ̂Vm(A∗
m) − ρ(ri, r−i),∀m ∈ B

fn(r) = ρ(rj , r−j) − ̂Cn(A∗
n),∀n ∈ S (2)

Definition 1 (Incentive Compatibility). The divisible double auction is
incentive compatible [25] if the following conditions hold:

∑

m∈B
̂Vm(r) − ρm ≥

∑

m/∈B
̂Vm(r) − ρ(ri, r−i),∀m ∈ B

ρn −
∑

n∈S
Ĉn(r) ≥ ρ(rj , r−j) −

∑

n/∈S
Ĉn(r), ∀n ∈ S (3)

Incentive compatibility guarantees that every buyer/seller cannot make bet-
ter payoff with untruthful bid if other buyers/sellers report the true bids.

Definition 2 (Feasible). The divisible double auction mechanism is feasible,
we have: ∑

∀m∈B
dm ≤

∑

∀n∈S
hn (4)

This mechanism is feasible requires that the amount of resources that sold
by sellers is weakly larger than the amount that buyers intend to purchase. In
other words, it ensures that the overall supply satisfies the demand.
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Definition 3 (Clearing Price). If there exists a feasible and efficient allo-
cation, such that, A∗(·) at the price θ, the social welfare (defined as F (·) =
∑

m∈B Vm(Am) − ∑

n∈S Cn(An)) is maximized to achieve the best response.
Then, price θ is defined as the clearing price.

We say that the clearing price θ [5] supports the optimal allocation A∗(·)
with the maximum social welfare.

Definition 4 (Nash Equilibrium). Given the bid profiles r∗, a Nash Equilib-
rium (NE) holds for double auction such that:

fm(b∗
m, r∗

−m) ≥ fm(bm, r∗
−m),∀m ∈ B

fn(s∗
n, r∗

−n) ≥ fn(sn, r∗
−n), ∀n ∈ S (5)

where r−m = r \ bm is a bid profile for all the buyers except buyer m and r−n =
r \ sn is a bid profile for all the sellers except seller n.

ETA aims at achieving the best response (approximate allocation efficiency)
to maximize social welfare of allocation to all the buyers and sellers. It also
guarantees that the truthfulness of bid profiles is the best response for all the
agents. More importantly, each buyer or seller’s submitted bid profiles (amounts,
prices) and its valuation/cost function are protected in ETA.

2.2 Auction Properties

Recall that ETA will be designed based on the Progressive Second Price (PSP)
[28] auction. Thus, it has the following properties.

– Weakly dominant strategy [28]. Each buyer/seller truthfully participates
in the auction would gain more payoff than the untruthful response. The
auction mechanism in ETA pursues weakly dominant strategies since it is
extended from the PSP auction mechanism (second price).

– Budget balanced. We assume “no budget deficit”, the total budget of the
buyers is no less than the total payment requested by the sellers:

∑

∀m∈B(αm ·
dm) ≥ ∑

∀n∈S(βn · hn).
– Individual rationality. All the buyers and sellers will have non-negative

payoffs in the auction.
– Pareto efficiency [9,43]. The divisible resources are supposed to be sold to

buyers with the highest valuation.
– Privacy. Buyers/sellers’ bid profiles (bid prices and amounts) and valua-

tion/cost functions are kept private; every pair of potential buyer and seller
only know their transaction amount and the clearing price.
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3 Mechanism Design

In this section, we design the divisible double auction mechanism and its program
Progx in Intel SGX. The program ensures that all the bid profiles achieve the
best response in multiple iterations for the Nash Equilibrium and eventually
converge with a termination condition.

Initialization. While executing Progx, the bid profiles of all the buyers and
sellers will be checked to guarantee that (αi)max ≥ (βj)min. Otherwise, it requests
them to update the bid profiles. Meanwhile, it ensures that the potential amount
of the resources in the auction C is smaller than the overall demand and supply.
The auction will start once the above conditions are satisfied.

Fig. 1. Divisible double auction

Iteration. Given the total amount for the auction (potential amount) C, it will
be updated as below:

˜C(r, C) = Q(r, C) +
pb(r, C) − ps(r, C)

ωmax + σmax
(6)

where Q(r, c) = min{∑

m∈B A∗
m,

∑

n∈S A∗
n}, pb(r, C) = min{αi, Ai ≥ 0} and

ps(r, C) = max{βj , Aj ≥ 0}. And ̂P = pb(r,C)−ps(r,C)
ωmax+σmax

. Specifically, Q(r, c) is the
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smaller one of the total demand and total supply; ̂P is a coefficient for the gradi-
ents of marginal valuations (costs); pb(r, C) and ps(r, C) are two variables defined
to help converge much faster in iterations via updating the potential amount;
ωmax is an upper bound for buyers’ valuations ωmax ≥ max supAm

{|̂V ′
m(Am)|}

while σmax is a upper bound for sellers’ costs σmax ≥ max supAn
{| ̂C ′

n(An)|}.
Using the gradients of marginal valuations/costs, the potential amount can effi-
ciently reach a Nash Equilibrium.

In each iteration, A∗
m and A∗

n are the optimal allocation of buyers and sellers,
respectively. Each agent updates its best response. Given (r, C), we derive the
optimal allocation for each buyer A∗

m = min{dm, {[C − ∑

i∈Bm(b)

di], 0}max} and

seller A∗
n = min{hn, {0, [C − ∑

j∈Sn(s)

hj ]}max}, where Bm(b) = {i ∈ B|αi > αm}∪
{αi = αn and i < m} and Sn(s) = {j ∈ S|βj > βn} ∪ {βi = βm and j < n}.
Given the potential amount C obtained from initialization, the updated potential
amount ˜C(r, C) can be iteratively derived.

Best Response. We denote the best response of any buyer m as b∗
m and any

seller n as and s∗
n. After updating the potential amount, we have the bid profiles

r = (b, s) and a pair of potential amount (C, ̂C). Then, we define the best
response as follows.

b∗
m(r, C, ̂C) = arg max{fm(bm, b−m)}

s∗
n(r, C, ̂C) = arg max{fn(sn, s−n)} (7)

The auction program Progx will find the best responses in each iteration
and finally converges to a Nash Equilibrium. Note that the valuation and cost
functions might be different. In this dynamic auction game, all the buyers/sellers
recompute their best response to the current strategy (bid profiles) of other
agents. We now study the game of the divisible double auction mechanism as
follows (all of them are proven in the Appendix).

Theorem 1. The divisible double auction in ETA ensures (1) Weakly dominant
strategy, (2) Individual rationality, (3) Pareto efficiency, (4) Incentive compati-
bility, and (5) Feasibility.

4 ETA System Design

In this section, we design the ETA system for deploying divisible double auction
with the Intel SGX [16], which guarantees the confidentiality and integrity for
all the computation.

4.1 SGX Formalization

Intel SGX provides a solution to run programs in a secure container, which is
referred as an enclave, on an untrusted OS. Sensitive data and codes within the
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protected memory regions can be isolated by the enclave, and can be protected
against powerful attackers (e.g., controlling the OS). We use relay R to represent
the physical SGX host, which is the interface of the enclave. Other components
cannot directly access to the enclave, unless it relies on R.

Our program Progx (shown in Fig. 1) will be executed in the enclave, which
is trusted by all the buyers and sellers. In this paper, we design the ETA system
with the formalization of Intel SGX in [33].

Fig. 2. SGX functions

In order to model the ideal functionality channel with some proprieties such
as confidentiality and authenticity, we use a global universal composability (UC)
functionality [6] to instantiate the SGX Functions as FSGX(

∑

sgx)[Progx, R]
parameterized by a group signature scheme

∑

sgx. Our program Progx is loaded
into enclave via the “init” call. When it calls “resume”, the program is executed
based on the given incoming requests (or inputs, denoted as inp), and generates
the output with an attestation ψatt :=

∑

sgx ·Sig(sksgx, (Progx, output)). The
signature under TEE hardware key sksgx and pksgx could be obtained from the
SGX Functions (FSGX). The details are given in Fig. 2.

4.2 ETA System

As shown in Fig. 3, there are four main components in ETA: (1) Enclave is used
for protecting program codes and data, which guarantees the confidentiality and
integrity of computations. Remote attestation allows remote users to establish
encrypted and authenticated channels to enclave; (2) Relay R is the interface
of Intel SGX. It can be used as a physical SGX host, and other components
cannot directly access to the enclave without connecting with the R; (3) Key
Management Committee generates key pairs (pk, sk) for buyers/sellers’ input
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Fig. 3. ETA system (Intel SGX-based)

encryption (encrypted by the public key pk). Private key sk is used inside the
TEE components for decryption and preparing for the further computation; (4)
All the Agents (∀m ∈ B, ∀n ∈ S and manager P). All the agents participates
in the auction while the manager handles all the incoming requests and delivers
results as the administrator. Also, TEE components will be triggered by the
manager.

Note that the manager is not a trusted third party (TTP). All the all the
buyers/sellers’ inputs loaded via a secure channel are not visible to the manager.
Moreover, it can even deviate arbitrarily from program or collude with other
agents. However, manager cannot affect the correct computation/execution of
the program and will be penalized for program interrupts or aborts.

4.3 ETA Execution Program

ETA is executed in 3 phases: (1) Setup, (2) Compute, and (3) Delivery, as illus-
trated in Fig. 4. Assume that secure channels are established between the TEE
components and all the buyers and sellers.
(1) Setup. The TEE initializes the system with the “init” call and prepares for
loading our auction program Progx. Once it receives the “init” request, the key
pair (pksgx, sksgx) is created, and then pksgx which is bound to the TEE code
(Program) by the initial attestation will be distributed. Meanwhile, the TEE
will obtain the key pairs (pk, sk) from the Key Management Committee and
distribute the public key pk to buyers and sellers for encrypting their inputs.
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Fig. 4. ETA execution program

Next, all the buyers and sellers encrypt their input data (denoted as inp
overall) with pk, prepare the deposits ξbm or ξsn

) and send meg := (Encpk(inp),
lid, ξbm , ξsn

) to manager P where inp denotes the inputs of all the buyers/sellers.
Note that lid represents a fresh and unique identifier (ID). In practice, it will use
128-bit MAC of the AES-GCM encryptions as ID.

Note that all the buyers and sellers send the messages through secure authen-
ticated channels. The manager is responsible for batching transactions of all the
inputs from all the buyers and sellers. Also, validation of messages will be checked
by the manager. If it is valid, manager will forward all the requests to the TEE
Components. Otherwise, once malicious behaviors are detected, the deposits will
be stored into the TEE for next computation instead of refund.

(2) Compute. TEE components handle the incoming requests (inputs) in parallel.
TEE components retrieve the program Progx with the “resume” call and decrypt
the inputs with the private key sk. The execution of the auction program Progx
is conducted in a sandboxed environment (enclave). Then, a software adversary
and/or a physical adversary cannot interrupt the execution or inspect (monitor)
data that lives inside the enclave. The result of the Progx is a secret output which
will be securely returned to the manager with a black-box program execution.

(3) Delivery. Once the execution has been completed inside the TEE, the
output (of all the buyers/sellers in the divisible double auction) is generated and
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signature is provided to prove the computation correctness. As a result, the out-
put message (output, ψsgx, lid, ξbm , ξsn

) will be delivered to the corresponding
honest buyers/sellers by the manager.

4.4 Threat Model

To ensure confidentiality and integrity for computation, we use the TEE’s attes-
tation [44]. In particular, the computation is executed correctly inside the Intel
SGX (all the agents trust the enclave). However, the remaining software stack
outside the enclave and the hardware is not trusted. The adversary may corrupt
any number of agents, assuming that honest agents will trust their own codes
and platform (leakage resulted from its software bugs are out of the scope).

Furthermore, we assume that multiple agents do not trust each other mutu-
ally. They can be potentially malicious such as stealing the bid profiles informa-
tion and modifying the execution flow. During the execution, each buyer or seller
may send, drop, modify and record arbitrary messages. Even worse, any buyer or
seller may crash and stop responding. Note that the side-channel attacks against
enclave and DoS attacks are not considered in this paper.

4.5 Security Analysis

Enclave Isolation. Intel SGX enables the program (data) to be executed
inside the secure container (enclave) for confidentiality and integrity. The adver-
sary cannot interrupt the computation executed in a sandboxed environment
(enclave). Note that enclave is created in its virtual address space by an
untrusted hosting application with OS support. Once enclave starts initializa-
tion, data and codes inside it will be isolated from the rest of the system and
secured.

Also, the encrypted data are sent from buyers/sellers to enclave through
secure channels. However, other malicious servers cannot eavesdrop on the
encrypted data, and cannot interrupt the communication.

Data Sealing. Intel SGX reads the encrypted data as inputs and decrypts the
data with its private key inside the enclave. Once the computation is completed
within the enclave, the results output will be encrypted again before distribution.
Due to the data sealing, the vulnerability of data leakage can be addressed.

Malicious Manager. The manager handles all the incoming requests and deliv-
ers the results as the administrator. If the untrusted manager interrupts the
delivery rule, delays or tampers with the communication among all the compo-
nents, he/she will be punished by losing all the initial deposits.
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5 Experiments

In this section, we evaluate the performance for ETA in Graphene1 on the
Microsoft Azure.2 Specifically, considering energy trading as an experimental
application, we conduct experiments on real power consumption and generation
data (available at the UMASS Trace Repository [2]) which can be used for the
application of energy trading in a peer-to-peer mode amongst up to 200 agents,
each of which is either a buyer or seller in the divisible double auction.

The auction mechanisms have been designed for many different divisible
resources, such as electricity [18,39], cloud resources [13,22], and wireless spec-
trum [24]. Note that different valuation/cost functions are defined in different
applications. We take energy trading application [17,41] as an example. Entities
on the power grid may trade their excessive locally generated energy, e.g., the
renewable energy resources [1,11]. Since electricity is divisible, ETA can establish
a privacy preserving divisible double auction for energy trading. The valuation/-
cost functions are defined as Vm(xm) = ζm log(xm+1) and Cn(yn) = any2

n+bnyn

[3], where ζm is a parameter determined by the behavior preference of buyer,
an and bn are the parameters for measuring how much the sellers incline to sell.
The valuation/cost functions follow the general assumption in Sect. 2. Finally,
ETA only outputs the clearing price for the auction to all the agents, and each
pair of buyer and seller only receive the amount traded between them.

We conduct experiments using the energy trading application [41], and set
ζm = 50, an = 30 and bn = 0 in the valuation function Vm(xm) = ζm log(xm +1)
and cost function Cn(yn)=any2

n + bnyn (adopting the same parameters as [48]).

5.1 ETA Performance Evaluation

We evaluate the system performance (up to 200 agents) for ETA and demonstrate
the results for both auction performance and system efficiency.

Figure 5(a) shows the total runtime on a varying number of agents (from 50 to
200) in an auction. The auction includes both secure computation for the optimal
allocation and the peer-to-peer trading in the TEE. It takes up to only 10–15 min
for 200 agents even if the 2048-bit key size is adopted for very strong security.
Moreover, Fig. 5(b) illustrates the relationship between the number of agents
and the throughput (bits/sec). As the number of agents increases, throughput
increases linearly as shown in Fig. 5(b).

For evaluating the efficiency in multiple auctions, we use the key size as 1024
bit and 20 agents in ETA for continuously executing 720 auctions. Figure 5(c)
shows that the runtime for each auction lies close to 60 s, which would not result
in much latency if we execute multiple auctions in real time.

1 Graphene [36] is a lightweight guest OS, designed for minimal host requirements.
Applications can be protected in a hardware-encrypted memory region.

2 https://azure.microsoft.com/en-us/solutions/confidential-compute/.

https://azure.microsoft.com/en-us/solutions/confidential-compute/
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Fig. 5. ETA performance evaluation

Table 1. Executing ETA for divisible double auction among 12 buyers and 8 sellers;
allocation (MWh), potential amount (MWh); social welfare ($)

Criteria Iterations

Allocation (A∗
m=1(b, C)) 0.23 0.24 0.24 0.44 0.57

Allocation (A∗
m=2(b, C)) 0.16 0.55 0.57 0.57 0.59

Allocation (A∗
m=3(b, C)) 0.14 0.14 0.24 0.55 0.55

Allocation (A∗
n=1(s, C)) 0.10 0.55 0.74 0.90 0.90

Allocation (A∗
n=2(s, C)) 0.41 0.43 0.64 0.64 0.90

Potential amount (C) 4.38 4.37 2.64 2.64 2.64

Social welfare (F (·)) 62.9 68.2 70.7 74.0 74.0

5.2 Case Study

Furthermore, we perform a case study by applying ETA for energy trading, and
present more detailed results in a divisible double auction. Specifically, 20 agents
include 12 buyers and 8 sellers. We will present the fine-grained results in multi-
ple iterations of the auction with respect to the following criteria: (1) allocation,
(2) potential amount, and (3) social welfare.

Table 1 shows the detailed results. First, it presents that 5 groups of the allo-
cation for both buyers and sellers (A∗

m(b, C) or A∗
n(s, C)), which are generated
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from multiple iterations (finally converged to the Nash Equilibrium). Due to
space limit, we illustrate the results of 5 representative agents (3 buyers and 2
sellers). The allocation of all the participants will increase, and finally they all
converge to the final allocated amounts after several iterations. Second, potential
amount (C) decreases until convergence. 2.64 MWh will be the total selling/buy-
ing amount in the auction. Third, the social welfare (F (·)) is derived based on
the equation F (·) =

∑

m∈B Vm(Am) − ∑

n∈S Cn(An). It has an increasing trend
in multiple iterations and converges to the maximized social welfare $74.

6 Related Work

Auction mechanisms for divisible resources were widely studied for spectrum
allocation [10,40,42]. Spectrum allocation problem was discussed in cognitive
radio networks with the combinatorial auctions [10]. Wu and Vaidya [40] mod-
eled the radio spectrum allocation problem as a sealed-bid reserve auction, and
investigated strategy-proof mechanism for multi-radio spectrum buyers. Hoefer
et al. [15] proposed an approximation algorithm (LP formulation) for combi-
natorial auctions with a conflict graph. Other similar studies with respect to
divisible auctions focused on the revenue maximization [21] or social efficiency
maximization [10]. Yu et al. [45] proposed the auction model to handle the
uncertain demand conditions. In order to promote high efficiency for the auc-
tions, Lorenzo et al. [30] designed the matching game mechanism in the auction
based on the game theory.

The privacy concerns have been raised in auctions for divisible resources
[7,19]. To address them, cryptographic techniques [29,32,34] were proposed to
achieve both privacy preservation and incentive compatibility for the auctions.
Huang et al. [20] proposed a cryptographic scheme for one-side strategy-proof
auctions. Some other existing works [8,35] apply the homomorphic encryption to
address privacy issues in the auctions. Furthermore, some deployed systems can
also be utilized to address the privacy concerns for auctions. In [14], the involved
third-party auction platform was designed to preserve privacy for all the par-
ticipants. The HAWK system [26] was deployed as a decentralized smart contract
that privately processes transactions with the private and public portions for the
sealed-bid auctions.

However, such techniques are not directly applicable to privacy preserving
double auction for divisible resources. Besides, they may require high computa-
tional overheads due to heavy cryptographic primitives. Instead, our ETA can
efficiently perform secure computation for divisible double auction while ensur-
ing truthfulness.

7 Conclusion

We design an efficient and private system ETA which securely execute double
auction for allocating divisible resources among distributed agents within the
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Intel SGX. The auction mechanism in ETA ensures individual rationality, incen-
tive compatibility and Pareto efficiency. The input data of both buyers and sell-
ers in the auction can also be protected in ETA. The experimental results have
demonstrated a high efficiency for ETA to privately execute the divisible double
auction. In the future, blockchain-based auction mechanisms will be investigated
by executing the secure computation inside the Intel SGX for trading divisible
resources among distributed agents with the cryptocurrencies (e.g., bitcoins).

Acknowledgments. This work is partially supported by the National Science Foun-
dation (NSF) under Grant No. CNS-1745894. The authors would like to thank the
anonymous reviewers for their constructive comments.

Appendix

Proof of Theorem 1

Proof. (1) Per the payment rule of ETA (extended from the VCG auction) in
Eq. 1, buyer m ∈ B will change its own strategies based on other buyers’ strate-
gies (so does seller n ∈ S). As defined in Sect. 2.1, ρm is the payment made by
buyer m while ρn is the payment received by seller n. Also, ρ(ri, r−i) is defined
as the difference between all the buyers’ aggregated valuation if any other buyer
i is not in the auction and the aggregated valuation if buyer i is in the auc-
tion. Then, ρ(ri, r−i) can be transformed into the difference between two payoff
functions:

ρ(ri, r−i) =
∑

m �=i

αm[Am(0; r−i) − Am(ri; r−i)]

= (max
∑

m �=i

fm(r))

︸ ︷︷ ︸

without m

−
∑

m �=i

fm(r∗)

︸ ︷︷ ︸

with m

(8)

In addition, as defined in Sect. 2.1, the payoff function for buyer m is
̂Vm(A∗

m(r)) − ρ(ri, r−i). The payoff function is supposed to be maximized if
there exists the optimal bid profile r∗, including the optimal allocation profiles
for buyers and sellers: A∗

m(r) and A∗
n(r). After integrating Eq. 8, we have the

payoff function w.r.t. the buyer m as below:

̂Vm(A∗
m(r)) − ρ(ri, r−i)

=

⎡

⎣̂Vm(A∗
m(r∗)) +

∑

m �=i

fm(r∗)

⎤

⎦ −
⎡

⎣(max
∑

m �=i

fm(r))

⎤

⎦ (9)

In Eq. 9, the
[

(max
∑

m �=i fm(r))
]

is the same for all the buyers (∀m ∈ B).
Then, the problem of maximizing buyer m’s payoff is reduced to the problem of
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maximizing
[

̂Vm(A∗
m(r∗)) +

∑

m �=i fm(r∗)
]

. Intuitively, buyer m would choose

the strategy to maximize
[

̂Vm(A∗
m(r∗)) +

∑

m �=i fm(r∗)
]

. Per Definition 4 and
incentive compatibility proven in (4), if each agent responds untruthfully, it
would not obtain a higher payoff than truthful response. If buyer m bids truth-
fully and the objective (to maximize) for double auction mechanism becomes
identical to the

[

̂Vm(A∗
m(r∗)) +

∑

m �=i fm(r∗)
]

. The payoff will be maximized if
buyer m bids truthfully. Therefore, the truthful responses in the double auction
mechanism are the best strategies for all the buyer ∀m ∈ B.

Similarly, for any seller n ∈ S, its payoff function fn(r) = ρ(rj , r−j)− ̂Cn(A∗
n)

as defined in Sect. 2.1 can also be proven in the same way. Thus, the divisible
double auction mechanism in ETA ensures weakly dominant strategy.

(2) If buyer m ∈ B provides truthful bid profile, then it has a non-negative
payoff function fm(r) = ̂Vm(A∗

m)−ρ(ri, r−i),∀m ∈ B. Similarly, seller n ∈ S can
also obtain a non-negative payoff function: fn(r) = ρ(rj , r−j) − ̂Cn(A∗

n),∀n ∈ S
with truthful bid profile. Thus, the double auction satisfies individual rationality,
which indicates that all the agents have non-negative payoffs by participating in
the double auction of ETA.

(3) Allocation (Am, ρm) satisfies Pareto efficiency within the budget ϕm (ρm <
ϕm) in the divisible double auction ETA if there does not exist a better allo-
cation (A

′
m, ρ

′
m): fm(Am, ρm) > fm(A

′
m, p

′
m). Suppose that buyer m ∈ B is

allocated with amount Am in bid profile r (satisfying individual rationality as
above and incentive compatibility as proven in (4)). We now prove the Pareto effi-
ciency (optimality). Given f∗

m = maxAm
fm(Am, ρ(Am, (r−m)), buyer m’s payoff

is upper bounded by f∗
m. If m would like to gain more payoff, then it needs to

pay ρ(Am, (rm, r−m)). Thus, the payoff is supposed to be lowered bounded by
f∗

m. Thus, buyer m’s payoff is exactly f∗
m for the optimality. Similarly, f∗

n =
maxAn

fn(An, ρ(An, (r−n)) can be proven for sellers. Therefore, the Pareto effi-
ciency is verified in ETA.

(4) Denote the allocation of buyer m ∈ B as the Am, and also denote the
allocation in the k-th iteration as Ak

m. To show the incentive compatibility for
any buyer m ∈ B, we verify that for any bid profile b = (bm,m ∈ B). Given r−m,
there exists a truthful bid profile bm = (αm, dk

m) where αm = ̂V
′
m(dk

m), such that
fm(bk

m, r−m) ≥ fm(bm, r−m),∀m ∈ B:

– Case 1: if αm < ̂V
′
m(dm). Consider a bid bk

m, such that dk
m = Am ≤ dm. Based

on the diminishing marginal utility of the valuation function for buyers, we
have αk

m ≥ ̂V
′
m(dm) > αm. Since we get the maximum social welfare, we have

Ak
m ≥ Am. Thus, we have fm(bk

m, r−m) ≥ fm(bm, r−m),∀m ∈ B.
– Case 2: if αm > ̂V

′
m(dm). Considering bid bk

m, such that dk
m = dm, we have

αm > ̂V
′
m(dm) = ̂V

′
m(dk

m) = αk
m. Also, Ak

m ≤ Am holds for the maximum
social welfare. When Ak

m = Am, we have fm(bk
m, r−m) = fm(bm, r−m),∀m ∈

B. When Ak
m < Am, we have:
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fm(bm, r−m) − fm(bk
m, r−m)

= ̂Vm(Am) − ̂Vm(Ak
m) + ρ(Ak

m, r−m) − ρ(Am, r−m)

≤ αk
m(Am − Ak

m) + F (r) − αmAm − F (rk) + αk
mAk

m

≤ αk
m(Am − Ak

m) − αk
m(Am − Ak

m) = 0 (10)

Given Case 1 and 2, we have fm(bk
m, r−m) ≥ fm(bm, r−m),∀m ∈ B. Similarly,

incentive compatibility can also be proven for all the sellers ∀n ∈ S.

(5) Assuming that
∑

m∈B dm ≥ ∑

n∈S hn holds for the initialization, then the
potential amount for all divisible resources C = min{∑

m∈B dm,
∑

n∈S hn} holds
for the iterative computation in the ETA. Thus, we have

∑

m∈B dm =
∑

n∈S hn.
Furthermore, compared with the other case:

∑

dm ≤ hn, the divisible double
auction mechanism in ETA satisfies the feasibility. In summary, these complete
the proof. ��
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Abstract. SM4 is the 128-bit block cipher used in WAPI standard in
China, which has a strong security and flexibility. In this paper, the
rapid implementation of SM4 is given. Based on the characteristics of
CUDA (Compute Unified Device Architecture), a CPU-GPU (Central
Processing Unit-Graphics Processing Unit) scheme of SM4 is proposed
by exploiting the structure property. Moreover, this scheme is further
improved by introducing the page-locked memory and CUDA streams.
The results show that: SM4 optimized parallel implementation under
GPU can obtain with a speed-up ratio of 89, and the throughput can
reach up to 31.41 Gbps.
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1 Introduction

With the development of Internet services such as cloud computing, big data,
and ecommerce, the information security is attracted more and more attention.
And cryptography is the basis method to protect the security of information.
The SM4 block cipher has been applied in the WAPI (Wireless LAN Authen-
tication and Privacy Infrastructure) wireless network standardwhich is widely
used in China. During to the high computational complexity, SM4 is not suit-
able for occasions which required the encryption algorithm with a high speed.
So, the rapid implementation of SM4 is worth to study further. At present, there
are two main platforms for fast implementation of block ciphers: GPU (Graph-
ics Processing Unit) and FPGA (Field Programmable Gate Array). However,
FPGA is more difficult to develop and has a longer cycle time than GPU. But
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with the feature of the multi-thread, high-bandwidth, GPU is very suitable to
do parallel computation to accelerate the speech of encryption and decryption
of block ciphers. CUDA (Compute Unified Device Architecture) is a general-
purpose device architecture for GPU computing launched by NVIDIA in 2007,
which provides a convenient platform for GPU parallel implement of crypto-
graphic algorithms.

As a professional graphics processing tool, GPU was originally used in the
field of computer graphics, then Kedem et al. [1] used GPU to quickly crack
the key of the UNIX system, which made GPU begin to apply to cryptographic
problems. With the introduction of CUDA, GPU has also developed in the field
of general computing. Many symmetric cryptographic algorithms have begun to
achieve parallel acceleration on CUDA. Manavski et al. [2] first used CUDA to
accelerate the AES in 2007, and proposed a T table to improve the performance
of the cipher. Since then, most of the teams’ work mostly follows their scheme.
In 2008, Harrison et al. [3] completed the CTR mode of AES on CUDA, and
discussed how to arrange the serial and parallel execution of the block cipher on
the GPU. In 2013, Zhou et al. [4] aimed at the shortcomings of the ECB mode of
AES and improved the results based on CUDA. In 2014, Mei et al. [5,6] proposed
a new fine-grained benchmarking method and applied it to two popular GPU
architectures: Fermi and Kepler, and discussed previously unknown features of
their memory hierarchy; they also studied the impact of library conflicts on
the latency of the shared memory access. In 2017, Fei et al. [7] accelerated
AES under CUDA, and the acceleration obtained was about 3 times faster than
that of Manavski, and for the first time he analyzed the performance from the
perspective of acceleration efficiency. In the same year, Wang et al. [8] compared
the performance of SM4 on two different platforms, and got a speed-up ratio of
64.7. In 2020, Li et al. [9] implemented SM4 under CUDA and discussed different
thread block sizes and plaintext block sizes, and obtained a speed-up ratio of
26. In addition, the rapid implementation of other block ciphers are also been
proposed based on GPU, such as SHA3 [10], IDEA, Blowfish, and Threefish
[11] on GPU.

In this paper, we analyze the property of SM4 and the corresponding hard-
ware to improve the speed of implementation on GPU. We propose a parallel
scheme based on the characteristics of CUDA programming technology and fur-
ther improve it. The speed-up ratio and throughput of parallel scheme of SM4
with different input block sizes are obtained. The results show that the speed-up
ratio of our scheme can be improved to 89, and the throughput can reach up to
31.41Gbps.

2 Preliminaries

2.1 CUDA

CUDA is a new computing unified device architecture to applicate the GPU
as a data parallel computing device, without the graphics API mapping. It is
suitable for multi-threaded programming models. The multi-tasking mechanism
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of the operating system can be used to call multiple CUDA’s cores to run simul-
taneously. The thread-level parallelism is the basic idea of CUDA, so that these
threads are dynamically called and executed. The CUDA uses the CPU as the
host and the GPU as the device, allowing the CPU to call the GPU and the
GPU to run the computationally intensive part of the program. The CUDA
programming architecture is shown in Fig. 1.

There are 6 common memory structures in CUDA: register, shared memory,
local memory, constant memory, texture memory and global memory. The first
two are on-chip memory, and the access speed is faster than the last four [12].
Figure 2 is the memory structure of CUDA, each type of memory has its own
scopes and characteristics. Register is the fastest storage unit, but the number
of it is small. Variables that cannot be allocated to register will be overflowed
into local memory. Register and local memory are private to each thread. Shared
memory is the public memory of each block, available for each thread of the same
block, but it may cause memory conflicts. Constant memory and texture mem-
ory are read-only memory. Because texture memory is mainly used for graphic
processing, it is rarely used in cryptography, while constant memory is a special
cache which is suitable for data processing in cryptography. Global memory is
the largest memory unit in GPU, all threads can access it, but the speed of it
is also the slowest [13,14]. Therefore, for the storage of data variables of differ-
ent sizes, it is necessary to consider the various characteristics of the memory
structure and select the appropriate storage structure.

Fig. 1. The programming architecture of CUDA.

2.2 A Brief Description of SM4

SM4 was first proposed in 2006 and became China’s national cryptographic
industry standard in 2012 [15], which is adopted with a unbalance general
feistel structure. The block size and key size are both 128-bit. And the number
of iterative rounds is 32. The structure of SM4 is shown in Fig. 3.
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Encryption Algorithm. Let (X0,X1,X2,X3) be the 128-bit input, where
Xi(i= 0, 1, 2, 3) means a 32-bit word, so the function F is

F (X0,X1,X2,X3, rk)=X0 ⊕ T (X1 ⊕ X2 ⊕ X3 ⊕ rk) (1)

The round function F includes a linear transformation L and a nonlinear trans-
formation τ , namely T (.) = L(τ(.)). The nonlinear transformation τ is composed
of 4 parallel S-boxes. Let A = (a0, a1, a2, a3) and B = (b0, b1, b2, b3) be the input
and output of τ respectively, which can be defined as,

τ(A) = (b0, b1, b2, b3) = (Sbox(a0), Sbox(a1), Sbox(a2), Sbox(a3)) (2)

And the linear transformation L is defined as,

L(B) = B ⊕ (B<<<2) ⊕ (B<<<10) ⊕ (B<<<18) ⊕ (B<<<24) (3)

After 32-round iteration, the output undergoes a reverse order transformation
to achieve the ciphertext. The decryption algorithm is similar to the encryption
algorithm, except that the decrypted round key is used in the reverse order of
encryption.

Fig. 2. The memory architecture of CUDA.
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Key Schedule. Let MK = (MK0,MK1,MK2,MK3) be the 128-bit master
key of SM4, where MKi(i= 0, 1, 2, 3) is a 32-bit word. The round key is expressed
as rki(i = 0, 1, 2, ..., 31) , which the size is 32-bit. The key schedule of SM4 can
be defined as,

(K0,K1,K2,K3) = (MK0⊕FK0,MK1⊕FK1,MK2⊕FK2,MK3⊕FK3) (4)

rki=Ki+4 = Ki ⊕ T ′(Ki+1 ⊕ Ki+2 ⊕ Ki+3 ⊕ CKi) (5)

where FKi(i = 0, 1, 2, 3) and CKi(i = 0, 1, 2, ..., 31) are the constants. T ′ is
almost the same as T with different linear transformation defined as,

L′(B) = B ⊕ (B<<<13) ⊕ (B<<<23) (6)

3 Parallel Design of SM4

The basic allocation scheme of SM4 is as follow:

(1) Parallel Granularity, Thread and Grid Allocation
Through the comparison of fine-grained and coarse-grained designs, it is
found that the performance of coarse-grained thread scheduling is better,
that is, a single thread processes 16 bytes. The allocation of the number of
threads is preferably a multiple of 32 [16]. Otherwise, the resources will be
wasted. During the upper bound of threads is 1024, we test that 512 threads
per block can achieve the best performance. And we set the size of grid is:
the size of input/ the number of threads per block/the size of the plaintext
block.

(2) Data Allocation
The simplest way is to put the plaintext, S-box, FK and CK into the global
memory. However, the access speed of the global memory is very slow, while
the storage capacity is large. So the global memory is suitable to store the
plaintext. Through comparison tests, it is found that storing the plaintext
into the global memory, and the S-box, FK and CK into the constant
memory have better performance.

(3) Round Key Allocation
When using multiple-round-key, the round keys used by each GPU thread
are different, and the size of keys is large. So GPU is used to generate the
round keys and store them in the global memory. When using single-round-
key, CPU is chosen to pre-calculate this round key to improve the speed of
execution.

So the whole parallel process of SM4 shown in Fig. 4 is: First, randomly
generate the input and key according to the length of the input and key that
you need, and allocate memory, allocate the size of block and grid. Then, the
round key will be generated by GPU or CPU according to the multi-key or
single-key mode. Finally, the data is copied to GPU and the kernel function is
called for encryption and decryption operations, and then the result is copied
back to CPU.
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Fig. 3. The structure of SM4.

4 Experiment and Discussion

The environment of experiment in this paper is: GPU: GeForce GTX TITAN
X. CPU: Inter(R) Xeon(R) E5-2643 v4 @3.40 GHz. OS: Ubuntu18.04.2 LTS,
64 bits. Version of GCC: 7.5. Version of CUDA: 10.1.

4.1 Basic Experiment

The performance of SM4 based on CPU and GPU is tested under the same
size of input. Performing 5 tests, then the average value is computed to reduce
the error. All tests consider a single-round-key as the round key. And we use
speed-up ratio S to express the improvement of parallel performance of SM4.
The calculation equation is defined as,

S = TS/Tp (7)

where TS is the encryption time of CPU, Tp is the encryption time of GPU. The
preliminary acceleration of GPU vs. CPU is shown in Fig. 5, and the speed-up
ratio can reach up to 53.93.

It can be seen from Fig. 5 that when the size of input is small, the acceleration
ratio of the GPU is not very obvious, and the increase is slower. The reason is
that the data transmission between the GPU and CPU wastes time when the
data is not so big. At the same time, GPU cannot call enough computing units
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Fig. 4. The parallel process of SM4.

Fig. 5. The structure of SM4.
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to perform parallel operations. So the improvement of performance based on
GPU is not obvious. However, as the size of input increases, the speed-up ratio
increases rapidly. But when the size of input reaches a certain value, that’s
256 KB, the growth of the speed-up ratio begins to level off again and finally
stabilizes at about 50. This shows that the acceleration of GPU is not unlimited
growth, it will also be limited by its own hardware.

In order to make better use of GPU performance, the next section we will
take measures to optimize operations

4.2 Performance Optimization

Data Transmission Optimization. For data transmission optimization, the
measures we adopted are: use page-locked memory, also known as pinned mem-
ory, instead of pageable memory. By default, the CPU allocates pageable host
memory. The GPU cannot directly access data in the pageable memory because
the memory data may be shifted or destroyed, it cannot safely use the physical
address of the host memory. The GPU needs to perform two-part copy operation
to obtain data from the pageable memory, first copy the data to the temporary
page-locked memory, and then copy the data from the page-locked memory to
the GPU. But by using page-locked memory to allow GPU to access the mem-
ory directly, the time of data transmission can be reduced. Figure 6 shows the
process of page-locked memory transfer and pageable memory transfer.

Although the allocation and release cost of page-locked memory is higher
than that of pageable memory, it can provide higher transmission throughput
for large-scale data transmission. Figure 7 shows the performance comparison
between pageable memory and page-locked memory. It can be seen that when
the size of input is small, the acceleration effect is not obvious. The reason is that
the initial cost of page-locked memory is basically the same as the benefit from
processing data. However, when transmitting more than 64 KB input, as the size
of input increases, the cost of the initial overhead becomes smaller and smaller,
and the page-locked memory gains obvious. The final optimized performance
increased by 40.73%.

Fig. 6. Two kinds of memory data transmission.
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Fig. 7. Performance comparison between pageable memory and page-locked memory.

Parallel Streams Overlapped Execution Optimization. For the optimiza-
tion of the sequential execution of data transmission and kernel operations, the
solution we proposed is: using CUDA streams to overlap data transmission and
kernel operations. The basic structure of the SM4 encryption program consists
of 3 steps: 1© copy the plaintext and key from the host to the device. 2© Perform
the encryption operation. 3© Return the ciphertext from the device to the host.
In order to achieve over-lapping operations, instead of copying the input data
to the GPU all at once, the idea of “divide and conquer” is adopted to divide
the input data into multiple subsets. Then each sub-problem is independent and
can be separately arranged in the CUDA stream for calculation. The output
transmission of one stream overlaps the core calculation of another stream. The
sequential execution and the overlapping streams execution are shown in Fig. 8.

In order to make better use of the two replication engines of the GPU, we use
8 streams and one queue for each stream for overlapping operations. Figure 9 is a
performance comparison between sequential execution and overlapping streams
execution. As a result, the optimized performance increased by 33.3% after two
rounds of optimization operations. The performance of the original GPU parallel
algorithm has been improved by twice. In the end, compared to SM4’s CPU
serial algorithm, GPU parallel algorithm has nearly 90 times the performance
improvement, as shown in Fig. 10.

Fig. 8. Sequential execution and overlapping streams execution.
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Fig. 9. Performance comparison between sequential execution and overlapping streams
execution.

Fig. 10. Optimized speed-up ratio.

4.3 Analysis of Results

The speed-up ration in our scheme is 89 which is higher than reference [8]
and [9] respectively as shown in Table 1. However, considering release time, core
parameters, operating frequency, bandwidth and other factors of the GPU, we
sort the performance of the GPU of the three articles from high to low: our
article, [8,9]. In other words, the high speed-up ratio in our article may be
caused by the better performance of the GPU itself. Therefore, we compare our
result of throughput with [17,18], we can see that in Table 2. The GPU used
in [17,18] are Nvidia GeForce RTX 2080 and NVIDIA GTX 1080 respectively,
GPUs’ performances are better than us. We find that the throughput of [17] can
reach up to 27.64 Gbps, and the throughput of our result can reach 31.41 Gbps,
which has a performance improvement of 1.13 times. It shows that our work
does effectively improve the performance of SM4. Although the throughput is
up to 76.8 Gbps in [18], our scheme is still competitive when the price cost is
considered.

After analyzing the experiment, it is found that the main factors affecting
GPU performance are as follows: 1© The data transmission between the host and
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the device takes a long time. 2© The sequential execution of data transmission
and kernel operations causes time wasted.

Table 1. Compare with the speed-up ratio.

Input size GeForce GTX TI
TAN X(Us)

GeForce GT
240M([8])

Quadro 600 ([9])

32K 18.96 6.34 4.14

1M 78.94 29.81 23.38

8M 87.31 39.71 25.79

32M 88.69 40.67 25.80

Table 2. Compare with the speed-up ratio of previous works.

GeForce
GTX TI
TAN X(Us)

GeForce
RTX
2080 ([17])

NVIDIA GTX 1080 ([18])

Throughput (Gbps) 31.41 27.64 76.80

GPU’s performance Good Better Best

GPU’s price Medium High Higher

5 Conclusion

Based on the CUDA under the Linux OS, we implement the SM4 in parallel
and explore the comparison of the performance of the CPU and GPU under the
same plaintext in the range of 2 KB to 256 MB under the CPU and GPU. The
results show that the GPU performance of parallel implement of SM4 is 88–89
times faster than CPU. Moreover, through introducing the page-locked memory
and CUDA streams, the performance of our parallel algorithm can be further
improved with the throughput 31.41 Gbps.
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Abstract. Side channel attacks are serious concern for implementation
of cryptosystems. Masking is an effective countermeasure against them
and masked implementation of block ciphers has been attracting active
research. It is an obstacle to efficient masked implementation that the
complexity of an evaluation of multiplication is quadratic in the order
of masking. A direct approach to this problem is to explore methods to
reduce the number of multiplications required to represent an S-box. An
alternative approach proposed by Carlet et al. in 2015 is to represent
an S-box as composition of polynomials with low algebraic degrees. We
follow the latter approach and propose to use a special type of polynomi-
als with a low algebraic degree as components, which we call generalized
multiplication (GM) polynomials. The masking scheme for multiplica-
tion can be applied to a GM polynomial, which is more efficient than the
masking scheme for a polynomial with a low algebraic degree. Our exper-
imental results show that, for 4-/6-/8-bit permutations, the proposed
decomposition method is more efficient than the method by Carlet et al.
in most cases in terms of the number of evaluations of low-algebraic-
degree polynomials required by masking.

Keywords: Algebraic decomposition · Boolean function · Masking ·
S-box

1 Introduction

Background. Side channel attacks introduced by Kocher [10] are serious concern
for implementation of cryptosystems. Chari et al. [4] proposed a sound approach
based on secret sharing [1,14] against a class of side-channel attacks analyzing
power consumption [11]. It is usually called masking [12] in this context. The d-th
order masking splits each internal variable into (d + 1) shares so that any infor-
mation of the internal variable cannot be recovered from at most d shares. The
complexity of a successful side channel attack against a masked implementation
was shown to be exponential in the masking order d [4].

Masked implementation has often been discussed for block ciphers. A block
cipher can be manipulated as a function over the finite field F2 or its extension.
For a scalar multiplication or an addition, the number of operations to compute
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shares of the result from the shares of an input is O(d). For a square, it is also
O(d). For a multiplication, on the other hand, it is O(d2). Thus, a multiplication
is especially called a nonlinear multiplication to refer to the difference from a
square.

For efficient masked implementation of block ciphers, it has been actively
studied to reduce the number of nonlinear multiplications required to compute
an S-box. A similar but different approach is to represent an S-box as composition
of polynomials with low algebraic degrees [3].

Our Contribution. We present a method for algebraic decomposition inspired
by the method of Carlet et al. [3] and the method to reduce the number of
nonlinear multiplications of Goudarzi et al. [7]. The proposed method can be
applied to any function from {0, 1}n to {0, 1}n for even n. It regards a given
function h(x) as a pair of bivariate polynomials (h0(x0, x1), h1(x0, x1)), where
hb : F2n/2 ×F2n/2 → F2n/2 for b ∈ {0, 1}. Then, it represents h as composition of
pairs of linear combinations of x2i0

0 x2i1

1 , where 0 ≤ ib ≤ n/2 − 1 for b ∈ {0, 1}.
We call such a pair of linear combinations a generalized multiplication (GM)
polynomial. The difference of our proposed method from the method of Carlet
et al. [3] is that the former uses GM polynomials instead of polynomials of low
algebraic degrees such as 2 or 3. To a GM polynomial, the masking scheme for a
multiplication can be applied, which is more efficient than the masking scheme
for a polynomial of low algebraic degree presented by Carlet et al. [3]. Due to
this property, for masked implementation, in terms of the number of evaluations
of nonlinear functions (GM polynomials, polynomials of low algebraic degree or
multiplications), the proposed decomposition method is more efficient than the
method by Goudarzi et al. [7] for n = 4, 6, 8 and than the method by Carlet
et al. [3] for n = 4, 6 and for n = 8 if the masking order is higher than 1.

Related Work. Ishai, Sahai and Wagner presented a higher-order masking
method for multiplication over F2 in their seminal paper [8]. Rivain and
Prouff [13] generalized the method of Ishai et al. [8] to any finite field multi-
plication and applied it to the AES S-box. Carlet et al. [2] extended the method
of Rivain and Prouff [13] and proposed a generic method for masking any S-
box based on cyclotomic classes and the Knuth-Eve polynomial evaluation algo-
rithm [6,9]. Coron, Roy and Vivek [5] improved the method of Carlet et al. [2]
and presented a heuristic but generic method for masking any S-box. Goudarzi
et al. [7] generalized the approach of Coron, Roy and Vivek [5] and proposed a
method to treat any S-box from {0, 1}wiν to {0, 1}woν as a tuple of polynomials
over F2ν .

Inspired by the work of Coron, Roy and Vivek [5], Carlet et al. [3] intro-
duced a new approach to decompose any S-box using polynomials having low
algebraic degrees. They also presented masking methods for polynomials having
low algebraic degrees.

Organization. Section 2 introduces some notations and definitions necessary for
the discussions. Section 3 presents the proposed algebraic decomposition method
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using GM polynomials and its experimental results. Section 4 discusses applica-
tion of the proposed decomposition to masking. Section 5 gives a brief concluding
remark.

2 Preliminaries

Let ν be a positive integer. Let F2ν be the finite field with 2ν elements.

2.1 Functions over Finite Fields

A function h : F
wi
2ν → F

wo
2ν is a tuple of functions (h0, h1, . . . , hwo−1), where

hj : Fwi
2ν → F2ν for 0 ≤ j ≤ wo − 1. hj can be represented as

hj(x0, x1, . . . , xwi−1) =
2ν−1∑

k0=0

· · ·
2ν−1∑

kwi−1=0

αj,k0,...,kwi−1x
k0
0 · · · xkwi−1

wi−1 ,

where αj,k0,...,kwi−1 ∈ F2ν . We only refer to the cases that (wi, wo) ∈
{(1, 1), (2, 1), (2, 2)} in the remaining parts.

Definition 1 (Algebraic degree). For a function h : F2ν → F2ν such that

h(x) =
2ν−1∑

k=0

αkxk ,

its algebraic degree is the maximum of HW(k) such that αk �= 0 for 0 ≤ k ≤
2ν − 1, where HW(k) is the Hamming weight of the binary representation of k.

Definition 2 (Linearized polynomial). A function � : F2ν → F2ν is called a
linearized polynomial if it can be represented as

�(x) =
ν−1∑

k=0

αkx2k

,

where αk ∈ F2ν .

For any linearized polynomial �(x), its algebraic degree is 1, and it holds that

�
( d∑

i=0

xi

)
=

d∑

i=0

�(xi) . (1)

We introduce generalized multiplication polynomials, which are used in our
proposed decomposition method:
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Definition 3 (Generalized multiplication polynomial). We call a function
m : F2ν × F2ν → F2ν × F2ν a generalized multiplication (GM) polynomial if it
can be represented as m(x) = (m0(x),m1(x)) such that, for b ∈ {0, 1}, mb :
F2ν × F2ν → F2ν and

mb(x) =
ν−1∑

k=0

ν−1∑

l=0

αb,k,lx
2k

0 x2l

1 ,

where x = (x0, x1) ∈ F2ν × F2ν and αb,k,l ∈ F2ν .

For any GM polynomial m(x0, x1), it holds that

m
( d∑

i=0

x0,i,
d∑

j=0

x1,j

)
=

d∑

i=0

d∑

j=0

m(x0,i, x1,j) (2)

since

( d∑

i=0

x0,i

)2k( d∑

j=0

x1,j

)2l

=
( d∑

i=0

x2k

0,i

)( d∑

j=0

x2l

1,j

)
=

d∑

i=0

d∑

j=0

x2k

0,ix
2l

1,j . (3)

For Eq. (3), multiplication is the case that k = l = 0.

3 Algebraic Decomposition

In the remaining parts of the paper, ν is a positive integer and n = 2ν.

3.1 Algebraic Decomposition Using GM Polynomials

Let h : {0, 1}n → {0, 1}n. Then, h can be seen as h(x) = (h0(x0, x1), h1(x0, x1)),
where x = (x0, x1) and hb : F2ν × F2ν → F2ν for b ∈ {0, 1}. The decomposition
of h proceeds as follows:

1. For 1 ≤ i ≤ r, let fi : F2ν × F2ν → F2ν × F2ν is a GM polynomial chosen
uniformly at random.

2. For 1 ≤ i ≤ r, gi : F2ν × F2ν → F2ν × F2ν is defined as follows:

g1(x) = f1(x) ,

g2(x) = f2(g1(x) + (�0,0(x0) + �0,1(x1), �1,0(x0) + �1,1(x1))) ,

where �0,0, �0,1, �1,0 and �1,1 are linearized polynomials over F2ν chosen uni-
formly at random, and, for 3 ≤ i ≤ r,

gi(x) = fi(gi−1(x)) .
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3. For 1 ≤ j ≤ t, qj : F2ν × F2ν → F2ν × F2ν is defined as follows:

qj(x) = (qj,0(x), qj,1(x)) ,

where, for b ∈ {0, 1},

qj,b(x) =
r∑

i=1

�j,i,b(gi,b(x)) + �j,0,b,0(x0) + �j,0,b,1(x1) ,

and �j,i,b, �j,0,b,0 and �j,0,b,1 are linearized polynomials over F2ν chosen uni-
formly at random.

4. For b ∈ {0, 1}, search GM polynomials μ1, . . . , μt over F2ν × F2ν , linearized
polynomials λ0,b,0, λ0,b,1, . . . , λr,b,0, λr,b,1 over F2ν and a constant δb ∈ F2ν

satisfying

hb(x) =
t∑

j=1

μj,b(qj(x)) +
r∑

i=1

(
λi,b,0(gi,0(x)) + λi,b,1(gi,1(x))

)

+ λ0,b,0(x0) + λ0,b,1(x1) + δb . (4)

If the search fails, then return to the first step.

The amount of computation for an evaluation of h based on the decomposition
is summarized in Table 1.

Table 1. The amount of computation based on the proposed decomposition. Both the
linearized polynomials and the additions are over Fν .

The number of evaluations of GM polynomials r + t

The number of evaluations of linearized polynomials 2(r + 2)(t + 2)

The number of evaluations of additions 2(r + 2)(t + 2)

Similar to the decomposition in [3], the search in the 4th step above can be
done by solving a system of linear equations over F2ν :

A · vb = cb (5)

for b ∈ {0, 1}. cb is a 2n-dimensional vector over F2ν such that

cb = (hb(e1), hb(e2), . . . , hb(e2n))T ,

where ei = (ei,0, ei,1) ∈ F2ν × F2ν and ei1 �= ei2 if i1 �= i2. vb is the vector
of unknowns representing the coefficients of GM polynomials μ1,b, . . . , μt,b, lin-
earized polynomials λ0,b,0, λ0,b,1, . . . , λr,b,0, λr,b,1 and δb. The matrix A, which
does not depend on the value of b, is defined as follows:

A = (Aq1 Aq2 · · · Aqt
Ag1,0 · · · Agr,0 Ag1,1 · · · Agr,1 Ae∗,0 Ae∗,1 1) .
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Aqj
=

⎛

⎜⎜⎜⎝

Q
(0,0)
j,1 · · · Q

(0,ν−1)
j,1 Q

(1,0)
j,1 · · · Q

(1,ν−1)
j,1 · · · Q

(ν−1,0)
j,1 · · · Q

(ν−1,ν−1)
j,1

Q
(0,0)
j,2 · · · Q

(0,ν−1)
j,2 Q

(1,0)
j,2 · · · Q

(1,ν−1)
j,2 · · · Q

(ν−1,0)
j,2 · · · Q

(ν−1,ν−1)
j,2

· · · · · · · · · · · ·
Q

(0,0)
j,2n · · · Q

(0,ν−1)
j,2n Q

(1,0)
j,2n · · · Q

(1,ν−1)
j,2n · · · Q

(ν−1,0)
j,2n · · · Q

(ν−1,ν−1)
j,2n

⎞

⎟⎟⎟⎠

is a 2n×ν2 matrix, where Q
(k,l)
j,i = qj,0(ei)2

k

qj,1(ei)2
l

for 1 ≤ i ≤ 2n, 1 ≤ k ≤ ν−1
and 1 ≤ l ≤ ν − 1.

Agi,b′ =

⎛

⎜⎜⎝

gi,b′(e1)2
0

gi,b′(e1)2
1 · · · gi,b′(e1)2

ν−1

gi,b′(e2)2
0

gi,b′(e2)2
1 · · · gi,b′(e2)2

ν−1

· · ·
gi,b′(e2n)2

0
gi,b′(e2n)2

1 · · · gi,b′(e2n)2
ν−1

⎞

⎟⎟⎠

is a 2n × ν matrix for 1 ≤ i ≤ r and b′ ∈ {0, 1}.

Ae∗,b′ =

⎛

⎜⎜⎜⎝

e2
0

1,b′ e2
1

1,b′ · · · e2
ν−1

1,b′

e2
0

2,b′ e2
1

2,b′ · · · e2
ν−1

2,b′

· · ·
e2

0

2n,b′ e2
1

2n,b′ · · · e2
ν−1

2n,b′

⎞

⎟⎟⎟⎠

is a 2n × ν matrix. 1 is the column vector whose 2n coordinates equal 1.
The matrix A has 2n rows and t · ν2 + 2(r + 1)ν + 1 columns. In order for

the system of linear equations Eq. (5) to have a solution for any cb, the rank of
A must be 2n and it is required that

t · n2/4 + (r + 1)n + 1 ≥ 2n . (6)

It is also required that the algebraic degree of the polynomial in the right side
of Eq. (4) is n/2 with respect to each of x0 and x1. Thus,

2r ≥ n/2 . (7)

Once we obtain a matrix A with its rank 2n from some g1, . . . , gr and
q1, . . . , qt, we can use it to decompose any function h : {0, 1}n → {0, 1}n.

3.2 Experimental Result

Table 2 shows the values of parameters of successful decomposition minimizing
the number of GM polynomials, that is, r + t. For n = 4, 6, all optimal values
satisfying inequalities (6) and (7) and minimizing r + t are achieved. For n = 8,
optimal values are also achieved. On the other hand, though (r, t) = (2, 15) are
also optimal, they cannot be achieved with one hundred trials. For n = 10, all
optimal values (r, t) = (3, 40), (4, 39) as well as (r, t) = (3, 41), (4, 40) cannot be
achieved with one hundred trials.

Table 3 shows the smallest number of nonlinear functions achieved by our
decomposition and the decomposition methods by Carlet et al. [3] and by
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Table 2. Achievable parameters minimizing r+t. #GMP represents the number of GM
polynomials. #LinP represents the number of linearized polynomials. #Add represents
the number of additions.

n (r, t) #GMP #LinP #Add

4 (1, 2) 3 24 24

(2, 1) 3 24 24

6 (2, 5) 7 56 56

8 (3, 14) 17 160 160

10 (5, 39) 44 574 574

Goudarzi et al. [7]. For algebraic decomposition by Carlet et al., methods using
polynomials of algebraic degrees 2 and/or 3 were presented, and the most effi-
cient method was shown to be the method using only quadratic polynomials
(polynomials of algebraic degree 2), which is mentioned in Table 3. The decom-
position method to reduce the number of multiplications by Goudarzi et al. [7]
is able to process any function over {0, 1}n by regarding it as a function over
F

n/ξ
ξ for any ξ such that ξ |n. Table 3 mentions only the case that ξ = n/2.

In terms of the number of multiplications or GM polynomials, our decompo-
sition is slightly more efficient than the decomposition by Goudarzi et al. [7]. On
the other hand, if implementation adopts table lookup for evaluation of multi-
plications or GM polynomials, then our decomposition needs a lookup table for
each GM polynomial, while the decomposition by Goudarzi et al. needs just a
single lookup table for multiplication. Thus, the total table size for our decom-
position is 2(r + t) times as large as that for the decomposition by Goudarzi
et al. For example, for n = 8, the total table size of GM polynomials for our
decomposition is 4352(= 17 × 256) Bytes.

In terms of the number of quadratic polynomials or GM polynomials, our
decomposition does not seem so good as decomposition by Carlet et al. [3]
apparently. We will see in the next section, however, our decomposition is more
effective than the decomposition by Carlet et al. [3] for masked implementation.

Table 3. Comparison of best achievable parameters

n = 4 n = 6 n = 8

# quadratic polynomials [3] 3 5 11

# multiplications [7] 4 9 18

# GM polynomials (Ours) 3 7 17
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4 Application to Masking

Algorithm 1 presents an algorithm of d-th order masking for a GM polynomial.
Due to the property of GM polynomials shown by Eq. (3), it is similar to d-
th order masking for multiplication. For reference, the algorithm of d-th order
masking for a quadratic polynomial [3] is shown in Appendix A.

Algorithm 1: d-th order masking for a GM polynomial m : F2ν × F2ν →
F2ν × F2ν , where ν = n/2
input : Shares (a0, a1, . . . , ad) of a and (b0, b1, . . . , bd) of b
output: Shares (c0, c1, . . . , cd) of c = m(a, b)
for i = 0 to d do

for j = i + 1 to d do
ri,j ←← F2ν × F2ν ;
rj,i ← (ri,j + m(ai, bj)) + m(aj , bi);

for i = 0 to d do
ci ← m(ai, bi);
for j = 0 to d do

if j �= i then
ci ← ci + ri,j ;

return (c0, c1, . . . , cd)

Table 4 shows complexity of d-th order masking for an evaluation of a
quadratic polynomial or a GM polynomial. Roughly, d-th order masking for
a GM polynomial is twice as efficient as that for a quadratic polynomial. From
Tables 3 and 4, in terms of the number of evaluations of nonlinear functions
(quadratic polynomials or GM polynomials), the proposed decomposition yields
more efficient masking for n-bit S-boxes than the decomposition using quadratic
polynomials by Carlet et al. [3] for n = 4, 6, and for n = 8 if d ≥ 2.

Table 4. Complexity of d-th order masking. “# eval,” “# rand” and “# add,” repre-
sent the required number of evaluations of a nonlinear function (a quadratic polynomial
or a GM polynomial), random sequences and additions, respectively.

# eval # rand # add

Quadratic poly. eval (d + 1)(2d + 1) d(d + 1) 9d(d + 1)/2 + 1

GP poly. eval. (Algorithm 1) (d + 1)2 d(d + 1)/2 2d(d + 1)
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5 Conclusion

We have presented an algebraic decomposition method for masked implementa-
tion of any S-box. Essentially, our proposal is to use GM polynomials instead of
polynomials with low algebraic degrees for decomposition. Future work is per-
formance evaluation of masked implementaion of S-boxes using the proposed
decomposition method.

Acknowledgements. The author was supported in part by JSPS KAKENHI Grant
Number JP18H05289.

A Masking for Quadratic Polynomial

Algorithm 2 presents an algorithm of d-th order masking for a quadratic poly-
nomial [3].

Algorithm 2: d-th order masking for a quadratic polynomial f : F2n →
F2n

input : Shares (a0, a1, . . . , ad) of a
output: Shares (b0, b1, . . . , bd) of b = f(a)
for i = 0 to d do

for j = i + 1 to d do
ri,j ←← F2n ; r′

i,j ←← F2n ;
rj,i ← ri,j + f(ai + r′

i,j) + f(aj + r′
i,j) + f((ai + r′

i,j) + aj) + f(r′
i,j);

for i = 0 to d do
bi ← f(ai);
for j = 0 to d do

if j �= i then
bi ← bi + ri,j ;

if d is odd then
b1 ← b1 + f(0);

return (b0, b1, . . . , bd)
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Abstract. Online social networks are used frequently: staying in con-
tact with friends and sharing experiences with them is very important.
However, users are increasingly concerned that their data will end up
in the hands of strangers or that personal data may even be misused.
Secure OSNs can help. These often use encryption to keep the communi-
cation between the participants incomprehensible to outsiders. However,
participants in such social networks cannot be sure that their data is
secure. Various approaches show that even harmless-looking metadata,
such as the number of contacts of a user, can be evaluated to draw con-
clusions about a user and the communication. These attack methods are
analyzed and existing secure OSNs are examined, whether these attack
methods can be utilized to violate the user’s privacy. To prevent these
privacy attacks, protocols for a secure centralized OSN are developed.
Metadata is obscured in the presented OSN and end-to-end encryption
is used for secure communication. Additionally, communication channels
are concealed like in mix networks such that adversaries cannot deter-
mine which user is accessing which data or which user is communicating
with whom even with full access to the server.

Keywords: Online social networks · End-to-end encryption ·
Privacy · Security · Metadata · Attack · Mix network

1 Introduction

Many online social networks (OSNs) vie for the users’ favor. They offer differ-
ent unique selling points to make the user experience as good as possible so
that users spend a lot of their time in these networks. Because, in many OSNs,
money is earned through advertising, the more users are on the network and the
longer they stay there, the greater the advertising income. These can be slightly
increased even further if personalized advertising is displayed [14]. This is tai-
lored to the respective user and increases the likelihood that they will react to the
advertising and thus increases the profit of the network operators. In doing so,
users can lose their anonymity. Personalized advertising is possible by evaluating
profiles, contacts, or reactions to messages in social networks, etc. These prac-
tices are a thorn in the side of many users. That is why they are increasingly
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using privacy-friendly social networks or those they consider privacy-friendly,
such as Telegram [25]. Furthermore, it is often not only the operator of a social
network that analyzes the personal data. Also third parties, analyze the data
they have access to. Often, apps or games in OSNs or code in displayed adver-
tisements can gain such access. Third parties can do harmless things with the
data, but they can also display malicious behavior and misuse the collected data
for personal theft, for example. This may cause a rethinking of many users which
leads to them registering in social networks that supposedly protect their privacy.
This often is achieved by using encrypted communication. But privacy can be
attacked and the sovereignty of the users over their data undermined no matter,
whether the communication is encrypted or the user profiles are protected, but
the metadata is accessible and analyzed. Research shows, that the possibility of
privacy leakages through metadata should not be taken lightly.

Our Contribution

Our contribution consists of: first, a summary of possible privacy leakages in
privacy-preserving online chats and online social networks. Second, an analysis
of privacy-preserving OSNs is given, according to the privacy leakages. Third,
following these findings, protocols are presented to create concealed channels
between participants in an OSN, which relies on a client-server architecture.
These concealed channels work comparable to a mix network. The channels
provide end-to-end encrypted communication between two or more participants
and further do not leak any evaluable metadata to the service provider of the
OSN or another attacker. With concealed channels different possibilities are
presented to provide the functionalities, an OSN should provide. These are, for
example, profiles of the users, private messages between two or more participants,
and discussion groups. A prototype of the scheme using a C# server and a HTML
and JavaScript frontend is used to evaluate the impact on run-times when using
the cryptographic algorithms. The presented approach of a secure and privacy-
preserving OSN is analyzed, whether the possible privacy leakages are prevented.

Organization of the Paper

The paper is structured as follows: Sect. 2.1 summarizes different approaches to
analyze metadata in online social networks and encrypted communication chan-
nels. Based on these works, possible leakages are displayed in Sect. 2.2. Follow-
ing, in Sect. 2.3, different protocols for privacy-preserving online chats and online
social networks are analyzed, whether they are secure against the leakages. In
Sect. 3, protocols are presented to achieve secure communication. These protocols
are used to construct a privacy-preserving OSN with encrypted communication.
For the presented OSN, then, privacy-preserving functionalities are analyzed and
compared to the previously found leakages in Sect. 4. Finally, Sect. 6 concludes
the work and gives an outlook on future work.
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2 Related Work

In the following, different possibilities to undermine user privacy, using meta-
data are collected. Then, privacy-preserving online social networks are analyzed,
whether they are prone to these privacy leakages.

2.1 Privacy Analysis in Online Social Networks

The attributes users post in their profiles in an OSN can be used to predict the
attributes of other users, according to [16]. The dataset of the Rice University
network and the New Orleans Facebook dataset are used. One of the findings is,
that friends are likely to share common attributes and these common attributes
form groups. Using these findings, on the one hand, it is possible to predict the
social circles of users. Using the social circles it is, on the other hand, possible
to predict attributes of users.

In [23] two datasets of the OSNs Flickr and Last.fm, and in [1] three datasets
of Flickr, Last.fm, and aNobii are analyzed to predict social links. In these OSNs,
users can communicate, form groups of similar topics, create links to other users,
and use tags to annotate content, such as shared pictures. Various observations
are made: users that have more contacts tend to be more active regarding tagging
and membership of groups, assortative mixing of nodes in the OSNs is detected,
and different patterns of topic similarity between neighbors are found. For assor-
tative mixing, i.e. the observation, that nodes tend to be linked to nodes with
similar properties, various properties are investigated. For example, the degree of
nodes, especially the nearest neighbor’s degree, average number of tags of near-
est neighbors, or average amount of groups. Using these observations similarity
between users is calculated to predict social links with high accuracy.

Privacy leakage through metadata of decentralized OSNs is examined in [10].
Adversaries with distinct possibilities to access the data are considered. In a cen-
tralized setting, the service provider combines all of them. From the metadata of
content, different observations are possible. The size of an object is an indicator
for the type, as text messages are smaller than images or videos. From the struc-
ture of a group of elements conclusions can be drawn, e.g. amount of images in
a shared album. The modification history of an object can reveal information,
e.g. about user status updates or intensity of activity. Other information can be
obtained from access control mechanisms, like encryption headers. Here, header
sizes can allow estimating the number of encryption keys. Adding encryption
keys or revoking them, can lead to re-encryption of contents and can allow draw-
ing conclusions about changes in the relations between users. From re-using the
same key for different objects one can learn about overlapping access rights. The
communication flow can lead to more information. From tracking IP addresses,
conclusions about online times or working habits can be drawn, using geo-IP
mapping services routes, locations, and traveling information can be tracked.
Access logs from shared content can be used to determine user-groups, own-
ership, and access patterns. Timing information may be obtained from newly
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created objects and (re-)distribution of keys. Different control-operations, like
login, adding friends, or searches can be observed.

Metadata of Twitter is analyzed in [19]. A tweet contains 144 fields of meta-
data. This allows drawing conclusions about the owner of such a post, without
considering the actual content. Using machine learning approaches owners of
posts can be identified from a group of 10.000 users with 96.7% accuracy.

Identifying social circles from network structure and user profile information
is the task in [15]. Using machine learning approaches, a model is created that
accurately identified social circles in Facebook, Google+, and Twitter.

Patterns in user behavior can be recognized even with encrypted traffic.
In [5] encrypted traffic of different sequences of actions are collected for popular
Android apps. A sample sequence for the Facebook app is to tap on the button
to write a post, fill the textbox with some random text, and post this message.
Analyzing the network flow as a set of time series it is possible to predict different
patterns even with TLS/SSL encrypted traffic.

2.2 Privacy Leakages

From the findings in Sect. 2.1 the following list summarizes possible problems
when metadata can be accessed in an Online Social Network where communi-
cation is end-to-end encrypted. Some of the problems alone may not necessarily
lead to privacy leakages, but the combinations of different problems can lead to
severe violations of privacy.

Structure of Network (NS)

– Degree of Node (NS1 ). How many contacts does a user have?
– Neighbors of Node (NS2 ). How many contacts do the contacts of a user have?

Structure of Data (DS)

– Count of Objects, Groups, Keys, . . . (DS1 ). How many contacts, posts, mes-
sages, . . . does a user, group, . . . have?

– Common Objects, Groups, Keys, . . . (DS2 ). Which contacts, posts, com-
ments, . . . are common between users, groups, . . . ?

– Size of Objects or Groups (DS3 ). What is the type of an object (text,
media, . . . ), how many users are in a group?

– History of Objects or Groups (DS4 ). How often does an object or group
change?

Timing (T)

– Time Series Pattern (T1 ). Are objects or keys accessed in a specific order,
especially with a specific timing?

– Timing for Creating Objects and Distributing Keys (T2 ). Which keys are
associated with which objects?
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– Key Distribution and Re-Encryption (T3 ). Which keys belong to with which
objects and which keys are created or deleted when objects are changed?

Control Information (CI )

– IP Address Logging (CI1 ). Track user behavior when the same IP accesses
content, or different IP addresses access the same content, especially when
the time of day is the same across different days.

– Geo-IP Mapping (CI2 ). Where is a user, which locations are associated with
a user?

– Access Logs for Objects, Groups, or Ownership (CI3 ). Which user accesses
which objects, groups, . . . ?

– Control Messages and Queries for Login, Friend Request, or Searches (CI4 ).
What is a user doing in the OSN?

2.3 Privacy-Preserving Online Social Networks

todo. Various schemes introduce encryption of messages between two or more
participants. Some of the schemes are designed for emails, others are designed
especially for online message services. Most of the schemes rely on a client-server
structure, but there are peer-to-peer approaches, as well:

A scheme for encrypted online chats is Off-the-record (OTR) [18]. The scheme
uses new session keys ki for each message i. Each key is negotiated through a
Diffie-Hellman key exchange between two participants A,B with keys xAi, xBi,
where keys xzi, xzj for z ∈ {A,B}, i �= j are independent. This introduces per-
fect forward secrecy for the communication. Possible leakage vectors could be:
DS3 and T1 because an adversary could track the sizes and sending times of
messages. When a dedicated server is used for the communication, additionally,
NS, CI1, and CI2 can be exploited by the server.
A peer-to-peer system for end-to-end encrypted messages between two partici-
pants was Silent Circle Instant Messaging Protocol (SCIMP) [17]. Elliptic Curve
Diffie-Hellman was used to agree on a shared key for encrypted messages. As
SCIMP was a peer-to-peer approach all leakages utilizing a server are mitigated,
still the leakage vectors NS, DS and CI could be exploited by a service provider
or another malicious relay.

Private Facebook Chat (PFC) [21] introduces end-to-end encrypted chats
inside Facebook. The key distribution works by dedicated servers, that use
the Facebook authentication mechanisms. Nearly all leakage vectors seem
exploitable, except for T2 and T3. No matter, whether the Facebook servers
or the PFC servers are considered because an adversary on either of the servers
can access all metadata.

Multiple peers can communicate securely using the approach described
in [11]. A modified Diffie-Hellman protocol is used to find a common secret
for the participants with the help of a server. The leakage vectors NS, DS and
CI can possibly be exploited, because a server is used to manage the communi-
cation and keys.
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A comparable approach is discussed in [30]. Here, elliptic curve Diffie-Hellman
is used for the key agreement. Therefore, the same leakage vectors NS, DS and
CI can possibly be exploited.

In the Signal protocol [13] a shared secret between participants is derived
from a key chain. The inputs for this chain are found through a modified Diffie-
Hellman key exchange. Messages are encrypted and new keys are used for every
message. Still, the leakage vectors NS, DS and CI are possible, when the server
is attacked.

Threema [26] allows end-to-end encryption of messages. Communication
between two peers is encrypted using a shared key. Messages in groups are
encrypted for each peer individually, using their public keys. Larger files are
encrypted using a symmetric key, which is encrypted with each participant’s
public key. When the server is attacked, all leakage vectors NS, DS, T, and
CI could be exploited.

Another end-to-end encrypted online chat is presented in [24]. Messages are
encrypted using symmetric AES encryption. The necessary keys are encrypted
for all participants of a chat using their public RSA keys. A chat can contain
arbitrarily many participants and the number of participants can be changed,
then new AES keys are generated and distributed. There are various possible
leakage vectors when the server is attacked: all from NS, DS, CI, and T, because
all necessary data to manage the OSN are stored in plaintext on the server.

Pretty Good Privacy (PGP) [9] and S/MIME [22] are methods for the encryp-
tion of emails. In both, public-key encryption is used to encrypt a symmetric
key for every recipient of an email. The content of an email is encrypted, using
the symmetric key. All following answers use the same keys. The main difference
is in the verification of public keys: PGP constructs a trust system between par-
ticipants, whereas S/MIME uses X.509 certificates. Possible leakage vectors are:
attNetwork and DS, because recipients are known in plaintext. Leakages from
CI are possible, if the adversary is one of the involved mail servers.

Other approaches introduce privacy into Online Social Networks:
FlyByNight [12] introduces client-side based encryption of content for Face-

book. Each user has a password that is used to encrypt a private key for the key
database of the system. Messages between participants are encrypted using their
public keys. Proxy cryptography is used when more than two participants com-
municate. As flyByNight is an extension to Facebook all leakage vectors could
be used when considering their servers. When considering only the servers of
flyByNight, still, NS, T, CI, DS1, and DS3 could be used, because the server
manages all keys and messages. A decentralized OSN is Safebook [6]. Social cir-
cles from the real-life are used to construct trust relationships. Each node is
surrounded by those structures, which are called matryoshkas. This is used to
provide data storage and communication privacy. Another layer is a peer-to-peer
network that enables application services, such as lookup. The internet is the
transport layer in the scheme. Because of the peer-to-peer approach, most of the
leakages are prevented, or at least very unlikely. E.g. to exploit NS, DS, or T,



Concealed Communication in Online Social Networks 123

trusted peers have to attack the user. Attacks through CI are unlikely because
of the peer-to-peer structure.

In [7] another decentralized OSN is presented. Again, real-life trust rela-
tionships are utilized for trustworthy connections within the network. Multihop
routing between trusted peers is used as an anonymization technique. Privacy
leakages are unlikely, because, for NS, DS, or T trusted peers have to attack the
user.

In the OSN Persona [2] users define who can access their information.
Attribute-based encryption is used to share secrets within groups of partici-
pants that have at least one attribute in common. Further, each user owns a
key-pair, such that the public key can be used to encrypt content specifically for
this user. Although communication data is encrypted, various usable metadata
may accumulate on the server, therefore, exploits of NS, DS, T, and CI seem
possible.

Snake [3] is an OSN which is written in HTML5 and JavaScript. It uses
the WebCrypto API to encrypt messages between peers. One can not conclude
which peers communicate, because addresses are masked inside the database.
When users establish a friendship they agree on a shared key and addresses to
send and receive messages. These addresses change with every new message.
Therefore, exploiting NS andDS seems to be not possible, when considering
communication between peers, but T and CI could be exploited. When a user
logs in the server has to prove the necessary encrypted data and exploits of DS1,
DS3, and DS4 can be possible.

Vuvuzela [28] is a system to ensure private messaging. Most of the metadata
of communication is hidden by the system. The participants use locations, called
dead drops, to place messages for other users. Managing messages is performed in
a round-based approach by multiple servers. A user sends its request messages,
like placing messages to or retrieving messages from dead drops to a server.
After a round, the collected operations are performed by the server. Then, dead
drops are discarded and cannot be accessed in further rounds. All messages that
are not delivered, are deleted. Privacy is preserved through different measures:
first, a constant amount of messages and sizes of messages for each user per
round is set, where messages are delayed to other rounds or empty messages
are introduced. Second, the servers work as a mix network to anonymize dead
drops. Each message is encrypted for the next server, such that no server can
determine, which message comes from which client. The architecture prevents
most of the attacks, the only observable information is the number of partici-
pants in a communication (DS3 ). Further, the protocol only ensures messages
between users, other desired information exchange of OSNs is not supported.
This includes all persistent information, like user profiles or groups.

The protocol Stadium [27] allows private messaging, comparable to Vuvuzela.
Here, messages are, again, exchanged via dead drops and a mix network is set-up
between the senders and recipients of messages. The protocol reduces the amount
of noise needed in the network, to keep the communication private, compared to
Vuvuzela. Still, persistent information cannot be stored, using the protocol.
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Another protocol that utilizes mix networks is Loopix [20]. Again, no per-
sistent information is stored, apart from the information that is temporarily
stored on so called providers, when the recipient is offline. But, as soon, as the
information is delivered it is removed from the provider, as well.

2.4 Mix Networks

In [4] mix networks are presented. A mix network is a routing protocol where a
message is sent to a proxy, called mix, that forwards the message to another mix
or the recipient. When layered encryption is used between the participants the
path of a message becomes hard to trace. This allows achieving anonymity of
the sender, of the recipient, or both. Consider a network with sender S, recipient
R, and mixes M1,M2, . . . ,Mn with public encryption keys s, r,m1,m2, . . . ,mn

and a message N .
Anonymity of the sender is achieved by encrypting the message to n =

{{{{N}r}mn
. . . }m2}m1 . n is sent to M1, who decrypts the message and for-

wards it to M2, and so on. Finally, R receives {N}r from Mn. Because each
recipient of the message only knows the participant before, and after, the flow
of the message is concealed and R does not get to know that S is the sender.

The anonymity of the recipient is provided when the recipient generates a
return address. The return address is an encrypted sequence of mixes that the
sender has to use, where only the first mix is known to the sender. The recipient
sends this sequence to the sender, via the mix network.

By combining both schemes, the sender and the recipient of a message can
remain anonymous to each other.

Different methods are needed, that outsiders cannot track messages through
a mix network, such as removing of duplicate messages. This would allow an
attacker to find a connection between a received message and the next mix
because the duplicate has to be sent to the same receiver. Further, messages have
to be modified by a mix to prevent comparing incoming with outgoing messages.
Additionally, messages at a mix have to be collected and either forwarded at
random or together with other messages and the forwarding procedure has to
produce a different ordering of messages.

3 Proposed Protocols

The following protocols ensure private communication within an Online Social
Network (OSN), based on a client-server architecture. No metadata is leaked
when users communicate. This is achieved through concealed communication
channels.

3.1 A Concealed Secure Channel

In a client-server model, a concealed channel between two clients uses the server.
Such a channel can be created when one of the clients has a concealed channel
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to an address on the server, which is known to the other client and accessed
through a concealed channel. This address is called concealed address.

Definition 1 (Concealed Address). A tuple (c, pR, pW , pO), where c is an
unique address at the server is a concealed address. pR, pW , pO are values to
prove that one is allowed to read or write messages to this address, or that one
is the owner of the address.

A concealed address can be created by sending a CreateAddress-Message to
the server. The message contains three corresponding values, called address keys:
pR, pW , and pO. The concealed address provides an address on the server where
clients can read messages from or write messages to, when the according proofs
are provided. Another proof determines the ownership of the concealed address.
The address keys are used to provide these proofs.

Definition 2 (Address Key). An address key is a value pR, pW , or pO.
For reading or writing messages, or for proving ownership of an address. Each
address key is a public-key of a cryptographic protocol for signatures. An address
key can have a wildcard-value ∗.
Clients can prove that they are allowed to read messages from the concealed
address by using the pR value, which is called read address key. pW , the write
address key, is used to verify if a client is allowed to write messages to it. It can
be proven that the client is the owner using the owner address key pO. For the
verification, the message is signed by the client using the corresponding private-
key. To ensure enough entropy in a message, a (signed) random nonce is always
part of the message. Then, multiple (similar) requests from the same concealed
address always have a different signature. This prevents replay-attacks. When
using secure cryptographic protocols, the private-key cannot be computed from
the public-key. Therefore, providing the correct signature to a message proofs the
knowledge of the private-key. This ensures, that a client is allowed to read or write
messages, or modify a concealed address. The proofs are only a verification against
the server. Messages stored at a concealed address can be encrypted using a con-
tent key. Without knowledge of the content key no client can decrypt the messages
from a concealed address.

Definition 3 (Content Key). A content key is a value k, which is used as a
key for the encryption and decryption of messages stored at a concealed address.

The content key normally is a symmetric key, known to all participants because
of the increased speed compared to public-key cryptography. However, when no
symmetric key is established, one of the participants can choose it and encrypt it
once with the public-key of each participant. In this case, there are multiple content
keys. Further, all messages at a concealed address can have different content keys or
are not encrypted, at all. The content key and address keys are independent from
each other. They can be negotiated between the participants or distributed in per-
son and later changed between messages. Using multiple concealed addresses con-
cealed communication channels, comparable to a mix network (see Sect. 2.4), can
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be established. A participant of the OSN, that wants to provide a mix network gen-
erates multiple concealed addresses, where the write address keys are ∗. This allows
everybody, knowing one of the addresses, to write messages to it. When the mes-
sages are encrypted with, either the public key of the mix or a symmetric key, only
known to the mix and the sender, they can be decrypted by the mix, only. These
messages, then, contain another encrypted message for another mix or a recipi-
ent and an address, where it has to be written to. Messages are collected by the
mix, decrypted, reordered, merged if possible, and then written to the specified
addresses. Messages can be merged when they have the same target address. Then,
they are concatenated and written as a single message. For increased security,
duplicate messages are deleted. Using this construction, a communication between
a sender and a receiver can be established, where the sender is anonymous, or the
receiver is anonymous, or both are anonymous to each other. To reduce the number
of messages stored to the server, mixes delete messages, after they are forwarded.
However, to prevent attacks with duplicate messages, the mixes have to wait a
certain amount of time, depending on how many messages they receive and have
to forward. To further decrease the storage needed, the digest values of messages
can be stored instead. Together with a sliding limited window of acceptance replay
attacks can be prevented. Here, such a window only allows messages that are not
older than a specified timespan. When a path is used that achieves anonymity of
the sender, this anonymous sender can prove ownership of an address to the server.
This allows participants of the OSN to exchange addresses. E.g. a user A can cre-
ate a concealed address cA with some address keys. A can send the owner address
key via a concealed channel to B. Then, B can prove ownership of the concealed
address, via another concealed channel. Exchanging concealed addresses between
users and mixes cannot be tracked by the server or another user (Fig. 1).

Fig. 1. An exemplary message flow from sender S to receiver T over the nodes N1 and
N2. {M}n1 can be decrypted by N1 and contains the target address of N2. Finally,
message {M ′′}T is received by T and decrypted. The return path across N3 and N4 is
encrypted inside the message, such that T does not need to know the addresses of N3,
N4, or even S. I.e. M ′′ is a tuple (m,N3, en3 , {(N4, {S}n4)}n3), where m is the message
for T , en3 is the public-key of N3, and the last ciphertext contains the return addresses
for nodes N3 and N4. These addresses are encrypted and can only be accessed by the
respective node.
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3.2 User Information and Postings

Sharing personal user information, like the date of birth or residence, is part
of social networking. In many OSNs users can create profiles to share such user
information. In our approach, it is possible to create a user profile using concealed
addresses. The user can decide, how the profile is stored at the server: a user
profile can consist of a single concealed address, containing all the information a
user wants to share. This information can be encrypted or stored as plaintext at
the concealed address. The user then decides who receives the concealed address,
the read address key, and, in case of encrypted information, who receives the
content keys. Storing the user profile as a whole at the server is possible but not
recommended: on the one hand, a user often has to update the whole profile or
re-encrypt the contents, when some information or access rights are changed.
On the other hand, defining fine-grained access rights is complicated. A user can
share some of the information with everybody in public, while other information
is shared with specific contacts, only. To achieve this, a user has to distribute
multiple different keys. It is recommended that the user creates a concealed
address, where the read address key is ∗. This concealed address is used to store
all addresses of the profile information, like a concealed address containing the
public keys of the user, so other users can verify signatures or send encrypted
messages, another concealed address for the date of birth, another concealed
address for the residence, and so on. Then each linked concealed address can
have unique address keys. To make the tracking of user information through
linked addresses difficult, each linked address itself can contain another linked
address, which is encrypted. This prevents an adversary from learning which
addresses are connected.

A user may want to share postings. These can contain the personal expe-
rience, for example, pictures from the last holidays. This information can be
stored at the user profile, like personal information, or the user can link a single,
or multiple concealed addresses. Each address can contain a list of posts. This
allows the user to create different information feeds, where each feed can have
different keys, and therefore different access rights.

The construction of a user profile using concealed addresses allows not only
to post personal profile information and user posts, but any type of informa-
tion: the user may share a calendar with fine-grained access control over each
appointment, different blogs or vlogs, picture albums, or wikis. The user can
create different concealed addresses, where the write address keys are ∗. These
addresses work as different pinboards, where other users can post messages visi-
ble to the user and everybody knowing the correct read address keys and content
keys. Further, the user can use private concealed addresses to store notes, book-
marks, or other private information, like passwords. For every information, the
user can create a new concealed address, a new address key, and content keys to
be able to define the access rights every time. Using concealed addresses, the user
can create collections of keys. These collections can be shared with single users
or with groups of users. An exemplary user profile is displayed in Fig. 2.
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Fig. 2. A user profile solely relying on concealed addresses. The construction allows a
user to hide its personal information, except for the name. The fields are encrypted
using keys with Ids k1, . . . , k3, which are stored in a concealed address, which is not
directly, i.e. in plaintext, linked from the profile. When a user receives the key pS1, it
can decrypt the entry containing the keys. Then, the concealed address, with the keys
can be accessed. Each key is encrypted, using a user-specific key. Using these keys, the
fields from the profile can be decrypted and their concealed addresses can be read.

3.3 Personal Messages and Group Messages

Personal messages or group messages are possible between two or multiple partic-
ipants. One user creates a concealed address and shares the read address key and
write address key with the other participants. The content key can be chosen by
this user and shared, using the public keys of the other participants. Then, the
participants can write messages to this concealed address and read the incoming
messages. Whenever a new participant is added to a chat the read address key,
write address key, and content key is shared with this user, via an encrypted
message, using the public key. When a user is removed from the chat the owner
of the address, knowing the owner address key, can change the read address
key and write address key, and a new content key can be generated and shared
with the remaining participants.

3.4 Groups

A group in an OSN is a collection of information, messages, posts, pictures, etc.,
comparable to a user profile. The difference is, that everything in the group may
be accessed, modified, or created by multiple users. Additionally, some parts of
the group may be changed by some participants. A group can be constructed like
a user profile. One concealed address is used as a collection of different linked
concealed addresses, containing the different information shared in the group.
Because each concealed address can have a unique key, again a fine-grained access
system can be created, where some information in the group can be accessed by
all members of the group, where other information is hidden to some members.
At some addresses, members of the group can add or edit information, at other
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addresses, only a specified group of administrators of the group can change
information. The necessary keys can be shared between the authorized users,
via personal messages or shared concealed addresses. The construction of groups
and user profiles, using concealed addresses, allows users to join groups, without
exposing their information. Then, they just read the concealed addresses of this
group. When users want to be visible within the group, they can publish their
profile’s address or their name, together with a signature, within the group.

3.5 Finding and Verifying Participants, Exchanging Keys

A user has the freedom to construct a profile, such that no other user can find
him. This can be achieved when no profile information is published, or all of the
user’s profile fields are encrypted. Even, when all addresses on the server are
tried, the corresponding read address keys and content keys have to be known.
Further, if a user has encrypted profile fields, they cannot be found through the
OSN. An attribute-based search for participants can be prevented. Neverthe-
less, when a user publishes some fields, an attribute-based search is possible.
When a user does not want to be found through the OSN, the only way to find
him is by receiving the needed concealed addresses and keys through a different
channel. A channel can be via phone or by meeting in person. The user can gen-
erate a fingerprint, like a QR code or a textual representation of the concealed
addresses and keys via a method described in [8]. This is comparable to the
effort of exchanging usernames for any OSN, where the participants do not use
their real names.

Public keys of other users can be verified with this method, as well: when
participants A and B want to verify their keys, they call a procedure that con-
catenates all the public keys of A and B in a predefined order, like by ascending
id of the public keys. Then a fingerprint is generated by both users A and B and
compared. When both fingerprints are equal, they can be sure that the public
keys are equal, and no third party has injected a wrong key. When A and B trust
each other, they can use this procedure to verify the keys of other participants,
as well, and construct a web of trust this way. As soon as two participants have
established a trusted channel they can exchange encrypted messages through a
concealed address. This allows them to further exchange and verify keys. When
users have a verified concealed address to exchange messages they can work as
mixes for each other. By forwarding messages to other mixes, or participants of
the OSN.

When a user created a profile comparable to Fig. 2, other users can find him
through the OSN, because the server can read the entry containing the name in
the profile address. After all, anybody can read the concealed address, and the
entry is not encrypted. A similar public field can be used in groups, or by mixes,
as well.
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3.6 Key Revocation

The revocation of keys can be achieved in multiple ways. When the address
keys for an address are changed, a user is not allowed to access the content.
Then, the address keys have to be redistributed to the remaining parties. Another
possibility is, to move the content from the concealed address to another concealed
address and carry on all communication via the new concealed address. Then,
the new concealed address and the appropriate keys have to be transferred to
the remaining parties. Further, the content key can be changed for a concealed
address. Then, the excluded party cannot decrypt new content. Here, the content
key has to be transferred to the remaining parties. For every method, the needed
keys or concealed addresses can be transferred via direct messages over known
concealed addresses.

3.7 User Registration

User registration is not needed in the proposed scheme. Every user can create
a concealed address or multiple concealed addresses. This allows, that users that
do not want to create a user profile to still communicate in the proposed OSN.
Without registration, there is no need for authentication. Still, the server is not
more vulnerable to attacks like DOS than any other server, as flooding can be
prevented by the appropriate measures.

4 Privacy Analysis

The privacy of the users in the presented OSN is based on two different
approaches that work together. First, all communication between users is
encrypted. When using appropriate algorithms, this prevents any third person
from reading messages. Here, a public-key cryptosystem can be used, where all
communication uses the verified public-keys of the participants. A symmetric
cryptosystem can be used, as well. Then, the keys are exchanged via a public-
key cryptosystem. This approach works when multiple participants communi-
cate. The second approach is to hide metadata, like who is communicating with
whom. Our approach implements a mix network in a client-server architecture,
where all participants and mixes communicate via the server. Multiple methods
allow untraceable messages through a mix network: Removing of duplicate mes-
sages, such that a third person cannot trace a message and the recipient. This
method is implemented by our approach, as well. Modification of messages at a
mix prevents an outsider from comparing incoming and outgoing messages. This
is implemented, first, when a mix decrypts the message and forwards it. Second,
the mix can append any random nonce to a message, encrypt the message with
the appropriate key of the recipient, and forward the modified message. Another
method in a mix network is to rearrange messages, or to collect some messages
and forward them at once. In our approach, this is possible, as well. A mix waits
until a specific number of messages has arrived and processes them at once. Fur-
ther, in our approach, a mix can join multiple messages with the same recipient.
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E.g. when there are n incoming messages at a mix and m outgoing messages all
three, n = m, n < m, and n > m, are possible. Further, in our proposed pro-
tocol, a mix can choose to forward the message to another concealed address of
the same recipient, because participants can have access to multiple concealed
addresses.

4.1 Attacker Model

An attacker in the OSN mainly is the provider of the OSN, or any person with
access to the server and database. This can be a hacker, a disloyal administrator,
or any governmental organization agent. The attacker can read all communica-
tion between the clients and the server and all entries from the database. Fur-
ther, untrusted nodes in the OSN can collude with the server. Messages are not
deleted by the attacker, but can be delayed. The following assumptions about the
cryptographic protocols and the computational power of the attacker are made:
First, calculating private-keys from public-keys for signatures and public-key
cryptography is not feasible. Second, ciphertexts of the same size, generated by
the same algorithm with different keys are indistinguishable. Third, ciphertexts
cannot be decrypted, when the private-keys or symmetric keys are not known.
Therefore, traffic analysis is prevented, because ciphertexts are indistinguishable
and messages are modified at each mix.

4.2 Structure of Network (NS)

The leakages of the degree of a node (NS1 ) can be prevented by our approach. An
attacker cannot conclude how many nodes a user knows when the user forwards
all messages to the same mix or a fixed number of mixes, as long as, one mix is
trusted. It is possible to obtain concealed addresses of participants via different
channels: Users can exchange their concealed addresses when meeting in public.
When a secured communication channel is set up, it can be used to further
exchange new concealed addresses of other participants of a network. When
the neighbors of a user are unknown, leakages about the neighbors (NS2 ) are
prevented, as well.

4.3 Structure of Data (DS)

The structure of the stored data is hidden to any third person, as the contents of
any concealed address are not given. Even, when an attacker can link a concealed
address to a user, it is not possible to conclude which data is stored, when
the contents are encrypted. Even a combination of different contents can be
stored: it is possible to store messages, keys, and contacts in the same concealed
address. Further, finding a connection between a concealed address and a user
can be prevented. concealed addresses can be interchanged between users. When
the address keys are exchanged, a concealed address can be used by multiple
users, as well. When a user can read messages from a concealed address, it is
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possible to create new concealed addresses with the server, using this concealed
address. Then, the server cannot link a user with an concealed address. The
described methods prevent third parties from concluding the amount (DS1 ),
size (DS3 ), and history (DS4 ) of objects, groups, or keys, a user is in possession
of. Further, no common objects (DS2 ) can be found, because contents inside
concealed addresses can be encrypted and random nonces can be used to prevent
third parties from comparing ciphertexts.

4.4 Timing (T)

Timing information is another leakage vector, which can be prevented by apply-
ing our scheme. Messages are collected by any mix and processed in a batch to
remove any timing information. Therefore, an attacker cannot find time series
patterns (T1 ). The contents of messages cannot be distinguished, which pre-
vents to conclude about the timing between creating objects and distributing
keys (T2 ) or the re-encryption of contents after a key distribution (T3 ).

4.5 Control Information (CI )

Hiding control information in our approach is possible, as well. IP address logging
(CI1 ) and Geo-IP mapping (CI2 ) are possible but can be prevented by users
when applying VPN connections or proxies. Further, when a user is sending all
messages to the same trusted mix, it is still not possible to link the IP address
to the owned concealed addresses. Together with concealed addresses, which can
be read by multiple users, this prevents a third party from creating meaningful
patterns. Analysis of access logs for objects (CI3 ) can be prevented because
using concealed addresses allows users to establish sender privacy. Then, it is not
possible to draw conclusions between a concealed address and a user. Further, it
is not possible to make a connection between users that read from a concealed
address. Control messages and queries for special operations, like for the login
procedure (CI4 ) are not created in our approach. In fact, there are four possible
actions: read from a concealed address, write to a concealed address, delete from
a concealed address, and create a concealed address. This prevents third parties
from analyzing other actions.

5 Performance Analysis

The proposed system heavily utilizes public-key cryptography. This can intro-
duce long waiting-times when using the OSN. The verification of access to con-
cealed addresses requires messages to be signed by the users and all nodes that
are utilized in the mix. Additionally the server has to verify all signatures. To
assess the feasibility, a prototype of the OSN was created. The prototype is
available at: github.com/falti3/concealed. The server is mainly written in C#
and provides different web API end-points. The signature-verification proce-
dures are performed by NodeJS running JavaScript. The server-side controller

http://github.com/falti3/concealed
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accepts messages to create concealed addresses. Messages can be read or deleted
from and written to concealed addresses. For all incoming messages, the verifi-
cation of the appropriate key pR, pW , or pO is conducted. To store messages
and addresses, a MySQL database is connected. On the client-side, a single-
page HTML application with JavaScript is used. All cryptographic protocols
are performed by utilizing the WebCrypto API [29]. The specific algorithms are
as follows: symmetric encryption of messages (content keys) is performed by
AES256 with CBC. Signature generation and verification (address keys) is per-
formed using RSA with OAEP, modulus length 4096, and SHA256 for the key
generation. The HTML application provides the basic functionalities: creating
concealed addresses, writing messages to concealed addresses, and reading and
deleting messages from concealed addresses. Mixing of messages can be simu-
lated, by listening to addresses, forwarding the incoming messages, and answer-
ing to requests. Further, a user profile similar to that in Fig. 2 can be accessed
through the client. For three message sizes of 0.5 kB, 500 kB, and 5 MB mul-
tiple random messages were created, written, read, and finally deleted again to
measure the run-times of the cryptographic operations. The simulations were
performed on a laptop with an Intel® Core™ i7-8550U CPU with 1.8 GHz and
16 GB of RAM. The server and MySQL database were stored on a SSD. The
measurements are displayed in Table 1. The signature verification on the server
was for the read and delete operations on average faster than 3.2 ms. For mes-
sages of sizes 50 kB and 5 MB, 6.81 ms and 555.12 ms were measured. This
can be optimized: first, when not the whole message is verified by the server,
but only a part of the message. Second, when the verification procedure is car-
ried out in C# and not on a different NodeJS process. Still, the durations are
acceptable, as most of the messages are smaller than 50 kB. On the client-side,
the signature generation was faster than 4 ms for the read and delete operations
and the write operations with messages of sizes 0.5 kB and 50 kB. The signature
generation for 5 MB messages was 268.94 ms, which is acceptable. Again, this
can be reduced, when only parts of the message are signed. For the decryption
times, 1.2 ms and 1.83 ms were measured for the smaller messages. 27.66 ms
were measured for 5 MB. This is acceptable and faster than the transmission
time of the message between the client and the server, in most cases. When
transferring messages over a mix network the durations add up, because they
are performed sequentially at each node and for every message the server verifies
the signature. However, three mix nodes most of the time are sufficient. When
transferring files of 5 MB to the OSN still, the combined computation time for
the signatures is faster than 1 s. This is acceptable. For smaller messages, that
are more common, the delay generated by the cryptographic procedures most
likely is not noticeable for an user.
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Table 1. To evaluate the performance of the scheme, multiple write, read, and delete
message operations were conducted. The following durations were measured, where
“sign/encrypt” and “decryption” were measured on the client-side and the “signature
verification” was measured on the server. “sign/encrypt” denotes the complete opera-
tions to encrypt a message with AES and create the signature with RSA. “signature
verification” denotes the operation to verify the signature of an operation on the server.
With “decryption” the operation to decrypt an encrypted ciphertext is denoted.

Operation

Write Read Delete

Message size 0.5 kB 50 kB 5 MB 0.5 kB 50 kB 5 MB 0.5 kB 50 kB 5 MB

Sign/encrypt (ms) 1.35 3.84 268.96 1.05 0.88 1.11 1.03 1.22 3.84

Signature verification (ms) 1.67 6.81 555.12 1.17 1.31 2.39 1.21 2.00 3.12

Decryption (ms) 1.20 1.83 27.66

6 Conclusions

We have presented a summary of different possible privacy leakages within secure
online social networks and a discussion on whether different approaches for
privacy-preserving OSNs are possibly vulnerable to these leakages. Either, the
OSNs are possibly vulnerable or are using a peer-to-peer architecture. Therefore,
we presented a way to construct privacy-preserving, encrypted, concealed chan-
nels in a client-server architecture. No evaluable metadata is generated when
using these channels, according to the previous findings of possible privacy leak-
ages. Using these concealed communication channels different protocols are pre-
sented to provide the full functionality of OSNs. These functionalities contain a
user profile, where profile fields, contact lists, pinboards, etc. can be encrypted
and hidden for the server, an attacker, or any third party. Further, private mes-
sages between two or more participants of the OSN are provided. Another pre-
sented functionality are groups. A group can contain message boards, calendars,
pinboards, etc. The groups can be accessed by multiple participants. Some of the
participants may be only able to read content, whereas, other participants can
produce content and publish it in a group. Protocols to verify public keys via
secure channels are discussed, as well as the interchange of concealed addresses.

One of the main advantages of the OSN, however, can be considered as the
main weak points as well: profile information or concealed channels can be hid-
den from the server, to prevent the server or a third party from evaluating this
information. On the other hand, this prevents any user from searching this infor-
mations through the server. This means that two participants have to meet via
a different channel in order to exchange the information they need in order to
ultimately be able to conduct private communication via the OSN. However,
this hurdle is comparable to exchanging usernames of any OSN, where the par-
ticipants do not use their real name.
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Abstract. Mobile computing devices are widely used in our daily life.
With their increased use, a large amount of sensitive data are collected,
stored, and managed in the mobile devices. To protect sensitive data,
encryption is often used but, traditional encryption is vulnerable to coer-
cive attacks in which the device owner is coerced by the adversary to
disclose the decryption key. To defend against the coercive attacks, Plau-
sibly Deniable Encryption (PDE) has been designed which can allow the
victim user to deny the existence of hidden sensitive data. The PDE sys-
tems have been explored broadly for smartphones. However, the PDE
systems which are suitable for wearable mobile devices are still missing
in the literature.

In this work, we design MobiWear, the first PDE system specifically for
wearable mobile devices. To accommodate the hardware nature of wear-
able devices, MobiWear: 1) uses image steganography to achieve PDE,
which suits the resource-limited wearable devices; and 2) relies on various
sensors equipped with the wearable devices to input passwords, rather
than requiring users to enter them via a keyboard or a touchscreen. Secu-
rity analysis and experimental evaluation using a real-world prototype
(ported to an LG G smartwatch) show that MobiWear can ensure deni-
ability with a small computational overhead as well as a small decrease
of image quality.

Keywords: Confidentiality · Plausibly deniable encryption · Wearable
mobile devices · Image steganography · Digital watermarking

1 Introduction

Mobile computing devices are ubiquitous today. More and more people choose to
use their mobile devices, e.g. smartphones, tablets, smartwatches, to manage their
personal private or evenmission critical data.To protect confidentiality of sensitive
data, full disk encryption (FDE) has been integrated into major mobile operating
systems including Android [29] and iOS [15]. FDE can encrypt/decrypt data trans-
parently to users, such that without having access to the secret key, the attacker
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will not be able to access plaintext of the data. FDE however, can only defend
against a passive attacker which tries to steal sensitive data from external stor-
age [21] of the mobile devices. It cannot defend against an active attacker which
can capture the device owner and force him/her to disclose the secret key, i.e., a
coercive attack. This type of coercive attackers can be found broadly in the real
world. For example, a journalist uses a mobile device to collect criminal evidence
of atrocities in a region of oppression, and stores the evidence encrypted; when
he/she crosses the border, a border inspector may notice this encrypted cipher-
text and require him/her to hand in the decryption key [27]. Plausibly deniable
encryption (PDE) has been designed to ensure confidentiality of data against this
type of coercive attacks. PDE can allow a victim user to deny the very existence of
the hidden sensitive data upon being coerced. Its rationale is, data are encrypted
in a special way so that, sensitive private data will be revealed only if a true key is
used for decryption but, if a decoy key is used, only non-sensitive public data will
be disclosed; when a device owner is coerced, he/she can simply disclose the decoy
key and, using the decoy key, the attacker can obtain the non-sensitive data but
will be unaware of the existence of the hidden sensitive data.

The concept of PDE has been broadly adapted to mobile devices [5–7,13,14,16,
17,21,25,27,28,33] to protect hidden sensitive data against coercive attacks. We
have a few observations on those existing mobile PDE systems. First, most of them
are specifically built for smartphones [5,7,13,14,25,27,28,33], rather than wear-
able mobile devices like smartwatches. The PDE systems for the wearable devices
have broader applications compared to smartphones. This is because, compared
to using a smartphone, using a wearable device (e.g., an Apple watch) to capture
criminal evidence (e.g., taking photos or recording videos) is more convenient and
less likely to be noticeable1. Second, most of them rely on either the hidden vol-
ume technique [5,6,9,16,17,21,27,28,33] or the steganographic file system [7,25],
and both techniques incline to hide sensitive data among randomness which suf-
fers from several limitations: 1) Filling the randomness will cause expensive extra
overhead. 2) An implied assumption needs to be made that, filling the randomness
itself is a normal behavior and will not lead to compromise PDE.

This work aims to build a PDE system for wearable mobile devices, using
smartwatches as a representative. The resulted system, MobiWear, is the first sys-
tem which can allow a wearable device user to deny the very existence of hidden
sensitive data when facing coercive attacks. Our key insights are two-fold: First,
we do not rely on randomness to hide sensitive data; instead, we utilize image
steganography. Specifically, having observed that images usually use digital water-
marking to protect intellectual property, we choose to embed the sensitive data in
the watermarks of images, so that upon being coerced, the hidden sensitive data
can be denied as the regular image watermarks. Our image steganography does
not incur too much overhead and is suitable for the light-weight wearable devices.
In addition, we do not rely on the implied assumption that filling the randomness
is a normal system behavior. Second, we carefully adapt the PDE system to the

1 Note that the examples we show here are only limited to the scope of capturing criminal
evidence in a region of oppression or conflict.
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wearable devices. A PDE system usually requires some sorts of secrets, i.e., some
low-security-level secrets which can be disclosed to the adversary (e.g., the decoy
keys), as well some high-security-level secrets (e.g., the true keys) which should be
unknown to the adversary. In traditional PDE systems for smartphones [6,7,27],
the secrets are entered by users using a keyboard or a touchscreen; in a wearable
device however, the screen is usually small, rendering it a “bad” practice to enter
the secrets using either a keyboard or a touchscreen. Therefore, we rely on various
sensors equipped with the wearable devices to enter the secrets.
Contributions. We summarize our major contributions as follows:

– We have designed the first PDE system specifically for wearable mobile com-
puting devices, by combining the concept of PDE, image steganography, as
well as digital watermarking, and adapting the design to the wearable devices.
MobiWear is a light-weight PDE system which is well integrated with the
hardware features of the wearable devices and well suits the resources-limited
wearable devices.

– We have implemented a real-world prototype of MobiWear in an LG G smart-
watch and evaluated its performance.

– We have also analyzed the security as well as discuss a few potential security
issues.

2 Background

2.1 Wearable Mobile Devices

A wearable mobile computing device is a mobile device which can be worn on the
body. The wearable devices can be used for the purpose of general computing, as
well as special purposes like fitness tracker. They usually integrate a few special
sensors like accelerometers, gyroscopes, magnetometers, heart rate sensors, and
pedometers. The most popular wearable device is the smartwatch. Besides the
basic functionality of a regular watch, the modern smartwatch may include var-
ious extra peripherals to achieve “smartness”, e.g., digital cameras, tiny speak-
ers, GPS receivers, pedometers, heart rate sensors, thermometers, accelerome-
ters, altimeters, barometers, compasses, gyroscopes. Compared to a smartphone
which is usually much larger in size and equipped with more powerful hardware
(e.g., much larger touchscreens, more powerful processors, RAM, and batteries),
the smartwatch is small in size and equipped with less powerful hardware, e.g.,
using small screens which do not well support user input, being equipped with
less powerful processors, RAM, and batteries.

2.2 Plausibly Deniable Encryption

Plausibly deniable encryption (PDE) systems are designed to protect sensitive
information when a device owner is coerced by an adversary. Upon being coerced,
the device owner only reveals the decoy key which can be used to decrypt non-
sensitive data. The actual secret key (i.e., true key) which can be used to decrypt



MobiWear 141

the sensitive data will be kept confidential and therefore, sensitive data are
protected.

Currently, there are two major techniques which can implement the PDE
concept in systems, namely, the steganography [4] and the hidden volume. The
steganography-based PDE system hides sensitive data in regular files or ran-
domness arbitrarily filled. However, since the system which manages the public
non-sensitive data should not know the existence of the hidden sensitive data
and, therefore, the hidden sensitive data may be overwritten by the public data.
To mitigate this overwrite issue, several copies of hidden sensitive data are usu-
ally maintained across the entire disk. The hidden volume-based PDE system
hides the sensitive data in a hidden volume. Its idea is: initially, the entire disk
is filled with random data, and two volumes, a public and a hidden volume,
are created; the public volume stores the public non-sensitive data, which are
encrypted with a decoy key and placed across the entire disk; the hidden volume
stores the sensitive data, which are encrypted with a true key and placed at the
end of the disk starting from a secret offset; the hidden volume is completely
embedded in the empty space of the public volume and, the attacker cannot
detect its existence since he/she can not differentiate the encrypted hidden data
from the randomness filled initially.

2.3 Image Steganography

Image steganography is often used to hide information in a cover image. Its pro-
cess is as follows (Fig. 1): Secret data (e.g., texts or images) are stored invisibly
in a cover image, generating a stego-image; this stego-image can then be sent
to a receiver, where any third party will not be able to find out that the stego-
image has hidden the secret data [19]; after having received the stego-image, the
receiver can simply extract the secret data with or without a key [22].

In general, image steganography can hide secret data in two domains, the spa-
tial domain and the transform domain. The least significant bit (LSB) stegano-
graphic embedding is an extremely simple technique of hiding secret data in the
spatial domain. In an RGB image, each pixel consists of 4 channels, alpha (A),
red (R), green (G) and blue (B), each of which occupies one byte. Alpha repre-
sents the value of transparency, and red, green and blue represent the value of
three different colors. The last bit of each byte is called the least significant bit
since its value only has a small effect on the pixel value [26] and, therefore, this
bit can be used to hide sensitive data. A typical algorithm [3,20] for embedding
the secret data is as follows: Given a secret key, a cover image and the secret
data to be embedded, we first add two flags to the head and the tail of the secret
data, respectively, generating the extended secret data. The two flags mark the
beginning and the end of the secret data. We then encrypt the extended secret
data using the secret key, and the resulted ciphertext will be treated as a collec-
tion of bits, which will be embedded sequentially to the pixels of the cover image
(i.e., the least significant bit of each byte in a pixel will be used), generating a
stego-image. Given the stego-image and the secret key, the extraction process
of the LSB technique is: we extract the least significant bits from pixels of the
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Fig. 1. Image steganography.

stego-image, decrypting them via the secret key, and can identify the beginning
and the end of the secret data using the flags added during the embedding pro-
cess; in general, it is no need to decrypt all the LSB bits, since we can treat
the entire LSB bits as a collection of units (e.g., each unit can be 128 bits for
AES-128), and decrypt each unit sequentially from the beginning until the “end”
flag is found.

There are some variants of the LSB technique, e.g., pixel value differencing
(PVD) [31], random pixel embedding method (RPE) [23], and pixel intensity
based method [18]. The LSB technique has some advantages, including: 1) being
hard to be detected by human eyes; and 2) simplicity of implementation; and
3) high payload compared to transform domain technique. It also has some
disadvantages: 1) it is less robust compared to the transform domain technique;
2) the hidden data can easily be destroyed by simple attacks such as scaling and
cropping.

2.4 Digital Watermarking

Digital watermarking can reinforce the security of multimedia data, by providing
a solution to ensure tamper resistance as well as ownership protection of intel-
lectual property [32]. A simple type of image watermarking is to embed a logo,
which is a visible watermark. This is usually used for public identification and
recognition. Another type of image watermarking is to embed an invisible water-
mark, which has been used broadly in multimedia data (e.g., images, videos) to
claim copyrights.

2.5 Peak Signal-to-Noise Ratio (PSNR)

Peak Signal-to-Noise Ratio, PSNR, represents a ratio between the maximal pos-
sible power of a signal and the power of the noise. A higher PSNR usually
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indicates a good image quality. PSNR can be computed via Eq. 1, in which
MAXI is the maximal pixel value of the image, and MSE represents the mean
square error. The MSE of an m × n image can be computed via Eq. 2, in which
I is the original image and K is its noisy approximation.

PSNR = 20 · log10(MAXI) − 10 · log10(MSE) (1)

MSE =
1
mn

m−1∑

i=0

n−1∑

j=0

[I(i, j) −K(i, j)]2 (2)

3 Model and Assumptions

3.1 System Model

We consider a wearable mobile device, and its architecture is shown in Fig. 2.
The architecture mainly contains three layers. The top layer is the application
layer, which contains various user apps that directly interact with users and
accept I/Os from users, e.g., an image viewer or editor. The middle layer is the
operating system for wearable devices which, 1) manages the device’s hardware
resources, and 2) allows the apps to use the hardware resources via the system
APIs. A popular operating system is Wear OS [2]. The bottom layer is the
hardware which includes the processor, the RAM, and the flash storage. Note
that a flash-based block device like a microSD card is used broadly in wearable
devices, in which the flash memory is managed internally by flash translation
layer (FTL), exposing a regular block access interface.

3.2 Adversarial Model

We consider a computationally bounded adversary. The adversary is able to
capture a victim user together with his/her mobile device. The adversary notices
the existence of ciphertext in the device and may coerce the victim user to
disclose keys which can be used to decrypt the ciphertext. We need to rely on a
few reasonable assumptions:

– The adversary is rationale and will stop coercing the victim user after being
convinced that the keys have been disclosed. This is a common assumption
for all the PDE designs [6,7,21,27].

– The adversary cannot capture a victim user when he/she is right processing
the hidden sensitive data. Otherwise, the sensitive data will be obtained by
the adversary trivially.

– We do not consider the attack that the adversary injects malware into the
device before capturing it. Otherwise, the malware can monitor the process
of embedding hidden data and compromise PDE trivially.
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Fig. 2. The architecture of a wearable mobile device.

– The adversary is assumed to be able to obtain both the original cover image
and the stego-image (i.e., the resulted image after the sensitive data are
embedded), and to perform forensic analysis over them. The stego-image can
be easily obtained once the wearable device is captured. The cover image
may be obtained by the adversary considering that the cover image may be
obtained from external sources, e.g., the device owner purchased it from oth-
ers. However, the adversary is assumed to be not able to obtain the watermark
image which is created locally by the device owner and has not been disclosed
to the public. Note that a cautious user should delete the watermark image
locally once used.

4 Design

4.1 Design Rationale

MobiWear is a PDE system specifically designed for wearable mobile devices.
To ensure easy deployment of MobiWear, we integrate it into the application
layer (Fig. 2) of a wearable mobile device. The design rationale of MobiWear is
described in the following.

Upon being coerced, the victim should be able to convince the adversary that
the noticeable embedding secrets are nothing but just some normal information.
In the hidden volume-based technique [6,27] or steganographic file systems [25],
the secret sensitive data are denied as randomness, which are filled by the device.
This requires making the assumption that filling randomness is a normal sys-
tem behavior [6,21,27]. Having observed that images can embed watermarks for
intellectual property protection, we choose to hide the sensitive data into the
images stored in the device, and deny them as the watermarks embedded into
the images.
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The process for embedding secret sensitive data into images is as follows
(Fig. 3): Given some secret sensitive data, we first pick a cover image as well
as a watermark image which will be embedded into the cover image. We then
perform two steps: 1) We encrypt the sensitive data using a true key and, the
resulted ciphertext will be embedded into the watermark image, obtaining a
stego-watermark; 2) We encrypt the stego-watermark using a decoy key and, the
resulted ciphertext will be embedded into the cover image, obtaining a stego-
image. The stego-image will be stored to the wearable mobile device.

After the victim user is captured together with his/her wearable device, the
adversary may notice that something is stored hidden in the stego-image. Note
that the adversary is assumed to be able to obtain both the original cover image
and the stego-image (Sect. 3.2). The adversary will coerce the victim user for
the hidden sensitive data. The victim user will disclose the decoy key and claim
that there is a watermark embedded in the stego-image. Utilizing the decoy key,
the adversary can successfully extract the watermark (i.e., the stego-watermark)
from the stego-image. The adversary will not be able to notice anything special
in the stego-watermark, since it does not have access to the actual watermark
(Sect. 3.2), and convince that there are no secret sensitive data stored. Only by
utilizing the true key, the actual secret sensitive data can be extracted.

4.2 Design Details

How to Input Keys. Due to the small size of a wearable mobile device, using
a keyboard or a touchscreen to enter keys is very inconvenient and impracti-
cal. We therefore rely on the embedded sensors in the wearable device to enter
keys. There are many sensors such as accelerometer, gyroscope, heart rate sensor
and compass sensor equipped with the wearable mobile devices. In MobiWear,
we choose the gyroscope, which can be used to measure the rotation rate of
x-axis, y-axis, and z-axis. Compared to other types of sensors, the gyroscope is
a more convenient and robust choice for a wearable device’s user to generate
different input, each corresponding to a different key. For example, a user who
is wearing a smartwatch can simply rotate his/her wrist differently to gener-
ate unique keys and, after obtaining the rotation rate from the gyroscope, the
device can calculate the rotation degree in a time interval, generating unique
keys. In MobiWear, two different keys, a decoy key and a true key, are gener-
ated. The decoy key is used to hide/extract the stego-watermark into/from the
stego-image, and the true key is used to hide/extract the hidden sensitive data
into/ from the stego-watermark.

Information Hiding and Extracting. The process of hiding secret sensitive
data includes two steps: 1) hiding the sensitive data into the watermark image,
obtaining a stego-watermark; and 2) hiding the stego-watermark into the cover
image, obtaining a stego-image. For step 1, the sensitive data are encrypted
using the true key and embedded into the watermark image, using the LSB
steganographic embedding technique (Sect. 2.3). Similarly for step 2, the stego-
watermark is encrypted using the decoy key and embedded into the cover image
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Fig. 3. The process of embedding secret sensitive data.

(via the LSB technique). Extracting sensitive information is the reverse operation
of the information hiding. Once both the decoy and the true key are provided,
MobiWear can use the decoy key to extract the stego-watermark from the cover
image (i.e., via the extraction process of the LSB technique in Sect. 2.3), and
then use the true key to extract the sensitive data from the stego-watermark (via
the extraction process of the LSB technique). If only the decoy key is provided,
only the stego-watermark can be extracted, denying the existence of the hidden
sensitive data.

User Authentication. The user is required to enter the decoy key first and, if
the decoy key is correct, MobiWear will wait for a certain amount of time (e.g.,
a few seconds). During this time interval, the user can enter the true key and,
if the true key is entered within this time period and it is correct, the secret
sensitive data will be extracted and displayed; otherwise, the stego-watermark
will be displayed. The entire process for user authentication is shown in Fig. 4.
Upon being coerced, the victim will disclose the decoy key and, using the decoy
key, the adversary will be able to see the extracted stego-watermark, but will
not be aware of the existence of the hidden sensitive data. Although there is a
short delay after entering the decoy key, this can be simply denied as the system
delay due to the limited computational power of a wearable device.
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Fig. 4. The process of user authentication.

5 Implementation and Evaluation

5.1 Implementation

We have implemented MobiWear in an LG G watch [1], which has been released
by LG and Google. It is equipped with Qualcomm Snapdragon 400 processor, 512
MB memory and 4 GB flash storage. Its embedded sensors include accelerometer,
digital compass and gyroscope. The default operating system is Android Wear
1.5.0, which does not well support image viewing, and we have ported Android
Wear OS 2.0 instead to resolve this issue. For image steganography, we relied on
an open-source image steganography library [3], which has implemented the LSB
steganographic embedding technique for Android. The encryption is instantiated
using AES-128. Our major implementations are: 1) We support the password
input via the embedded sensor gyroscope of the LG G watch; 2) We implement
the PDE authentication via both the decoy and the true key; 3) We implement
the information hiding and extracting process via the decoy and the true key.

5.2 Evaluation

Computational Overhead. We first evaluate the computational time of
MobiWear in hiding/extracting data under different lengths of the secret data,
while fixing the size of both the cover image and the watermark image. The
results are shown in Fig. 5. We can observe that: 1) For longer secret data,
MobiWear needs more time in hiding/extracting secret data. This is because:
for longer secret data, MobiWear will need to embed/extract more secret bits
into/ from the watermark image, which will increase the time; but the time
for embedding/extracting the watermark image into/from the cover image will
be identical. 2) Extracting the secret data is slower than hiding them. This is
because: when embedding the data upon generating the stego-watermark and
the stego-image (Sect. 2.3), two flags which indicate the begin and the end of
the data are added and, when extracting them, we need to decrypt the LSB
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Fig. 5. Computational time for hiding and extracting sensitive data when the size of
the cover image and the watermark image is fixed (the cover image is 1.5 MB in size,
and the watermark image is 20 KB in size).

bits in terms of units until finding the end flag; this leads to extra overhead in
decrypting more data and locating the end flag.

We then evaluate how the size of the watermark image and the cover image
will affect the time of hiding/extracting secret data. We fix the length of the
secret data as 20 bytes, and evaluate the hiding/extracting time under different
sizes of the watermark and the cover image. The results are shown in Fig. 6.
We can observe that: 1) The time for hiding/extracting the secret data slightly
increases when the size of the cover/watermark image increases. This is because:
both the cover and the watermark image need to be loaded into the memory for
further processing, which slightly increases the computational time. 2) The time
for extracting the secret data is more than that for hiding them. The reason has
been mentioned before.

Assessing PSNR. To understand how MobiWear affects the image quality, we
compute the PSNR values by varying the lengths of the secret data. We first
hide the secret data with length 20, 40 and 60 (in bytes) in a watermark image,
generating a corresponding stego-watermark, which is then embedded into the
cover image. The size of the watermark image is fixed as 20 KB and the size of the
cover image is fixed as 1.5 MB. We calculate the PSNR of each stego-image. The
results are shown in Table 1. We can observe that, longer secret data will result
in lower PSNR values, which indicates a worse image quality. This is because the
longer secret data will occupy more least significant bits and increase the noise
ratio. But still, the difference between the cover image and the stego-images is
hard to be detected by human, which is justified in Fig. 7.

We also compare the PSNR values between original watermark image and
the stego-watermark by varying the lengths of the secret data. The results are
shown in Table 2. We can observe that a stego-watermark with longer secret
data embedded has a lower PSNR value. This is because longer secret data will
occupy more bits in the watermark image, decreasing its image quality. But, the
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Fig. 6. Computational time for hiding and extracting sensitive data when the size of
both the watermark image and the cover image varies. For the x-axis, (a, b) represents
(size of watermark image in KBs, size of cover image in MBs).

Table 1. PSNR of stego-images under different lengths of secret data.

Length of secret data (bytes) 20 40 60

PSNR 30.6257 30.6153 30.5500

difference between the original watermark image and the stego-watermarks is
also hard to be detected by human, which is justified in Fig. 8.

Table 2. PSNR of stego-watermarks under different lengths of secret data.

Length of secret data (bytes) 20 40 60

PSNR 33.8356 33.7800 30.7610

Fig. 7. The visualized comparison between the cover image (a) and stego-images (b–d)
hiding secret data of different lengths.
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Fig. 8. The visualized comparison between the original watermark image (a) and the
stego-watermarks (b–d) hiding secret data of different lengths.

6 Security Analysis and Discussion

6.1 Security Analysis

After having captured a victim wearable device, the adversary will obtain the
stego-image from the device. For simplicity, we assume there is only one image
in the device, which can be easily generalized to the actual case that there
are multiple images. The adversary will obtain the corresponding cover image
somehow (Sect. 3.2). By comparing the cover image and the stego-image, the
adversary can identify differences between them and notice something has been
embedded stealthily in the cover image. Note that since we use the invisible
watermark (Sect. 2.4) in MobiWear and, without having access to the original
cover image, the adversary should not be able to notice something has been
hidden. By coercing the victim user, the adversary will be able to obtain the
decoy key and, using the decoy key, the adversary will then extract the stego-
watermark.

The adversary further performs forensic analysis over the extracted stego-
watermark. This however, will not give the adversary any advantage of identi-
fying the existence of hidden sensitive data because: The adversary cannot have
access to the original watermark image (Sect. 3.2) and, without being able to
compare the stego-watermark with the original watermark, there is no way for
the adversary to identify whether there are any modifications over the LSBs of
the stego-watermark’s pixels (solely viewing the stego-watermark will not result
in any visualized abnormality).

Therefore, we can conclude that, the adversary will not be able to identify
the existence of PDE and the security of MobiWear can be ensured.

6.2 Discussion

About the Length of Sensitive Data which can be Hidden. MobiWear
hides the sensitive data into the image and, the length of the hidden data will
be limited by the size of the image and the corresponding watermark. Given an
ARGB cover image with N pixels and each pixel consisting of 4 bytes (alpha, red,



MobiWear 151

green, blue), we analyze the length of the sensitive data which can be hidden.
Using the LSB technique, the maximal size of watermark the cover image can
embed is N

2 bytes considering 1 bit out of each byte can be used to embed the
watermark. Correspondingly, the maximal length of secret sensitive data which
can be hidden in the watermark is N

16 bytes. For example, a 4 MB cover image
will have 1M pixels, and can hide up to 0.0625 MB sensitive data. To hide more
sensitive data, we can use more least significant bits, which however will decrease
the quality of the image. A practical mitigation is to cut the sensitive data of
large size into small chunks, and to hide each chunk using a different cover image.

Deniability Compromises in Memory. Secret sensitive data may leave traces
in the memory, leading to compromise of PDE. Considering the volatile nature
of RAM, an immediate mitigation strategy is to power-off the device to remove
the traces of secret sensitive data in the memory. Other mitigation strategies
include utilizing hardware isolation techniques like ARM TrustZone to isolate
the memory region which processes the hidden sensitive data [5].

Defending Against Multi-snapshot Adversaries. MobiWear can defend
against an adversary which can have access to the victim device once. Note
that by using image steganography, MobiWear remains secure even if the adver-
sary can have access to different layers of the system (Fig. 2). If the adversary
can capture the device and its owner multiple times, it will have multiple access
to the device over time, and a potential PDE compromise could be: If the secret
sensitive data are modified and a new stego-watermark needs to be re-embedded
into the original cover image and, by comparing the stego-image at different
points of time, the adversary may be aware of the existence of hidden sensitive
data. A potential mitigation strategy can be, each time when the sensitive data
are modified, the device owner should discard the corresponding stego-image
which turns obsolete, and hide the new data using a new cover image.

Mitigating Data Corruptions. MobiWear uses the LSB technique to hide
secret sensitive data. This is vulnerable to cutting and cropping attack which
will destroy the sensitive data. However, the goal of PDE is to ensure confiden-
tiality of the sensitive data, rather than to prevent data from being corrupted.
A recommendation for mitigating corruption attacks is to periodically back up
the sensitive data, e.g., to a remote cloud server or an offline personal computer.

7 Related Work

7.1 Plausibly Deniable Encryption Systems

Plausibly deniable encryption has been designed to defend against coercive
attacks so that even though the key is forced to be disclosed, the critical sen-
sitive data can remain protected. There are mainly two types of PDE systems,
the steganography-based PDEs and the hidden volume-based PDEs. There are
also PDE systems relying on other techniques like side channel [10] and WOM
codes [11].
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The Steganography-Based PDE Systems. The first steganography-based
PDE system [4] was proposed by Anderson et al. They designed two schemes.
The first one is to hide sensitive data in cover files, which however, requires
the system to store a large number of cover files. The second one is to fill the
entire disk with random data and, to encrypt and hide the secret data in those
random data. Based on the second scheme of Anderson et al., McDonald et
al. designed StegFS [24], in which they extended a standard Linux file system
(EXT2) with PDE support. Peters et al. proposed DEFY [25], a flash file system
which supports PDE. Its features include authenticated encryption, fast secure
deletion, and support for multiple layers of deniability.

The Hidden-Volume Based PDE Systems. The other technique which can
be used to achieve PDE is the hidden volume technique. TrueCrypt [30] and
VeraCrypt [12] are open-source projects for disk encryption, with deniability
support using the hidden volume technique. Skillen et al. [27,28] proposed Mob-
iflage which moved the hidden volume technique to mobile computing devices.
Mobiflage requires the user to re-boot the device to enter the hidden mode,
which is inconvenient. To mitigate this issue, Yu et al. proposed MobiHydra [33]
which supports data hiding without the need of rebooting the device. MobiHy-
dra also solved a boot-time attack on the PDE systems. Chang et al. proposed
Mobipluto [5,6], a file system friendly PDE system such that any block-based file
systems can be deployed on top of the public volume, without worrying about
overwriting the hidden sensitive data. Jia et al. [21] further moved the hidden
volume to the flash translation layer, eliminating the deniability compromised
in the low-level flash memory medium. Having observed that the prior mobile
PDE systems cannot defend against a multi-snapshot adversary, Chang et al.
designed MobiCeal [7], which combines both the hidden volume technique and
the dummy write technique to enable defend against multi-snapshot adversaries.

7.2 Image Steganograyphy

Image steganography has been widely used to claim the ownership or copyright
of the products. Wu et al. [31] proposed an efficient steganographic method to
embed secret messages into cover images, which is based on a simple visual effect
of the human visual perception. Ibrahim et al. [20] proposed an algorithm to hide
data in cover images, by using binary codes and pixels inside an image. Based on
the proposed algorithm, a system called Steganography Imaging System (SIS) is
built which can hide secret message without a noticeable distortion. Chaumon-
tet et al. [8] proposed a DCT-based data hiding method which can hide color
information in a compressed gray-level image. Their proposed method consists
of three steps, color quantization, color ordering, and data hiding.

8 Conclusion

In this work, we design MobiWear, a plausibly deniable encryption system for
wearable mobile devices. MobiWear uses image steganography to hide sensitive
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data and utilizes the integrated sensors to input secrets. The experiment results
indicate that MobiWear can achieve deniability with a small overhead as well as
a slight decrease of image quality.
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Abstract. The Web PKI plays a more and more important role in net-
work security, as nowadays TLS and HTTPS are being widely adopted.
The most significant recent advances in the Web PKI include certifi-
cate transparency and push-based revocation, which improve the trust-
worthiness and performance of TLS and HTTPS, respectively. Mean-
while, SCMS is a specialized PKI system designed for V2V communi-
cations. In this paper, we analyze the design principles of certificate
transparency and push-based revocation, study the similar requirements
in V2V communications, and then summarize the technical challenges to
integrate certificate transparency and push-based certificate revocation
into SCMS. From the experiences and lessons in the Web PKI, we do
believe that the current designs of SCMS are still not completely ready
to be deployed in the real world.

Keywords: Public key infrastructure (PKI) · Transport layer
security (TLS) · Certificate · Security credential management system
(SCMS) · Trust management · Vehicle-to-Vehicle (V2V)
communication

1 Introduction

Public key infrastructures (PKIs) [11,28] provide various security services such
as confidentiality, authentication, data integrity, and non-repudiation, through
certificates signed by a trusted certification authority (CA). The Web PKI (or
sometimes called the TLS/HTTPS PKI) is the PKI system that is implemented
and deployed for web security, especially for TLS [13] and HTTPS [46]. In the
Web PKI, a list of accredited root CAs are trusted by the mainstream operating
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systems (OSs) and browsers (e.g., Microsoft Windows, Apple macOS, Google
Android, Mozilla Firefox, etc.) [3,40,43]. These root CAs and their subordinate
CAs are responsible for signing TLS server certificates binding a domain name
(e.g., www.facebook.com or www.gmail.com) to a key pair held by the web-
site. Then, a browser will establish secure TLS sessions with the website, after
verifying the TLS server certificate binding the to-be-visited domain.

As TLS and HTTPS are being widely adopted after the structure of PKI sys-
tems has been proposed for more than thirty years, several technical advances
in the Web PKI are proposed and implemented recently. First of all, certificate
transparency is proposed and deployed [34,50], to detect fraudulent TLS server
certificates and improve the trustworthiness and accountability of CAs. Sev-
eral security incidents indicate that even accredited famous CA systems may be
compromised, deceived or even compelled to issue fraudulent TLS server certifi-
cates [10,16,19,25,41,48,56,59,60], which bind a domain name to a key pair held
by man-in-the-middle (MitM) or impersonation attackers, instead of the legiti-
mate website. Certificate transparency depends on redundant public log servers
to record all CA-signed TLS server certificates, and browsers accept a TLS
server certificate only if it is recorded in multiple independent publicly-visible
logs [2,21,42]. Thus, a fraudulent certificate will be found by the victim website
soon, which acts as a monitor or visits the third-party monitors [9,18,22,45] to
search for certificates of interest in the public log servers.

Meanwhile, another significant technical advance of the Web PKI is push-
based certificate revocation. In the traditional design of the Web PKI, a browser
checks the revocation status of a TLS server certificate, through certificate revo-
cation list (CRL) [11] or online certificate status protocol (OCSP) [44]. That is,
the browser has to download the CRL file or acquire the OCSP response by itself,
through another connection to the PKI system, in addition to the TCP connec-
tions to the visited website. The addition connection delays remarkably impact
the performance of TLS and HTTPS [31,32,39,49]. On the contrary, push-based
revocation requires (a) the certificate holder (i.e., the visited webserver in TLS
and HTTPS) to actively send the OCSP message in TLS negotiations, e.g.,
OCSP stapling [15] and OCSP must-staple [24], or (b) the PKI system to proac-
tively push all or most certificate revocation status data to browsers through the
manufacturers, e.g., CRLSet [52], OneCRL [20] and CRLite [29,33]. Push-based
revocation eliminates the addition connections for revocation status data.

On the other hand, the security credential management system (SCMS) [58],
is a specialized PKI system introduced for vehicle-to-vehicle (V2V) communica-
tions. Compared with traditional PKI systems, short-lived pseudonym certificate,
implicit certificates [7,8], butterfly key expansion, and linkage-based revocation
are designed in SCMS, to balance security, privacy, and efficiency in the V2V
communications. Before SCMS is deployed widely in the real world (except some
pilot projects [53]), the experiences and lessons in the large-scale Web PKI are
very useful for us. However, we find that fraudulent certificates and certificate
revocation are not carefully considered in the designs of SCMS. Therefore, in
this paper, we analyze the possibilities to integrate certificate transparency and

http://www.facebook.com/
http://www.gmail.com/
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push-based certificate revocation into SCMS, and then presents the technical
challenges in the integration. These studies help to improve SCMS and also
other PKI systems for V2V communications [6,58].

The remainder of this paper is organized as follows. Section 2 describes cer-
tificate transparency and push-based revocation, and Sect. 3 in details discusses
the technical challenges to integrate certificate transparency and push-based cer-
tificate revocation into SCMS. Finally, we conclude this paper in Sect. 4.

2 Recent Advances in the Web PKI

In the traditional Web PKI, a CA is responsible for signing TLS server certifi-
cates. In TLS negotiations, a browser does not accept a TLS server certificates
until it verifies the CA’s signature on the certificate. Meanwhile, the browser
also needs to check the revocation status of the TLS server certificate. That is,
the browser by itself downloads the CRL file based on the CRL distribution
points extension in the certificate, or acquires the OCSP response based on the
AIA OCSP extension [11,44]. The CA is usually also responsible for signing
CRL files and OCSP responses, or sometimes these functions are implemented
by independent CRL issuers or OCSP servers [11,44].

As TLS and HTTPS are widely adopted in the Internet, the original designs
of the Web PKI are improved recently. The recent advances include certificate
transparency and push-based certificate revocation, which are not included in
the original designs of the Web PKI [11,28].

2.1 Certificate Transparency

In the original design of PKIs, a CA is fully trusted to be responsible for signing
a certificate only after carefully communicating with the applicant. But secu-
rity incidents indicate that CA systems may be compromised, deceived or com-
pelled to issue fraudulent certificates [10,16,19,25,41,48,56,59,60]. Therefore, in
addition to CAs, browsers and websites, certificate transparency introduces the
following PKI components [34].

Log Server. A log server maintains publicly-visible append-only logs that record
certificates. It accepts certificates from CAs. All certificate records in a log are
organized as a Merkle hash tree, and the root node is periodically signed by
the log server, called the signed tree heads (STHs). There are more than one
hundred log servers in the Internet in 2020 [23], and a TLS server certificate is
recorded redundantly in multiple logs [55].

Monitor. Monitors regularly watch for suspicious certificates in the public logs.
A monitor regularly fetches certificates from these logs, decodes the certificates,
and searches for the certificates of interest among them. A website may assume
the monitor role by itself [34] to search for the certificates binding its domain
name, and there are also third-party monitors [9,18,22,45] which process the
records in public logs to provide convenient certificate search services for users.
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Auditor. Auditors ensure the correct behaviors of log servers. An auditor
archives the STHs of a log. Then, by comparing any two STHs and requiring the
consistency proof from the log server, an auditor checks whether a log is strictly
append-only, i.e., any version of the log is a sub-tree of any later version. It also
checks that each recorded certificate corresponds to an entry in the publicly-
visible log [34], by verifying the audit path (i.e., the shortest list of additional
nodes in the Merkle tree to compute the STH). An auditor may be a stand-alone
service, or an internal component of a browser or a monitor.

After signing a TLS server certificate, the CA submits it to some log server.
The log server responds with a signed certificate timestamp (SCT), which is a
promise to append the certificate to the public log within the maximal merge
delay (MMD). Then, SCTs are sent along with the certificate in TLS negoti-
ations. In addition to the CA’s signature and the certificate revocation status
data, a browser also verifies the log servers’ signatures in these SCTs. This
implies that a browser preinstalls the public keys of trusted log servers [2,23] as
well as the self-signed certificates of trusted root CAs.

It is worth noting that during TLS negotiations the browser does not estab-
lish addition connections to log servers, to check whether the TLS server certifi-
cate has been recorded in the public logs or not. The browser only verifies the
log servers’ signatures in the SCTs, and in the future some auditors will checks
whether each SCT (i.e., a recorded certificate) corresponds to an entry in the
log or not.

The above operations of certificate transparency ensure that any certificate
accepted by browsers will be visible to the website (or certificate subject), with
the help of monitors [35,37]. Thus, the website that is aware of all legitimate
certificates issued with its authorization, will find the fraudulent ones among
them if any.

2.2 Push-Based Certificate Revocation

In the original designs of the Web PKI, certificate revocation status data are
obtained by the certificate verifiers (i.e., browsers) [11,28,44]. On the contrary,
push-based certificate revocation eliminates the addition connections to obtain
the certificate revocation status data. Typical approaches are listed as below.

OCSP Stapling. OCSP stapling [15] is a TLS extension that enables the web-
site to send an OCSP response in TLS negotiations, and this OCSP message
proves the validity (or unrevokedness) of its TLS server certificate. Note that the
website acquires the OCSP response from the CA (or OCSP server) in advance.
Thus, the browsers do not need the addition connections to check the certificate
revocation status. Moreover, in order to defend against the downgrade attacks
that exploit revoked TLS server certificates but do not send OCSP stapling
extensions in TLS negotiations, the certificate extension of OCSP must-staple is
defined [24]. A TLS server certificate with an OCSP must-staple extension, must
be sent along with OCSP stapling messages in TLS negotiations; otherwise, it
will be immediately rejected by the browsers. OCSP must-staple prevents the
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downgrade attacks, even when a browser does not download the CRL files or
access the OCSP server by itself.

Proactive CRL. Browser manufacturers propose to proactively (or periodi-
cally) push CRL files to browsers [20,29,52]. Thus, the browsers utilize these
CRL files to check the certificate revocation status in TLS negotiations. The
dilemma of certificate coverage vs. CRL size exists in the solutions of proactive
CRL: in order to cover all (or even the most) of the TLS server certificates,
the proactively-pushed CRL file will be greater than 100 MB [33]; on the other
hand, small-sized CRL will frequently fail in the checking of certificate revoca-
tion status. So CRLite [33] and Let’s Revoke [47] recently propose more efficient
data structures to encode the revocation status data into small-sized messages, to
periodically push the revocation status of all TLS server certificates to browsers.

3 The Technical Challenges in SCMS

This section firstly discusses the V2V PKI system. Then, we present the structure
of SCMS, and the technical challenges to integrate certificate transparency and
push-based certificate revocation into SCMS.

SCMS is designed for V2V communications, as well as other V2V PKI solu-
tions [6,53], especially for the continuous broadcast of basic safety messages
(BSMs) by the on-board equipment (OBE) device in each vehicle. It is esti-
mated that BSMs will prevent most of the roadway crashes through active safety
applications [54].

3.1 The Expected Properties of V2V PKI Systems

We briefly list the expected properties of V2V PKI systems. These properties
shall be considered in certificate signing and certificate verification.

– Trustworthiness. As a security infrastructure for cyber-physical systems,
the V2V PKI services shall be highly trustworthy. Any defects in this system
will cause physical damages and bring direct profits to the attackers, so it
needs to be well-protected.

– User Privacy. The most primary privacy concern is to protect users against
vehicle tracking. That is, it shall be very difficult for the eavesdroppers in
physically distant locations to tell whether two BSMs are sent by the same
vehicle or not. Frequent change of different pseudonym certificates (e.g., every
10 min) is the common design.

– High-Volume. A V2V PKI system shall be able to support hundreds of
millions of vehicles, and this number is increasing. Note that the number of
pseudonym certificates may be several thousands times (i.e., hundreds of bil-
lions), when user privacy is considered and the frequent change of certificates
is adopted.
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– Efficiency. Wireless BSMs are broadcast at least every 100 ms among vehi-
cles, and processed by the embedded OBE devices. Active safety applications
usually do not tolerate any latency greater than 0.2 ms. So the security-related
operations must be efficient, especially certificate verification in the process
of received BSMs.

3.2 SCMS

We list the special features of the certificate services in SCMS as below, while
we skip the steps of common certificate services (e.g., CA hierarchy and enroll-
ment certificate) and some special steps but unrelated to fraudulent certificate
and certificate revocation (e.g., butterfly key expansion and implicit certificate).
More details of SCMS can be found in [58].

In the SCMS PKI, each certified OBE device holds a long-lived enroll-
ment certificate after the device bootstrap. Then, this enrollment certificate is
used to apply for multiple short-lived pseudonym certificates, which are then
used to sign/verify BSMs. Each OBE device holds 20–40 simultaneously-valid
pseudonym certificates for every week, and it applies for pseudonym certificates
for signing the BSMs of 1–3 years (i.e., about 1040–6240 pseudonym certificates)
in a batch [58]. In order to protect user privacy, any pair of these pseudonym
certificates cannot be linked, unless two SCMS internal components collude or
these certificates are revoked.

SCMS depends on CRL to revoke certificates, and CRL files are broadcast
by road side equipments or satellite radio systems to all OBE devices in the
roadway. SCMS does not consider OCSP, because it is impractical for a vehicle
to acquire OCSP responses frequently, either the BSM sender or the verifier.
That is, CRL files are periodically pushed to all OBE devices, so that an OBE
device will locally maintain the identifiers of all revoked certificates. Moreover,
linkage-based revocation is designed to reduce the size of CRL files in SCMS, and
an entry in linkage-based CRL represents all unexpired but revoked pseudonym
certificates for which a certain OBE device applies in a batch [27,58]. With
linkage-based revocation, a revocation identifier (or CRL entry) in the CRL file
represents a batch of pseudonym certificates: if the relationship of the identifier
(i.e., serial number) of a pseudonym certificate and the revocation identifier
satisfies the specified rules, the pseudonym certificate is considered as revoked.

3.3 Technical Challenge #1: Certificate Transparency vs.
Pseudonym Certificate

Certificate transparency is proposed against compromised CAs of the Web
PKI [10,16,19,25,41,56,59,60]. Although SCMS has not been widely deployed
in the real world yet, it is reasonable to assume that some CAs in SCMS
might be compromised or deceived to sign fraudulent pseudonym certificates
for software vulnerabilities and cyber attacks frequently happen. Then, a fraud-
ulent pseudonym certificate enables an attacker (but not the certified OBE
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device embedded in some vehicle) to arbitrarily broadcast BSMs, to imperson-
ate a vehicle in the road. So certificate transparency and/or other countermea-
sures [5,17,30,51,57] are also necessary to enhance the trustworthiness of SCMS
in the future.

Firstly, as mentioned in Sect. 2.1, certificate transparency depends on the
victim website by itself to search for certificates binding its domain name, to
detect fraudulent certificates in the public logs. However, in SCMS a pseudonym
certificate does not bind any meaningful identity or identifier. So no one is
able to search for these certificates to detect fraudulent ones, even when all
SCMS pseudonym certificates are publicly recorded in log servers. Certificate
transparency involves the certificate search based on the identifiers of certificate
holders (e.g., domain names) [34], but pseudonym certificates have to mask these
identifiers. Therefore, the security principle of certificate transparency does not
work well for the pseudonym certificates in SCMS.

Next, we further analyze other solutions which are proposed to tame the
absolute authority of CAs [4,38] against possible fraudulent certificates. The
existing schemes include:

– Public key pinning [17]. A browser locally pins the certificates (or public
keys) of a TLS server for the visited domain, after a successful TLS negoti-
ation. The pinned public key will be compared with the received certificates
in the future TLS negotiations, and then any mismatching is detected imme-
diately by the browser.

– Restricted scopes of services [30,48]. A CA of the Web PKI is restricted
to serve only some scopes of domains, and the restriction rules are enforced
by browsers when verifying the TLS server certificates. A certificate violating
the rules will be rejected by browsers.

– Multi-path verification [1,57]. On receiving a server certificate in TLS
negotiations, a browser compares it with other copies obtained through dif-
ferent network paths (e.g., an extra Tor circuit). The certificate is accepted,
only if they are identical.

– Subject-controlled policies [26,51]. The certificate subject (or website)
specifies its own certificate policies (e.g., a list of authorized CAs), and these
policies are published in a publicly-visible means. Any TLS server certificate
violating these policies (e.g., a certificate signed by an unauthorized CA) is
considered as invalid or fraudulent.

– Multi-authority certification [5,51]. A TLS server certificate is certified
and signed redundantly by multiple independent CAs, and the browser veri-
fies all CAs’ signatures. Only when all signatures are valid, the certificate is
considered as valid.

Let’s analyze the scenarios when these schemes are integrated into SCMS
for V2V communications. Public key pinning requires a certificate verifier (i.e.,
another vehicle or a road side equipment receiving BSMs) to maintain the pubic
keys of communication peers, but it is really unsuitable for SCMS because every
OBE device holds 20–40 simultaneously-valid pseudonym certificates and each
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pseudonym certificate expires in days [58]. That is, a pinning mismatching hap-
pens frequently but normally in the V2V communications. Restricted scopes
of services only mitigate the attack impact of fraudulent certificates but can-
not completely prevent or detect the attacks, so it is not enough for cyber-
physical systems. Multi-path verification introduces addition connections and
greatly degrades the performance, and it brings false alarms when the website
(or vehicle) holds multiple valid certificates simultaneously.

Similar to certificate transparency, subject-controlled policies do not work
for pseudonym certificates, for the subject certificate policies shall be published
by the long-lived enrollment certificate. Thus, in order to validate pseudonym
certificates with such a policy will inevitably break the user privacy. Finally,
multi-authority certification will remarkably increase the delay of certificate ver-
ification due to the expensive public-key cryptographic computation of multiple
signature verifications.

Therefore, it is rather difficult but imperative to design different solutions
to prevent or detect (possible) fraudulent certificates in SCMS, which work
for pseudonym certificates and delay-sensitive communications. Combining (the
security principles of) these existing schemes into a specialized solution may
work for V2V communications, such as Elaphurus [38] for the Web PKI. How-
ever, since the V2V communications do not tolerate high delays, a solution
focuses on the steps of certificate signing but not certificate verification may be
more practical.

3.4 Technical Challenge #2: Push-Based Certificate Revocation vs.
the Great Volume of Pseudonym Certificates

Push-based certificate revocation is proposed to improve the efficiency of cer-
tificate verification. If certificate revocation is possible (e.g., the OBE device is
compromised), such efficiency improvements of revocation status checking are
always required in SCMS. SCMS is designed for V2V communications, which
are very delay-sensitive. The push model has actually been adopted in SCMS
already, and all CRL files are broadcast to OBE devices in the vehicles [58].
Therefore, because the number of certificates in SCMS is much greater than that
in the Web PKI, the dilemma of certificate coverage vs. CRL size also exists in
SCMS (or will become even worse), and the efficient data structures to encode
certificate revocation status data such as CRLite [33] and Let’s Revoke [47] are
more imperative.

Due to the great volume of pseudonym certificates, the size of CRL files may
bring very heavy burdens when SCMS is deployed in the real world. There are
hundreds of millions of vehicles, and hundreds of billions of pseudonym certifi-
cates will be signed in SCMS [58]. These numbers are much greater than those
of the Web PKI, where there are only 24–32 millions unrevoked TLS server cer-
tificates and about 12 millions revoked ones [33]. This implies that the size of
CRL files in SCMS will be at least 10 times that of the Web PKI according to
the number of users, or the size will be even 10,000 times that of the Web PKI
according to the number of pseudonym certificates. For example, Apple signs a
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CRL file over 76 MB [39] in the Web PKI, and it is very expensive or even impos-
sible for an embedded OBE device to receive and store such CRL files (or raw
certificate revocation status data) through wireless communications. Even if the
certificate revocation rates are roughly equal, the CRL file may be about 1 GB
in the case of linkage-based revocation (i.e., the CRL size is estimated according
to the number of users, but not the number of certificates); while if the cer-
tificate revocation rate increases due to some security incidents (e.g., OpenSSL
Heartbleed resulted in an irregular 40-fold increase of revocation rate [14,61]),
the CRL file will be probably expanded to even several GB. In fact, as typical
embedded systems, the OBE devices might be exposed to more physical attack
surfaces than TLS webservers with professional administrators, and then the
certificate revocation rate of SCMS could become greater.

We next study the recently-proposed efficient designs of data structures
for push-based certificate revocation (i.e., CRLite [33] and Let’s Revoke [47]).
CRLite utilizes the Bloom-filter cascade to encode the identities of both all
revoked certificates and all unrevoked ones. This introduces at least two chal-
lenges as follows: (a) CRLite requires certificate transparency to fetch all unre-
voked certificates from the public logs; otherwise, some valid certificates may be
falsely checked as revoked due to the inherent false positive of Bloom filters; and
(b) linkage-based revocation of SCMS cannot work compatibly with CRLite,
because it requires the explicit identifier of a batch of pseudonym certificates
in the revocation status data [58] while CRLite cannot extract or recover the
identifiers of revoked certificates after they have been encoded into the Bloom-
filter cascade. Meanwhile, Let’s Revoke depends on a special rule to generate
deterministic certificate serial numbers (i.e., a sequence of incremental integers
as certificate identifiers, so that only one bit is enough to indicate the revocation
status in CRL), but this rule conflicts with linkage-based revocation in SCMS
where a certificate serial number is computed by XORing two random linkage
values, generated by two independent linkage authorities [58]. If the CA assigns
another field as the certificate identifier for Let’s Revoke, linkage-based revoca-
tion will not work and then the size of revocation status data will become 1,000
times.

Besides, the optimization of proactive CRL distributions utilizing the locality
of reference [12,36] requires a locally-centralized gateway to cache certificate
revocation status data, through either CRL or OCSP. However, such a gateway
does not exist in the dynamic wireless V2V communications.

In summary, neither CRLite nor Let’s Revoke works compatibly in SCMS.
Meanwhile, although linkage-based revocation has been designed in SCMS to
reduce the size of CRL, this size reduction is still not enough based on the
experiences and lessons in the Web PKI. So it still needs a more efficient data
structure to push the revocation status data in SCMS. In the future, we plan
to integrate linkage-based revocation and Let’s Revoke (or other efficient data
structures). For example, Let’s Revoke is utilized to revoke a batch of certificate
signing which results in about 1040–6240 pseudonym certificates for one vehicle,
and linkage-based revocation helps to find all identifiers of these pseudonym
certificates.



164 Y. Wu et al.

4 Conclusions

Unexpected technical challenges usually appear and then advances are finished,
as a security design is deployed in the real world. Although the structure of PKI
systems has been discussed, analyzed, implemented and evaluated for more than
thirty years, recent advances still happen in the Web PKI as TLS and HTTPS are
being widely adopted in the Internet. In particular, certificate transparency and
push-based revocation are the most significant recent advances in the Web PKI,
to (a) improve the trustworthiness against fraudulent TLS server certificates
and (b) eliminate the addition connections for certificate revocation status data,
respectively.

SCMS is a specialized PKI system for V2V communications. The number of
certificates in SCMS will become much greater than that in the Web PKI, and the
V2V communications for BSM broadcast are very delay-sensitive. Therefore, we
do believe that the problems solved by certificate transparency and push-based
revocation in the Web PKI will appear again when SCMS is deployed in the
real world. In this paper, we study these technical challenges in SCMS and find
that the existing approaches in the Web PKI do not work compatibly for SCMS.
These discussions will be useful references to improve the designs of SCMS in
the future.
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Abstract. Compared to software bugs, code smells are more significant in soft-
ware engineering research. It is not easy to detect code smells through traditional
methods. In this work, we propose a novel code smells detection approach based
on deep learning. The experiments show that our work achieves high scores in
terms of F2 score.

Keywords: Code smells · Deep learning · Convolutional neural network

1 Introduction

Code smells are increasingly generated by modern agile software development. This
is because code changes are much more frequent and occur on a daily basis for large
software companies and dominant open-source communities.

Although there are many more test approaches to detect code smells, these methods
have some defects. Due to the frequent changes, it is increasing probable to generate
code smells overheads. Code smells, like software bugs, are a serious problem inmodern
software.

Nowadays, the code smells are being researched by many practitioners. Software
developers are not aware of what is the code smell, although they are aware of software
bugs, thanks integrated environment development kits that can provide many instant
suggestions and notifications when there are bugs.

The question here is how to detect code smells effectively?Andwhat is themotivation
for detecting code smells? Although there are many more test approaches to detect code
smells, these methods have some defects. There are mainly two categories of deep
learning networks. One is Recurrent Neural Networks, and another is Convolutional
networks.

Convolutional networks have already demonstrated its usage by leveraging hierarchy
features. In this paper, we use fully convolutional networks for code smells detection
based on semantic features. We will use fully convolutional networks for this work.

The original version of this chapter was revised: there is a typo in the chapter title: “leaning” has
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We will define the type of neural network we use, and explain how it is used to detect
code smells. An advantage of using convolutional network is its ability to identify and
use local correspondences.

In recognition andmachine learning, convolutional networks are increasingly signif-
icant. Convolutional network presents the improvement on image recognition. An exam-
ple is using convolutional network on local correspondence. In software engineering,
we definitely can use these kinds of information for code smells detection.

To our knowledge, this is the first work to train a convolutional network for
code smells recognition. The inference is much more improved through convolutional
network.

This work is an extension of the authors previous work [8].
Unlike previous works that needs additional information for code smells detection,

this work does not use any existing information for code smells detection. One of the
major challenges in code smells detection is to find the relationship between code seman-
tics and code location. There is a tradeoff between identifying the correct semantics
compared to identifying the correct location of the smells.

Although there are several success stories from image recognition by using deep net-
works [1]. It is hard to transfer these approaches to software engineering, which is more
deterministic. Fully convolutional network has been used for one-layered computation,
and has a potential to be deployed to multi-layered environments.

2 Code Smells Detection Based on Convolutional Networks

We can define a multi-dimensional array to represent the convolutional network, h * w
* d, where h and w are space dimensions, and d is the channel. The first layer is our
source code inputs.

The second layer is the networks for sequence modeling. For example, the inputs
are x0, x1, x2, x3, x4,… xn, and the outputs are y0, y1, y2, y3, y4,… yn. The second layer
will be y’0, y’1, y’2, y’3, y’4,… y’n.

The outputs will be reshaped to a one-dimensional array, where size will be D *1024.
This output array will be dilation blocks. For the encoder task, we should process noise.
Each layer in the encoder is processed by normalization and liner analysis.

3 High Level Design

With recent development in software engineering, it is easy to find software bugs using
several methods from compiling to running. Our work is based on the state-of-the-art
deep learning methods for detection and recognition task.

Firstly, we transform the software source code to XML file, in order to be processed
by deep learning models [2]. Then there are two steps: code segment proposal and
classification. The code segment proposal leverages the heuristic search to generate
following inputs. These segments are processed by CNN classifier. We try to avoid to
use R-CNN, otherwise. One of the main reasons is that R-CNN uses selective search
algorithm, which is time consuming.
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We use the following equation for segments:

Seg =
(
maxrp2

l/D + minrq

)
∗ (I/D)

Seg is the segments, r is the rule of limits, and p is process variable, q is the next
graph inputs, I is interception, and D is next destination.

3.1 Experiments Results

We use an open-source database published by the authors’ previous work [11].
The experiments results are shown as following table:

Table 1. Experiments results

Precision Recall F-score Kappa

Long method 0.528 0.674 0.754 0.635

Lazy class 0.624 0.678 0.613 0.632

Speculative generality 0.712 0.734 0.689 0.643

Refused bequest 0.698 0.701 0.711 0.677

Duplicated code 0.543 0.568 0.594 0.585

Contrived complexity 0.783 0.792 0.810 0.802

Shotgun surgery 0.597 0.596 0.501 0.601

Uncontrolled side effects 0.801 0.799 0.805 0.810

From Table 1, this work achieves high performance in terms of F2 score, especially
for the category of uncontrolled side effects and contrived complexity.

4 Conclusion

In this work, we conducted a research for code smells detection based on deep learning.
Our solution uses convolutional neural network for training a model to detect several

common code smells problems in software engineering. The solution achieves satisfied
F2 score with the average above 0.75.
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Abstract. This paper proposes a privacy preserving thieves identifi-
cation scheme for prepaid Smart Grid systems. Prepaid systems allow
consumers to buy credentials from an operation center before consump-
tion. According to the credentials, consumers can use the corresponding
amount of electricity. Based on the dynamic k-times anonymous authen-
tication protocol, the scheme can achieve thieves identification and pri-
vacy preservation at the same time without the involvement of a trusted
authority in the system. Finally, we point out the path of our future
work.

Keywords: Smart grid · Anonymity · Privacy · Security

1 Introduction

With the development of public awareness of environmental conservation, more
and more renewable energy come to use. However, the renewable energy sources
are so volatile that the power companies have to employ the Information and
Communication Technologies (ICT) to balance the power production and con-
sumption. The power company aggregates the power usage reports from con-
sumers to calculate the amount of power consumption. The usage reporting
device at each customer site is called as smart meter. The operation center and
smart meters form the Smart Grid. The invention of Smart Grids is a great
plus to the electricity industry. This mechanism can be exploited to improve
energy efficiency and infrastructure reliability. However, trustless data, which
does not represent the real consumption, may damage the electricity grid infras-
tructure [1]. At the same time, the billing information is generated by the usage
data. Greedy thieves are not willing to send the trustworthy data and pay for
their consumption. Hence, it is a serious challenge to resist fake data and detect
power thieves in Smart Grids. On the other hand, privacy is another key require-
ment in Smart Grids. The usage data from the consumer should not result in
finding consumers’ usage information, which could lead to disclosure of the con-
sumer’s living habits or production outputs, and further causes personalized
advertisements or intelligence leakage [2].

To solve the security and privacy preservation challenges, power request
model was proposed for prepaid card system. The prepaid smart card system
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allows consumers buy credentials from the power company in advance. When the
consumer needs power in the existing privacy preserving prepaid card system,
he just sends the usage plan with his transformed credentials to the operation
center. The operation center will send the power back according to the number
of credentials [3]. However, credentials may be collision due to large data base.
Moreover, the scheme [3] cannot identify thieves.

Taking the requirements of privacy preservation and thieves identification
into account, in this paper, we construct a secure and privacy preserving thieves
identification scheme in Smart Grids. There are two important virtues: (1) the
scheme resists credential collisions; (2) energy thieves can be identified in the
prepaid system.

The rest of this paper is organized as follows. Section 2 discusses related
work in the prepaid system domain. Section 3 elaborates and explains necessary
system models. In Sect. 4, we describe our proposed scheme. Finally, the paper
is concluded in Sect. 5.

2 Related Work

To solve the security and privacy preservation challenges, power request models
for smart grid systems have been proposed [3]. In such models, consumers receive
tokens signed with blind signatures from the power provider and authenticate
themselves using blinded tokens. The tokens represent a corresponding denomi-
nation of energy cost. Consequently, the power provider knows the total amount
of customer energy costs but do not know the details of the usage information.
However, this scheme cannot identify power thieves. Dimitriou et al. [4] added a
proof to the blind signature. According to the proof, reused tokens from the same
consumer can be identified. However, the tokens are generated by the consumers,
and token collisions are inevitable. Zhao et al. [5] employed a fully homomorphic
encryption algorithm to aggregate smart meters’ usage data. Based on the homo-
morphism of the ciphers, consumers’ billing can be calculated without knowing
the plaintexts. However, current fully homomorphic encryption algorithms are
less efficient. Xue et al. [6] improved the Paillier encryption algorithm. The expo-
nent on the cipher is also additive homomorphism. Therefore, it can also achieve
dynamic billing management with less computational cost. Li et al. [7] divided
the usage data into multiple parts according to their denominations. In their
study, each smart meter holds a corresponding number of key pairs with respect
to the divided sets. Therefore, smart meters belonging to different sets should
pay their corresponding billings.

Smart Grids cannot ensure improvement in infrastructure reliability with-
out trustworthy information. At the same time, consumers do not wish their
energy usage data to be exposed to the operation center. However, existing
thieves identification approaches cannot make use of a trade-off between privacy
and security. According to prepaid card systems, this paper proposes a privacy-
preserving thieves identification scheme without any trusted authority. In this
scheme, a thief can be traced if sending a used credential.
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3 The Framework

In this section, the assumed network and security requirements in the scheme
are described.

3.1 Network Model

Nowadays, in order to improve energy efficiency and infrastructure reliability, a
prepaid system is proposed [3]. In the scheme, the system model mainly con-
sists of two entities: the operation center (OC) and the smart meter (SM). The
number of smart meters is large enough for each smart meter to cloak its usage
behavior. As depicted in Fig. 1, firstly, SMs join the Smart Grid and obtain their
commitments from the OC. Secondly, each SM buys credentials from the OC.
Thirdly, a SM sends blinded commitments and credentials in an anonymized
form when it needs to purchase electricity.

Fig. 1. Network model.

3.2 Security Requirements

The privacy-preserving thieves identification scheme is expected to exhibit the
following properties:

1. Privacy Preservation: Curious eavesdroppers cannot obtain consumers’
usage profiles from the usage reports from smart meters.

2. Unlinkability: The adversary cannot link different usage reports from the
same smart meter.

3. Authentication: The operation center ensures that the usage reports are
from legitimate smart meters in the Smart Grid.

4. Traceability: Energy thieves can be traced if they attempt to send used
credentials.
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4 Our Proposed Approach

In this section, a privacy-preserving thieves identification scheme is proposed
based on the dynamic k-times anonymous authentication scheme.

4.1 Setup

In the privacy-preserving thieves identification scheme, a concrete region is man-
aged by a single operation center. The operation center runs the setup algorithm
on input of the security size κ to obtain a group public key and a secret key as
follows:

1. Let p be a prime number of size κ, G1,G2 and GT be three cyclic groups of
prime order p. Suppose P1 and P2 are generators of G1 and G2 respectively,
and e is a bilinear map. On input of κ, the bilinear pairing instance generator
returns a tuple (p,G1,G2,GT , Z∗

p, e, P1, P2).
2. Then, the operation center chooses collision-resistant hash functions HZ∗

p
:

{0, 1}∗ → Z
∗
p and HG2 : {0, 1}∗ → (G1,G1), two elements V,Q ∈ G1 and

γ ∈ Z
∗
p, and computes Ppub = γP .

3. Finally, the operation center retains its secret key γ, publishes its public
key (P1, P2, V,Q, Ppub), and builds an empty authentication log LOG that
records the used credentials.

4.2 Joining

The joining protocol is carried out between the operation center and a smart
meter. Each household or company is equipped with a smart meter in the Smart
Grid system. A secure public key signature scheme, including a signing algo-
rithm sig and a verification algorithm ver, is selected for a smart meter. In
this protocol, the smart meter must reveal its unique identity IDj to the oper-
ation center as follows. Firstly, the smart meter generates a secure parame-
ter xj ∈ Z

∗
p, computes a request Cj = xjP1 and generates a signature σ =

sig(Cj‖IDj). The smart meter sends the signature σ with the request Cj and
identity IDj to the operation center. Upon the receipt, the operation center
computes a hash value fj = HZ∗

p
(IDj), grants the request Sj = 1

(fj+γ) (Cj + Q)
and replies Sj . Upon receipt, the smart meter confirms that the equation
e(Sj , fjP2 + Ppub) = e(xjP1 + Q,P2) holds. Finally, the smart meter retains
its secret key xj and publishes its public key (Cj , Sj).

4.3 Power Purchasing

The power-purchasing protocol is carried out between the operation center and
a smart meter. Using this protocol, the smart meters buy credentials from the
operation center and are granted the right to obtain electricity.

Periodically, the operation center publishes the bound number k > 0 and
calculates the set of public credentials {(ti, t̂i) = HG2(i, nT ) | 1 ≤ i ≤ k},
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where nT denotes the timestamp. The public credential (ti, t̂i) is called the ith
credential base of the operation center. If q smart meters want to buy k units of
electricity, represented by k credentials, the smart meters send their identities
to the operation center. The operation center calculates {fj = HZ∗

p
(IDj) | 1 ≤

j ≤ q} and W =
∑n

j=1(γ + fj)V and Vj = 1
γ+fj

W for the jth smart meter. The
operation center publishes {(ti, t̂i) | 1 ≤ i ≤ k} and sends Vj to the smart meter
IDj . The smart meter operates a counter μj , which is initially set to zero.

4.4 Power Requesting

The power-requesting protocol is run by the operation center and a smart meter
to prove knowledge of a smart meter’s key xj and an identity hash value fj . The
smart meter transforms its commitment and credentials, and sends them back
to the operation center. Therefore, the operation center cannot locate the source
of the public parameters even though the credentials generated by itself.

1. Firstly, the smart meter analyzes the usage data and estimates the amount
of energy m. The smart meter increases the counter number by m.

2. If μj > k, the smart meter will jump to the power-purchasing algorithm;
otherwise, the smart meter sets μj = μj + m, chooses m credentials denoted
as (t1, t̂1), ..., (tm, t̂m), and outputs m hash values {ci = HZ∗

p
(ti‖t̂i‖nT ) | 1 ≤

i ≤ m}, where nT denotes the timestamp.
3. After that, the smart meter computes the credentials {(Γi = xjti, Γ̂i = fjti +

cixj t̂i) | 1 ≤ i ≤ m}, and generates a proof using the following non-interactive
zero-knowledge proof:

⎧
⎪⎪⎨

⎪⎪⎩

⎛

⎜
⎜
⎝

Sj

xj

fj

Vj

⎞

⎟
⎟
⎠ :

e(Sj , fjP2 + Ppub) = e(xjP1 + Q,P2)
e(Vj , fjP2 + Ppub) = e(W,P2)
(Γi = xjti, Γ̂i = fjti + xjcit̂i)

The smart meter proves its credentials by sending the proof and transformed
credential to the operation center. Please refer to [8] for the proof.

4. After receiving the proof and credential, the operation center checks the valid-
ity of the timestamp. If it is valid, the operation center compares the credential
(Γi, Γ̂i) with all corresponding credentials in LOG, and checks if it is differ-
ent to the credentials in LOG. Finally, the operation center verifies that the
proof does prove knowledge of its identity information.

4.5 Identification

If the operation center validates the signature σ and discovers that a received
credential has already been used, it will run the identification algorithm. Suppose
there are two credentials (Γi, nT ) and (Γ ′

i , n
′
T ), where Γi = Γ ′

i and nT �= n′
T . The

operation center can confirm that a credential has been used more than once.
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Then, the operation center computes c = HZ∗
p
(ti‖t̂i‖nT ), c′ = HZ∗

p
(ti‖t̂i‖n′

T ) and

β = c′Γ̂i−cΓ̂ ′
i

c−c′ , searches for the IDj which satisfies β = HZ∗
p
(IDj)ti.

The public keys {(ti, t̂i) | 1 ≤ i ≤ k} are produced by a collision-resistant
function, making the transformed credentials {(Γi, Γ̂i) | 1 ≤ i ≤ k} also resistant
to collisions. Therefore, malicious smart meters cannot deny their misbehavior.

5 Conclusion

Energy theft occurs frequently in Smart Grids due to its large amount of con-
sumers. In order to defend against energy theft under prepaid smart grid sys-
tems, this paper proposes a scheme to achieve identification of thieves without
a trusted party. Only an operation center and smart meters are required in the
scheme. The operation center checks the smart meters’ commitments and corre-
sponding credentials. Therefore, the credentials are resistant to collisions. Great
computational capacity is required for operation centers. For the future work, we
will study possible ways and improve k-times anonymous authentication scheme
to reduce the computational cost during power request procedures.
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Abstract. In this paper, we propose a smart contract based search-
able symmetric encryption scheme. The existing searchable symmetric
encryption protocol can resist malicious servers when using the MAC
algorithm; however, it is more effective only under the assumption that
the server is running. If the server receives a user’s money but does not
provide a service to the user (or if the server shuts down after receiving
the user’s money), the user cannot withdraw the money paid. In addition,
if the server wants to reduce computing costs, bandwidth, etc., then it
may reduce the number of documents to be searched or omit part of the
search results. As a result, there is no guarantee that all files have been
searched. We use the Merkle tree to construct search integrity verifica-
tion. Implementing search integrity verification ensures that it is nearly
impossible for searchers to provide integrity verification without search-
ing all documents. Smart contracts use computing resources effectively
and help us better search the blockchain. All information is recorded on
the blockchain and will not be tampered with. In addition, integrity veri-
fication and smart contracts slightly reduce the efficiency but are feasible
in practice. Finally, we have theoretically and experimentally verified the
safety and feasibility of the proposed scheme.

Keywords: Smart contract · Blockchain · Searchable symmetric
encryption · Result integrity · Verifiable · Bloom filter

1 Introduction

A keyword index helps us search for documents containing specified keywords in
a certain period of time. Security indexes are extensions of building data struc-
tures, e.g., indexes provided by unrelated data structures [13] and historically
independent [2,12] data structures. Unfortunately, the standard index structure
using hash tables is not suitable for indexing encrypted documents because they
leak information about the contents of the document. However, data structures
with privacy protection can be used to build secure indexes.
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To improve the efficiency of searchable symmetric encryption (SSE), Goh
et al. proposed using the Bloom filter method to search symmetric encryption
[4]. The Bloom filter proposed by Bloom is a space-saving random data structure
that uses a bit array to represent a collection very concisely. It can determine
whether an element belongs to this collection. The Bloom filter was used in
the early UNIX spell checker [9,11]. The Bloom filter is also used as an index
for each document to search the keywords [4] in each document. In the index,
a keyword is represented by a codeword derived by applying a pseudorandom
function twice, i.e., once using the keyword as input and once using a unique
document identifier as input.

In 2017, Li et al. [8] combined blockchain technology with SSE, where a
blockchain is used as a peer-to-peer network to store user data. This scheme adds
data as blocks to the blockchain, thereby storing the data in the common chain.
However, this scheme only supports single keyword search. Tang et al. [1] pro-
posed two frameworks that support blockchain technology, and these frameworks
can be applied to most existing SSE schemes to achieve fairness while maintain-
ing the original privacy protection. However, these frameworks are inefficient.
Zhang et al. [17] proposed a blockchain based searchable encryption scheme in
multicloud environment. Here, multiple cloud service providers are combined to
share data through an alliance chain. Then, the encrypted document and doc-
ument index are stored in IPFs, and the hash value of the document is stored
in the blockchain. This scheme can provide retrieval of outsourced encrypted
data based on multiple keywords; however, it is based on trusted cloud service
providers, which cannot resist malicious cloud servers.

We employ the Bloom filter to construct a searchable symmetric encryp-
tion scheme and use smart contracts to maintain the fairness of the searchable
symmetric encryption scheme.

The smart contract was originally proposed by Nick Szabo in 1996 [14]. A
smart contract is a computer protocol designed to facilitate, verify, or execute
a contract. Note that a smart contract in the blockchain is traceable and can-
not be tampered with [10]. Many contract clauses can be executed partially or
completely in an independent manner. The purpose of smart contracts is to pro-
vide better security than traditional contracts and reduce other transaction costs
associated with the contract. Various cryptocurrencies are implemented as types
of smart contracts. A smart contract is a set of commitments specified in digital
form, including an agreement for parties to fulfill these commitments [14].

Our Contribution: We exploit computing resources in the blockchain to pro-
pose a searchable symmetric encryption scheme based on smart contracts. To
address incomplete retrieval of all files on the server, we first propose a non-
interactive integrity verification method for search results. The proposed method
uses Merkle trees to construct search integrity verification, which can ensure
that it is nearly impossible for searchers to provide integrity verification without
searching all documents. In addition, using smart contracts, we can use the com-
puting resources in the blockchain effectively to perform ciphertext searches. As a
result, neither the owner nor searcher can cheat. All information (including search
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results, proof of integrity, and commission payment information) is recorded in
the blockchain and cannot be tampered with. By implementing integrity verifi-
cation and smart contracts, the proposed solution does not reduce efficiency sig-
nificantly and ensures that searchers cannot obtain information from encrypted
documents and search keywords. The proposed scheme guarantees the authentic-
ity and completeness of the results, and, through the Merkle root signature, the
proposed scheme ensures that searchers of search results will not be tampered with
by miners after submitting the results.

The remainder of this paper is organized as follows. We define notations used
in this paper in Sect. 2. In Sect. 3, we provide preliminary information about
searchable symmetric encryption and smart contracts. In Sect. 4, we propose
the scheme of the non-interactive integrity verification of search results for the
first time. In Sect. 5, we present our scheme of smart contract based SSE and
discuss the schedule in detail. In Sect. 6, we provide a security definition, security
analysis, and performance analysis. Finally, the paper is concluded in Sect. 7.

2 Notations

We define the notations used in this paper in Table 1.

Table 1. Notations

Notation Description

∧ Bitwise and

H1(), f() Pseudorandom function

n Number of documents

m Assume that each file has m keywords for brevity

r Number of function f() used in Bloom filter

s Key length used in the f function

t Key length of the encrypted file, the key length of the MAC

l Security parameter, number of random numbers generated in the
integrity verification of search results

ntran Transaction size

H() Collision resistant hash function

|| Concatenation

bf(y) Obtain output of Bloom filter according to y

3 Preliminaries

We propose a searchable symmetric encryption scheme called smart contract-
based SSE. The proposed scheme employs a non-interactive result integrity proof
method, the Bloom filter, searchable symmetric encryption, and smart contract
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technology. Here, we introduce the Bloom filter, searchable symmetric encryption
and smart contract technology. Eu-jin Guo introduced a Bloom filter method
to solve the problem of searchable symmetric encryption [4], which was used
to solve the searchable symmetric encryption efficiency problem. We propose an
improved scheme in their framework. Szabo proposed the smart contract in 1994
[15], and the proposed method employs smart contracts as a platform to increase
the availability of computing resources.

3.1 Scheme of Searchable Symmetric Encryption

To improve the efficiency of searchable symmetric encryption, Eu-jin Guo intro-
duced a Bloom filter method for searchable symmetric encryption [4] that
included two participants, i.e., the file owner and the untrusted server. Here,
assume the file owner has n files denoted D1,D2, . . . , Dn. The file owner encrypts
these documents into ciphertexts C = (C1, C2, . . . , Cn) and constructs the corre-
sponding index set of I, and then sends C, I to the server. When the file owner
wants to look up documents including keyword w, he calculates trapdoor Tw for
keyword w and sends Tw to the server. The server searches for result Ci based on
tw, C and I, and then sends Ci to the file owner. Finally, the file owner decrypts
Ci to obtain Di.

Note that search symmetric encryption is considered secure if the server does
not obtain any information about the plaintexts when it only knows ciphertexts
or when it does not know any information about the plaintexts and keywords
except the search results when it executes search algorithms.

Assume file owner U has n encryption files C1, C2, . . . , Cn on server S.
The SSE scheme comprises functions (BuildIndex(·), SearchIndex(·)) and three
phases (setup, search, update). In the setup phase, indexes for C1, C2, . . . , Cn

are built by the search system, the retrieval task is performed in the search
phase, and the update phase updates the index when documents are changed,
added, or deleted. The process of the setup phase is shown in Fig. 1.

Fig. 1. The secure index setup phase



Using Smart Contracts to Improve Searchable Symmetric Encryption 185

We introduce the BuildIndex(·) and SearchIndex(·) functions in the
following.

– BuildIndex(C,Ktrapdoor): The function of the input is an encrypted doc-
ument C with unique file ID Cid ∈ {0, 1}n and some keywords w =
(w0, . . . , wt), as well as the corresponding keywords trapdoor Ktrapdoor =
(k1, . . . , kr) ∈ {0, 1}sr, ki ∈ {0, 1}s.
1. For each document Di for i ∈ [0, n], we do the following:

(a) We compute the trapdoor of each keyword wi, i.e. Buildtrapdoor
(Ktrapdoor, wi) = (t1 = f(wi, k1), . . . , tr = f(wi, kr)) ∈ {0, 1}sr.

(b) The corresponding ciphertext ID Cid information is added to get the
codewords e : e1, . . . , er, where (e1 = f(Cid, t1), . . . , er = f(Cid, tr)) ∈
{0, 1}sr.

(c) The codewords e : e1, . . . , er is added to the file Di Bloom filter BFi.
2. Output the index of C: IC = (Cid, BF ).

– SearchIndex(Tw, IC): The function of the input is the key word trapdoor
Tw = (t1, . . . , tr) ∈ {0, 1}sr corresponding to keywords W , and the index
IC = (Cid, BF ) corresponding to encryption file C.
1. Key word w is encoded according to Cid to obtain e, where e : (e1 =

f(Cid, t1), . . . , er = f(Cid, tr)) ∈ {0, 1}sr.
2. To determine if each position in y that contains a 1 corresponds to a 1

in the Bloom filter, we must determine if (bf(e) ∧ BF ) == bf(e) (e =
e1, e2, ..., er) is correct.

3. If the above is correct, 1 is output; otherwise, 0 is output.

The setup, search, and update phases are described as follows.

– Setup phase: The n files are uploaded to the server after the index is con-
structed.
1. First, the proper Bloom filter parameters are derived for each index. In

addition, we define Ktrapdoor = (k1, . . . , kr) ∈ {0, 1}sr, ki ∈ {0, 1}s.
2. Each file is assigned a unique ID, which is an integer represented by

i ∈ [1, n].
3. Each file builds an index as ICi

← BuildIndex(Ci,Ktrapdoor).
4. After each document is compressed and encrypted using standard algo-

rithms, the document and its index can be placed on server S.
– Search phase: When file owner U has a lookup requirement, server S must

be queried for the given keyword w so server S can return the file containing
the given keyword. Then, the following is performed.
1. File owner U calculates the trapdoor of w to obtain Tw ←

Buildtrapdoor(Ktrapdoor, w), and then sends Tw to the server S .
2. For all the indexes of ICi

, server S calls SearchIndex (Tw, ICi
) to test

matches. All matched files are returned to file owner U .
– Update phase: There are three possible scenarios in which an update oper-

ation may be used.
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1. Add file: When a file is added to the system, a unique ID is first assigned
to ciphertext file C, and then index ICi

is created for C.
2. Delete file: When a file is deleted from the system, we must delete both

the file and its index file.
3. Changing the contents of an existing document requires assigning a new

unique ID to the document and rebuilding the index by calling the
BuildIndex function with the new unique ID.

3.2 Smart Contract

Smart contracts are computer programs running on the blockchain. A smart
contract comprises program code, stored files, and an account balance. Any user
can create smart contracts by posting events to the blockchain. When creating
a smart contract, the contract’s program code is fixed and cannot be changed.
As shown in Fig. 2, the contract storage file is stored in the blockchain. The
contract’s program logic is executed by miners who reach consensus on the exe-
cution results and update the blockchain accordingly. The contract code is exe-
cuted when the user or another contract receives the message. When executing
its code, the contract can read or write from its storage file. A contract can have
an account to accept transfers from other accounts or contracts, or it can send
transactions to other accounts or contracts. Conceptually, the contract can be
considered a special “trusted third party.” However, the party is only trusted for
correctness (not privacy). Note that the entire state of the contract is visible to
all nodes. Figure 2 shows a schematic diagram of a smart contract.

Fig. 2. Schematic of a smart contract

4 Scheme of the Integrity Verification of Search Results

Here, we introduce the non-interactive integrity verification scheme for search
results. In this scheme, the Merkle tree is employed to verify the integrity of the
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search results. The non-interactive integrity verification scheme can be verified
on the blockchain. The searcher generates the result integrity certificate after
the search is completed. The smart contract can verify whether the searcher has
searched all the files according to the proof submitted by the searcher. The final
submitted result is complete without any omission.

4.1 Merkle Tree

In cryptography and computer science, the Merkle tree is a tree in which each
leaf node is marked with the hash value of a data block, and each non-leaf
node is marked with the hash value of the label of its child nodes. Merkle trees,
which are generalizations of hash tables and hash chains, allow efficient and safe
verification of the contents of large data structures. To prove that a leaf node is
part of a given binary hash tree, a logarithmic hash calculation of the number of
leaf nodes of the tree is required. Note that this differs from hash lists because
the number of hash lists is proportional to the number of leaf nodes. Figure 3
shows an example of a Merkle tree with four leaf nodes.

Merkle trees can be used to verify any type of data stored, processed, and
transmitted on or between computers. They ensure that the data blocks received
from other nodes in a point-to-point network are undamaged and unchanged,
and can even check whether other peer nodes have tampered with the data or
sent fake data. A Merkle tree is primarily used for data integrity verification
based on a hash. Many systems use Merkle trees for data integrity verification,
e.g., the IPFS, Btrfs, and ZFS file systems [18], as well as the Apache wave
protocol [16].

Fig. 3. Example Merkle tree with four leaf nodes

4.2 Proof of Integrity Verification of Search Results

Assuming there are n documents C, the keywords to be searched are repre-
sented by W . The file owner encrypts the keywords to trapdoor Tw and publishes
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trapdoor Tw and index collections I (I = (C,BF )). The searcher then searches
n encrypted documents according to the trapdoor Tw. The searcher calculates
bf(y) (y = e1, e2, ...er) according to Tw and document identifier Cid, and the
search results are obtained based on bf(y) and BF . To ensure the integrity of
search results (that is, the searchers have searched all documents rather than
only some documents), and can be use on blockchains, we propose the scheme
of the non-interactive integrity verification of search results.

For the search results for the keywords in each document, we obtain the search
results for each document where searchi = (bf(y)∧BFi) (the specific calculation
process is described in Sect. 5.2.). We then use each result searchi (i = 1, 2..., n)
as a leaf node to build a Merkle tree. We obtain the corresponding root node
Root when we finish constructing the Merkle tree. Here, the searcher uses their
public key to sign the Merkle tree root node and obtain sign = signsksearch

(Root).
Then, we use the hash function to generate a random number to construct the
proof of the result’s integrity. We compute H(sign||i) (i = 1, 2, ..., l) to generate
l random numbers, where l denotes the security parameter. Assuming we have
n documents that need to be searched, we create an array to save a proof of
the integrity of the search results, which we refer to as the array result integrity
proof (RIP). We then put the H(sign||i) mod n (i = 1, 2, ..., l) search result that
is H(sign||i) mod n and its path in the Merkle tree into the array RIP. We also
create a Result array to save the search results. When the searcher completes the
search, he outputs Result, RIP, and sign(Root). The algorithm used to search
the document and construct the RIP is given in Algorithm 1.

Algorithm 1. Search document and prove integrity of search results.

Search(Tw, I): When a searcher sees a demand that he wants to help search the
document, then the searcher will use the trapdoor Tw = (t1, . . . , tr) ∈ {0, 1}sr for word
w to test every index ICi in indexed collections I.

1: for every Ci in C do
2: The key word w is encoded according to Cid to get e, and e : (e1 =

f(Cid, t1), . . . , er = f(Cid, tr)) ∈ {0, 1}sr.
3: To see if each position in y that contains a 1 corresponds to a 1 in the bloom

filter, we need to detect (bf(e) ∧ BF ) == bf(e) (e = e1, e2, ..., er) is correct, and
add (bf(y) ∧ BFi) to the array search that searchH(sign||i) mod n (i = 1, 2, ..., l).

4: If so, add Ci to the array Result.
5: end for
6: Use array search to build a Merkle tree and get a Merkle tree root Root.
7: Searcher use his public key to sign the Merkle tree root Root and get sign =

signPKsearcher (Root)
8: Compute H(sign||i) (i = 1, 2, ..., l), the l denote the security parameter, then add

the searchH(sign||i) mod n (i = 1, 2, ..., l) and the Merkle tree path into the array
result integrity proof RIP.

9: Output Result, RIP and sign(Root).
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When verifying the integrity of the search results, first we verify that the
signature of the Merkle tree root. We then verify that the results in the array
Result are correct. Here, according to the root of the Merkle tree, we compute
H(sign||i) (i = 1, 2, ..., l) to generate l random numbers, based on the gen-
erated random numbers and the document to compute searchH(sign||i) mod n

(i = 1, 2, ..., l). Then, we verify that the path which would be provided in the
array RIP of the Merkle tree of searchH(sign||i) mod n (i = 1, 2, ..., l) is correct.
The algorithm used to verify results and the integrity of the results is given in
Algorithm 2.

Algorithm 2. Verification of results and result integrity proof
Verify(searcher, Result, RIP, sign(Root)): This function is used to verify the
result and result integrity.

1: Verify that the signature of the Merkle tree root Root is signed by the searcher.
2: Verify that the results in the array Result are correct, if correct then continues,

else incorrect return error 0.
3: According to the root of the Merkle tree to compute searchH(sign||i) mod n (i =

1, 2, ..., l).
4: Verify that the path which be given in the array RIP of the Merkle tree of

searchH(sign||i) mod n (i = 1, 2, ..., l) is correct, if correct then continues, else incor-
rect return error 0.

5: According to the compute process given in the SearchIndex function, the result of
the array RIP is correct, if correct return 1, else the error returns 0.

In the following, we discuss an example (Fig. 4) to illustrate the proposed
scheme. Here, assume there are four documents. Thus, when the search is
complete, we obtain four search results: search0, search1, search2, search3.
For each search result, search0 = (bf(y) ∧ BF0), search1 = (bf(y) ∧ BF1),
search2 = (bf(y) ∧ BF2), search3 = (bf(y) ∧ BF3). By using these four search
results as a leaf node to build the Merkle tree, we obtain the corresponding root
node. Assume Alice is searching for the result; thus, Alice signs the root with
her private key. The signature and i are joined together. We set i to 1 and 2.
Thus, we obtain two values: (sign||1) and (sign||2). After hash and modulus,
we obtain two random numbers between 0 and 3. Here, assume that H(sign||1)
is equal to 0, and H(sign||2)) is equal to 2. We save search0, search2 and the
corresponding Merkle tree path into to the RIP array. The search0, search2

and the corresponding Merkle tree path are used for subsequent result integrity
verification. In addition, we assume that search1 is the result of the search cri-
teria. We save the search1 in the array Result. If Bob is the verifier, Bob first
verifies that root is Alice’s signature. Then, Bob verifies that the results in the
array Result are correct; thus, Bob verifies that search1 is correct. Then, Bob
according to compute H(sign||1) mod 4 and H(sign||2) mod 4 to generate two
random numbers. Here, Bob obtains the two random numbers 0 and 2. Then,
Bob verifies that search0, search2 and the corresponding Merkle tree path are
correct, which completes the validation.



190 Y. Wu and K. Jia

Assume the search is complete with p (0 ≤ p ≤ 1), there are n documents
that need to be searched, and l(l ≤ n) random numbers need to be generated. If
the searcher does not fully search the entire document, only p ∗n documents are
searched. When validation of the Merkle tree is set up, the probability that the
searcher build a Merkle tree will be able to verify at once is pl. The larger the l
option, the lower the probability that the searcher will be able to pass validation
(when the searcher does not search the entire document), and the greater the
cost of not fully searching the entire document and provide correct Result, RIP,
and sign(Root). Here larger l results in more complete search results.

In the following, we examine an intuitive example; we see that a searcher
searches 99% of the files, l is set to 100, and the probability that the searchers
are successful in building the Merkle tree is 0.366. From the above mentioned
findings, it is obvious that the proposed method is extremely effective in ensuring
the integrity of the search results.

Fig. 4. Example of the proposed search result integrity verification of search results
(here, assume four files to be searched and l to 2)

5 Smart Contract Based Searchable Symmetric
Encryption

In this section, we propose the smart contract-based SSE scheme. The proposed
scheme includes search result integrity verification algorithm, an index genera-
tion algorithms, a ciphertext search algorithm, and a demand smart contract.
First, we describe the overall architecture of the proposed scheme. We then
explain the proposed scheme in greater detail.
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5.1 Scheme of Smart Contract Based SSE

Here, we introduce the smart contract-based SSE scheme and provide a secu-
rity proof. There are three roles in the proposed scheme: file owner, searcher,
and miner. The file owner has n documents denoted D = (D1,D2, ...,Dn). The
searcher’s task is to search the corresponding document based on the keywords
and indexes provided by the file owner. The miner’s task is to verify that the
search results are correct and pack the transactions into the blockchain. The
owner of the file first inputs the keywords to search and provides commission d.
When searcher finds searching demand then he searches the file according to the
keywords and index directory, and searcher will submit search results and results
integrity prove to the miners; if the verification through, miner will packaged the
results and integrity proof to block chain.

Our scheme has two phases. In series phase 1, the file owner creates a smart
contract for search demand. In phase 2, for a smart contract, the searcher can
submit the results, and the miner can verify the results. The specific process is
shown in Fig. 5, and we introduce our scheme below.

Fig. 5. Smart contract based SSE scheme

The proposed scheme involves two phases. In phase 1, the file owner creates
a smart contract for the search demand. In phase 2, for a smart contract, the
searcher can submit the results, and the miner can verify the results. The process
is shown in Fig. 5.

In phase 1, the file owner wants to search keyword w, and he encrypts the
keyword using the key Ktrapdoor to obtain the search trapdoor Tw = (t1 =
f(wi, k1), . . . , tr = f(wi, kr)) (Ktrapdoor = (k1, k2, ..., kr)), Then, the file owner
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Algorithm 3. Demand smart contract
1: variable Tw, I, d, owner \\trapdoor Tw index I = (C,BF ), commissions d
2:
3: function Demand(Tw input, I input, d input)
4: Tw=Tw input
5: I = I input
6: d = d input
7: owner=msg.sender
8: end function
9:

10: function Verify(searcher, Result, RIP, sign(Root))
11: if sign(R) is signed by searcher then
12: if Result are correct then
13: if the path of elements in the RIP is correct then
14: count=0
15: for i = 1; i <= l; i + + do
16: if search[H(sign||i)] == RIP [i] then
17: count++
18: end if
19: end for
20: if count==l then
21: return 1
22: end if
23: end if
24: end if
25: end if
26: return
27: end function
28:
29: function PayCommissions(searcher, Result, RIP, sign(Root))
30: if Verify(searcher, Result, RIP, sign(R))==1 then
31: Sent(owner, searcher, amount, Result)
32: Selfdestruct()
33: else
34: return
35: end if
36: end function
37:
38: function Destroy
39: if msg.sender == owner then
40: Selfdestruct()
41: else
42: return
43: end if
44: end function
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creates a smart contract that contains trapdoor Tw, index I = (C,BF ) and
commissions d.

Algorithm 3 presents a pseudocode framework for a file owner to publish a
trapdoor that needs to be looked up. Here, when creating a contract, the file
owner inputs trapdoor Tw, index I = (C,BF ), the corresponding commission d,
and the verification function.

In phase 2, when the searcher sees the search demand, he begins to search
trapdoor Tw. When the searcher finishes searching the documents, he calls func-
tion V erify(·) of the demand smart contracts and uses the results, results
integrity proof as parameters. If the verification is conducted through smart
contract, the commissions will be sent from the file owner to the searcher, and
the demand smart contract calls the function Destroy(·) to destroy itself. Oth-
erwise, authentication failure is returned.

If the file owner does not want to search the document, he calls the function
Destroy(·) to destroy the smart contract.

Search keywords can be single or multiple words. For simplicity, we only
consider the single keyword case. The proposed smart contract-based SSE scheme
is defined as follows:

Definition 1 (Smart Contract based Searchable Symmetric Encryption). A
smart contract based SSE is a set of six polynomial time algorithms SSE =
(Gen, Enc, Build, Buildtrapdoor, Search, Demand smart contract):

– K ← Gen(t, s, r): This probabilistic algorithm takes security parameters
t, s, r and outputs array key K.

– C ← Enc(Kfile,D): This algorithms takes file key Kfile, data file collection
D, and keyword collection W as input, and the file owner outputs encrypted
files C.

– I ← Build(C,W ): This algorithms takes encrypt file C and keywords W as
input, and the file owner outputs index I.

– Tw ← Buildtrapdoor(Ktrapdoor, w): This is the keyword trapdoor generation
algorithm. The file owner takes search keyword w, and trapdoor key Ktrapdoor

as input, and obtains trapdoor Tw as the output.
– (result, RIP ) ← Search(Tw, I): The searcher searches the encrypted files

according to the file owner’s requirements in the smart contract (keyword
trapdoor Tw and index I). The search results are returned to the array Result
and result integrity proof array RIP.

– Demand smart contract: This is created by the file owner and placed in
the blockchain. The file owner initializes the contract and calls the con-
structor function Demand(·) to initialize the parameter trapdoor Tw, index
I = (C,BF ), and commissions d parameters. The searcher calls the function
PayCommissions(·) to submit the result and the RIP. The miner uses the
function Verify(·) to verify the result and the RIP. The file owner calls the
function Destroy(·) to destroy the smart contract.
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5.2 Details of Smart Contract Based SSE Scheme

In the proposed smart contract-based SSE scheme, there are three participants,
i.e., the file owner, the searcher, and the miner. The file owner has n files denoted
D = (D1,D2, ...,Dn) that need to be uploaded to the network. Prior to upload-
ing, the file owner selects the secure function. Here, f : {0, 1}∗×{0, 1}s → {0, 1}s

and H1 : {0, 1}∗ × {0, 1}t → {0, 1}t are secure pseudorandom functions. Note
that H : {0, 1}∗ → {0, 1}t is a collision-resistant hash function, and c = t+ t+sr
denotes the security parameter. The main steps of the algorithm are described
as follows.

– Gen(t, s, r). The data owner takes security parameters t, s, r as input,
and it outputs secret key array K = (Kfile,Ktrapdoor,KMAC), where
(Kfile,Ktrapdoor,KMAC) ← {0, 1}t+t+sr, Kfile ← {0, 1}t,Ktrapdoor ←
{0, 1}t,KMAC ← {0, 1}sr. Kfile is used to encrypt the data documents, and
Ktrapdoor is used to generate the search trapdoor Tw for the keyword w.
KMAC is used to generate a MAC for Ci.

– Enc(Kfile, D): There are two steps in this function. First, the data owner
uses key Kfile to encrypt the documents collection D = (D1,D2, ...,Dn):
Ci = EncKfile

(Di)(1 ≤ i ≤ n), MACCi
= H1(KMAC , Ci) then set C ←

((C1,MACC1), (C2,MACC2), . . . , (Cn,MACCn
)). Then, the data owner gen-

erates an index to optimize the search time complexity for future searches.
First, the data owner extracts keywords collection W = (w1, w2, . . . , wr) from
each Di and obtains a total of nr keywords for n documents.

– Build(C,W). Before the n documents are encrypted, the indexes are built as
follows. Here, the input is document C comprising a unique identifier Cid ∈
{0, 1}n (each encrypted file Ci has a unique identifier Ciid), and a list of
keywords (w1, w2, . . . , wm) ∈ {0, 1}∗ (assume each file has m keywords). Here
Ktrapdoor = (k1, . . . , kr) ∈ {0, 1}sr.
I. The following is performed for each document Ci in C.

1. For each different keyword wj for j ∈ [0,m], perform the following.
(a) Compute the trapdoor of each keyword: (t1 = f(wj , k1), . . . , tr =

f(wj , kr)) ∈ {0, 1}sr.
(b) The corresponding ciphertext ID Cid information is added to get

the codeword e : e1, . . . , er, where (e1 = f(Cid, t1), . . . , er =
f(Cid, tr)) ∈ {0, 1}sr.

(c) codeword e : e1, . . . , er is added to the file Di Bloom filter BFi.
2. The output secure index of C is IC = (Cid, BF ).

II. Output I = {IC1 , . . . , ICn
}

– Buildtrapdoor(Ktrapdoor, w): Given trapdoor key Ktrapdoor = (k1, ..., kr) ∈
{0, 1}sr and keyword w, Tw = (f(w, k1), ..., f(w, kr)) ∈ {0, 1}sr is output as
the trapdoor.

– Search(Tw, I). When a searcher observes a demand, he wants to help search
the file. Then, the searcher uses trapdoor Tw = (t1, . . . , tr) ∈ {0, 1}sr for
keyword w to test each index ICi

in indexed collections I.
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1. The following is performed for Ci in C.
a. Keyword w is encoded according to Cid to obtain e, where e : (e1 =

f(Cid, t1), . . . , er = f(Cid, tr)) ∈ {0, 1}sr.
b. To determine if each position in y that contains a 1 corresponds to a 1

in the Bloom filter, we must determine whether (bf(e)∧BF ) == bf(e)
(e = e1, e2, ..., er) is correct, and then add (bf(y) ∧ BFi) to the array
search that searchH(sign||i) mod n (i = 1, 2, ..., l).

c. If this is correct, Ci is added the array Result.
2. An array search is employed to build a Merkle tree and obtain the Merkle

tree root Root.
3. The searcher uses their private key to sign the Merkle tree root Root and

obtains sign = signPKsearcher
(Root).

4. Compute H(sign||i) (i = 1, 2, ..., l) and add searchH(sign||i) mod n (i =
1, 2, ..., l) and the Merkle tree path to the array RIP, where l denotes the
security parameter.

5. Output Result, RIP, and sign(Root).
– Demand smart contract. This contract is described in Algorithm 3. This

contract contains four functions: Demand(·), Verify(·), PayCommissions(·),
and Destroy(·), which are described as follows.

– Demand(Tw, I = (C,BF ), d). This function is used by the file owner to
initialize the smart contract. The file owner initializes trapdoor Tw, index
I = (C,BF ), commissions d and the initial contract owner.

– Verify(searcher, Result, RIP, sign(Root)). This function is used to
verify the result and RIP.
1. Verify that the signature of the Merkle tree root Root is signed by

the searcher.
2. Check that the results in the array Result are correct. If the results

are correct, continues; otherwise, return error 0.
3. Compute searchH(sign||i) mod n (i = 1, 2, ..., l) according to the root

of the Merkle tree.
4. Verify that the path given in array RIP of the Merkle tree of

searchH(sign||i) mod n (i = 1, 2, ..., l) is correct. If this is correct, then
continues; otherwise, return error 0.

5. According to the compute process given in the SearchIndex function,
the result of the array RIP is correct. If this is correct, return 1;
otherwise, return error 0.

– PayCommissions(searcher, Result, RIP, sign(Root)). This func-
tion is used by the searcher to submit the lookup result and result integrity
proof. If the result of the submission is verified, the smart contract
transfers the commission from the file owner’s account to the searcher’s
account. Then, the smart contract is destroyed. Here, if validation fails,
a validation error is returned.

– Destroy(). This function is used by the file owner to cancel the demand
and destroy the smart contract. The function first determines whether
the calling function is from the file owner. If so, the destroy operation is
performed; otherwise, a call error is returned.
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6 Security and Performance Analyses

In this section, we apply a simulation paradigm [4] to define the security of the
proposed scheme. We also present a security analysis and security proof. Finally,
we analyze the performance of the proposed scheme.

6.1 Security Analysis

The proposed scheme can guarantee the correctness of search data and the
integrity of search results. We apply SSE based on the smart contract, and
file owners can publish demands through the smart contracts. When a searcher
observes the file owner’s the file search demand through smart contracts, he
starts to search. When the searcher finishes searching, he sends the results to
the smart contracts for accuracy and integrity verification. If verification is suc-
cessful, the searcher obtains the commissions. When the searcher completes the
search, a Merkle tree is constructed for each file’s search results, and the root
of the Merkle tree is signed with the searcher’s private key. Then, according to
the root of the signature and i, to compute a hash, modulo the number of the
files n, H(sign||i) mod n, and then give the search result of the corresponding
searchH(sign||i) mod n (i = 1, 2, ..., l) and the path of the result in the Merkle
tree. The purpose of the root signature is to ensure that when the result is sub-
mitted, the miner will not tamper with the searcher while verifying the result,
and that the commission will be sent to the searcher. When the results are sub-
mitted, the searcher needs to give the results integrity proof, that are a partial
search result random given by hash value and the corresponding Merkle tree
path, so our scheme can avoid searcher deliberately omitting the search results
to save computational cost or other reasons. The fairness of the proposed scheme
is based on the fact that the blockchain cannot be tampered with. Search files
on smart contracts are encrypted; thus, when only a ciphertext is retrieved, the
searcher cannot learn anything about the plaintext. The search keywords in the
smart contract are also encrypted; thus, the server cannot view any information
about the plaintext and keywords other than the search results when executing
the search algorithm. The information uploaded to the blockchain and smart
contract only includes the encrypted keywords (trapdoor Tw), encrypted cipher-
text, and Bloom filter; thus, no one (searchers, miners, etc.) can obtain any
information related to the keywords and search plaintext through block data
and the smart contract. The smart contract-based SSE follows the above two
properties; thus, it provides secure SSE.

We present a theorem to prove that the proposed scheme is secure. Here,
we used a real/ideal simulation model to prove security, which is fully described
in the paper [4]. A number of SSE-related papers [5–7] have used this security
model to prove security.

Definition 2 (IND-CKA2 Security). If a smart contract based SSE protocol is
secure, the adversary should not distinguish the real game RealΠA (c) and the
simulation game IdealΠA,B,S(c).



Using Smart Contracts to Improve Searchable Symmetric Encryption 197

Here, let Π be a smart contract based SSE scheme, where Π =
(Gen,Enc,Build,Buildtrapdoor, Search,Demand smart contract), and c =
t + t + sr is the security parameter. A represents the attacker, B represents the
environment that can simulate the Ethereum system, C represents the challenger,
and S represents the simulator.

RealΠA (c): Challenger S can obtain key array K by performing operation
K ← Gen(j, s, r). After S obtains K, he will give the signature to be verified by
the public key to Adversary A. A gives challenger C a set of randomly selected
files D = (D1,D2, ...,Dn). Then, challenger C can obtain (I, C) by performing
operation Build(Enc(K,D),W ). After challenger C obtains (I, C), they send
(I, C) to A. Challenger C returns (commissions, Tw) to attacker A to perform a
polynomial query based on the different keyword wi selected by the attacker A.
Then, attacker A queries Result and RIP by asking the C. Finally, A produces
a bit b that is returned by the experiment.

IdealΠA (c): Attacker A randomly selects D to satisfy condition |DIdeal| =
|DReal|, where D ← {0, 1}∗. Here, simulator S obtains (I, C) by performing
operation ← S(L(D)) (L(D) is defined in [3]). When the simulator calculates
(I, C), it sends (I, C) to attacker A. The challenger C returns Result and RIP
to attacker A to perform a polynomial query in the B environment based on the
different keyword wi selected by attacker A. Finally, A produces a bit b that is
returned by the experiment.

If we can find a PPT S for all PPT A, that makes D,
|Pr[D(viewreal) = 1] − Pr[D(viewideal) = 1]| ≤ negl(c) distinguishable for all
polynomial sizes. Then, we can prove that Π is IND-CKA2 secure.

Theorem 1. If the proposed SSE based smart contract scheme is an adap-
tive IND-CKA2 scheme, then the conditions to be met are H1, f should be
a pseudorandom function, H should be an anti-collision hash function, and
ε = (Enc,Dec) should be an IND-CPA [4] symmetric encryption scheme.

Proof. We can build a PPT simulator S = S0,S1, . . . ,Sq for attackers, which
allows A = A0,A1, . . . ,Aq to output two results V iewreal and V iewideal. How-
ever these two results are indistinguishable during computation. Here, through
the trace of a given history L, simulator S can be generated (I∗, C∗, tw, Result,
RIP) using the following methods.

– First, we discuss simulation I∗. Here, if q = 0, all files sizes are available to
the simulator from L. S could set I∗ to a random string of size |I| by taking
advantage of that information. S sets C∗

i ← {0, 1}|Di| first, and then sets the
state of I∗ to stS . Note that state stA0 has no key value for Ktrapdoor; thus,
S will do a uniform random selection of w for each keyword.
If q ≥ 1, attacker stA first select (stA0 , t

∗
w∗

0
) ← {0, 1}∗ and Macw∗

0

∗ ← {0, 1}∗

randomly and evenly for each keyword w∗
0 . Then, S select w∗

i (q ≥ i ≥ 1)
based on (w∗

i−1, stAi−1). S then randomly selects (stAi
, t∗w∗

i
) ← {0, 1}∗ and

Macw∗
i

∗ for each keyword w∗
i .

We know that I∗ and I are indistinguishable because H1 and {0, 1}∗ ×{0, 1}t

are indistinguishable. In the same manner, ε = (Enc,Dec) is IND-CPA; thus,
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we can also know that C∗ is indistinguishable from the real ciphertext c. In
the absence of key KMAC in state stA0 , there is no way for an attacker to
distinguish between the MACCi

∗ and MACCi
generated in the Enc(·) step.

This MACCi

∗ is selected randomly and uniformly from {0, 1}t.
– Now, we simulate T ∗

w. If t∗w,K∗
tonke and tw,Ktrapdoor (generated by func-

tion Build(·)) are indistinguishable, the conclusion is good. If q = 0, S
will randomly and evenly select t∗w,K∗

tonke from {0, 1}k. If q ≥ 1, calculate
(t∗w∗

i
,K∗

trapdoor) ← {0, 1}∗ and select w∗
i , q ≥ i ≥ 1 based on stAi−1 , w

∗
i−1, i ≥

1. Here, the pseudorandom functions H1 and {0, 1}∗ × {0, 1}t are indistin-
guishable; thus, we can say that T ∗

w and true Tw are indistinguishable.
– Simulate RIP ∗. The pseudorandom function f is indistinguishable; thus, e

and e∗ generated in the search step are indistinguishable. The anti-collision
hash function h is indistinguishable, the resulting RIP and the simulated
RIP ∗ are indistinguishable.

Definition 3. If the scheme is fair to both searchers and file owners, we say
that the scheme satisfies fairness.

Theorem 2. If the blockchain is irreversible and the smart contract runs in the
blockchain, the proposed scheme will satisfy fairness.

– When the search task is generated, the commission is stored in the smart
contract account. If the searcher fails to find the correct result, they will
not obtain the commission. When the searcher finds the correct result, the
file owner cannot refuse to pay the commission, and the smart contract will
automatically transfer the commission to the searcher.

– The smart contract runs in the blockchain; thus, the file owner cannot change
the task after publishing the search task, and the searcher cannot change the
correct search result after receiving the commission.

– If both parties execute the agreement honestly, the user can obtain the correct
results from the smart contract, and the searcher can obtain a commission.

Definition 4. If we can verify whether the search results are complete and with-
out omission, we say that the SSE scheme satisfies result integrity verification.

Theorem 3. If the smart contract can correctly execute our result integrity
proof, then the scheme satisfies result integrity verifiable.

Proof. After the searcher submits the results, the smart contract will implement
the result integrity verification algorithm (Sect. 4.2). If the result is correct and
there is no omission, the smart contract will pass verification. If the submitted
result is correct but missing, it cannot pass the result integrity verification of
the smart contract. 	
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6.2 Performance Analysis

Here, we analyze the efficiency and security of the proposed scheme and compare
it to related schemes.

For users, search time determines the practicability and feasibility of the SSE
scheme; thus, we primarily consider calculation and communication costs during
the search stage. Table 2 shows how the proposed scheme performs in the search
phase compared to related schemes. As shown in Table 2, the search time of the
scheme proposed Kamara et al. [5] is the fastest because this scheme is designed
to run parallel. However, this scheme does not satisfy fairness does not provide
an integrity proof of the result. Thus, if the searcher returns incorrect results
or if the searcher disappears after receiving a commission from the user, the
user will lose both money and the search results. Therein lies the unfairness.
To achieve fairness, another scheme [7] requires at least six transactions and
three communications, which may prolong the time required for users to obtain
results. The proposed scheme only requires two transactions and two rounds
communication.

Table 2. Comparison of results of different schemes

Different

scheme

Search time

complexity

Communication

complexity

Verifiable Attacker Fairness Result

integrity

verifiable

Parallel [5] O(mlog(n)) 1 Yes Server is

honest-but-curious

No No

Uc-secure [6] O(n) m Yes Server is malicious No No

BC [7] O(n) 6 Yes Server is malicious

and user is malicious

Yes No

Our scheme O(n) 2 Yes Server is malicious

and user is malicious

Yes Yes

6.3 Experimental Analysis

We develop an encrypted file search system. Here, we conduct relevant experi-
ments on the number of different files and number of keywords, and we compare
the time of completeness of the generated results and search time. The experi-
mental data are shown in Table 3.
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Table 3. Time required to search for encrypted files and obtain the result integrity
verification

Number of
documents

Number of
keywords

Search time(s) Result integrity
verification(s)

2000 4 3.745 3.747

4000 4 3.912 3.902

6000 4 4.049 4.053

8000 4 4.282 4.286

10000 4 4.459 4.467

12000 4 4.576 4.571

2000 6 3.754 3.736

4000 6 3.909 3.913

6000 6 4.045 4.049

8000 6 4.283 4.287

10000 6 4.461 4.468

12000 6 4.567 4.573

2000 8 3.761 3.765

4000 8 3.908 3.917

6000 8 4.054 4.053

8000 8 4.291 4.292

10000 8 4.473 4.474

12000 8 4.577 4.581

2000 10 3.777 3.781

4000 10 3.931 3.928

6000 10 4.074 4.069

8000 10 4.296 4.293

10000 10 4.485 4.481

12000 10 4.596 4.594

From the experimental data, we conclude that, after adding the result
integrity verification, the overall time is doubled, which is still within the accept-
able range; thus, we consider that the proposed system provides sufficient avail-
ability.

We run our smart contract on the test network of Ethereum. Running our
smart contract will burn 72000 gas per time on average, while the normal transfer
on Ethereum test network will burn 20000 gas; therefore, our scheme is practical.
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7 Conclusion

In this paper, we have proposed smart contract based SSE. Existing SSE pro-
tocols can resist malicious servers using MAC algorithms, but only if the server
is actively running. If the server receives a user’s money but does not provide
service to the user or the server is closed after receiving the user’s money, the
user cannot withdraw the money. In addition, if the server wants to reduce com-
putational costs and bandwidth, it will reduce the number of documents to be
searched and omit a part of the search results; thus, there is no guarantee that all
files will be searched. The proposed scheme solves this problem effectively using
an integrity proof of search results and a smart contract. The proposed scheme
guarantees the authenticity and integrity of the search results, and through the
signature of the Merkle tree root that the searcher who searches the results will
not be tampering by the miners after the submission of the results.
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Abstract. Different kinds of Internet-of-Things (IoT) devices have been
widely deployed in recent years, bringing great convenience as well as
security threats. Given the grim situation of IoT security, various traffic-
based security management systems specially designed for IoT systems
have also been developed, such as device identification systems and
anomaly detection systems. A lot of such systems are trained and evalu-
ated on datasets collected only in short time periods and lack long-term
evaluation. Intuitively, the communication behaviors and traffic profile
of IoT devices may keep evolving due to factors like software or firmware
update and the changes of user habits. It remains to be evaluated whether
these IoT security management systems can adapt well to the device
behavior evolutions, which matters a lot to the real-world performance.
In this paper, we give a systematic discussion about the adaptability of
IoT security management systems. We summarize the factors that may
cause changes on the traffic profiles of IoT devices and how they can
influence the long-term performance of IoT security management sys-
tems. We hope our work can serve as a base for further study on the
building of adaptive systems for the security of IoT devices.

Keywords: Internet-of-Things · Security management · Adaptability ·
Device behavior evolutions

1 Introduction

The proliferation of different kinds of Internet-of-Things (IoT) devices has facil-
itated many aspects of people’s daily life, such as smart home, smart city and
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industrial control. However, the deployment of these mini devices also poses new
challenges to cyber security. For example, Mirai, a large-scale botnet which is
mainly composed of compromised IoT devices, caused great damages by launch-
ing powerful distributed denial-of-service (DDoS) attacks [2]. It is also demon-
strated that such IoT-based botnets are becoming more and more resilient and
can even bring down the power grid [7,13]. Given the severe security threats
brought by IoT devices, many systems to perform identification [6,9,10,12],
monitor [5,8,14,16] and anomaly detection [11,15] to IoT devices by traffic
modeling and analysis have been developed to help network managers ensure
that the deployed IoT devices are functioning as expected. We refer to these sys-
tems as IoT security management systems. Considering IoT devices usually have
only very simple functionalities and constrained communication and computing
capacities, many IoT security management systems depend on the characteri-
zation of traffic generated by IoT devices and the construction of models that
depict the normal traffic profiles of IoT devices. Such IoT security management
systems are shown to achieve excellent performance and can realize the expected
security management purposes.

However, for the evaluations of these IoT security management systems, both
of the training and test processes are usually based on the traffic datasets col-
lected in short time periods. Because it is impractical to collect traffic traces
spanning long time periods for the training and test of these IoT security man-
agement systems in both laboratory and real-world environments. Nevertheless,
many IoT devices interact with changing environments. The changes of weather
or seasons will also influence the user activities and then change the way they
use IoT devices. Moreover, technical issues like software or firmware updates and
configurable properties may also make the traffic profiles of IoT devices change
dramaticly. Thus, a problem of adaptability, whether existing IoT security man-
agement systems can keep their high performance in the long-term running,
arises because the characteristics of traffic generated by the same IoT devices
may keep evolving in the process of uses.

Adaptability is of great importance for practical IoT security management
systems to be deployed in real-world scenarios, without which, the systems will
be very fragile and the behavior evolutions of IoT devices can easily jeopardize
their performance and then compromise the network management. However, it
seems that previous works on IoT security have ignored the evaluation of the
system adaptability to the device behavior evolutions and this property needs
more attention in the future development of IoT security management systems.
In this paper, we try to give a prelimilary but systematic investigation about the
problem of adaptability by discussion on the following research questions (RQ):

– RQ1: How device behavior evolutions caused by different factors will affect
the traffic profiles of IoT devices?

– RQ2: Can current IoT security management systems based on the traffic
profiles adapt well to the device behavior evolutions?

– RQ3: What are the possible solutions to improve the adaptability of IoT
security management systems or build self-adaptive systems?
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We hope our work can serve as a base for further studies on the building of
adaptive systems for the security of IoT devices. The remainder of this paper
is organized as follows: Sect. 2 gives a review about the existing IoT security
management systems based on the traffic features or profiles; Sect. 3 summarizes
and categorizes different factors that may cause evolutions on the generated
traffic of IoT devices; Sect. 4 discusses the possible solutions to build adaptive
security management systems for IoT devices; Sect. 5 concludes the work.

2 IoT Security Management Systems

Existing IoT security management systems based on the traffic characteristics
can be divided into 3 classes: device identification, event fingerprinting and intru-
sion detection. We will review these 3 classes of works and the traffic features
they tend to use respectively.

Device Identification: A single IoT device has only very simple functionality
and there are usually various different types of IoT devices in the environments
equipped with IoT systems. Thus, knowing what IoT devices are connecting
to the network is the first step to enable further management policies towards
the IoT devices. Besides, device identification systems can also help with the
discovery of unauthorized or vulnerable devices. Some works utilize identifiable
fields in the traffic to recognize IoT devices, such as destination IP addresses,
domain name queries and certificates [6]. Others leverage features in different
resolutions, including packet level, flow level and session level, with machine
learning models to classify traffic generated by different IoT devices [9,10,12].
Many device identification methods extract feature vectors in terms of traffic
traces collected in short durations, ranging from minutes to hours. Both of the
selected features and the durations of instances to be classified may influence
the adaptability of the device identification methods. What’s more, in the eval-
uations of these works, the training and test datasets are usually derived from
traffic generated by the same devices in different periods, completely ignoring
the impact of the deployment environment and user habits, which may matter
much to the real-world scenarios, especially in long terms.

Event Fingerprinting: It is presented that the events happening on IoT
devices that trigger the changes of their working status (trigger events) often
correspond to some fixed traffic patterns, based on which, event fingerprinting
systems can be developed to help network managers monitor the working status
of deployed IoT devices [8,14]. With the persistent awareness of the working
status of all the IoT devices, network managers can even monitor the seman-
tic contexts of the IoT devices and detect context-relevant anomalies like event
spoofing and device failure [5,16]. Unlike device identification, event fingerprint-
ing systems tend to use very simple features, short sequences of packet lengths
and directions, to detect the events happening on IoT devices by pattern match-
ing [5,8,14,16]. Intuitively, although such simple signatures can be very precise,
they are also very fragile at the same time, because the most minor update of
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the firmware or changes on distinct device configuration parameters (e.g., cre-
dentials and device IDs) could destroy the signatures and it will take much effort
to maintain the signatures if the changes are frequent.

Intrusion Detection: Intrusion detection systems (IDS) aim to detect all kinds
of attack traffic sent by malicious attackers to compromise IoT devices. Consid-
ering the simple functionalities of IoT devices, anomaly-based IDSes, which build
the profile of the normal traffic generated by IoT devices and regard any traffic
deviated from the profile as intrusions, become popular in the networks serving
IoT devices [11,15]. However, the traffic generated by some IoT devices may
change dramaticly according to the user activities. For example, surveillance
cameras are silent when users are at home and generate much large-volume traf-
fic when the users leave their houses; the using frequency of air-conditioners can
vary a lot in different seasons, which means that the communication behaviors
of IoT devices can drift to deviate from the known normal profiles by them-
selves, not just intrusions. Without taking these factors into consideration, the
long-term performance of IDSes for IoT devices may be quite questionable.

3 IoT Device Behavior Evolutions

In this section, we summarize the factors that may incur evolutions in the traffic
generated by IoT devices and their possible implications on the IoT security
management systems. Technical issues are the most common reasons that cause
IoT devices to behave differently. Regular software or firmware updates are the
most common issues that change the communication patterns of IoT devices.
The IP addresses of cloud servers and domain names queried by the devices,
coming from content delivery networks (CDN), can change frequently with the
updates and then compromise device identification systems based on these fields.
In addition, many IoT devices support multiple users, configurable credentials
or parameters and user-defined trigger-action rules, which can all be reflected in
the traffic characteristics. And the impact of these changes on systems based on
only simple traffic features, like exact packet lengths, will be catastrophic.

Besides technical issues, the ways in which users interact with the IoT devices
will also often bring evolutions to device behaviors. The functionalities of most
IoT devices are closely tied with people’s living and producing activities, which
naturally change with the seasons. The evolutions caused by human activities,
such as daily routines, lifestyles and producing plans, are mainly reflected in
the using frequencies and durations of different IoT devices, which can reshape
many spatial-temporal characteristics of traffic generated by the devices. For
intrusion or anomaly detection systems, the changes of user habits must be taken
into consideration, otherwise, by regarding traffic traces collected only in some
periods as the whole normal profiles, a storm of false alerts will be generated
once immense changes of user habits take place.

Having said the behavior evolutions of IoT devices, there may also exist some
stable traffic features, like protocols and ports used by the devices, because
the hardware and core functionalities of IoT devices can hardly change after
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coming into uses. However, intuitively, these relatively stable features are not
distinguishable enough to achieve the goals of IoT security management. Thus,
the adaptability of IoT security management systems to the device behavior
evolutions should get more attention. Both of the empirical evaluations and the
enhancement of the adaptability of IoT security management systems are in
highly demand in the future works.

4 Possible Solutions

In this section, we briefly discuss the possible solutions to cope with the IoT
device behavior evolutions. A prelimilary method is to enrich the training
datasets so that the datasets can cover all the possible traffic patterns that IoT
devices may exhibit as much as possible. However, on one hand, this increases the
overhead to prepare the data and makes the performance of systems sensitive to
the training datasets. On the other hand, this method may only apply to the evo-
lutions caused by user activities and the changes incurred by device software or
firmware updates are usually unpredictable and remain unsolved. What’s more,
for anomaly detection systems, current user habits are also important factors to
determine whether the ongoing device behavior is abnormal. It may hinder the
system performance to simply add the training data without proper contexts.

Another possible solution is to enable lifelong learning and detection for
the systems, which is a hot topic in current anomaly detection community [3].
Lifelong learning means that when the system makes some mistakes, it can be
trained increamentally by directly learning from the administrators’ feedback
to avoid making the same mistakes again. This method is a kind of remedy
afterwards with lots of human intervention and cannot eliminate the performance
loss caused by evolutions proactively. Additionally, it is also challenging to make
the system get aware of the different contexts between the newly coming feedback
and the previously learned model that should perhaps be forgotten sometimes.

Machine learning methods are widely used in existing IoT security manage-
ment systems. Nevertheless, similar problems, called concept drift, have already
been investigated in machine learning community [1,4]. Concept drift means
that the statistical properties of the target variable, which the model is trying to
predict, change over time in unforeseen ways. While in IoT scenarios, many secu-
rity management systems are trying to fit some mapping relationships with the
traffic features, which also keep changing over time due to the device behavior
evolutions. Therefore, adaptive learning methods that update predictive models
online during their operation to react to concept drifts, may provide inspirations
to deal with the IoT device behavior evolutions. However, a lot of future work
is still needed to dive deep into the regularities of IoT device behavior evolu-
tions and combine general adaptive learning algorithms with the IoT security
management objectives.
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5 Conclusion

In this paper, we focus on the adaptability of IoT security management sys-
tems to device behavior evolutions. We give systematic summary and analyses
on the existing IoT security management systems, different kinds of evolutions
happening on IoT devices and the possible solutions to build adaptive systems
for the security of IoT devices. We find that the adaptability of IoT security
management systems did not get enough attention despite its great importance
and we hope our work can serve as the base of further study on adaptive IoT
security management systems.
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