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Peter Nielaba

In this section, four physics projects are presented, which achieved important sci-
entific results in 2019/20 by using Hazel Hen/Hawk at the HLRS and ForHLR II of
the Steinbuch Centre.

Fascinating new results are being presented in the following pages on quantum
systems (anomalous magnetic moment of the muon, photoionization of neon,
ultracold Bosons’ hierarchical superfluidity in a cavity, dynamics of fragmentation,
entropy, angular momentum, correlations, and fluctuations of interacting bosons
and fermions in one- and two-dimensional double-well potentials), on soft matter/
biochemical systems (human proteasome inhibited by a covalent ligand), and on
astrophysical systems (general relativistic binary merger evolutions).

Studies of the quantum systems have focused on the anomalous magnetic
moment of the muon, and on the photoionization of neon, ultracold Bosons’
hierarchical superfluidity in a cavity, as well as on the dynamics of fragmentation,
entropy, angular momentum, correlations, and fluctuations of interacting bosons
and fermions in one- and two-dimensional double-well potentials.

M. C¢, A. Gérardin, G. von Hippel, B. Horz, R. J. Hudspith, H.B. Meyer, K.
Miura, D. Mohler, K. Ottnad, S. Paul, A. Risch, T. San José, S. Schaefer,
J. Wilhelm, and H. Wittig from Mainz (M.C., A.G., G.H., B.H.,RJH., HB.M.,, K.
M., D.M,, K.O,, S.P, AR, T.S., J.W., HW.), Darmstadt (M.C., K.M., D.M., T.S.),
CERN (M.C.), Zeuthen (A.G., S.S.), Marseille (A.G.), and Berkeley (B.H.) present
interesting results obtained by their lattice QCD Monte Carlo simulations on Hazel
Hen in their project GCS-HQCD on hadronic contributions to the anomalous
magnetic moment of the muon. In particular, the authors focussed on the hadronic
vacuum polarization and light-by-light scattering contributions to the muon
anomalous magnetic moment, as well as on the hadronic contributions to the energy
dependence of the electromagnetic coupling and the electroweak mixing angle.

P. Nielaba
Fachbereich Physik, Universitdt Konstanz, 78457 Konstanz, Germany
e-mail: peter.nielaba@uni-konstanz.de
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Despite the important progress made in the project, the authors conclude that the
results indicate that additional statistics would be important to decide on the
importance of “new physics” contributions.

A. U. J. Lode, O.E. Alon, M.A. Bastarrachea-Magnani, A. Bhowmik, A.
Buchleitner, L. S. Cederbaum, R. Chitra, E. Fasshauer, L. de Forges de Parny, S.
K. Haldar, C. Leveque, R. Lin, L. B. Madsen, P. Molignini, L. Papariello, F.
Schifer, A. I. Strelstov, M. C. Tsatsos, and S.E. Weiner from Freiburg (A.U.J.L.,
M.A.B., AB., LF, ES., ), Haifa (O.E.A., AB., SK.H., ), Aarhus M.A.B., E.F.,
L.B.M.,), Heidelberg (L.S.C., A.LS.), Ziirich (R.C., R.L., P.M., L.P.,), Sophia
Antipolis (L.F.,), Sonipat (S.K.H.), Wien (C.L., L.P.), Oxford (P.M.,), Basel (F.S.),
Sao Paulo M.C.T.), and Berkeley (S.E.W.) present interesting results obtained in
their project MCTDH-X with their multiconfigurational time-dependent Hartree
method for indistinguishable particles (MCTDH-X) on Hazel Hen and Hawk. In the
past the authors have implemented their method to solve the many-particle
Schrédinger equation for time-dependent and time-independent systems in various
software packages (MCTDHB, MCTDHB-LAB, and MCTDH-X). The authors
present their method and interesting new results of their investigations on the
photoionization of neon, the superfluidity in Bose-Einstein condensates interacting
with light, the dynamical behavior of bosons and fermions in a double well, the
spectral structure and many-body dynamics of ultracold Bosons in a double-well,
the universality of fragmentation and fragmented resonant tunneling in an asym-
metric bosonic Josephson junction, and on the impact of the transverse direction on
the many-body tunneling dynamics in a two-dimensional bosonic Josephson
junction.

Studies of the soft matter/biochemical systems have focused on the human
proteasome inhibited by a covalent ligand.

M. H. Kolaf, L. V. Bock, and H. Grubmiiller from Géttingen (M.H.K., L.V.B.,
H.G.) and Prague (M.H.K.) present interesting results obtained in their project
GCS-Prot on the human proteasome inhibited by a covalent ligand by atomistic
simulations with the GROMACS 2016 package and a self-compiled version on
Hazel Hen. The authors carried out atomistic molecular dynamics simulations of the
native and inhibited proteasomes to understand the molecular details of the inhi-
bition, describe here the technical details of the simulations and assess the quality of
the trajectories obtained. The biochemical aspects of the proteasome are under
further investigation.

The studies of the astrophysical systems have focused on general relativistic
binary merger evolutions.

R. Gold and L. Rezolla from Frankfurt am Main present interesting results
obtained in their project BBHDISKS on general relativistic astrophysics and com-
pact objects on Hazel Hen. The authors present matter evolutions in spacetime
metrics of two black holes in orbit around each other. After software development
and merging (BHAC/MPI-AMRVAC/Kadath), the authors are now able to evaluate
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the spacetime metric to spectral accuracy on any (e.g. non-uniform) numerical grid.
The authors initialized and evolved matter configurations within a binary spacetime
and can now handle the nature of black hole horizons.
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Abstract The Standard Model of Particle Physics constitutes a highly successful
theoretical framework for the treatment of the strong, electromagnetic and weak
interactions. Still, it fails to provide explanations for dark matter or the abundance
of matter over antimatter in the universe. A promising hint for physics beyond the
Standard Model is provided by the persistent tension of 3.7 standard deviations
between the theoretical estimate for the muon anomalous magnetic moment, a,, =
%(g — 2),, and its direct measurement. With the advent of new and more precise
measurements, the precision of the theoretical estimate, which is dominated by effects
of the strong interaction, must be increased. In our project we compute a variety of
hadronic contributions to precision observables, using the first-principles method
of Lattice QCD. In particular, we focus on the hadronic vacuum polarisation and
light-by-light scattering contributions to a,,, as well as the hadronic contributions to
the energy dependence of the electromagnetic coupling and the electroweak mixing
angle.
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1 Introduction

The Standard Model of Particle Physics (SM) provides a quantitative and precise
description of the properties of the known constituents of matter in terms of a uni-
form theoretical formalism. However, despite its enormous success, the SM fails at
explaining some of the most pressing problems in particle physics, such as the nature
of dark matter or the asymmetry between matter and antimatter. The world-wide quest
for discovering physics beyond the SM involves several different strategies, namely
(1) the search for new particles and interactions that are not described by the SM,
(2) the search for the enhancement of rare processes by new interactions, and (3)
the comparison of precision measurements with theoretical, SM-based predictions
of the same quantity. These complementary activities form an integral part of the
future European strategy for particle physics [1].

Precision observables, such as the anomalous magnetic moment of the muon, a,,,
have attracted a lot of attention recently, chiefly because of the persistent tension
of 3.7 standard deviations between the direct measurement of @, and its theoretical
prediction. As the community prepares for the announcement of a new direct mea-
surement by the E989 experiment at Fermilab, which is supposed to increase the
precision by up to a factor of four in the long run, the precision of the theoretical
prediction has to be increased as well. Since the main uncertainties in the SM pre-
diction are associated with the effects from the strong interaction, current efforts are
focussed on quantifying the contributions from hadronic vacuum polarisation (HVP)
and hadronic light-by-light scattering (HLbL). This has also been emphasised in a
recent white paper [2] in which the status of the theoretical prediction is reviewed.

Our project is focussed on calculations of the hadronic contributions to the muon
anomalous magnetic moment from first principles, using the method of Lattice QCD.
To this end, we perform calculations of the HVP contribution at the physical value
of the pion mass, in order to reduce systematic errors. Furthermore, we perform
calculations of the transition form factor for the process 7% — yy, which plays an
important role for quantifying the HLbL contribution. We have also developed a new
formalism for the direct calculation of the HLbL contribution, which we put to a first
test as part of this project.

The HVP contribution to the muon anomalous magnetic moment is closely linked
to the hadronic effects that modify the value of the electromagnetic coupling, Ac.
Since Aa depends on other SM parameters such as the mass of the W-boson, a precise
determination provides important information for precision tests of the SM. Finally,
we also compute the hadronic contributions to the “running” of the electroweak
mixing angle, a precision observable which is particularly sensitive to the effects of
physics beyond the SM in the regime of low energies.
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Fig. 1 Diagrams for the hadronic vacuum polarisation (left) and for the hadronic light-by-light
scattering (right) contributions to a,,.

1.1 Hadronic Contributions to the Anomalous Magnetic
Moment of the Muon

The main objective of our project is a first-principles determination of the hadronic
contributions to the anomalous magnetic moment of the muon a,, = %(g —2)u, the
deviation of the gyromagnetic ratio g, from the exact value of 2 predicted by the Dirac
equation. This quantity exhibits a persistent discrepancy of 3.7 standard deviations
between the direct measurement and the consensus value for its newest theoretical
prediction based on the SM, published recently by the Muon g — 2 Theory Initiative
(2]
116592 089(63) - 10! (experiment)
w= { 116591 810(43) - 10~ (SM prediction) o

While the hadronic contribution to a,, is small, it dominates the uncertainty of the

SM prediction. It is given by aZVp, the contribution from the hadronic vacuum polar-
isation (HVP), and by aﬁ“’l, the contribution from hadronic light-by-light scattering
(HLbL), which are illustrated by the diagrams in Fig. 1. The most accurate prediction
of aﬂVp uses the experimentally determined cross section eTe™ — hadrons as input
to dispersion theory [3—-5]. This theory estimate is subject to experimental uncer-
tainties. Until recently, the hadronic light-by-light scattering contribution has only
been determined via model estimates [5—8] with a large and difficult-to-quantify
uncertainty.

The calculation is spurred by new experiments (E989 at Fermilab [9, 10] and E34
at J-PARC [11]), which will reduce the error of the direct experimental determination
of a, by a factor four in the years ahead, requiring highly precise estimates for a,}in
and af}"".

In Lattice QCD, physical observables of the discretised theory of the strong inter-
action are calculated by Monte-Carlo integration. The effects of the discretisation
and the finite volume have to be controlled by calculations with different lattice
spacings and different lattice volumes. Due to computational challenges, most past
and current calculations are also performed at unphysical quark masses. Obtaining

precise results for aj,” and af™ at or close to the physical value of the light (up and
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down) and strange quark masses is a crucial step towards a decisive test of the SM
with much increased sensitivity, and the main objective of our current calculations
on HazelHen at HLRS.

1.2 Hadronic Contributions to Electromagnetic and
Electroweak Precision Observables

The fine-structure constant & = 1/137.035999 139(31) [12] is known from low-
energy experiments to better than a part per billion. However, its effective value for
physics around the Z pole is @ (M) = 1/127.955(10) [12], a 7% larger value.
The running of « at a given time-like momentum transfer ¢ is described by

a(g?) = 2

o
1 — Aa(g?)’
in terms of the Aa(g?) function. While the leptonic contribution to Ac(g*) can be
computed in perturbation theory, the estimate of the quark contribution at low ener-
gies requires non-perturbative calculations of hadronic physics. Just like discussed
for a,ll"p in the previous section, Aong(g?) is usually determined using the total
cross-section ete™ — hadrons, which is estimated using a compilation of experi-
mental data. A Lattice QCD determination would provide a valuable independent
cross-check.

A key observation that connects the (g — 2),, puzzle to Aap,g comes from the
insight that attributing the tension between experiment and the SM for a, to an
underestimate of a;,” would lead to a correlated increase of Aapag [13], whose
value at the Z-pole enters global SM fits, and in turn would likely create a similar
tension there [14]. Lattice QCD determinations consistently estimating both of these
quantities are therefore highly desirable.

Another quantity we consider is the electroweak mixing angle or Weinberg angle
Ow, which parameterises the mixing between electromagnetic and weak interactions
in the SM
g/2

LR e = gsinBy = g’ cos Oy, 3
2 1g” gsinby =g W 3)

sin? Oy =

where g and g’ are the SU(2), and U(1)y couplings, respectively.
The energy dependence of sin® fy can be written as

sin® Ow (¢%) = sin® Oy [1 + Asin® Oy (¢?)], 4)

where sin’ Oy is the value in the low-energy limit. The leading hadronic contribution
to the running at space-like Q> = —g? is given by [15, 16]
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2

Apad $in* O (— Q%) = — %7 (0%, (5)

sin? Oy

where 1777 (Q?) is the HVP mixing of the electromagnetic current and the vector
part of the neutral weak current. As in the electromagnetic case, IT%” (Q?) is directly
accessible to lattice computations [17-20].

2 Computational Setup

2.1 Observables

Our methodology is based on the expressions derived in the “time-momentum repre-
sentation” (TMR) [21], i.e. a set of integral representations of the observables aEVp s
Aa and Ap,g sin® Oy in terms of the vector correlator computed in Lattice QCD.
The computation of /777 and IT?” as functions of Q is similar to that of aZvP, the

leading-order hadronic vacuum polarization (HVP) contribution to (g — 2),,,

g

2 o ~
ar = (£) [ dxRenGoo .

Q% = fo dxoG (x0)K (xo, Q%) , (6)

3 3
o) = =5 D 3 Uilxo. ) 4(0)) -
k=1 x

Here K (x0) is aknown kernel function [21] and G (x) denotes tlle summed correlator

involving either the electromagnetic current J,, = %ﬁyﬂu - %d Vud — %Eyus <e.or
the vector part of the neutral weak current J HZ

z T )

J: | =J; —sin” Ow J?, (N

vector vector

SRR P
M lvector — 4 Yt 4 Yu 4SJ/MS + 4CVI‘C'

To improve statistics, we average over the three spatial directions labelled by k
in (6). For IT(Q?) we have to integrate over Euclidean time the product of the
zero-momentum-projected correlator, G?” (xg) or G%Y (xg), times the Qz—dependent
kernel K (xo, Q%) = x3 — (4/ Q%) sin*(Qxo/2).

Since there is no firm theoretical guidance for the pion mass dependence of the
observables, results computed directly at physical pion mass are of utmost impor-
tance. Without their inclusion the commonly used fit ansdtze are at best phenomeno-
logical and can lead to ambiguities of the order of a few percent at the physical
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Fig. 2 Left: the kernel K (xo, Q?) of the TMR integral divided by x3 for different values of Q2,
compared to the kernel for aEVp [21, 23] (blue line), as a function of time x¢. Right: contribution of
G (x0)K (x0, Q2) to the TMR integral normalised to the value of the integral, comparing different

kernels K (xp). The light coloured lines are drawn using a model for the Euclidean-time correlator
G (x¢) [21], that is also used for the integral, while the data points with error bars are obtained using
actual lattice correlator data at the physical pion mass. (Color figure online)

pion mass [22]. For this reason one of the core components within our project is
the generation of a gauge-field ensemble at physical pion mass dubbed E250. The
large system size makes E250 an ideal ensemble to be processed on a machine like
HazelHen. In addition, previous ensembles with 2+1 flavours of improved Wilson
fermions from the Coordinated Lattice Simulations (CLS) consortium will be used.

Results from this physical pion mass ensemble for different integration kernels
are shown in Fig.2. A shorter-range kernel puts a larger weight on the correlator at
short times. Since the correlator on the lattice is sampled in steps of a spacing a,
one needs Q2 < (m/a)? in order to avoid large cut-off effects. On the other hand, a
longer-range kernel weights relatively more the long-time behaviour of the correlator,
which is noisier and susceptible to finite-volume effects. The latter behaviour can be

seen for the kernel for a}1©.

An overview plot of the existing gauge ensembles is shown in Fig. 3. These sim-
ulations have been performed using the Hybrid Monte Carlo (HMC) algorithm as
implemented in the state-of-the-art openQCD code [24]. Progress on the generation
of the new gauge ensemble will be described below.

To form the final observables, a second computationally expensive step is the
calculation of the quark propagators needed for the solutions 1y of the inhomogeneous

Dirac equation for some source vectors 1, which are given by

v = D.'n. (8)
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Fig.3 Landscape of CLS 2+1-flavour ensembles along a trajectory with constant trace of the quark
mass matrix Tr(M) = const. The lattice spacing squared is displayed on the x-axis, while the y-
axis shows the pion mass. Multiple ensemble names next to a single dot indicate ensembles with
different volumes at the (otherwise) same set of simulation parameters.

Here D,, is the O(a) improved Wilson-Dirac operator. For this step the efficient
deflation-accelerated GCR solver from openQCD package described in [25, 26] is
used. Due to the large system size, the quark propagators on the gauge field ensemble
E250 are estimated using stochastic sources, with noise partitioning in spin, colour
and time. Each source has support on a single, randomly chosen timeslice. The
quark propagators acting on the source vectors are then contracted to form the quark-
connected and quark-disconnected correlation functions needed for the calculation of
aEVp and IT(Q?). For the simple case of local currents the connected and disconnected
Wick contractions are

ClirP ) = = (1 { D7 (x, 07,07 0. 0m ), %)

DIt (x) = <Tr {D;I‘(x, x))/u} Tr {D;z‘ o, 0))/,,}), (9b)

where indices f; and f, denote quark flavours. These flavours are labelled explicitly
with index £ (for up and down), s (for strange), and ¢ (for charm) below. With these
contractions, the flavour SU(3) contributions are defined as

1
Gy () = S Cl (), (10a)
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1

G (@) = 2 [C () +2C5 (1) + 2D, )] (10b)
1

G () = —= [Col (1) = Cl (1) + D (0] (10¢)

24/3

The y y bare correlators relevant for a,hLVp and A«a, and the Z y bare correlators relevant
for Oy are then given by

1 4
Gl = G () + 3Gl () + 5 Ci (o), (11a)
G%(x) = 1 sin? Oy | G (x) — LGOS‘ (x) — iC“(x) (11b)
jzay 2 nv 6\/§ jzay 18 jzay *

Throughout the calculation, errors are estimated using the jackknife procedure
with blocking in order to take into account auto-correlation effects.

2.2 Code Performance and Workflow

The main computational task of the project is the generation of an ensemble of gauge
configurations with physical pion and kaon masses, needed to achieve the required
precision for the observables described in the previous section. For this task we use
version 1.6 of the openQCD code [24] developed by Martin Liischer and project
contributor Stefan Schaefer, which is publicly available under the GPL license. For
the gauge field generation runs on HazelHen at HLRS we used two setups:

A Local lattice volume of size 12 x 8 x 16 x 16 per MPI rank with 6912 MPI
ranks on 288 nodes

B Local lattice volume of size 12 x 8 x 8 x 16 per MPI rank with 13824 MPI
ranks on 576 nodes

In addition to the gauge field generation, we also performed quark propagator
runs on HazelHen with Setup C below:

C Local lattice volume of size 16 x 16 x 16 x 8 per MPI rank with 5184 MPI
ranks on 216 nodes.

In each case a hypercube of 2 x 3 x 2 x 2 processes was grouped onto a single
node, to minimise off-node communication. This process setup was also determined
to be optimal by the Cray profiler. Further details on these runs including some of
the obstacles encountered can be found in last year’s report.
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Fig. 4 Monte-Carlo histories of the Hamiltonian deficit AH (left) and the total topological charge
(right) from the current E250 run performed on HazelHen.

2.3 Status of the Gauge Field Generation

We now report on the status of gauge field generation for ensemble E250 with physical
pion mass. The status of these simulations has previously been described in [27]. Until
the end of the previous allocation period 503 gauge field configurations corresponding
to 2012 molecular dynamics units have been generated on HazelHen. The calculation
of observables was performed in parallel on HazelHen and on compute clusters at
JGU Mainz. Further gauge field generation runs are planned as part of anew allocation
on Hawk.!

In Fig. 4 we show two quantities that characterise the efficiency of the algorithm:
the left pane shows the Monte Carlo history of the Hamiltonian deficit AH; the
absence of any severe spikes demonstrates that the algorithmic setup is very stable,
resulting in a high acceptance rate (87.7 = 1.2)% even for this demanding simulation
at the physical pion mass. The right pane of Fig. 4 shows the Monte Carlo history of
the topological charge: despite the fact that the lattice spacing is small, one clearly
sees a high tunnelling frequency, which provides evidence that the algorithm correctly
samples different topological sectors, if a chain of sufficient length is simulated.

3 Hadronic Contributions the Anomalous Magnetic
Moment of the Muon

In this section we briefly present the results for the hadronic vacuum polarisation
contribution to a,ll"p published in [28] and previously summarised in the last report.
We obtained the result

1 As of writing this report these calculations have started but are not part of the reporting period
covered here.
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Fig.5 Overview of results for aZVp from Lattice QCD (top) and from dispersive methods (bottom)

compared to a “no new physics” scenario (green band). The SM prediction [2] is the grey band.
Our published result [28] is labelled “Mainz/CLS 19”.

al® = (720.0 + 1244 £ 9.95y5) - 1077, (12)

where the first error is statistical, and the second is an estimate of the total systematic
uncertainty, which among other things accounts for the fact that the corrections due
to isospin breaking have not yet been included in the central value. We thus find that
the current overall error of our determination is 2.2%.

Figure 5 shows an overview of recent results for aZvP from Lattice QCD and from
dispersive methods. The blue data points in the top pane show lattice results, while
the bottom pane shows the results from dispersive analyses. The green band is the
“no new physics” scenario in which the discrepancy between the SM estimate of
a, and the experimental observation is attributed purely to a,Iin . The grey band is
the SM estimate from [2], which is largely compatible with the single results using
dispersive methods and experimental data. Using our ongoing calculations based on
ensemble E250 we are currently improving the overall accuracy of our result.

The central value of the theoretical prediction for al}}“’l is mostly based on hadronic
model calculations which offer poor control over the associated uncertainty. Although
it is a sub-leading hadronic contribution it has a large associated uncertainty, and so
this quantity is becoming more and more relevant as experimental precision increases.
The discrepancy between theory and experiment appears to persist, so it is vital to
accurately compute the HLbL contribution in a systematically improvable way.
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hlbl
m as a

For the HLbL calculation there are 5 topologies of diagrams that contribute. In
order of expected significance they are the connected and various types of discon-
nected diagrams, of which the (2+2) topology is expected to be the most important
one. Itis important to realise that accurate determinations of the individual connected
and the leading disconnected diagram are cutting-edge calculations. The (2+2) con-
tribution is important to determine with good accuracy as it appears to be comparable
in magnitude to that of the connected piece but with opposite sign [29]; as the (2+2)
is a disconnected contribution it will be statistically much noisier than the connected
diagram.

In Fig.6 we show some preliminary results from the ensemble D200 for the
quantity,

6 Ymax

me _ ]

a;hllbl = TZsz/ |y|3 d|}’|/d4x E[p,(r];;LvA(x’ y) lnp;/tvka(x’ ¥), (13)
0

which allows us to infer where the integral has saturated as a function of the upper
integration bound yny.x. I7 in Eq. 13 denotes the Wick-contractions for different
topologies of four-point functions, two of which are most important in the hadronic-
light-by-light contribution to the g — 2 of the muon, the connected and the 2 + 2
disconnected. The sum of the two results gives us a measurement (neglecting sub-
leading disconnected topologies) of the full contribution. Much like the conclusions
drawn from phenomenological estimates and other lattice studies, the light-by-light
contribution to g — 2 is far too small to explain the discrepancy between theory and
experiment.
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Fig. 7 Running with energy 0? of different contributions to I7(Q?) on three different ensembles
at a ~ 0.064 fm. The conserved-local discretisation is shown and, when available, the local, local
discretisation in a lighter colour shade. The negative side of the vertical axis of the plot is inflated
by a factor 10 with respect to the positive side.

For the calculation of the connected contribution we have used 250 configurations
of the ensemble D200, with 8 different orientations of the direction |y| in order to
further enhance statistical precision. For the 2 4 2 disconnected contribution we have
used 82 configurations each of which requires hundreds of propagator solves. The
results presented here for D200 are very consistent with a similar, coarser lattice-
spacing, ensemble C101 suggesting that the extrapolation to the continuum limit will
be under control. Having results for the ensemble D200 allows us to perform a robust
chiral and continuum extrapolation of @[ in conjunction with other measurements
performed elsewhere.”

4 Hadronic Running of Electromagnetic and Electroweak
Couplings

Figure 7 shows the running of different contributions to I7(Q?), defined through the
correlators in Eq. (11), as a function of Q? on three different gauge field ensembles
at the same lattice spacing with increasingly lighter pions. The rightmost pane shows
the running for the E250 ensemble with physical pion masses generated as part of
this project. The negative disconnected contributions are shown enlarged by a factor
10 and show a significant increase towards lighter pion masses.

Figure 8 shows the extrapolation of the isovector and isoscalar contributions to the
running of o, IT**(Q?) and IT ffnn (Q?) to the continuum limit (@ = 0) and to physical

pion and kaon masses. From the results at the physical point we obtain preliminary

2 For a recent preprint on a

Zlbl at heavier pion masses see [30].
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estimates for the leading hadronic connected contribution from QCD to the running
of & and sin® 6y at Q% = 1 GeV?

Acthad(—1GeV?) = 0.003708(18) , (14)
Apaa Sin® Oy (—1GeV?) = —0.003 764(17) .

These results represent fully non-perturbative predictions from QCD and can be
compared with corresponding phenomenological estimates based on experimental
data.

5 Summary and Outlook

Precision observables such as the muon anomalous magnetic moment, the electro-
magnetic coupling and the electroweak mixing angle play a central role in precision
tests of the SM. In order to match the accuracy of direct measurements, it is manda-
tory to have full control over the effects from the strong interaction. Lattice QCD is a
versatile and mature method that allows for the calculation of hadronic contributions
to these precision observables from first principles, using Monte Carlo integration.
A crucial ingredient is the ability to perform simulations at the physical value of
the pion mass: due to the associated large system size, the problem is ideally suited
to run on massively parallel systems such as Hazel Hen. Nevertheless, despite the
availability of efficient simulation algorithms, it is necessary to control fluctuations
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in the spectrum of the Wilson-Dirac operator [31] which is our chosen discretisation
of the quark action.

Our results for the hadronic contributions to the muon anomalous magnetic
moment are not yet precise enough to discriminate between the current tension of
3.7 standard deviations and the “no new physics” scenario. We are currently extend-
ing our calculations to include more statistics, improve the estimation of quark-
disconnected diagrams, perform an in-depth study of the long-distance contribution
to the convolution integrals, as well as include the effects of strong and electromag-
netic isospin breaking [32-34].
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MCTDH-X: The Multiconfigurational )
Time-Dependent Hartree Method for e
Indistinguishable Particles

High-Performance Computation Project

A. U. J. Lode, O. E. Alon, M. A. Bastarrachea-Magnani, A. Bhowmik,
A. Buchleitner, L. S. Cederbaum, R. Chitra, E. Fasshauer,

L. de Forges de Parny, S. K. Haldar, C. Lévéque, R. Lin, L. B. Madsen,
P. Molignini, L. Papariello, F. Schiifer, A. I. Streltsov, M. C. Tsatsos,
and S. E. Weiner

Abstract This report introduces the multiconfigurational time-dependent Hartree
method for indistinguishable particles (MCTDH-X) high performance computation
project and its recent research results. We solved the many-particle Schrédinger
equation for time-dependent and time-independent systems using the software imple-
mentations of theories in the MCTDH-X family on high-performance computation
facilities. Going beyond the commonly applied semi-classical and mean-field pic-
tures, we unveil fascinating and fundamental many-body physics in the correlated
electron dynamics within the photoionization of neon, ultracold bosons’ hierarchical
superfluidity in a cavity, as well as the dynamics of fragmentation, entropy, angular
momentum, correlations, and fluctuations of interacting bosons and fermions in one-
and two-dimensional double-well potentials. Our present report illustrates how the
computational resources at the HLRS for our MCTDH-X applications enabled and
boosted our scientific research productivity in the field of many-body physics.
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1 Introduction

The multiconfigurational time-dependent Hartree method for indistinguishable parti-
cles[1-11, 128, 129] (MCTDH-X) enjoys a growing amount of scientific interest and
activity greatly spurred by the availability of high-performance computation facilities
like the Hazel Hen and the just started Hawk clusters at the HLRS in Stuttgart.

Here, we report our research activities solving the many-particle Schrodinger
equation with the software implementations of methods in the family of MCTDH-
X theories: the MCTDHB, MCTDHB- LAB, and MCTDH- X software packages,
see [12-14].

With our computations we were able to reveal and describe novel and exciting
fundamental properties of the quantum many-body states of ultracold atoms that we
published in Refs. [15-20].

The research that we document in the present report is adding to our long and
prosperous series of results enabled and corroborated via our access to the HLRS
Stuttgart platforms for high-performance computation [21-27].

The structure of our report is as follows: in Sect. 2, we introduce the MCTDH-X
method, in Sect. 3 we collect the quantities of interest that we use to investigate the
many-body physics in Refs. [15-20], in Sect. 4 we analyze the photoionization of
neon hit by a laser pulse, in Sect. 5 we study the quantum phases of laser-pumped
bosons immersed in a high-finesse optical cavity, in Sect. 6 we compare the dynamical
behavior of bosons and fermions in double-well potentials, in Sect. 7 we consider
the dynamical and spectral features and entropy of bosonic particles in double wells,
in Sect. 8 we consider the universality of fragmentation and resonant tunneling in
an asymmetric bosonic Josephson junction, in Sect. 9 we consider the tunneling
dynamics in a two-dimensional bosonic Josephson junction and the effects of the
transverse direction on it, and in Sect. 10 we conclude with a summary and outlook.
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2 MCTDH-X: The Multiconfigurational Time-Dependent
Hartree Method for Indistinguishable Particles

We now discuss the multiconfigurational time-dependent Hartree method for indis-
tinguishable particles for full [1-11] and restricted configuration spaces [28-32].

For the archetypical MCTDH-X with a complete configuration space, so-called
full configuration interaction (FCI), the wavefunction is represented as a time-
dependent superposition of all possible configurations of N particles in M time-
dependent orbitals:

WFYy =Y Ca@Ins1); m= (g, i)

M
A n;
;1) =NT] [bj (t)] |vac). (1)
i=1
Here, n;,i = 1, ..., M are M integer occupation numbers, the total particle number
is >, n; = N, and the normalization N is ﬁ (W) for fermions (bosons).

The annihilation operator l;j are connected to the time-dependent orbitals @, (r, t)
as follows: .
@;(r, 1) = {rlb}(D)]vac). @

See Fig. 1 for a pictorial representation of |@ ¢7).

In this report we use r to collect the degrees of freedom (spin and space) of the
orbitals. The coefficients can be computed from the wavefunction by projecting it
onto a specific configuration |n; ¢):

Cu(t) = (n; 1@y, 3)
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Fig. 1 Sketch of the FCI configuration space of MCTDH-X for bosons (a) and fermions (b). The
depicted configurations are given as occupation number vectors |n7, n, ...). Here, a 1 indicates
spin-down and 1 indicates spin-up for fermions in (b). The partitioning of Hilbert space into the
space P of occupied orbitals and its complement Q of unoccupied orbitals is indicated on the left.
Figure reprinted from [15].

The number of coefficients in the FCI space is (}/) for fermions and (Y% ~") for
bosons. For large particle numbers N and/or a large number of orbitals M, the number
of coefficients can become prohibitively large for practical numerical computations.
In order to save numerical effort by reducing the number of coefficients, the restricted
active space (RAS) approach from quantum chemistry [33] can be used to provide a
recipe for selecting the configurations in the considered Hilbert space V. The resulting

RAS-MCTDH-X ansatz reads:

[WEA5) = " Ca(@)Im, 1). ©)

ney

For a pictorial representation of the construction of the restricted Hilbert space V
and |¥ R45), see Fig.2.
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Fig. 2 Sketch of the construction of the restricted active space MCTDH-X wavefunction |& RAS)

for bosons (a) and fermions (b). The P-space of occupied orbitals is partitioned into a 71 -subspace
where all possible configurations are taken into account and a P, subspace, for which the maximal
number of particles is restricted. The total restricted Hilbert space V is then a direct sum of the
spaces V; = P (N — i) @ P(i) with at most i particles in Pp: V=Vy @V ®WVo @ --- D V.
Figure reprinted from [15].

The above two ansatzes, Egs. (1) and (4), yield different equations of motion
when combined with the time-dependent variational principle [34-36]: Eq. (1) yields
the standard MCTHD-X equations [1-3] and Eq. (4) yields the RAS-MCTDH-X
equations [28-32]. Both methods and further details on their generalizations [37—
40], applications [41-66], and verification with experimental results [67, 68] are
reviewed in Ref. [15].

3 Quantities of Interest

We discuss the quantities that are used in this report to analyze the many-body
physics in the following. In order to quantify the degree of condensation of a given
bosonic many-body state [69], we resort to the eigenvalues and eigenfunctions of the
one-body reduced density matrix (1-RDM), p; and ¢;, respectively:
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PP, x5 1) = NTrr, ey WP =) pi()e] (' g (x; 1). (5)

1

A bosonic state is condensed when a single p; is macroscopic [69]. The state is
fragmented if multiple p; are macroscopic [1, 70-82].

The Glauber correlation functions yield position-resolved information about the
coherence of the many-body state [83, 84]. We will analyze the first-order correlation
function that can be obtained from the 1-RDM:

pV(r,r'; 1)

(1) /. _
gl = .
VoD, r; H)pD @, ;1)

(6)

In the illustrative examples to be discussed below, we use x instead of r to denote the
spatial coordinate whenever we study one-dimensional problems. The momentum-
space representations of the 1-RDM, 5 and the first-order Glauber correlation
function, gV, are obtained by replacing the state ¥ (ry, ..., ry; t) by its momentum
space representation lf/(k], ..., Ky; 1) in Egs. (5) and (6), respectively.

The eigenvalues of the 1-RDM can furthermore be used to characterize different
quantum phases in optical lattices. For this purpose, we define the occupation order
parameter A (see [85]):

L pi\2
a=2(5) @

i=1

For a condensed state, the single eigenvalue p; contributes and A is close to unity. For
a Mott-insulator, the 1-RDM has as many (quasi-)degenerate eigenvalues as there
are sites in the lattice [86]. For an S-site N-particle Mott-insulator A = N /S [87].
In the crystal phase of dipolar bosons, each particle sits in a separate natural orbital
and, thus, A = 1/N, see [85].

Moreover, the eigenvalues of the 1-RDM can provide a measure for the entropy
and, therewith, the entanglement embedded in bosonic many-body states [18, 45,

86, 88, 89]:
M
0i (1) (,Oi(f))
sy =S PO (P ®)
2y

Whenever S(¢) is close to 0, the many-body state is factorizable, a mean-field descrip-
tion is close to exact, and entanglement is absent. When S(¢) becomes large, the
many-body state is non-factorizable, mean-field description is not applicable [45],
and entanglement is present.

We will analyze the many-body state by simulating the conventional measure-
ment technique used for cold-atom systems: absorption or single-shot images. A
single-shot image s = (51, ..., sy)7 is a sample distributed according to the N-body
probability density P(ry,....,ry;t) = &> = pM(ry, ..., TN 1),

s~ P(ry, ..., Ty; 1). )
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We use MCTDH-X to simulate these single-shot images [17, 85, 90, 91] and extract
the position-dependent density fluctuations:

V(r) = f82(r) [ imB (r):| (10)

shol shol

Here, B, (r) is the value of the i-th simulated single-shot image at position r and Ngpe
is the number of considered images.

To analyze photoionization of many-electron atoms, the cross section o] can be
obtained from a solution to the time-dependent many-electron problem with an 7 -
cycle laser-pulse of peak intensity I, and angular frequency w by extracting the
ionization probability P; (see Refs. [92, 93]) as follows:

P

o1 (Mb) = 1.032 x 10"w? (11)

I’lPI()

The variance of an observable A for a quantum system described by the state
|W (1)) is associated with the resolution with which A can be measured on |@(t)). The
variance requires the evaluation of the expectation values of A and the square of A.
We refer for simplicity to structureless bosons, with a straightforward generalization
to indistinguishable particles with spin. Whereas A= ZZIV: L a(r;) consists of one-
body operators only, its square A2 = Z;v:] a*(r;) + Z;\Lk 2a(r;)a(ry) is a sum of
one-body and two-body operators. All in all, the variance can be expressed as [19]

L0 = Liw1A2w @) — w0l )] =
N—A N
{Zp,(r) / drg’(r: NG (g, (r: 1) —
2

> 050 [ g natgin |+ (12)
J

+ Y Pipkg (1) [/ dre’ (r; 1)a(r) g (r; t)} [/ dr, (r; 1)a(r)g, (r; t)} }

jpkq

where {¢;(r; )} and {p; (1)} are, respectively, the natural orbitals and occupation

numbers, and pj,i, (t) the elements of the reduced two-body density matrix (2-

RDM) p(2)(r1’ I, l‘l, 1’2, t) = Z ,ijkq(f)ﬁﬂ (1‘1, t)(pp(rzv t)‘pk(rl, t)ﬁoq(rL t) For
Jipkq

one-body operators which are local in position space Eq. (12) boils down to [15]
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RPN 11 PO /p(r;m ?
NAA(t)_/dr N a-(r) N|: N a(r)} +

Oy, ry, 11,120 1
+/d1'1d1‘2p (e cLiLE  a(ra(rs), (13)

where p(r; t) is the density, i.e., the diagonal part of the 1-RDM Eq. (5). The density
is one of the most basic quantities of a bosonic system and used among others to
define the survival probability for the dynamics in double-well potentials, see below.

In the following, the variances of the position [a(r) = x or a(r) = y], momen-
tum [d(r) = p, or a(r) = py], and angular-momentum [a(r) = X p, — y P, ] many-
particle operators are used. Via these variances, we analyze and classify correlations
in trapped finite BECs and at the limit of an infinite-number of particles [19, 53-58].
The latter case is in particular interesting since the bosons are known among other
properties to be 100% condensed [59, 60, 94-100].

4 Photoionization of Neon

Atoms and molecules interact with light. Matter-light interaction is a central topic
for technologies that affect our daily life, from energy production in solar panels to
X-ray imaging in medicine or simply a pair of sunglasses to enjoy the summer. At a
more fundamental level, matter-light interaction is at the origin of many biological
processes from the process of vision to the life of photosynthetic organisms. These
different examples have in common one physical process, namely, the absorption of
an electromagnetic field — the incident light — by an atom or molecule. The atoms
are made of a positively charged nucleus surrounded by a certain number of nega-
tively charged electrons, bound together by the Coulomb interaction; molecules are
a complex arrangement of atoms. The microscopic world follows the rules of quan-
tum mechanics, dictated by the Schrodinger equation, which has a known analytical
solution for only a handful of systems. Describing matter-light interaction at the
level of a single atom or molecule is a challenging numerical task; methods such as
MCTDH-X are developed to properly address this problem.

In this work [15], we discuss the specific case of photoionization, one of the
outcomes of matter-light interaction. In this process, the atom absorbs the electro-
magnetic field, and the gained excess of energy pulls out an electron which is freed
and escapes the atom. The probability that such an event happens is associated with
the photoionization cross section. This quantity, among others, has the advantage
to be accessible experimentally and numerically from methods in the MCTDH-X
family [1-11, 28-32, 101-103], for instance. Thus, photoionization cross section
is a testbed to assess the accuracy of numerical descriptions of matter-light inter-
action [68, 104]. An illustration of how accurate MCTDH-X-like methods can be
in comparison with experimental results [105, 106] is provided in Fig.3 for Neon
atoms for different energies of the light.
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Fig. 3 Photoionization cross section (Eq. (11)) for neon computed using RAS-MCTDH-X for a
ten-cycle pulse with 1014 W peak intensity in comparison with experimental results [105, 106].
The (Ny, N2) legend 1ndlcates the RAS scheme applied: N| and N orbitals are used to build the
‘P1 and P, subspaces, respectively (see Fig.2). Figure reprinted from [15] with data from [68].

5 Hierarchical Superfluidity in Bose-Einstein Condensates
Interacting with Light

From our daily life, we are familiar with three different states of matter: solid, liquid,
and gas. At very high temperatures, atoms and electrons form a soup of particles
known as plasma, the fourth state of matter. At very low temperatures, instead,
neutral atoms whose nuclei have an even number of neutrons (called ‘bosons’) can
reach a fifth state of matter known as a Bose-Einstein condensate (BEC) [107-109].
In a BEC, all the atoms are in the same coherent quantum state and therefore behave
as a whole entity. This coherence grants them superfluid properties: they can act as
a fluid with zero viscosity and friction.

Things become even more interesting when we let the BEC interact with light.
Experimentally, this can be achieved by placing the BEC inside an optical cavity (i.e.,
between two highly reflective mirrors) and shining a laser onto it. As the photons
from the laser bounce back and forth between the two mirrors, they can resonantly
couple to the atoms in the BEC and generate an effective optical lattice potential, an
energetic landscape of peaks and valleys that the atoms have to adjust to [90, 110—
112]. This can lead to a plethora of new phenomena, such as self-organization of
the atoms in lattice structures that can even break the superfluid coherence and push
the atoms into a different state called a self-organized Mott insulator (SMI) [110,
113-116].
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In this work [16], we use MCTDH-X [14] to calculate density distributions and
atomic correlations [84], and investigate the crossover between superfluidity and
Mott insulation for a setup in which both the atoms and the cavity are blue-detuned
(i.e., with their respective frequencies slightly lower than the resonant frequency)
from the external pumping laser (Fig.4a). Previous studies [117, 118] had already
highlighted the emergence of dynamical instabilities in the blue-detuned regime. Our
results unveil the mechanism that leads to such dynamical instabilities: a hierarchi-
cal self-organization of the atoms, corresponding to a transition from a single-well
optical lattice to a double-well optical lattice (see Fig.4c). This hierarchical self-
organization induces two new kinds of phases with local superfluid correlations,
but differing global properties (Fig.4b). In the self-organized dimerized superfluid
(SDSF) phase, coherence is still retained across the double-well dimers (Fig. 5e-g).
In the second-order superfluid (2-SSF), instead, coherence persists only within each
double-well dimer (Fig. 5Sh—j). Both of these higher-order correlated phases eventu-
ally erupt into chaotic behavior either directly (SDSF) or via quasiperiodic attractors
(2-SSF) (Fig.4b). Our results are able to explain the mechanism behind the same
dynamical instabilities observed in the experiments [119], and illustrate the potential
for blue detuning to realize exotic superfluid phases of matter.

6 Dynamical Behavior of Bosons and Fermions in a Double
Well

In our daily life, cities and towns are sometimes separated apart from each other by
hills and mountains. With a small hill, it is easy to build a pass or a tunnel to connect
the communities from both sides, and the residents can communicate easily; while
wide and tall mountains would prevent such communication. The same philosophy
also applies for a quantum double-well system. In this system, two quantum wells are
separated from each other by a barrier. Particles can hop from one well into another,
and the probability of such hopping decreases with a wider and taller barrier. In a
quantum system, the competition between the hopping strength and the particles’
repulsive interactions determines the difficulty of the “communication” between
distinct wells. When this communication is strong, coherence is established between
the particles on distinct sides of the barrier — the system is in a superfluid phase;
when there is no coherence, the system is in a Mott insulator phase [120—122]. The
level of “communication” can be quantified by, for example, the Glauber one-body
correlation function between the two wells [83, 84] (Eq. (6)). The transition between
these two phases can be described by the Hubbard model [122].

In this work [17], we provide a step-by-step tutorial on the MCTDH-X software,
and, as an example, we use it to investigate the dynamical behaviors of particles in a
double-well system. We prepare the system without the central barrier and then ramp
it up at different paces to a desired value. By extracting the correlation function [84],
single-shot images [85, 90, 91], and occupation order parameter [85] of the system,
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Fig.4 (a) Schematic of a trapped cavity-BEC. (b) Phase diagram. For cavity detuning 0 < 6 < 1/2,
the system transitions from the normal phase to the dynamically unstable region via superradiance
with increasing pump rate A o 1. The strongly correlated phases are a self-organized superfluid
(SSF), a self-organized Mott insulator (SMI), a self-organized dimerized superfluid (SDSF), and a
self-organized second-order superfluid (2-SSF) phase. The orange line delineates superfluid phases
and globally Mott insulating phases, whereas the green line marks the hierarchical self-organization
to dimerized phases. Pronounced sensitivity to the ramping protocol is seen in the hatched dark
green region. At higher A, the system is dynamically unstable to the formation of quasiperiodic
attractors (QA), followed by chaos. The QAs only exist in the region represented by the thick gray
line, whereas the thin dashed section represents a direct transition to the chaos. (c) Sketch of the
SSF, SMI, SDSF, and 2-SSF phases. Figure adapted from [16]. (Color figure online)

we observe that the system undergoes different kinds of transitions depending on the
ramping protocol, and the number of particles.

With a slow ramp and an even number of particles, the correlation gradually
diminishes as the system slowly transitions from the superfluid to Mott insulator
phase (Fig.6(a,c,f)). However, with an odd number of particles, quantum effects
kick in. One of the particles straddles across the two wells, having 50% probability
to be in either well. As a result, a large residual correlation remains between the two
wells even with a strong barrier, and the superfluid-Mott insulator transition becomes
of first order with a clear hysteretical characteristics (Fig. 6(b,d,e)).
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Fig. 5 (a)—(d) The momentum and position space density distributions (k) (Eq. (5) for k' = k)
and p(x) (Eq. (5) for x’ = x) as a function of pump rate A « 7 at two detunings § = 0.14 and
6 = 0.28. At lower detuning § = 0.14, the system starts from the normal phase and then enters the
self-organized superfluid (SSF) phase, the SMI phase, and the 2-SSF phase sequentially. At higher
detuning 6 = 0.28, the system starts from the normal phase, then enters the SSF phase, and the SDSF
phase sequentially. The dotted lines are guides to the eye. (e)—(j) The position and momentum space
density distributions and the Glauber one-body correlation function g(1> (Eq. (6)) of a SDSF state
(first row) and a 2-SSF state (second row). In panels (g) and (j), the color code follows the function
—1In(1 — gD). Note that the double-well splitting is seen in the central lattice site but not in the
other two lattice sites because only M = 4 orbitals are used in the numerical simulations. Figure
reprinted from [16].
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Fig. 6 (a—d) One-body correlation functions | gW(x, x| (Eq. (6)) of N =5 weakly-interacting
bosons (a,b) and N =5 weakly-interacting fermions (c,d). In (a,c) the ground states and in
(b,d) slowly evolving states are shown. (e,f) The one-body correlations between the two wells
| g(l) (1, —1)| as a function of barrier height (blue) in the ground state, when the barrier is ramped
up (orange) and ramped down (green) slowly, for a system with (e) N = 5 and (f) N = 6 bosons.
Hysteresis is clearly seen and marked in yellow in panel (e) but absent in panel (f). The ramping
time is chosen as T = 100 for all cases in panels (b), (d), (e) and (f), and the correlation functions at
t = 100 are shown in panels (b) and (d). (g,h) Occupation order parameter A (Eq. (7)) of (g2) N =6
bosons and (h) N = 6 fermions as a function of time with different ramping times 7. The dynamical
behavior exhibits two different regimes, one for t < 10 and the other for r = 10 for bosons and
fermions alike, implying a dynamical phase transition at T 2~ 10. Figure reprinted from [17]. (Color
figure online)

More interesting phenomena can be seen when the ramping rate differs, even
with an even number of particles. In the slow ramping rate limit, the system becomes
steady immediately after the ramping stops (Fig.6(g,h) and 7(c,f,i,1)). As the ramp
becomes faster, an oscillation of the system can be seen on top of this steady state,
whose magnitude increases with the ramping rate (Fig. 6(g,h) and 7(b,e,h.k)). How-
ever, the system undergoes a dynamical transition as the ramping rate becomes fast
enough, and instead of oscillating, the system becomes fluctuative (Fig. 6(g,h) and
7(a,d,g,j)). These transitions can be seen with particles of both statistics, i.e., bosons
and fermions.

Our tutorial [17] thus investigates two kinds of dynamical phase transitions in a
double well system. These physically intuitive examples provide a first-hand impres-
sion and understanding of the functionality of MCTDH-X.
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Fig.7 One-body correlation functions | g(l) (x, x")| (Eq. (6)) (a—c) and variance over 10, 000 single-
shot experiments (Eq. (10)) (d—f) of N = 6 bosons at t+ = 80 with different ramping times 7 =
1, 10, 50. At fast ramping, 7 = 1, the correlations |gV| are fluctuative. In the bosonic system,
the distribution of the single-shot variance depends significantly on the ramping rate. The same
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7 Spectral Structure and Many-Body Dynamics
of Ultracold Bosons in a Double-Well

During the last decades, the experimental manipulation of interacting quantum
many-body systems has seen astounding advances, in particular in ultra-cold atoms
setups, where a well-defined number of particles can be loaded in magnetic-optical
traps [123, 124]. The high tunability of the confinement potential and inter-particle
interactions has led to the investigation of out-of-equilibrium many-body phenom-
ena, like higher-order tunneling and the build up of quantum correlations. Studying
these features when excitations beyond the first energy band play a role becomes a
massive numerical challenge even if one considers text-book examples like a double-
well confining potential. In the specific case of a double well, the restriction to the first
energy band in the physical description is termed two-mode approximation. While
several extensions of the two-mode approximation have been investigated [126, 127],
ultimately more powerful numerical schemes relying on a much less restrictive basis
set must be employed to describe accurately the dynamics of the particles, such
as the time-dependent density matrix renormalization group [125] or MCTDH-X
methods [1-3, 15, 28-32].

In our contribution [ 18], we have analyzed the spectral and dynamical properties of
bosons in a switchable symmetric double-well, for a tunable inter-particle interaction
strength and different initial conditions. We employ the MCDTH-X method for the
investigation of the Hamiltonian of N < 10 ultracold bosons with repulsive contact
interactions. The bosons are loaded into a one-dimensional double-well potential
with a time-dependent central barrier whose amplitude is ramped up linearly.

We explore how the well-understood single-particle spectrum is modified by
adding a second and, subsequently, a third identical particle, based on an exact diag-
onalization of the many-particle Hamiltonian. In contrast to previous studies [130,
131], we do not focus only on the low-lying spectrum, but also on higher excitations,
e.g., at the saddle-point of the confining potential.

When considering a time-independent potential, we showcase the breakdown of
the two-mode approximation for sufficiently large interaction strengths when two
particles are launched in one of the wells at the single-particle ground state. As
a result, we are able to characterize the nature of the correlated tunneling process
for weak interactions: While on first sight the detection probabilities in each well
seem to indicate a direct, first-order pairwise tunneling process, we find that the
tunneling is actually described by a second-order process. This observation is possible
thanks to the numerical methods that allow for the examination of the time-integrated
probability current.

After the insightful study of the spectral properties of the system, we proceeded to
tackle the time-dependent scenario with MCDTH-X. We focus on the dynamics of the
von Neumann entropy (8) for quantifying the non-separability of the many-particle
state and aim to understand how the excitations spread over the many-particle basis.
The MCDTH-X method lets us calculate the time evolution of the von Neumann
entropy when varying the ramping time of the potential barrier Ty, for small and
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Fig. 8 Time evolution of the von Neumann entropy S(Tiamp,?), Eq. (8), as a function of the
ramping time Tramp for increasing particle number from left to right, and two different values of
the interaction strength A (rows). The red line in each panel indicates the full switching duration
t = Tramp for the ramp to reach its maximum. Large values of S indicate that many many-particle
states are populated. Coherent oscillations between the ground state and the first excited state are
observed for Tramp > 20. Figure reprinted from Ref. [18]. (Color figure online)

large interaction (A = 0.1 and 1), and for an increasing number of bosons (N = 2, 3,
and 10), see Fig.8. We have found a cross-over from diabatic to quasi-adiabatic
evolution when increasing the ramping time 7Trapyp.

Based on our aforementioned characterization of the spectrum, we find that dia-
batic switching leads to an efficient energy transfer through the population of a large
number of many-particle excited states while a (quasi-) adiabatic ramp only popu-
lates lowest-lying excited states. As evident from Fig. 8, those coarse-grained features
emerging in the time evolution of the entropy are robust as the particle number is
increased from two to ten.

Our study exemplifies the potential and flexibility of the MCDTH-X method for
investigating the many-body dynamics of interacting bosons subject to a variety of
numerically challenging scenarios such as finite-time switching of the double well’s
potential barrier.
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Fig. 9 (a) Many-body time evolution of the survival probability p(¢) in a symmetric double well
computed with M = 2 time-adaptive orbitals. The number of bosonsis N = 1000 and the interaction
parameter A = XAo(N — 1) = 0.1. The respective mean-field dynamics is shown in the inset. (b)
Many-body results for the left [py (#)] and right [pg(#)] survival probabilities in an asymmetric
double well with a small asymmetry C = 0.01 and in panels (c) and (d) for different asymmetries.
Fragmented resonant tunneling is found for pg(¢) and asymmetry C = 0.25 [51]. A common time
unit 7o is chosen for plotting the results for double wells with different asymmetries C. The quantities
shown are dimensionless. Figure panels reprinted from [51].

8 Universality of Fragmentation and Fragmented Resonant
Tunneling in an Asymmetric Bosonic Josephson Junction

The out-of-equilibrium quantum dynamics of interacting bosons trapped in a one-
dimensional asymmetric double-well potential is studied by solving the many-body
Schrodinger equation numerically accurately using the MCTDHB method [2, 4,
15]. Our aim is to examine how the gradual loss of the reflection symmetry of the
confining trap potential affects the macroscopic quantum tunneling dynamics of the
interacting bosons between the two wells. In our asymmetric double well, the left

well is deeper than the right one. This implies that the left, p (1) = [ i)oo dx? (IX\;’) ,and

right, pr(t) = 0+°° dx %, survival probabilities, computed by initially preparing
the condensate in the left and right wells, respectively, are generally different. This is
unlike the case of the symmetric double well for which obviously p; (#) = pr(?) =

p(1).
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Fig. 10 Universality of fragmentation in an asymmetric bosonic Josephson junction. The interac-
tion parameter is A = Ag(N — 1) = 0.1 and the number of time-adaptive orbitals in M = 2. (a)
The natural occupation numbers an(z) (upper curves) and 12 (jower curves) for BECs consisting
of a different number of bosons N in a symmetric double well. (b) [(c)] Same as panel (a) but for
an asymmetric double well with asymmetry C = 0.001 and for preparing the bosons in the left
[right] well. The universal fragmentation value increases (decreases) when the bosons are initially
prepared in the left (right) well for C = 0.001 [51]. The quantities shown are dimensionless. Figure
panels reprinted from [51].

The dynamics of the bosons is studied by analyzing physical quantities of increas-
ing many-body complexity, i.e., the survival probability, depletion and fragmenta-
tion, and the many-particle position and momentum variances. Explicitly, we have
examined the oscillatory behavior and decay of the survival probabilities, the pace of
development and degree of fragmentation, and the growth and differences to mean
field of the many-particle position and momentum variances. We find an overall sup-
pression of the oscillations of the survival probabilities in an asymmetric double well,
except for resonant values of the asymmetry, see Fig.9d for asymmetry C = 0.25
for which the one-body ground state energy in the right well matches the one-body
first excited state energy in the left well.

As a general rule, we observe that p; (¢) and pg(r) are affected differently by
the repulsive boson-boson interaction. For a sufficiently strong repulsive interaction,
the BEC fragments while oscillating in the asymmetric junction. The degree of
fragmentation depends in an intricate manner both on the asymmetry C and the initial
well in which the BEC is prepared. Chiefly, we discover that resonant tunneling of
interacting bosons in accompanied by depletion and eventually fragmentation. Last
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Fig. 11 Time evolution of the survival probability of N = 10 bosons in the left well of a symmetric
two-dimensional double-well potential for the initial states (a) ¥ (1), (b) ¥x (r), (c) ¥y (r), and (d)
Yy (r). The interaction parameter is A = Ao(N — 1) = 0.01zx. Many-body results (curves in blue)
and corresponding mean-field results (curves in red). We used M = 6 time-adaptive orbitals for
Y (r) and Yy (r) and M = 10 time-adaptive orbitals for ¥y (r) and ¥y (r). Objects which include
transverse excitations lose coherence faster although their density oscillations decay slower, see
[20] for more details. The quantities shown are dimensionless. Figure panels reprinted from [20].
(Color figure online)

but not least, we establish that the universality of fragmentation previously found in
symmetric double wells [61] is robust to the trap asymmetries, see Fig. 10b,c. The
universality of fragmentation implies a macroscopically-large fragmented BEC in
the junction whose many-particle position variance per particle, %A?{(t), diverges
at the limit of an infinite number of particles [51].

9 Impact of the Transverse Direction on the Many-Body
Tunneling Dynamics in a Two-Dimensional Bosonic
Josephson Junction

Tunneling in a many-body system is one of the novel implications of quantum
mechanics where particles move in a region of space under a classically-forbidden
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Fig. 12 (a) Expectation value per particle of the angular momentum operator %(Wvli z|¥v),
and (b) variance per particle of the angular momentum operator, %Ai (1), for the vortex state
Yy (r) in a symmetric two-dimensional double-well potential. The number of bosons is N = 10 and
the interaction parameter A = Ao(N — 1) = 0.01z. Many-body (M = 12 time-adaptive orbitals;
curves in blue) and mean-field (M = 1 time-adaptive orbitals; curves in red) results. The decay of
the expectation value of the angular-momentum operator and the growth of its variance are seen to
accompany the fragmentation of the vortex state, see [20] for more details. The quantities shown
are dimensionless. Figure panels reprinted from [20]. (Color figure online)

potential barrier. In our investigation we theoretically describe the out-of-equilibrium
many-body tunneling dynamics of a few structured bosonic clouds in a two-
dimensional symmetric double-well potential using the MCTDHB method [2, 4,
15]. The motivation for the research is to unravel how the inclusion of the trans-
verse y direction, orthogonal to the junction of the double-well along x direction,
influences the tunneling dynamics of the bosonic clouds.

Explicitly, in [20] we investigate the tunneling dynamics by preparing the initial
state of the bosonic clouds in the left well of the double-well either as the ground
[Ws(r)], longitudinally [Wx (r)] or transversely [Wy (r)] excited, or as a vortex state
[Wy (r)]. We elucidate the detailed mechanism of the tunneling process by analyzing
the evolution in time of the survival probability, depletion and fragmentation, and
the expectation values and variances of the many-particle position, momentum, and
angular-momentum operators. We find, as a general rule, that all objects lose coher-
ence while tunneling under the potential barrier and that the states which include
transverse excitations, ¥y (r) and ¥y (r), do so quicker than the states that do not
include transverse excitations, ¥ (r) and Wy (r), respectively. This is despite the
slower decay rate of the density oscillations of the former with respect to the latter,
see Fig. 11 and [20] for more details.

Unlike our previous work on tunneling of a vortex state in a circular double-well
trap [62], for which the angular momentum is naturally a good quantum number,
in the standard two-dimensional double-well trap angular momentum is not a good
quantum number. For a mean-field dynamics of a vortex state in the later trap see
[132]. Our study puts forward preliminary results for exploring and identifying the
many-body rules of transport of angular momentum and its variance in trapped
matter-wave systems, see Fig. 12.
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10 Summary and Outlook

The wealth and reach of the contributions reporting results from the application of
the MCTDH-X software implementations [12—14] on the high-performance compu-
tation facilities at the HLRS in Stuttgart is increasing. We found and described the
exciting fundamental many-body physics of novel hierarchically-superfluid quantum
phases of bosons immersed in high-finesse optical cavities [16], of correlated bosons’
and fermions’ dynamics in double-well potentials [17], the dynamics and spectral
features of entropy resulting from quenches for bosons in double-well potentials [18],
the universality of fragmentation in an asymmetric bosonic Josephson junction [19],
as well as the effect of the transverse direction on the tunneling dynamics in a two-
dimensional bosonic Josephson junction [20]. MCTDH-X, RAS-MCTDH-X and
the expanding field of their applications were reviewed in the Reviews of Modern
Physics [15]. The activities of our MCTDH-X project has delivered an enormous
boost of the toolbox to analyze the quantum many-body physics of indistinguish-
able particles. Our novel tools enable, for instance, investigations of the position
and momentum space variances, the density fluctuations, and the phase diagrams of
ultracold atoms with an unprecedented detail. We anticipate that another series of
significant and important findings will result from the application of our new set of
many-body analysis tools in the forthcoming years.
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Atomistic Simulations of the Human )
Proteasome Inhibited by a Covalent glectie
Ligand

Michal H. Kolar, Lars V. Bock, and Helmut Grubmiiller

Abstract The proteasome is a large biomolecular complex responsible for pro-
tein degradation. It is under intense research due to its fundamental role in cellular
homeostasis, and tremendous potential for medicinal applications. Recent data from
X-ray crystallography and cryo-electron microscopy have suggested that there is a
large-scale structural change upon binding of an inhibitor. We carried out atomistic
molecular dynamics simulations of the native and inhibited proteasomes to under-
stand the molecular details of the inhibition. Here we describe the technical details
of the simulations and assess the quality of the trajectories obtained. The biochem-
ical aspects of the proteasome are under further investigation and will be published
elsewhere. This work was a part of the GSC-Prot project at the HLRS, run on the
Cray XC40 supercomputing system.

1 Introduction

Over the many years since the pioneering studies [1, 2], biomolecular molecular
dynamics (MD) simulations have become a valuable source of scientific data. They
capture functional motions of biomolecules with high spatial and temporal resolution
and bring information about dynamics and energetics. They complement classic
biophysical techniques for structure determination [3, 4], facilitate drug design [5]
or successfully tackle important questions of molecular biology [6-8].

Routinely, microsecond-long trajectories of systems up to few tens of thousands
atoms can be achieved on workstations equipped by the customer-class graphical
processor units [9]. However, simulating larger assemblies and multi-component
biomolecular complexes, such as ribosome [10] or proteasome [11], remains a chal-
lenge, and can only be done on high-performance supercomputers [12], or through
distributed computing [13, 14].
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Fig.1 Anatomy of the
human proteasome. In the
legend, numbers of protein
subunits are given in

parentheses. Prepared from RP 5 nm
PDB 5m32 [17].
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Here, we present results of atomistic MD simulations of human proteasome on a
multi-microsecond time scale. The proteasome is a stochastic 2.5 MDa nanomachine
responsible for protein degradation in eukaryotic cells via the ubiquitin-proteasome
pathway [15]. It helps maintaining the delicate balance of protein concentrations, and
thus plays a fundamental role in cell life cycle. Modulation of proteasome function
has a direct effect on cell homeostasis, disruption of which often leads to the cell
death [16].

The proteasome contains two major functional parts: a 20S core particle (CP)
and a 19S regulatory particle (RP), which together form the 26S particle depicted
in Fig. 1. The CP is a barrel-shape complex of several protein subunits organized
in four rings - two «-rings and two S-rings in a stacked oSf« arrangement. Three
B-subunits (B;, B, and Bs) have been shown to catalyze the proteolysis. The RP
consists of a base and a lid. The base is formed by a ring of six distinct ATPases
associated with diverse cellular activities (AAA+), so called regulatory particle triple
A proteins. The AAA+ works as an engine that pushes the substrate into the CP [18].
In addition, several non-ATPase subunits belong to the base and are involved in the
recognition of proteasome substrates. Overall, the RP lid consists of eleven different
subunits, which recognize and pre-processes protein substrate before it is transferred
into CP for degradation.

Large amounts of structural information have been gathered since the proteasome
discovery. Recently, several groups have determined the 26S proteasome structure
at atomic or near-atomic resolution [17, 19-21]. Despite the continuous efforts,
some parts of RP still remain unresolved, mostly due to their high inherent mobility.
Understanding the proteasome structure and function poses a fundamental scientific
challenge. However, the proteasome is under intensive investigation also due to a
tremendous potential for medicinal applications [22, 23].

Oprozomib (OPR) [24] is one of the ligands which have already reached the market
as potent anti-cancer agents. The X-ray crystal structure of the CP-OPR complex,
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resolved at resolution of 1.8 A, revealed two OPR molecules in the CP — one per
each of the two Bs5-subunits. Remarkably, the inhibited CP structure is highly similar
to the structure of native CP (at 1.9 A) [25]. The protein backbone root-mean-square
deviation (RMSD) is only 0.4 A, hence the inhibitors do not induce marked structural
changes of the CP.

However, based on cryo-electron microscopy (cryo-EM) structures of the 26S
proteasome, it has been recently suggested that the RP undergoes a large conforma-
tional change upon inhibition [17]. When OPR is bound to the CP Bs-subunits, the
RP rotates by about 25° into a non-productive state. Intriguingly, the drug binding
triggers an allosteric signal which is transferred and amplified over a distance larger
than 150 A, while keeping the (average) structure of the CP almost intact. Our main
objective is to understand the atomic details of the CP-RP mutual motion possibly
triggered by the OPR binding.

Here we present the computational details of our MD simulations performed on
HLRS Hazel Hen, and assess the quality of the trajectories obtained.

2 Methods

2.1 Simulated Systems

We have built four proteasome constructs: native CP, inhibited CP, native AA, and
inhibited AA, where AA stands for a CP with one AAA+ ring (Fig. 2). The inhibited
AA structure was prepared from the available cryo-EM data (PDB 5m32 [17]). The
dangling N-terminal «-helices of the AAA+ regulatory subunits 6A, 6B, 8 and 10
(UniProt naming convention) were omitted. Where needed, the CP subunits were
completed by missing amino acids to keep the up-down sequence symmetry of the
pairs of a- and SB-rings. By removing the two inhibitors from the inhibited AA, we
prepared the native AA structure. Experimentally determined coordinates of water
molecules, K, Mg2+ and CI~ ions were taken from the X-ray data (PDB 5le5 [25])
and added after superimposing the backbone atoms of the CP. Each of the six AAA+
subunits contained one adenosine diphosphate as found in the cryo-EM model.

Each construct was placed into a periodic rhombic dodecahedron box of sufficient
size such that the distance between the solute and box faces was not shorter than
1.5nm. The system was dissolved in a solution of K* and Na* ions of the excess
concentrations of 139 mM and 12 mM, respectively, and neutralized by C1~ anions.
In total, the simulations contained about 0.8 and 1.6 million atoms, for the CP and
AA constructs, respectively.
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Fig. 2 A scheme of the four proteasome constructs simulated.

2.2 Simulation Setup

Molecular dynamics simulations were carried out using classical interaction poten-
tials. A standard version of the Amber force field was used for the proteasome [26].
The OPR was parametrized together with its covalently bound N-terminal threonine
in the spirit of the Amber family of force fields, using fitted partial atomic charges
from the Restricted Electrostatic Potential method [27], and General Amber Force
Field parameters [28]. The TIP3P water model [29] and ion parameters by Joung
and Cheatham [30] were used.

Newton’s equations of motion were integrated using the leap-frog algorithm. All
bonds were constrained to their equilibrium lengths using the parallel LINCS algo-
rithm of the sixth order [31]. Hydrogen atoms were converted into virtual sites [32]
which allowed using 4-fs integration time step in the production simulations. Elec-
trostatic interactions were treated by the Particle Mesh Ewald method [33] with the
direct space cut-off of 1.0nm and 0.12nm grid spacing. Van der Waals interactions,
described by the Lennard-Jones potential, used a cut-off of 1.0nm.

The systems were equilibrated in several steps. First, each system was thoroughly
energy minimized. In some instances, the virtual-site model caused crashes, thus for
the minimization a model with explicit hydrogen atoms and flexible water molecules
was used. Second after minimizing water molecules in roughly 50,000 steps of the
steepest descent algorithm, the water was heated from 10K to 300K in a 5-ns long
constant-volume MD simulation, where two thermostats were used separately for the
solute and solvent. Velocities were selected randomly from the Maxwell-Boltzmann
distribution at the given temperature. Moreover during heating, the solute heavy
atoms were restrained by harmonic potential to their starting coordinates with the
force constant of 5000 kJ mol~! nm~2. Next, the density of the system was equili-
brated in a 20-ns long constant-pressure MD simulation at 300K and 1 bar, where
v-rescale thermostat [34] and Berendsen barostat [35] were used. During this step,
the solute was still restrained. Finally, the position restraints were gradually released
in a 50 ns-long simulation, where the force constant was interpolated between its
initial value and zero.

In production runs, the isobaric-isothermal statistical ensembles were generated
at 300K and 1 bar using the v-rescale thermostat and Parrinello-Rahman barostat
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Fig. 3 Performance of GROMACS 2016 on the Hazel Hen supercomputer.

[36], respectively. We simulated roughly 4 s per trajectory with the exception of
the CP-INH, where the length was increased up to 5.6 us. For validation of the
observed phenomena, another set of simulations was carried out. This started from
the final conformation of the inhibited proteasome simulations, where the inhibitor
was removed. Due to technical reasons, only the coordinates of the solute were kept,
whereas the water and ions were added from scratch in the same manner as with the
simulations initiated from the experimental conformation.

2.3 Software Details

The simulations were carried out in the GROMACS 2016 package [37]. It is a well-
established, highly-optimized C/C++ code released under Lesser General Public
License. Initially, we used the standard module available on HLRS Hazel Hen super-
computer. After removal of version 2016 from the list of supported modules, we used
a self-compiled version with very similar performance characteristics.

GROMACS uses a mixed MPI/OpenMP parallelization which may scale down
to “few tens of atoms per core” [37]. In our case, the scaling was better for the
larger AA than smaller CP construct (Fig. 3). For the production runs, we employed
128 or 256 nodes with two 12-core Intel Xeon (Haswell gen.) processors each. For
each system, four independent trajectories initiated with different velocities from the
Maxwell-Boltzmann distribution were generated. To improve scaling, bundles of the
four simulations were run as a single aprun argument.

Memory requirements were rather low, our system consumed about 600 MB of
memory per MPI task (for the AA construct) comprising several OpenMP threads.
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The simulations generated large amounts of data compressed to a high degree at the
level of GROMACS output routines. GROMACS allows checkpoint-file dependent
restarts of the simulations so the simulations were run as chained jobs to fit the
maximum runtime of 24 h on Hazel Hen. Due to our interest in the solute behavior
and limited disk space, we saved the water coordinates less frequently (100 ps)
than the coordinates of the solute (10 ps). Each chain step produced a portion of
solute trajectory of about 5.5 GB. Due to the limited disk space, these portions
were downloaded frequently to our local servers, and concatenated before the final
analysis.

3 Results and Discussion

For all trajectories, we calculated the root-mean-square deviations (RMSDs) of the
backbone atoms with respect to the starting proteasome conformation according to
Eq. 1. The analysis was performed after a least-square alignment of the trajectory to
the starting conformation using the backbone atoms of the CP subunits.

| S
RMSD() = | 3= D (ka(t) = 1, (0))". (1)

where N, is the number of atoms in a trajectory, the r,(0) is position vector at time
0, i.e. the experimental structure, and r,(¢) is the position vector at time z.

All of the trajectories appear stable within the limits of such a simple measure
as RMSD. Figure4 shows the RMSD profiles with the averages over respective
trajectories between 0.30 and 0.35nm. These values are expected, given the size
of the system (over 6,000 amino acids) and no significant drift. Similar plots for
AA constructs are in Fig.5. Here the RMSD values averaged over the trajectories
are around 0.40nm, with two instances higher than 0.45nm. The profiles show no
significant drift. Higher RMSD values are related to the size of the system (over 8300
amino acids), and to the fact that only the CP subunits were used for the alignment.

The natural sequence symmetry of the CP allowed us to assess the convergence
of the simulations. The CP is free to move in the simulation box, so the structure and
dynamics of the subunits in the upper and lower halves should converge to common
values if the free-energy minimum is well defined.

For the CP constructs, we calculated the average conformation between 1600 and
3600 ns of each trajectory, i.e. the mean position vector x of all heavy atoms. We
aligned the upper and lower halves using the backbone atoms. Then for each pair
of equivalent subunits in the upper and lower half, the RMSD,,_; was calculated as
follows.
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Fig. 4 Time evolution of the backbone root-mean-square deviation (RMSD) and the respective
probability density functions (pdf) obtained for the CP constructs. Four independent trajectories
of the inhibited constructs are shown in red, the native in blue. The pale blue traces started from
the experimental conformation, whereas the dark blue started from the final conformations of the
inhibited constructs. (Color figure online)
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Fig. 5 Time evolution of the backbone root-mean-square deviation (RMSD) and the respective
probability density functions (pdf) obtained for the AA constructs. Four independent trajectories
of the inhibited constructs are shown in red, the native in blue. The pale blue traces started from
the experimental conformation, whereas the dark blue started from the final conformations of the
inhibited constructs. (Color figure online)
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where r, , is the position vector of atom a in the upper half, the r,; is the position
vector of the equivalent of atom a in the lower half, and the sum runs over N,
atoms on one proteasome half. If the mean structures were identical as proposed
by the sequence symmetry, the RMSD,,_; would be zero. Non-zero values indicate
structural variation between equivalent subunits.

Figure 6 shows the RMSD,_; of CP constructs obtained from the experimental
structure and from the simulations. The non-zero values in the experimental structures
may be related to crystal-packing effects. Moreover, there are number of surface pro-
tein loops and terminals which are flexible. Thus, the free-energy surface is expected
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Fig.6 The RMSD,_ of the CP constructs. Values from the crystal structure are shown in green. The
gray bars represent error bars represent standard errors of the mean obtained from four independent
trajectories. (Color figure online)
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to feature many shallow minima, so their conformation in the upper and lower halves
may vary. The RMSD,,_; values from the simulations are higher, for 8-units by factor
of about 3, for @-units by factor of about 2.

Further after the least-square alignment of the backbone atoms of the two protea-
some halves, we calculated distances d,_; between equivalent atoms in upper and
lower halves. The histogram of d,_; shows (Fig.7) a maximum about 0.05nm for
the crystal. For simulation, the maximum lies slightly beyond 0.1 nm and is broader.
This indicates that the proteasome conformations averaged over a trajectory are struc-
turally less symmetric than the crystal. A projection of the simulation d,_; onto the
proteasome structure (Fig. 8) reveals that the largest structural variations are located
in the surface loops and terminal chains. In the course of simulation time, the d,,_;
profiles do not diverge (Fig.7), or even slightly improve towards shorter values.
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dy-I [nm]

B ol WMos [«

Fig.8 Projection of the distance d,,_; between equivalent atoms of the upper and lower halves onto
the crystal structure of the proteasome oriented towards the a-ring (A), front face (B) and S-ring
(C). Each sphere represents one amino acid and the color scale goes from blue (low d,,—;) through
white to red (high d,,_;). (Color figure online)

4 Concluding Remarks

Using the Cray XC40 supercomputer, we have performed atomistic MD simula-
tions of the proteasome, a multi-protein complex responsible for protein degradation
recently used as an anti-cancer drug target. We obtained trajectories totalling 100 s
in length of several systems with 0.8 and 1.6 million atoms.

Here, we have presented a technical report focused on the simulation setup, run-
time performance and basic analyses. Next, we will focus on proteasome function
and its regulation and will present such biochemical aspects in future texts. The
trajectories obtained through the MD simulations are likely of sufficient quality to
explain at atomic level what changes the inhibitor OPR triggers and how these can
modulate proteasome function.
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Abstract We describe our utilization of HLRS resources in 2020. Chief among
this has been a generation of complete spacetime initial data and a completion of
a seamless interface between the BHAC code and the Kadath library. We can now
access Kadath routines directly from within BHAC crucially avoiding unnecessary
IO operations and enabling a spectrally accurate evaluation of metric quantities and
its derivatives on any grid (static or dynamic). These developments form a crucial
pillar for continued progress including follow-up work even after the BBHDISKS
project finishes. Second, the numerical treatment of the sensitive horizon region
has been successfully completed and is capable to handle evolutions on par with
single black hole evolutions. Additionally we have completed tests of some of our
algorithms that directly benefit the funded project. We have refined GRMHD libraries
for an improved interpretation of the first black hole image. Lastly, we have started
preparatory work to set up a pipeline to convert our novel accreting black-hole binary
simulations into images and movies. The BHOSS code is now capable of producing
images in black hole binary spacetimes and remaining development tasks to fully
connect it to the matter evolutions obtained in this project are now modest.

Research field:

General relativity/Astrophysics

1 Introduction

The allocation “44149 BBHDISKS” on the system CRAY XC40 (HAZEL HEN) at
HLRS has been awarded to our research group in August 2018 and extended until
August 2020 and presents us with a significant computational resource to carry out
this project.
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The scientific research carried out in the group is broad, covering a number of
active topics in the field of general relativistic astrophysics and compact objects
most of which require substantial computational resources. Specifically these topics
include:

e the general behaviour of magnetized, turbulent gas moving around or falling onto
a black hole systems

the observational appearance of said systems

the predictions from alternative theories of gravity

the predictions for systems with two black holes in magnetized gas

advancing our computational tools to tackle the above systems in the contexts of
both ideal and resistive magnetohydrodynamics on non-homogenous and dynam-
ical grids.

Our studies exclusively probe systems governed by coupled, non-linear partial dif-
ferential equations of Magnetohydrodynamics in strong-field gravity both GR and
non-GR. In our research we therefore heavily rely on numerical methods and large
scale computational facilities such as the ones provided by HLRS, which are a very
important asset to us.

Due to various circumstances beyond our control such as the shutdown of Hazel-
hen and problems with setting up Hawk related to a cybersecurity incident we have
not been able to make use of our allocation in a crucial time of our project and had to
rely on other resources to execute our simulations on a smaller scale. This has been
a risk that we were prepared for as detailed in our proposal. A completion of our
research program as outlined does, however, rely on the utilization of Hawk and we
will start migrating our software over to Hawk once the system comes online. While
we were able to identify and cure more obvious and small bugs in our codes, we will
need to run a few last full tests on Hawk for both reliability and performance before
entering full production.

2 Numerical Methods

The simulations are performed using the recently developed code BHAC [15], which
is based on the public MPI-AMRVAC Toolkit [16]. BHAC was built to solve the
general-relativistic MHD equations in the ideal limit (i.e., for plasmas with infinite
conductivity) on spacetimes that are fixed but arbitrary and can therefore model
stationary BH spacetimes in any theory of gravity [11, 17]. The code is currently used
within the Event Horizon Telescope collaboration, and in particular, the ERC synergy
grant “BlackHoleCam” [8] to model mm-VLBI observations of the supermassive BH
MS87* [2-7] and the candidate at the galactic centre Sgr A* to simulate plasma flows
onto compact objects [12, 15]. BHAC offers a variety of numerical methods, fully
adaptive block based (oct-) tree mesh refinement with a fixed refinement factor of
two between successive levels, and is already interfaced with many analysis tools or
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Fig. 1 Central rest-mass density (colour scale) of a gas cloud corotating with a black hole binary
evolved with BHAC and the four velocity (arrows). One can clearly see the black hole horizons
(dark blue), a pile-up of gas in front of the orbit of each black hole, a trailing wake of lowered
density, and a dense stream of gas between the black holes reminiscent of equipotential surfaces in
the tidal field of the binary.

external codes used by our group. In all the above studies so far the spacetime metric
is analytically given and manifestly stationary.

A key requisite to evolve accreting black hole binary systems is the generation of
a valid spacetime metric featuring two black holes orbiting around each other that
satisfies Einstein’s field equations of General Relativity. Such initial conditions can-
not be found by simply superimposing two known black hole solutions as would be
possible in Newtonian gravity. Instead, rather complex non-linear elliptic equations
have to be solved at very high accuracy. Another challenge is very similar but even
more challenging than for single black holes: The initial conditions for the matter
are found from initially well-defined but not realistic equilibrium condition, that are
evolved in time until the matter dynamically adjusts to the effects of the magnetic
fields and binary spacetime.

3 Ongoing Accreting Binary Black Holes Project

In the current project BBHDISKS we have now achieved matter evolutions in space-
time metrics of two black holes in orbit around each other, see e.g. Figures 1 and 2.
Thanks to a novel and innovative approach we were able to exploit both symmetries
in the spacetime (preserve the corotating frame and spectral accuracy) as well as key
advantages of the full AMR, state-of-the-art code BHAC. Both of these features are
a first and present a fundamental and substantial advantage over any other study in
this field.
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Fig. 2 Lapse metric function (color scale) and shift vector (arrows) in the equatorial plane of the
irrotational binary black hole system. The spacetime is a full solution to Einstein’s equations and is
mapped onto an adaptive mesh refinement grid in BHAC (each grid block represents 16 grid cells
for visual clarity).

The first non-trivial step was to obtain valid and spectrally accurate (i.e. solving
Einstein’s field equations) initial data. Binary BH initial data are being computed
using Kadath [10], which works within the conformal thin-sandwich approximation
(CTS). In CTS it is assumed that the binary spacetime has a helical Killing vector
(i.e., the binary is stationary in a co-rotating frame) and is conformally flat [13].

The second step that we have achieved is that we have now linked BHAC to the
Kadath library [10] enabling a flexible, convenient, and efficient interface between
the spacetime metric solver and BHAC. With this coupling in place we can now eval-
uate the spacetime metric to spectral accuracy on any (e.g. non-uniform) numerical
grid without any tedious and unnecessary I/O operations.

Third, we have successfully initialized and evolved matter configurations within
a binary spacetime. Specifically, we were able to make the necessary adjustments to
handle the more complicated nature of the black hole horizons.

4 Job Statistics and Resources Usage

The typical job size for our projects is largely dependent on the type of physical
system we are modelling, the microphysical processes involved and of course the
level of accuracy needed, which sets constraints on numerical parameters such as the
resolution, domain size and order of the method. Nonetheless we can provide some



Accreting Black Hole Binaries 63

estimates. A typical job can require the use of 50 nodes (1200 cores) for a period
of 24 h at low resolution and twice as much (100 nodes/2400 cores) for several days
at mid-high resolution. In the hybrid MPI/OpenMP parallelization scheme that we
employ, this results in a total of 50 to 100 MPI processes (2 per node), each of them
spawning 12 threads each. We normally do not exploit hyperthreading and attempt
to bind each thread to a separate physical core.

A grand total of 51473420 RTh were awarded to us on HAWK, and we have
used 25472 RTh (6.3%) and 2694264 (5.2%) RTh on Hazelhen at this point into
our allocation as of 15/06/2020. The shutdown of Hazelhen and problems in setting
up Hawk related to the cybersecurity incident have prevented us from using the
allocation in an important point into the project. Instead, we resorted to smaller test
simulations on local resources where also faster iterations between runs is possible.
However a few full scale tests have to be run on Hawk once it becomes available and
we have ported out siftware over successfully.

At present 5 researchers within our group have access to computing resources at
HLRS.

We have participated three times in the HLRS code optimisation workshop
(recently in November) to achieve optimal performance on the Cray XC40 sys-
tem and plan to do so again in the course of this allocation when transitioning to the
new Hawk system.

4.1 Refining the Library of GRMHD Images for the EHT

Three-dimensional general relativistic magnetohydrodynamic simulations of accre-
tion onto supermassive black holes were performed at the HazelHen supercomputer
using the code BHAC, as part of the efforts to build a library of simulations and
images to aid in the interpretation of the first horizon-scale radio images of a super-
massive black hole candidate [2-7].

We are currently refining the library of GRMHD-based images for a more in
depth comparison to observational data. Key improvements are a better coverage of
the underlying parameter space and higher image resolution.

4.2 Preparatory Development on Ray Tracing in Binary
Spacetimes

While our production phase was delayed due to the shutdown of Hazelhen and the
delay in getting started on Hawk we have instead started other development earlier
than original envisaged. Once full production is underway we seek to form synthetic
images as they would appear to a distant observer. Such images require the solution
of a synchrotron radiative transfer problem along the trajectories of light rays in
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Fig. 3 Ray-traced images computed with the BHOSS code [18] through a single (left panel) and
binary (right panel) black hole spacetime. Note the peculiar lensing effects in the binary case that
are absent in the single black hole case.
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Fig. 4 Comparisons of ray-traced images computed with the BHOSS code [18] and RAPTOR [1]

the underlying spacetime. For single black holes there are many codes capable of
doing this and many are used within the EHT, see Sect.5.3. When it comes to binary
spacetimes the situation is very different. The BHOSS code is now capable of tracing
light paths in binary spacetimes, see Fig.3 as an example.

5 Completed Projects and Publications

5.1 Completion of the Library of GRMHD Images for the
EHT

As discussed in Sect.4.1, the construction of the GRMHD image library was suc-
cessfully completed and extensively used in the theoretical interpretations of EHT
results.
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Fig. 5 Comparisons of ray-traced images across all codes used within the EHT

5.2 GRMHD Code Comparison Project

In [14] we have published the results of an exhaustive comparison of various inde-
pendent GRMHD codes in an effort to quantify the degree of agreement among
different codes when evolving the same initial conditions. The main difficulty is that
the underlying dynamics features turbulent motion that is exponentially sensitive to
the initial data and therefore cannot give formally convergent results as each code
and each method will give a slightly different turbulent realization that can at best be
compared in an ensemble-averaged sense. Despite such complexities a quantitative
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comparison was achieved and models generated from codes within this comparison
show predictive power for actual radio VLBI observations [7]. A refinement of this
study is now underway and includes other physical regimes and a deeper analysis of
statistical properties.

5.3 Completion of the GRRT Code Comparison for the EHT

Another comparison of radiative transfer codes has now been accepted by the journal
[9]. This includes the BHOSS code that we will use in this project as well.

The comparison, see Figs.5 and 4 indicates good agreement among codes and
confirms that in particular BHOSS has been a good choice for our project.

6 Conclusion

The relativistic astrophysics group in Frankfurt has a number of active projects ben-
efiting from the 44149 BBHDISKS allocation on the HazelHen cluster.

In project BBHDISKS we have now achieved matter evolutions in spacetime
metrics of two black holes in orbit around each other, see e.g. Figures 1 and 2.

First, we obtain valid and spectrally accurate (i.e. solving Einstein’s field equa-
tions) initial data via Kadath [10].

Second, we have now linked BHAC [14] to the Kadath library [10] enabling
a flexible, convenient, and efficient interface between the spacetime metric solver
and BHAC. With this coupling in place we can now evaluate the spacetime metric to
spectral accuracy on any (e.g. non-uniform) numerical grid.

Third, we have successfully initialized and evolved matter configurations within
a binary spacetime. Specifically, we were able to make the necessary adjustments to
handle the more complicated nature of the black hole horizons.

In summary, despite some setbacks due to the shutdown of Hazelhen or difficulties
with Hawk, we have made major progress and achieved key milestones. This puts us
in an excellent position to execute our project BBHDISKS as soon as Hawk becomes
available.
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Molecules, Interfaces, and Solids

Holger Fehske and Christoph van Wiillen

The following chapter reveals that science in the field of molecules, interfaces and
solids has profited substantially from the computational resources provided by the
High Performance Computing Center Stuttgart and the Steinbuch Centre for
Computing Karlsruhe. As only one-third of the very interesting and promising
contributions could be captured in this part, we have selected rather diverse
activities, from both a scientific and methodological point of view, not least to
demonstrate that a great variety of techniques has been used to reach scientific
progress in various areas of chemistry, physics and material science research.

We start with the contribution of the Meyer group in Heidelberg, which is
interested in the Eigen cation (H30) + (H,0);. While this may appear as a “small
system” to many readers, its 33 degrees of freedom are a formidable challenge to a
full quantum mechanical treatment of its nuclear motion. The MCTDH (multi
configuration time-dependent Hartree) program developed in Heidelberg allows for
an efficient quantum mechanical treatment, but this can only be fully exploited if the
high-dimensional potential energy of the molecule (a function of 33 variables) is
transformed into a canonical tensor form. This has been achieved with a new
program written in this work, a program that made use of up to 19200 CPU cores.
With this, a detailed and complete quantum mechanical treatment of nuclear motion
in the Figen cation has been performed for the first time, and this small system is a
test-tube for the dynamics of proton transfers in aqueous solutions.
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The contribution from Lesnicki and Sulpizi from the university of Mainz also
targets at dynamics in liquid water, but here we have a much larger system size and
consequently a much less detailed simulation method, a molecular dynamics
(MD) simulation in this case. Water at mineral interfaces behaves quite differently
from bulk water, mostly because the ionic interface leads to a preferred orientation
within the first few layers of water molecules and therefore makes the
hydrogen-bonding network stiffer. To investigate vibrational relaxation at the
mineral-water interface, the group used a new simulation protocol: kinetic energy is
put into the atoms close to the interface (this is easily done in the computer!) and it
is monitored how this excess kinetic energy “flows” into the bulk. While this is not
what happens in the 2D sum frequency generation experiment, the primary output,
namely the time constant for vibration energy relaxation, is the same. Interesting
details emerge from the analysis of the MD data, for example different timescales in
different (vibrational) frequency ranges, and these findings can directly be com-
pared to experiment.

A joint contribution from the universities of Marburg and Stuttgart investigates
confinement effects in molecular heterogeneous catalysis, using large-scale MD
simulations. The force field methods used here cannot model the catalytic trans-
formation, since this involves bond breaking and making. But everything happens
in a confined space (e.g. a mesopore) where the catalyst is immobilized, and the
transport of the substrate to and of the product from the catalyst is of prime
importance, and this is the main target of the MD simulations performed here. The
ring-closing metathesis of a large ®,® diolefin by a ruthenium-based
(Grubbs-Hoveyda) catalyst was investigated, and both dynamic (diffusion con-
stants etc.) as well as static (enrichment/depletion of substrate and product in dif-
ferent portions of the pore) properties have been extracted from the calculations.
For example, it has been found that the product enriches near the catalytic centers
which is detrimental to catalytic efficiency. These calculations therefore offer a
handle for a rational design of mesoporous systems with immobilized catalysts.

The physics projects introduced in the following will mainly address the striking
dynamical and transport properties of electronically low-dimensional systems:
zero-dimensional quantum dots, one-dimensional nano-wires and two-dimensional
(film) superconductors.

On outstanding example in this respect is the work by Philipp W. Schering and
Gotz S. Uhrig from the Solid State Theory Group at Dortmund University who
discussed the spin dynamics of an (inhomogeneous) ensemble of GaAs quantum
dots subjected to trains of periodic optical pulses. Their study paves the way to a
better understanding of very recent pump-probe experiments, e.g., with respect to
the fascinating phenomenon of nuclei-induced frequency focusing, and even allows
to predict new effects, such as the emergence of resonant spin amplification in a
Faraday geometry. The latter gives access to the longitudinal g factor of the charge
carriers localized in the quantum dots. Another interesting result is that an increase
of the pumping strength leads to a decrease of the spin relaxation time in the
system. A prerequisite for all these findings are the large-scale simulations
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performed on Hazel Hen, making it possible to reach the non-equilibrium states for
the full range of magnetic fields used in experiments. Thereby the authors resort on
a well-established semiclassical approach to the problem, supplemented by a more
realistic description of the nuclear spin bath. Technically they performed an
adaptive integration of the system of ordinary differential equations by the
Dormand-Prince method, which is easily MPI-parallelizable with almost ideal
speedup.

Giessen’s University and Center for Materials Research group headed by S.
Sanna explored the subtle interplay between atomic structure and electronic states
in the process of wire-growth on high-index Si(hkl)-Au (stepped) surfaces. The
investigations focus on the impact of H adsorption on the electronic structure with
the objective to tune the system’s metallicity. To come to the point: The study
reveals that the influence of atomic hydrogen goes far beyond simple charge
transfer. Thus it could be shown that H adsorption on the energetically most
favorable sites at the Si step edge not only leads to modifications in the electronic
structure due to adsorbate-to-substrate charge transfer, resulting, e.g., in a band shift
and gap widening, but also changes the character of the hybridization by affecting
the spatial distribution of the wave functions on the unoccupied states. As a result
the plasmonic excitations will be strongly influenced by the unoccupied band
structure. The presented first-principle calculations of the electronic band structures,
potential energy surfaces and squared wave functions are based on total energy
density functional calculations within the generalized gradient approximation, using
the VASP simulation package, where best performance was reached with pure MPI
parallelization.

Motivated by scanning tunneling microscope measurements conducted by the
Waulthekel KIT group on the surface of superconducting Al(111) in the presence of
an adatom, F. Evers and M. Stosiek from the University of Regensburg investigated
thin film superconductors with a single impurity. Here the central issue is the
predicted enhancement of superconductivity (critical temperature, mean supercon-
ducting gap) by disorder, which could be verified by the authors analyzing the
statistical properties of the local density of states and the local gap function, as well
as the spatial distribution of the pairing amplitude within their self-consistent
numerical simulation scheme. Equally interesting the authors demonstrated that the
formation of superconducting islands is an indispensable ingredient in any theo-
retical approach aiming to describe the observed superconductor-insulator transi-
tion. This effect, however, was ignored in the analytical studies so far. The
many-body localization (MBL) transition is another ambitious, disorder-related
problem addressed in this project. With the help of the ForHLR2 computing
resources, Evers and Stosiek have analyzed dynamical signatures of this transition
for a one-dimensional quantum lattice model with random potentials contributions.
Combining very efficient Chebyshev expansion and Kernel polynomial techniques
with an optimized sparse matrix-vector-multiplication implementation finite-size
effects could be overcome. This allows to discuss the level-spacing distribution
more seriously and so a further (intermediate) MBL phase in addition to the actual
MBL state has been detected.
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In summary, almost all projects supported during the period under review, have
in common, besides a high scientific quality, the strong need for computers with
high performance to achieve their results. Therefore, the supercomputing facilities
at HLRS and KIT-SCC have been essential for their success.
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Abstract We have implemented a Monte-Carlo version of a well-known alternating
least squares algorithm to obtain a sum-of-products representation of potential energy
surfaces, more precisely a so-called Canonical Polyadic Decomposition, for use
in quantum-dynamical simulations. Our modification replaces exact integrals with
Monte-Carlo integrals. The incorporation of correlated weights, and hence weighted
integrals, is straight forward using importance sampling. Using Monte-Carlo methods
allows to efficiently solve high-dimensional integrals that are needed in the original
scheme and enables us to treat much larger systems than previously possible. We
demonstrate the method with calculations on the 33-dimensional Eigen cation.

1 Introduction

In the recent years there has been rapid developments in the field of molecular
quantum dynamics. In particular, many efforts have been made to treat ever larger
molecules with many degrees of freedom on a quantum mechanical level. To study
such a system one usually needs to solve the time-dependent Schrédinger equation
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(h=1)where H =T + V is the system Hamiltonian with the kinetic energy T and
a potential V. The state of the system is described by the wavefunction ¥ which
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depends on the physical coordinate g,, where k = 1--- f labels the f degrees of
freedom (DOF) of the system.

When the Schrodinger equation is to be solved for a system with many atoms,
as is the case in molecular systems, the main obstacle to overcome is the so-called
“curse of dimensionality”: usually the wavefunction is sampled on a product grid of
primitive basis functions, usually just grid points in coordinate space. One selects
a set of, say N, grid points for each of the f (physical) coordinates or DOF of the
system and then samples the wavefunction on the N/ -dimensional product space of
the single coordinates. This implies that N/ coefficients must be stored to represent
the wavefunction. The coefficients which represent the wavefunction in coordinate
space can then be interpreted as an f —way tensor.

One easily sees that this ansatz will quickly lead to an exhaustion of numeri-
cal resources even for small systems because of the exponential scaling law of the
required memory. Within the Heidelberg group, we therefore have developed the
multi-configuration time-dependent Hartree (MCTDH) algorithm [1-6] to compact
the amount of information that needs to be stored and processed while at the same
time maintain a closed set of equations of motion of the systems wavefunction. The
algorithm is based on a Tucker decomposition of the wavefunction tensor. To be
specific, the wavefunction is approximated as

n ng
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or, when sampled on the primitive coordinate grids,
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Here, Aj,..;, is the Tucker core tensor, gb(’” are time-dependent basis functions and
n, are the expansion orders in the coordinates g, . This ansatz shifts the exponential
scaling law to the core tensor, however, now with a smaller base n,.

One can further compact the core tensor by combining a number of physical
coordinates into logical coordinates Q, . This is equivalent to combining a few indices
of the f—way tensor into larger ones, thereby turning the tensor into a p—way tensor
with p < f and then performing the Tucker decomposition:
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where p is the number of modes or “logical coordinates”. The mode-combination
scheme now opens the path to a hierarchical tensor decomposition as one may see the
now multi-dimensional basis functions ¢*) again as tensors which can be decom-
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posed into Tucker Format. This gives raise to the multi-layer multi-configuration
time-dependent Hartree (ML-MCTDH) approach [6—11]) for which also a hierar-
chical set of coupled equations of motion can be derived which optimally resemble
the time-dependent Schrodinger equation Eq. (1).

Both, MCTDH and ML-MCTDH have in common that the equations of motions
are coupled through so-called “mean fields”. The mean-fields are contractions of the
wavefunction tensor and the system Hamiltonian over all but one (logical) indices.
Hence, ideally, the system Hamiltonian should also be represented in a compatible
format to the wavefunction tensor. Compatible here means that the Hamiltonian
should be in a sum-of-products form

K P
H=Y c[[h@0, ()
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where the single-particle Hamiltonians fzﬁ") now exclusively depend on the coordinate
Qk. This is usually automatically fulfilled for the kinetic energy, but not for the
potential energy. The potential is usually provided to us as a numerical routine which
takes a coordinate vector as argument and returns an energy value. In this form it
cannot be used directly within the Heidelberg implementation of MCTDH. Realistic
potentials must therefore undergo a pre-processing step in which they are transformed
into a numerical sum-of-products representation. More precisely, the potential needs
to be transformed and stored in a tensor format prior to carrying out the dynamics
calculations.

One of best known algorithms to perform this transformation is the Potfit algo-
rithm [3, 12, 13] and its variants [ 14—17]. Within Potfit, the potential V is decomposed
into a Tucker format, very similar to the wavefunction:

my,
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functions. Obtalmng this decomposition, however, is qu1te labor intensive if there are
more than 6 DOFs, as it requires multiple contractions over the complete primitive
grid. Recent algorithms therefore resorted to incomplete contractions via random
sampling [16, 17] or sparse grid techniques [14]. Random sampling will also be
used in the current contribution.

Apart from the Tucker format, however, there also exists the so-called Canoni-
cal Polyadic Decomposition (CPD) format, sometimes called “CANDECOMP” or
“PARAFAC” in the literature [18]. The CPD format promises a higher compression
rate than the Tucker format, however, is also much harder to obtain. Being able to
obtain a CPD form of the potential would therefore open the path to study very large
systems as will be demonstrated below. The main focus of this contribution hence lies
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in obtaining a decomposition of the potential in CPD form. The algorithm outlined
below has been recently published in Ref. [19].

2 Canonical Polyadic Decomposition

Using mode-combinations the potential in CPD form is given as
R
V(@1 0,) ~ ) (@) P (Q)), (7)

where ¢, are expansion coefficients and v) are expansion functions. Unlike the
Tucker format, there are in general no restrictions on the expansion functions. In
particular, it is not demanded that the expansion functions form an orthogonal set.
Often, and also in this work, it is, however, demanded that the expansion functions
are normalized, which gives raise to expansion coefficients as in Eq. (7).

2.1 Alternating Least Squares

Given the expression, Eq. (7), for the decomposition of the Potential, the task is then
to find optimal expansion functions and coefficients such that the error with respect
to the exact potential is minimized. Due to the relaxed restrictions on the expansion
functions this is a highly nonlinear task.

In the literature, often the so-called alternating least squares method is used which
is outlined in a very basic form below. One starts with a functional that is to be

minimized:
7= (Vi - vy +eZ Zsz (8)

1

Here [ is the composite index {iy,...,i,} and £2,; = ]_[ vm with v(K) being the

rth basis function for the logical coordinate Q, evaluated at the i, ’th grid point of
Q. The first part of Eq. (8) measures the error of the expansion with respect to the
exact potential while the second part is called the regularization with regularization
parameter € as will become apparent below.

To arrive at expressions for obtaining the basis functions and coefficients, one
calculates the functional derivative of J as

p (K) 22 Vi) + ZZcr )S(K) + 2ec, v(’()S(") — 0. 9)
v
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where the positive semi definite matrix

SE = 2828 .. (10)
IK

denotes, with 2, = [] v,('i) , the overlap of the product of all basis functions but
K'#K “

the «th one. Note, that the sum is now done over the index 7 which is the composite

index of all indices but the «th one. One can now define
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and arrive at the working equations for obtaining optimal coefficients and basis
functions for one logical coordinate:

b = D0 (89 + e ) 1), (12)
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where Sff‘) = 1 has been used for the regularization part. After choosing the regular-
ization parameter, Eq. (12) can be solved with standard linear algebra tools.

Since the solution of Eq. (12) for one mode, however, depends on the solution of
the same equation for all other modes, one resorts to an iterative scheme: One starts
with an initial guess for the basis functions and coefficients, usually just random
numbers, and iterates until some stop criterion is met. This procedure is called the
Alternating Least Squares (ALS) method.

2.2 Monte-Carlo - ALS

In the simple form outlined above, the ALS algorithm already produces very usable
results. It exhibits, however, one serious drawback: The quantities S© and p®
both are formed through contractions over all but one degrees of freedom. While
the contraction is separable for S, this is not the case for »*) such that here the
sum must really (and repeatedly) visit all combinations of primitive grid points.
This seriously limits the applicability of the ALS algorithm to approximately 8§—10
DOF at most. To mitigate this drawback one can resort to a sparse sampling of the
contractions. In the following this will be achieved thought a Monte-Carlo sampling.

To this end, one needs to adjust the functional, Eq. (8) to account for the sampling.
Moreover, a slightly different functional is needed for every DOF because only the
modes over which the contraction is carried out need to participate in the sampling.
Hence, one introduces a functional for each mode « as
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The difference to Eq. (8) lies in the presence of a weight function WI(K) with
Wi = wOwr, (14)
i.e., the weight function W®) is approximated by a weight function that depends only

on the coordinate k times a weight function that depends on all but the coordinate .
Performing the functional derivative as before then leads to
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As in the previous subsection, Eq. (15) now leads to simplified expressions:
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have been used. Equation (17) again can be solved with standard linear algebra tools.
Note, that the weight function w®) drops out of the working equations and one is
left with the same contractions as before, but now with respect to a weight function
W¥. Note, that in this form the contraction still requires visiting all primitive basis
points. Moreover, the presence of the weight function spoils the separability of the
overlap matrix.

In the following, therefore, the weight function will be interpreted as a distribution
function of sampling points and the contraction is approximated by Monte-Carlo
sampling [20]:

Nc
Y WiF,~NY F, (19)
1 K

where s labels the Monte-Carlo points and N¢ is the number of sampling points.
Applying Eq. (19) to Eq. (17) one arrives at the approximate expressions
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Here, the index s denotes a Monte-Carlo index that denotes sampling points for all
DOF except the «th one. Note that the quantities d*) are constructed from 1-D cuts
(one index is complete) through the V-tensor and that the matrix Z*) is symmetric.
The matrix elements of Z*) are technically large dot-products.

3 Implementation Details

Equations (20) are in general the working equations that have been implemented
in a new program “mccpd” within the Heidelberg MCTDH package. The program
hast been used to obtain the CPD fit of the potential for the calculations on the
Eigen cation as outlined below. The size of the problem, and also the large numerical
demand of the numerical routine that was used to evaluate the potential energy made
it imperative to organize the program such that many quantities can be re-used and
the calculations are optimized.

There are two major blocks of work that need to be performed for obtaining a CPD
tensor with the method outlined above. The first block is to evaluate the potential
along the 1-D cuts through the sampling points as needed in the second line of
Eq. (20). This part has to be done only once and serves to collect data about the
potential. There are cases where molecular symmetries can be exploited, which is
outlined in detail in Ref. [19]. In this case symmetric CPD expansions can be created.
Symmetrically equivalent configurations and energies (and hence 1-D cuts) can be
constructed via symmetry operations (in practice just permutations of primitive basis
points) instead of calling the potential routine again. This could, however, only be
used to a very limited degree in the present case because symmetry adapted internal
coordinates could not be used.

The second major part of the work is performing the ALS iterations. One may
recognize that during the iterations all quantities, the Z*)- and d®)-matrices need
to be build anew for each mode. Here, a number of optimizations are possible as
outlined below.

Finally, after the ALS iterations are complete, the fit is tested on an independent
and usually much larger set of sampling points for accuracy. This requires calling
the potential routine once for each sampling point and comparing it to the value on
the tensor. This task is also performed in parallel by distributing the sampling points
among the MPI tasks. For the calculations inside the MPI rank again shared memory
parallelization can be used.
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3.1 Parallelization

The program supports both, shared memory parallelization with OpenMP and dis-
tributed memory parallelization with MPI. The latter is mainly used to distribute the
sampling points among the MPI ranks such that each rank possesses a local set of
sampling points. Each MPI rank, therefore, must also possess the matching set of 1-D
cuts. Both can either be read-in or created as needed. If the potential energy routine is
thread-safe, it can be called using shared memory parallelization for generating the
cuts. Unfortunately this was not the case for the potential routine used in the present
case such that pure distributed memory parallelization has been used.

The 1-D-cuts are stored as column major (Fortran order) such that, if shared
memory parallelization is possible, each thread calculates a chunk of columns where
the chuck size can be controlled with environment variables. The cuts and sampling
points are not communicated except for reading/writing on persistent memory, if
required.

Within the second major part, the ALS iterations, each MPI rank possesses a
fixed subset of sampling points (which is usually the same as for the first part).
Shared memory parallelization is here used to parallelize generating the Z*)- and
d®)-matrices from the local subset of sampling points. These quantities must then be
reduced among the MPI ranks. Also, shared memory parallelization, and optionally
distributed memory parallelization using Scalapack, can be used to solve the linear
system, Eq. (17) by linking to appropriate and optimized numerical libraries.

3.2 Pre-fetching and Re-using Sampling Points

The distribution function of the sampling points as given in Eq. (14) can be created
from a single weight function, or a single set of sampling points, according to

W= W 21

As a consequence, all sets of sampling points for the various modes only differ in
the index that is left out. The sampling points of the common modes are the same.
This allows pre-fetching and storing the values of the basis functions at the sampling
points. Since one basis function v usually fits into the CPU cache, picking sampling
points for a particular combination of r and « is very efficient. These points can be
stored in a linearized and continuous sampling cache. Moreover, these sampling-
caches only need to be updated after an ALS sweep over the respective coordinate
but can be used for every mode during an ALS sweep. From the continuous sampling
caches the £2-matrix, and from its transposed the Z®)- and d)-matrices can then
be build very efficiently.
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Fig. 1 The Eigen cation: a

central, positively charged

hydronium is solvated in a

shell consisting of three

water molecules !

3.3 Growing the CPD Tensor

Unfortunately, one of the major drawbacks of the ALS algorithm is that it converges
rather slowly. More precisely, it can be shown that the original algorithm improves
monotonically, but may never converge towards a limit [21]. The Monte-Carlo version
of the ALS algorithm may only converge for an initial number of iterations until
non-monotonic behavior sets in. It seems to be very helpful, therefore, to start with a
rather small tensor, typically a few hundred terms, iterate the optimization routine a
number of times and subsequently grow the tensor by adding additional terms which
are initialized with random numbers but zero coefficient. This usually accelerates
the reduction of the fit error quite substantially. This strategy can be used repeatedly
until either a desired accuracy is achieved or a maximum number of terms has been
reached.

4 Application to the Eigen Cation

The protonated water tetramer HyO} , or Eigen cation, as depicted in Fig. 1, is besides
the Zundel cation one of the most important protonated water clusters. HyO] is an
extremely floppy molecule that is very hard to describe. Recently, experimental
absorption spectra [22, 23] have been obtained for the Eigen cation in the range of
200cm~! and 4000cm~'. While some of the features of the spectrum have been
identified before, there is still an open debate about the origin of the broadening of
the peak at 2700cm ™. It is clear, that it is associated with the transfer of the protons
between the central oxygen and one of the water molecules. However, other states
must be involved as well.

To our knowledge, the quantum calculation of the infrared spectrum in the com-
plete spectral range of one-photon absorptions between 0 to 4000 cm ™" and with full
inclusion of anharmonicity and coupling, has not yet been achieved for this very
challenging system. The difficulty lies in the high dimensionality of the system: the
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molecule consists of N = 13 atoms, and hence 3N — 6 = 33 internal DOF. While
the treatment of the systems wavefunction with help of the ML-MCTDH algorithms
has been in principle possible for a number of years, there has (to our knowledge)
so far been no tool to transform high-dimensional potential energy surfaces into a
sum-of-products form. With the help of the aforementioned techniques, in particular
with the global expansion of the potential according to Eq. (7), this goal could be
achieved such that an accurate modeling of the systems absorption spectrum was
possible.

The absorption spectrum within the linear response regime is given by the Fourier
transform of the dipole-dipole- correlation function C,,(¢) as

a(w) X @ / e C (1) (22)
with : A
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and ¥ being the ground state with energy Eo, and pi,, iy, and p, are the dipole
moment surfaces in the x-, y-, and z-direction in the laboratory system. Note, that the
w; are, like the potential, 33-dimensional surfaces as they depend on all 33 internal
coordinates. The averaging over the dipole components in Eq. (23) is performed to
model the random orientations of the molecules in the spectroscopic experiments.

4.1 Preparation of the Dynamical Calculations

Equation (23) now implies that in order to obtain the spectrum, one needs to solve the
time-dependent Schrodinger equation for the initial states |Wu;) = w; |¥o). To set up
a numerical Hamiltonian for solving the time-dependent Schrédinger equation one
first needs to chose a set of suitable internal coordinates. For the Eigen cation we used
so-called polyspherical coordinates which have the advantage that the kinetic energy
operator T is automatically given in a sum-of-products form, Eq. (5), as required
by the MCTDH implementation. Once having defined the internal polyspherical
coordinates, analytic expressions for kinetic energy can be calculated with the TANA
program package by D. Lauvergnat [24].

In a second step we combined the f = 33 physical DOF into p = 13 logical ones
where the combination was performed based on geometrical and physical consider-
ations, see Table 1.
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Table 1 Mode combinations, grid size, and physical meaning of the internal coordinates of the
Eigen cation. The labels A, B, C refer each to one of the three “arms” of the molecule. In the last
line the size of the total primitive grid is given.

Mode| Physical coord.| No. points Remark

1 UAB, UAC, O 11 x 11 x 11 = 1331 Global O-O angles and pyramidalization

2 Ra, ZA 13x9=117 Distance Water A and proton A from center

3 Rg, zB 13x9=117 Distance Water B and proton B from center

4 Rc, zc 13x9=117 Distance Water C and proton C from center

5 Ria, Roa, O Ix7xT7=441 internal Water A

6 RiB, RyB, 68 9x7x7=441 Internal Water B

7 Ric, Raoc, 6c 9x7x7=441 Internal Water C

8 VA, UA 13x9 =117 Wagging and rocking of water A

9 VB, UB 13x9=117 Wagging and rocking of water B

10 YC, UC 13 x9=117 Wagging and rocking of water C

11 XA, VA, A 9x9x11=2891 Proton A in-/out-of-plane and water A rotation

12 XB, VB, B 9x9x11=2891 Proton B in-/out-of-plane and water B rotation

13 Xc, Y, oC 9x9x11=2891 Proton C in-/out-of-plane and water C rotation
2.1x10% Primitive grid size

In a third step one then needs to fit the potential energy V as well as the three
dipole surfaces p; in the form of Eq. (7). To this end we first created a set of sampling
points using a Metropolis-Hastings algorithm according to the weight function

W(Qi,--- va)ZZaieXp(_ﬁiV(Qh"' . 0)p) (24)

where the §; = 1/kgT; can be interpreted as inverse temperatures with kg being
the Boltzmann constant and a; is a coefficient that weights the different tempera-
ture contributions. Altogether, 7 x 10° sampling points have been created. 2 x 10°
points for each kg7 =500 cm™!, kg7 =1000cm™! and kg7 =2000cm™—! as well
as 7.5 x 10° sampling points for kg7 =3000cm™! and 2.5 x 10° sampling points
for kgT =4000cm~!. These points have been calculated as 9600 independent tra-
jectories (of which only one in 100 points was accepted as a valid sampling points to
reduce the correlation inside the trajectories) in parallel, one trajectory on one CPU
core with a wall-time of approximately one hour. The same set of sampling points
was used to fit all above mentioned quantities.

After the sampling is obtained, one of the major tasks is to calculate the 1-D
potential cuts as needed in Eq. (20). Here, a total number of 6.1 x 10'° calls to the
potential energy routine have been preformed. Note, that this is almost 22 orders of
magnitude less than the total number of primitive grid points, cf. Table 1. This task
was performed using between 9600 and 19200 CPU cores in parallel, typically with
a wall-time below four hours. As all cuts can be calculated independently a re-start
of the calculation is easily possible at any time. For all three quantities, V and u,
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My, iz, the ALS optimization using Eq. (17) was done in one chunk on 9600 cores
for the potential (wall-time: 22h) and 4800 cores for the w; (wall-time: 4h). The
reason for the different amount of work is the number of terms (cf. Eq. (7)) in the
expansions where R = 2048 was used for the potential and R = 1024 for the u;.
The amount of work to construct the matrix Z in Eq. (17) is here dominating the
numerical efforts and scales as R2. For this reason, also fewer iterations have been
used to create the potential fit.

The fits where subsequently tested on an independent set of sampling points
generated as described before. It was found that the root-mean-square error for tem-
peratures kg7 <2000 cm~! was below 150cm ™! which is an extremely promising
value for this large a system. For the dipole surfaces, which have been fitted with
less accuracy because only spectral peak heights and not positions are influenced by
errors, the error obtained was below 2% for temperatures kg7 <2000 cm™ L.

4.2 Numerical Results

Once all constituents to obtain the spectrum, Eq. (22) have been obtained, the cor-
relation function was calculated by first operating the dipoles on the ground state
of the Eigen cation and subsequently propagating the resulting states in time. These
calculations were performed on workstations outside the HLRS as solving the time-
dependent Schrodinger equation in a hierarchical Tucker format is highly involved
and distributed memory parallelization has not yet been implemented such that long
wall-times are needed. The resulting calculated spectrum is depicted in the lower
panel of Fig. 2 together with experimental spectra in the upper panel. The calculated
spectrum was shifted 60cm™! towards lower energies to match the positions of the
two prominent peaks around 250 cm ™! with the experimentally obtained ones.

One can see that all major features of the experimental spectrum are present also
in the calculated ones. In particular, the main features at 250 cm~! which have been
identified previously as wagging modes and O-O distance mode of the marginal
water molecules are clearly obtained, along with the broad feature between 2500
and 3000cm~!. This peak is associated with the motion of the three inner protons
along their respective O-O direction. Another prominent feature in the experimental
spectrum are the symmetric and antisymmetric stretching modes of the marginal
water molecules between 3500 and 4000cm™!. These were obtained at somewhat
higher energies and with different intensities as compared to the experiment.

Note further, that besides the main features a number of detailed features of the
experimental spectra could also be obtained, as for instance the rather broad peak
at 1000cm~! and two of the three peaks between 1500 and 2000cm~". The triple
peak at 2250cm™! in the experimental spectrum seams also to be present in the
calculated spectrum, however, not completely resolved and shifted towards slightly
higher energies.
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Fig. 2 Spectrum of the Eigen cation. Upper panel: experimental data from Refs. [22] (red line)
and [23] (black line). Lower panel: calculated spectrum with MCTDH (shifted by 60 cm~! towards
lower energies to match peak positions below 500cm™1)

S Summary

‘We have implemented a novel algorithm based on an existing alternating least squares
algorithm for transforming high-dimensional potential energy surfaces into a canon-
ical tensor form for efficient use in the Heidelberg MCTDH software package. The
algorithm allows for the treatment of much higher dimensional surfaces than possi-
ble so far. This was demonstrated by calculating the linear absorption spectrum of
the Eigen cation. For this calculation, the 33-dimensional potential energy surface
as well as the dipole moment surfaces were fitted. The fit was obtained by utilizing
up to 19200 CPU cores in parallel on the HLRS Hazel Hen system.

The absorption spectrum of the Eigen cation obtained with help of these calcula-
tions is in very good agreement with the experimental results. All major features in
the experimental spectrum have been obtained in the model calculation. Especially
the prominent peaks associated with the water wagging, O-O-distance and proton
transfer are obtained at the correct relative position and with the correct shape.

In summary, our developments and calculations allow for the first time a detailed
and complete quantum mechanical modeling of the Eigen cation. Our calculations
will help to obtain a deeper understanding of the complex dynamical processes that
occur upon triggering a proton transfer and which are involved in the broad proton
transfer spectral feature. This subject is still under debate and further investigations
are underway.
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Charge Defects at the Fluorite/Water Interface Allow
Very Fast Intermolecular Vibrational Energy Transfer

Dominika Lesnicki and Marialore Sulpizi

Abstract The water/fluorite interface is of relevance to diverse industrial, environ-
mental, and medical applications. In this contribution we review some of our recent
results on the dynamics of water in contact with the solid calcium fluoride at low
pH, where localised charge can develop upon fluorite dissolution. We use ab initio
molecular dynamics simulations, including the full electronic structure, to simulate
the vibrational energy relaxation and to quantify the heterogeneity of the interfacial
water molecules. We find that strongly hydrogen-bonded OH groups display very
rapid spectral diffusion and vibrational relaxation; for weakly H-bonded OD groups,
the dynamics is instead much slower. Detailed analysis of the simulations reveals the
molecular origin of energy transport through the local hydrogen-bond network. In
particular, we find that the water molecules in the adsorbed layer, whose orientation
is pinned by the localised charge defects, can exchange vibrational energy using just
half a solvation shell, thanks to the strong dipole-dipole alignment between H-bond
donor and acceptor.

Keywords Ab initio molecular dynamics + Vibrational energy relaxation *
Non-equilibrium MD - 2D-Sum Frequency Generation - Solid/liquid interfaces
1 Introduction

In this contribution we review some of our recent results on the structural and dynam-
ical characterisation of calcium fluorite/water interfaces obtained from ab initio

D. Lesnicki - M. Sulpizi (X))
Johannes Gutenberg University, Staudingerweg 7, 55099 Mainz, Germany
e-mail: sulpizi@uni-mainz.de

Present Address:
D. Lesnicki
Sorbonne University, Paris, France

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021 87
W. E. Nagel et al. (eds.), High Performance Computing in Science and Engineering ’20,
https://doi.org/10.1007/978-3-030-80602-6_6


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80602-6_6&domain=pdf
mailto:sulpizi@uni-mainz.de
https://doi.org/10.1007/978-3-030-80602-6_6

88 D. Lesnicki and M. Sulpizi

molecular dynamics simulations. Atomistic molecular dynamics (MD) simulations,
and in particular ab initio simulations can help to gain insight into the interfaces
between mineral surfaces and water, which is the key to understand a variety of
natural phenomena, including e.g., the weathering of rocks and corrosions, as well
as to advance technological/industrial applications [25, 26]. The specific case of the
calcium fluorite (CaF,)/water interface, which we present here, is of relevance to
industrial, environmental, and medical applications, e.g., for understanding fluorine
dissolution in drinking water.

At their meeting point, the interface, the properties of both liquid and solid are
expected to be different from those observed in the bulk. This is due e.g. in the
case of liquid water, to the fact that the hydrogen bonding network of water is inter-
rupted and strongly influenced by the solid surface. As a consequence of the different
structure, also the dynamics of the liquid is strongly affected and depending on the
specific interface, may result to be slower or faster than in bulk water. A selective
tool to investigate water dynamics and to address vibrational energy relaxation at
interfaces is time-resolved (tr) and two-dimensional (2D) sum frequency generation
spectroscopy (SFG), which has been extensively used in the last ten years to address
the water surface and obtain its molecular picture [2, 11, 12, 22, 31]. In tr- and
2D-SFG, a fraction of the water molecules (about 10%) is excited with an intense
infrared pulse and the subsequent energy relaxation can be selectively monitored with
the SFG probe, a combination of a broadband infrared pulse (which is resonant with
the molecular vibrations) and a narrow-band visible pulse. The strength of the SFG
spectroscopy resides in the fact that it selectively probes only the water molecules
at the interfaces, as its selection rule is such that no signal will be obtained from
centro-symmetric media like bulk water [14]. At the interface, where the symmetry
is broken, a signal is instead present and vibrational spectra can be experimentally
recorded. In the case of the water surface (or in other words the water-air interface),
an energy relaxation slower than in bulk water has been observed [24], as water can
reorient faster than in the bulk [10], thanks to a reduced hydrogen-bonding at the
interface.

tr-SFG has been used also employed to characterise the water/mineral interface [3—
6, 20, 28, 29]. One of the most characterized mineral/water interfaces is certainly the
silica/water interface, possibly the most abundant in nature. The first femtosecond
tr-SFG experiments on the water/silica interface was performed by McGuire and
Shen [20]. They found a fast 300 fs time constant for the bleach relaxation. Further,
subsequent experiments by Eric Borguet and coworkers explored the effect of pH
and ionic strength on the vibrational dynamics of both silica/water and alumina/water
interfaces. In the case of the silica/water interface, the relaxation time scales of inter-
facial water were found to strongly depend on the local hydrogen bond network, the
local surface charge, and finally by the isotopic dilution [4—6]. On the other hand for
the alumina/water interface, the vibrational relaxation dynamics of H-bonded water
was found to be insensitive to surface charge and ionic strength. Additional inves-
tigation also showed that the relaxation dynamics of water at the charged alumina
interface is faster than for bulk water [28, 29]. If tr-SFG can provide information on
the vibrational lifetimes, 2D-SFG can additionally also provide the spectral diffusion



Ab Initio Molecular Dynamics Simulation... 89

dynamics, and therefore further information on structure, structural dynamics, and
interfacial energy transfer dynamics [31].

Although MD simulations can, in principle, permit to calculate the experimentally
observed 2D-SFG spectra using the appropriate response functions [21], the overall
computational cost to obtain converged spectra is still prohibitive, in particular if
one aims to use electronic structure-based approaches. Instead of directly compute
response functions, an alternative approach can be to directly simulate the vibra-
tional excitation and the subsequent vibrational energy relaxation [16]. The results,
which we are going to present in this review are based on such an approach. Here
we therefore use non-equilibrium molecular dynamics simulations in order to cal-
culate both vibrational time relaxation and spectral diffusion, as well as to provide
a molecular interpretation of the experiments [16, 18]. Our approach includes an
atomistic description of the interface, where the interatomic potentials are deter-
mined by the full electronic structure at the density functional theory (DFT) level. In
our previous report for HRLS [17] we have shown how such models have been able
to successfully reproduce the static SFG spectra of the CaF,/water interface over a
wide range of pH [13, 17]. Here we go beyond the discussion of the static vibrational
spectra in terms of the structure of water at the CaF, interface. Instead we show how
such description of the interfaces at the nanoscale is also accurate to reproduce the
time-resolved spectra and to address dynamical properties.

2 Computational Approach

2.1 Simulations Set-Up

To obtain molecular-level details of the relaxation mechanism, we use simulations of
the vibrational relaxation using ab initio molecular dynamics simulations according
to the method reported in Ref. [16, 18]. Our starting point is the model for the low
pH interface with 0.64 vacancies/nm? (1 vacancy per surface) [13]. The interface
between CaF, (111) and water is composed of 88 water molecules and 60 formula
units of CaF, containedina 11.59 A x 13.38 A x 34.0 A cell periodically repeated in
the (x, y, z) directions. The thickness of water slabs is around 20 A along the z-axis,
which is a reasonable compromise between the need to achieve bulk-like properties
far from the surface and the computational cost. All the simulations have been carried
out with the package CP2K/Quickstep [30], consisting in Born-Oppenheimer MD
(BOMD) BLYP [1, 15] electronic representation including Grimme (D3) correction
for dispersion [8], GTH pseudo-potentials [7, 9], a combined Plane-Wave (280 Ry
density cutoff) and TZV2P basis sets (Fig. 1).
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Fig. 1 Model for the low pH interface with 0.64 vacancies/nm? (1 vacancy per surface) [13]. The
vacancy is created by the dissolution of surface fluoride ions according to the formula shown here.
The interface between CaF; (111) and water is composed of 88 water molecules and 60 formula
units of CaF; contained in a 11.59 A x 13.38 A x 34.0 A cell periodically repeated in the (x, y, z)
directions.

2.2 Vibrational Energy Excitation and Relaxation from
Non-equilibrium Trajectories

For the analysis of the vibrational energy relaxation we used the same approach
presented in our previous work [16, 18]. We start from an equilibrated trajectory
in the NVT ensemble with the Nose-Hoover thermostat where a time-step of 0.5 fs
for integrating the equation of motion was used. From this trajectory 82 snapshots
were extracted every 5 ps in order to ensure that velocities were decorrelated. These
snapshots were used as the initial coordinates and velocities for the non-equilibrium
AIMD runs. The average temperature in the NVT AIMD simulation was 330K
in order to reproduce the water liquid structure at 1 g/cm? [27]. We then ran 2 ps
AIMD simulations with a time-step of 0.1 fs for the excited and not excited case
in the NVE ensemble. Excitations were performed for the water molecules located
within 3A away from the surfaces (composed of fluorine), leading to a total of
552 excitations. We excite each single water molecule such that the temperature
of the simulation box is increased by 1.5K. This is close to the increment in the
temperature of the sample which is measured in the experiments and also ensures that
the excitation is not strongly perturbing, or even disrupting, the local hydrogen bond
network. Figure?2 shows the frequency distribution obtained from the simulations.
The extra kinetic energy, added to a given molecule, drives, instantaneously, the
system out of the equilibrium and the subsequent relaxation process can be followed
within NVE trajectories using descriptors, which we introduced in Ref. [16, 18] and
which permit to follow the excess energy redistribution among the given modes. The
time evolution of the excess vibrational energy can be obtained as difference between
the power spectrum calculated in the vibrationally excited (or non equilibrium) state
and that calculated in the ground (or equilibrium) state, according to:
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Fig. 2 (a) Scheme of the simulation procedure. Along an equilibrium trajectory excitations are
created adding a velocity component along a given normal mode. (b) Normalised distribution of
the stretch frequencies of the water located in the first layer (red) [18] and in the bulk (blue) [16] at
t=0.1 ps. (Color figure online)

1(t) = /OO P (w, 1) dw — /oo P (w,1) dw (1)
0 0

where

t+At
P(w, 1) = / Zvi(t)vi(t+r) et dr. )

is the Fourier transform of the velocity-velocity autocorrelation function calculated
at a given time t and v; (¢) is the velocity of atom i at time # and At the time window
over which the correlation function is computed.

2.3 Spectral Diffusion from Equilibrium
and Non-equilibrium Simulations

The spectral diffusion can be directly obtained in the non-equilibrium simulations
from the time decay of the frequency-frequency correlation function (FFCF) defined
by

Co(t) = (B (80 (0) / ($0(0)°) (3)

where (1) = Wyax (t) — Omax (1) 18 the fluctuation from the average frequency at
time t. C,(¢) can be calculated both in equilibrium, as well as in non-equilibrium sim-
ulations, namely following the vibrational excitation. The results of the frequency-
frequency correlation are shown in Fig. 3 for both the equilibrium case (black dots)
and the non equilibrium case (red dots). For both cases a fast exponential decay of
140 fs and 100 fs, respectively, are found in agreement with the experiments and
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Fig. 3 Frequency-frequency
correlation function as
function of time for both the
equilibrium case (black dots)
and the non equilibrium case
(red dots). A single
exponential fit provides a
lifetime of 140 fs and 100 fs
for the equilibrium (black
curve) and non equilibrium
(red curve) cases,
respectively. (Color figure
online)
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the value reported for bulk water [16, 24]. For such calculations only the water
molecules in the interfacial layer with a thickness of 3.5A are included, which are
those contributing most to the SFG signal, according to our previous analysis [13].

2.4 Mean Square Displacement

To quantify the dynamical properties of the water molecules in different environ-
ments, interfacial water and bulk, we have computed the mean square displacement
(MSD). The MSD is defined from the trajectories r;(¢) of the diffusing particles,
labelled with the index i, in terms of the distance from their initial position r; (0):

1 Ny
(ar@?) =+ <Z Ir; (1) — <0>|2> )
w i=1

where N,, is the number of water molecules considered. For the calculation of the
MSD, we have used a sliding window of 10 ps over 50 ps trajectories of water at CaF,
interface [13] and bulk water [16, 18]. For the former trajectory, we have selected
water molecules up to 3.5 A from the interface. The diffusion coefficient, D, was
then computed using the Einstein relation:

D=1 lim i(Ar(t)2> (5)
6 1—-+oo dt
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3 Results

3.1 A Very Fast Spectral Diffusion

In our recent publication [18] we have reported on a joint computational and exper-
imental effort to understand the water dynamics at the fluorite water interface. In
Ref. [18] the 2D experimental spectrum for the CaF , interface is reported. A first
interesting feature to notice is that at early delay times it shows a small tilt along
the diagonal between 2200 and 2500 cm ™!, indicating a very fast vibrational energy
transfer. With increasing delay time, the bleach becomes more horizontal due to
additional spectral diffusion. The time evolution of the slope permits to extract infor-
mation on the spectral diffusion, namely the time evolution of the instantaneous
frequency of the molecules in the systems. In the case of the fluorite/water interface
at low pH the slope decays with an exponential behaviour with a time constant below
100 fs [18], which is comparable to the decay observed in bulk water [16, 24], and
substantially faster than what has been observed at the water/air interface [31] and
water-positively charged lipid interfaces [19] with D, O as sub-phase.

The spectral diffusion can also be obtained from the ab initio molecular dynam-
ics (AIMD) simulations presented in Ref. [13, 18] by calculating the frequency-
frequency correlation functions (Fig. 3). For such a calculation only the interfacial
layer is used with a thickness of 3.5 A, which is the layer contributing most to the
SFG signal, according to our previous analysis [13]. A fast exponential decay of the
order of 100 fs is found. This is in agreement with the experimental results and it is
also similar to the value obtained from the simulations of bulk water in Ref. [16]. It
is quite remarkable that the energy transfer dynamics at the interface is comparable
to that in bulk water, as in the bulk the density of OH (or, equivalently, OD) groups is
much higher. This very fast interfacial energy transfer, therefore, therefore suggests
and enhanced intermolecular coupling at the interface, which could be a result of
the surface-induced alignment of water molecules. We will come back to this point
when discussing the energy relaxation in the subsequent paragraph.

3.2 Vibrational Energy Relaxation: The Role of Charge
Defect on the Surface

Besides the time evolution of the slope, the time-dependent 2D plots also provide
information about energy relaxation. The details on the experimental results are
reported in our recent publication [18], here we would like to focus on the computa-
tional side of such study.

Starting from an equilibrated trajectory, we selectively excite the water molecules
in the first water layer in contact with the fluorite surface. Every single excitation
is obtained by adding, to a given water molecule, excess kinetic energy with the
symmetry of the stretching mode. After the vibrational excitation we can use NVE
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Fig.4 (a) Snapshot from the simulation: the water molecules highlighted in black are those excited
in the non-equilibrium simulations. (b, ¢) Time evolution of the excess energy of the OH stretch
obtained from simulations at low pH (square) for the water ensemble with a pump frequency below
2515cm™! (b) and above 2515cm ™! (c) normalised by the initial value and its exponential fit (plain
line).
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Fig. 5 Vibrational relaxation time as function of frequency (black: experimental data; red: simu-
lation). For both experiments and simulations faster relaxation times at low frequency and slower
relaxation times at higher frequencies are observed [18]. Data are from Ref. [16, 18]. (Color figure
online)

trajectories, to follow how the excess energy added to the system leaves the orig-
inal excited water molecule and is eventually redistributed over the system. As an
example, the relaxation of vibrational energy out of the excited stretching state for
excitation frequencies below and above 2515cm™" are reported in Fig. 4 (panels (b)
and (c) for an average excitation frequency of 2400cm~! and 2590cm™', respec-
tively).

In Fig. 5 we report the frequency-dependent relaxation times from the simulations
(red crosses) compared with those from experiments (black squares). For both exper-
iments and simulations faster relaxation times at low frequency and slower relaxation
times at higher frequencies are observed. As discussed in our previous work [18] we
should be careful in comparing the timescales from simulations and experiments as
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Fig. 6 (a) A snapshot of the model used in the simulations. The water molecules in the adsorbed
layer and excited in the simulation of the vibrational relaxation are highlighted in full color, while
the rest is depicted as transparent. (b) Time evolution of the dipole-dipole correlation function for
the adsorbed water in the first layer (red) and for water in the bulk (blue). Data are from Ref. [16,
18]. (Color figure online)

the simulations are performed in H,O and the experiments in D,0, as one would
expect slightly slower dynamics in the latter case.

To understand the molecular origin of the observed energy relaxation we analyse
the simulations in more detail. In particular, it is interesting to discuss the structure of
the adsorbed layer. Such a layer is highlighted in Fig. 6(a), while the rest of the water
molecules are rendered as transparent. At a difference with respect to bulk water, the
structure of the interfacial layer is well-ordered, as a result of the water interaction
with the positive charge defects localised in correspondence of the fluoride vacancy.

As we already pointed out in our previous work [13] such order extends over 4-5
A. This was indeed inferred from the calculation from the convergence of the static
spectrum, in particular of the Im x® part, as function of the increasing probing
thickness [13]. We should, however, note here that the high computational cost of
electronic structure based methods imposes severe limitations on the size of the
accessible models. In this respect, our model is expected to capture the contribution
to the spectra originating from the Stern layer (possibly the major contribution here),
but it cannot account for the full diffuse layer, which is expected to extend over a
few nanometers thickness. To capture this second contribution a mixed resolution
approach including both the Stern layer in the full electronic structure details, as well
as the diffuse layer, possibly at the force field level, could be considered in the future.
As also mentioned in our previous work [18], the experimental data indicate that the
contribution of the diffuse layer is small. Close inspection of the interfacial layer
reveals that the water molecules directly pinned by the surface defects do not move
for the entire length of the simulations, as e.g. can be also shown in the analysis of
the root mean square displacement (Fig.7). The water molecules in the interfacial
layer diffuse slower, D = 2.197 10719, than the water molecules in bulk water, D
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= 1.37 107 (see Fig. 7). Such “frozen” water molecules are also characterised by
only half of a solvation shell, as they only donate two hydrogen bonds while not
accepting any. The order imposed by the charge defects also extends to the other
water molecules which reside in the interfacial layer, and which, on average, form
only 2.45 H-bonds (with 62% donors and 38% acceptors), which is one H-bond less
when compared to bulk water, where molecules form on average 3.48 H-bonds (with
equal acceptor and donor contributions). If comparing to bulk water, the interfacial
water molecules have an incomplete first solvation shell. Interestingly, though, the
interconnecting H-bond network at the interface is also much more stable, and the
intra-layer H-bond dynamics much slower. This can be appreciated by calculating
the correlation function between the dipole moment of each water molecule in the
layer and its neighbouring, H-bonded water molecules. Such a curve is reported in
red in Fig. 6b). The correlation function is close to one when two molecules do not
re-orient with respect to each other, namely they maintain their reciprocal dipole
orientation as a function of time. This happens when the H-bond remains intact for
the entire length of the trajectory. The correlation function decays to zero, if the
reciprocal orientation is lost, or in other words, if the H-bond is broken. Looking
at Fig.6b) we notice that for the water in the first adsorbed layer on the surface,
the dipole-dipole correlation function (red curve) decays very slowly, while for bulk
water (blue curve) it decays much faster.

The simulations permits to unveil a quite interesting behaviour of the interfacial
water and in particular of the layer directly in contact with the fluorite surface. Indeed,
the interfacial water molecules present a strongly ordered and an asymmetric H-
bond network. With respect to bulk water, they miss almost half of their solvation
shell. However, the increased order, produced by the localised positive charges on
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the surface, is somehow able to compensate for the missing H-bonds, enabling fast
vibrational energy transfer, despite the lower effective water density. It is interesting
to compare the behaviour of this adsorbed layer with that of the water molecules
in ice Th. In case of ice strong, ordered H-bonds bonds can lead to relaxation time
constants as short as 80 fs [23], however the relaxation is possible through a complete
first solvation shell. Here, at the fluorite interface strong, ordered H-bonds can transfer
fast, but they only use half a solvation shell. As a consequence the resulting relaxation
time constants are still fast, as in bulk water.
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Computational Study of Confinement )
Effects in Molecular Heterogeneous e
Catalysis

Hamzeh Kraus, Julia Rybka, Ulrich Tallarek, and Niels Hansen

Abstract The properties of fluid mixtures composed of solvent, reactant and prod-
uct molecules within functionalized mesoporous materials and the local composi-
tion of reacting species around the catalytically active complex anchored covalently
inside the inner pore space are important factors determining the activity of catalytic
reactions in confined geometries. Here, a computational approach based on classi-
cal molecular dynamics simulations is presented, allowing to investigate a catalyst
immobilization strategy for aring-closing metathesis reaction ahead of its experimen-
tal realization. The simulations show that using epoxide groups as immobilization
sites leads to a spatial distribution of reactant and product molecules that appears to
be counterproductive to a desired confinement effect.

Keywords Mesopores + Confinement + Catalysis

1 Introduction

Recent advances in designing mesoporous silica materials with surface-anchored
functional groups have shown promising potential for applications with respect to
the activity and selectivity in molecular heterogeneous catalysis [20, 39, 51]. For
example, by immobilizing a Rh-complex on SBA-15 particles, a rate enhancement
for 1-octene hydroformulation was observed compared to the homogeneous ana-
logue, which was explained by the suppression of the formation of inactive forms of
the catalyst inside the pores [40]. Other examples include improved selectivity for
olefin or cyclooctane metathesis reactions carried out in mesoporous silica materials
[9, 45] or synergetic effects between multifunctional groups anchored in close prox-
imity in confined spaces [54]. Selectivity and conversion of reactions can be affected
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due to controlling the factors that influence the spatial distribution and the mobility
of reactants and products including molecular size, shape, configuration, degree of
confinement, pore topology, strength of adsorption on pore walls, and the possibility
of hydrogen bonding between reactants or/and products. Instrumental for the appli-
cation and rational design of functionalized mesoporous materials is the existence of
a model for predicting how pore dimension and surface functionalization influence
the properties of the fluid under confinement [8]. Fluids confined in mesoporous
materials present a particular challenge to empirical tuning, as it is difficult to exper-
imentally probe properties such as solvent composition and phase behavior within
the mesopores. Mass transport of molecular compounds through porous solids is a
decisive step in molecular heterogeneous catalysis. It is a multi-scale, hierarchical
phenomenon: Effective diffusion through the macro-mesoporous material is influ-
enced by parameters such as grain boundaries and particle packing on the macropore
scale (>pm), as well as by factors such as particle size and connectivity of pores
on the mesopore scale (>10nm, <pm). More importantly, meso-scale diffusion and
macro-scale diffusion are first and foremost determined directly by processes on the
molecular scale (<10nm), which depend on numerous factors like pore-size, inter-
actions of the diffusing species with the solid surfaces and with the solvent [29].
For reacting systems transport of the reactants to and products from the catalyti-
cally active complex is decisive as well as the interaction of the various species with
the solvent and the functional groups on the surface. Therefore, there is a growing
interest in computational modeling studies to provide a fundamental molecular-level
description of confinement effects [17, 23].

An important step towards this goal is to gain a detailed knowledge of physical
processes at the solid-liquid interface in porous materials. For chromatographic inter-
faces molecular dynamics simulations have been used to study both reversed phase
liquid chromatography (RPLC) and hydrophilic interaction liquid chromatography
(HILIC), in particular (i) the structure and dynamics of the bonded phase and its inter-
face with the mobile phase, (ii) the interactions of analytes with the bonded phase,
and (iii) the retention mechanism for different analytes [34, 41]. By simulations it
was shown, for example, that retention into octyl (C8) phases is best described as an
adsorption process, while for octadecyl (C18) phases both adsorption and partition
play arole for nonpolar analytes, whereas adsorption is always the major mechanism
for analyte molecules with polar groups that lead to an amphiphilic character. A recent
study investigated the surface diffusion of four typical aromatic hydrocarbon ana-
Iytes in RPLC through molecular dynamics simulations in a slit-pore RPLC model
consisting of a silica-supported end-capped, C18 stationary phase and a 70/30 (v/v)
water/acetonitrile mobile phase. The results show that the lateral (surface-parallel)
diffusive mobility of the analytes goes through a maximum in the acetonitrile ditch,
an acetonitrile-rich border layer around the terminal part of the bonded-phase chains
[48].

In the present work we study confinement effects using the ring-closing metathe-
sis reaction of dec-9-en-1-yl undec-10-enoate (C;;_j¢) to the monocyclisation prod-
uct oxacycloicos-11-ene-2-one (see Fig. 1) in benzene solvent over a 2"-generation
Grubbs-Hoveyda-type catalyst immobilized inside an epoxy-functionalized [10, 19,
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42, 47] mesopore as example. Such a reaction is relevant for the production of
macrocyclic compounds that play an important role in pharmaceutical chemistry.

2 Methodology

2.1 Computational Model of a Functionalized Mesopore

Initial Pore. The cylindrical mesopore model consisted of a 6.02 nm diameter pore
carved through the (111) face of a B-cristobalite block (9.11 nm x 8.77 nm x 10.08
nm (x X y x z)) along the z-direction using the in-house python package PoreMS
[30, 32], following procedures reported previously [13, 41], resulting in 5.52 silanol
groups nm~2 on the inner pore surface. The cylindrical pore was flanked by two
solvent reservoirs with the outer surfaces bearing 4.98 silanol groups nm~2. Force-
field parameters for Si, O, and H atoms of the silica surface were taken from Gulmen
and Thompson [22, 49]. Examples of generated pores are shown in Fig. 2.

Surface Functionalization. All molecules used for functionalizing the surface are
shown in Fig. 3. Their topologies need to be supplied for single (silicon atom with one
unsaturated oxygen) and geminal (silicon atom with two unsaturated oxygens) bind-
ing sites. These topologies were obtained using the Antechamber topology builder
based on coordinate files generated by the molecule builder functionality of the
PoreMS package. However, the topology builder does not include all atom types
needed such as silicon and ruthenium. Therefore, slightly altered structures were
passed to Antechamber, saturating the surface silicon atom and replacing unknown
atoms with similar ones such as carbon for silicon. In this way, an initial topology
could be generated, and the unknown parameters, or further needed ones, were added
manually.

When functionalizing the surface, the user can define the allocation, either as a
number of molecules, for example for a specific number of catalysts, or as a percent-
age of the surface. If a geminal oxygen is selected for functionalization, the other
oxygen is saturated with hydrogen.

Catalyst Anchored at the Inner Pore Wall. The catalytically active center is iden-
tical to the one studied previously [57], the only difference is the longer linker used
to attach the catalyst to the pore surface. The catalyst was modeled in its precursor
form with an undissociated Ru-O bond due to the high degree of uncertainty involved
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Fig.3 Chemical structure of molecules attached to the surface. (a) Grubbs-Hoveyda-type catalyst;
(b) epoxide group; (c) Trimethyl-silyl group.

in describing the interaction of the activated form of the catalyst with reactants and
products in the context of classical force fields and the focus of the simulations on
confinement effects. A DFT optimization was performed with the TURBOMOLE
program [1, 3] using five different functionals (B3LYP [6, 50], PW6B95 [55], M06
[56], MO6-L [56], PBEO [44]) and two different basis sets (def2-SVP and def2-
TZVP) [53]. Except for B3LYP these functionals and basis sets were among the



Computational Study of Confinement Effects ... 105

recommended ones for the calculation of structural parameters in Ru-complexes
based on a comparison to MP2 calculations [33]. For both tested basis sets the
PWG6B95 functional had the smallest deviation from the X-ray structure [57] based
on a comparison of selected bond lengths around the ruthenium atom.

To proceed with the parametrization most force field parameters were taken from
the GAFF force field [52] while for the Ru-complex geometric parameters calculated
in the present work were used and combined with force constants reported by Ahmadi
et al. [4]. Due to the rather rigid geometry of the precursor state the actual values
of the force constants e.g. for keeping the aromatic rings planar are not expected to
impact the simulation results significantly.

To model the nonbonded interactions Lennard-Jones parameters were taken from
the GAFF force field except for ruthenium which was described using a 12-6 potential
fitted to the 9-6 form used by Ahmadi [4]. Compared to other molecular mechanics
parameters reported for ruthenium [5, 18] the energy parameter reported by Ahmadi
et al. [4] is rather large. Therefore, the interactions between the catalytic complex
and a methane probe molecule was calculated for representative configurations using
dispersion-corrected DFT [21] and compared to the force field calculations for dif-
ferent Lennard-Jones parameters of Ru. Since ruthenium is rather shielded the actual
LJ-energy parameter hardly affects the interaction with a methane probe molecule.
The strength of the interaction is in reasonable agreement with dispersion corrected
DFT results.

Partial charges of the catalytic complex were extracted from the electron densities
calculated with the PW6BOS5 functional and a def2-TZVP basis set using the DDEC
[36-38] method implemented in the DDEC6 program [36]. This approach was chosen
due to the compatibility of the DDEC partial charges with the GAFF force field as
demonstrated previously [7].

Configuration files of the equilibrated pore systems, corresponding topologies and
simulation parameter files are provided via the Data Repository of the University of
Stuttgart (DaRUS) [31].

2.2 Molecular Dynamics Simulations

Simulated Systems. In order to analyze the confinement effect, two different pore
sizes were simulated each with pure substrate, product and a mixture of both, with
benzene as a solvent. In an NPT-simulation, the target density of 6.38 molecules/nm?
for the solvent benzene and 0.04 molecules/nm? for the solutes substrate and product
was determined, with which the pore simulation box was filled. All pores had a surface
allocation of 5.71 wmol/m? inside the pore (epoxide) and 3.72 pumol/m? outside the
pore (TMS). Table 1 shows the simulated system properties. The system containing
both product and substrate are filled equally towards the same total density.
Figure 4 exemplarily shows a simulation system containing a 6 nm pore modified
with epoxide containing groups inside a mesopore at a grafting density of 3.44
groups/nm? and TMS groups on the outside at a grafting density of 2.24 groups/nm?.
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Table 1 Pore diameter d, dimensions of the silica block D and number of solvent (benzene) and
solute (substrate and/or product) molecules used in the two simulated system sizes.

d (nm) D (nm) Nsolvent Nsolute
6 [9.10, 8.77, 9.66] 6333 44
9 [12.14, 12.28, 9.66] 12897 85

The inner pore surface additionally bears two catalyst groups which stick out from
the epoxide-modified surface (see front view on the cylindrical pore in panel a)).
Substrate and product molecules dissolved in benzene are distributed between the
solvent reservoirs outside of the pore and inside the cylindrical mesopore.

Simulation Parameters. Molecular dynamics simulations were carried out with
the GROMACS 2016.5 program package [2, 26] compiled in single precision. All
simulations were performed under minimum image periodic boundary conditions in
a rectangular simulation box with fixed dimensions containing the silica mesopore
between two bulk phase reservoirs. Initial velocities were randomly assigned accord-
ing to a Maxwell-Boltzmann distribution. The desired bulk phase concentration of
all species was achieved iteratively in a series of short simulations at constant volume
by adding or removing molecules. After a 100 ns equilibration period a production
simulation was run at constant volume and constant temperature at 300 K for 200
ns. The equations of motion were integrated with the leap frog scheme [27] applying
a time-step of 1 fs. The length of bonds involving a hydrogen atom were kept fixed
using LINCS [24, 25] with an order of 4. The number of iterations to correct for
rotational lengthening in LINCS was set to 2. The temperature was kept close to its
reference temperature by application of the Nosé-Hoover thermostat [28, 43] with
a relaxation time of 1.0 ps. Short range electrostatic and Lennard-Jones interactions
were treated within a cut-off radius of 1.4 nm. Analytic dispersion corrections were
applied for energy and pressure. The particle-mesh-Ewald (PME) method [15, 16]
was used for treating long-range electrostatic interactions.

Simulations were run on the ForHLR I Cluster. A short benchmark for 1 ps showed
an optimal ratio between efficiency and simulation time at core number of 200 (10
nodes) with 9 ns/24 h. The speedup at this core number is 8 compared to 20 cores (1
node). Beyond this point the slope of the speedup curve is almost halved.

Analysis. Density profiles were calculated from the local number density p,; by
counting the number of molecules N; in volume slices V;. Inside the pore this is
done by creating a radial slicing such that the sub volumes are calculated by

pore 2 2
V,' =T 'Zpore(ri _Vl'fl) (D

with pore length z,oe and radius 7; of sub volume i. This yields the radial number
density inside the pore as
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Fig. 4 Cylindrical catalytic mesopore model generated with PoreMS. (a) Side view of the sim-
ulation box indicating the length of the central silica block and the solvent reservoirs. (b) Front
view, of the pierced silica block containing the 6 nm pore. The chemistry of the exterior surface
is based on the (111) face of B-cristobalite silica. The exterior planar and interior curved surfaces
are covered with randomly distributed TMS and epoxide groups, respectively. Two organometallic
catalyst groups are attached to the interior surface in point symmetry with respect to the pore centre.
Colour code: Si atoms, yellow line; O atoms, red line; Epoxide groups, blue; TMS groups, magenta;
catalyst, red; residual surface silanol groups, yellow; Benzene, grey beads; substrate, green; product,
orange. (Color figure online)
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Outside the pore, the sub volumes are calculated along the distance orthogonal to the
front surface. If the pore was carved along the z-axis it follows

Vit =zj(x-y—m-r?) (3)

with box width x, box height y, pore radius r and slice width z; of slice j. Thus, the
number density along the z-coordinate is

P = N; Z;& (4)
n, t °
J v x-y—mw-r?zg;

Note that outside refers to the reservoirs of the simulation box. Therefore, the slices
add up to the reservoir length z..;. Due to the symmetry of the system the profiles
from both reservoirs were averaged. Since the outside density refers to the density
measured from the outside surface, it does not contain the cylindrical extension of
the pore inside the reservoirs. Finally, the mass density is calculated by

M 5
P=N P o)
with molar mass M and Avogadro constant N 4. For a more detailed representation,
density profiles are generated for particular atoms of a molecule. For the substrate
and product this includes the chain oxygen-atoms and the carbon atoms that form
the double bond in the reaction.
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Fig. 5 Radial number density profiles of benzene center of mass and the oxygen atoms of the
epoxide group at 300K in the (a) 6 nm pore and (b) the 9 nm pore.

The local diffusion coefficient in the direction parallel to the pore axis was calcu-
lated following an approach by Liu et al. [35]. To obtain a progression of the diffusion
coefficient along the radial coordinate, volume slices similar to the density calcula-
tion were implemented. In each slice j the mean square displacement (z2(r /1)) was
repeatedly recorded for molecules that remained in the specified space interval for
the whole observation time of 20 ps, giving the diffusion coefficient from

(Z*(r;, 1)) = Dy (rj)t (6)

if (z>(r;, 1)) could be described by a straight line in the time interval 4 ps to 16 ps.

3 Results

3.1 Distribution of Solvent, Reactant and Product Molecules
Inside the Mesopore

Figure 5 shows the density profiles of the solvent benzene as well as of the epoxide
groups within the inner pore volume for the two studied pore sizes in case of an
equimolar mixture of reactant and product molecules in the system. The epoxide
groups show well-defined density peaks close to the silica surface as expected. The
distribution function of benzene displays a typical shape with four well defined
maxima as has been observed also in other simulation studies on silica surfaces [11,
12, 14]. However, the density maximum close to the pore wall is less pronounced
compared to pure silanol surfaces. For the 9 nm pore the uniform density is reached at
around 2.5 nm from the pore center while for the 6 nm pore small density oscillations
remain even close to the pore center. The number densities at the pore center are
slightly lower than the bulk values at the same temperature. Compared to the bulk
phase density distribution function (not shown) the fluid structure in the pore is longer
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Fig. 6 Radial number density profiles of the carbonyl oxygen (red) and vinylic carbon (blue) from
simulations at 300 K containing an equimolar amount of substrate (solid line) and product (dashed
line) molecules in cylindrical pores of 6nm (a) and 9nm (b) diameter. The shaded areas indicate
the configurational space accessible by the ruthenium atom of the catalyst (pink) and the oxygen
atom of the epoxide-group (brown). (Color figure online)

ranged since it shows a higher number of coordination shells, a consequence of the
fluid-wall interactions. The density profiles of benzene and the epoxide groups for
the other two studied system compositions are very similar and therefore not shown.

Figure 6 shows the radial number density profiles of particular atoms of the sub-
strate and product molecules for both the 6 nm pore and the 9 nm pore analyzed in
the simulation containing an equimolar mixture of substrate and product molecules.
The shaded areas present in all panels indicate the configurational space accessible
by the ruthenium atom of the catalyst. The substrate molecules are relatively uni-
formly distributed over the pore cross section and show a depletion towards the pore
wall. By contrast, the product molecules show an enrichment close to the surface
which is particularly pronounced for the 6 nm pore. This pattern is retained in case
of simulations containing either substrate or product molecules, respectively (data
not shown). This suggests that an epoxide functionalization is unfavorable for this
reaction because local enrichment of product molecules near the catalytic centers
increases the risk of back-biting reactions.

3.2 Mobility of Solvent, Reactant and Product Molecules
Inside the Mesopore

Figure7 shows the self-diffusion coefficient of benzene parallel to the pore axis
as function of the radial coordinate. The mobility decreases as expected monoton-
ically from the bulk region to practically zero at the surface. While in the 6nm
pore no distinct plateau is formed towards the pore center, such a plateau reaches
up to 2.5nm in the 9nm pore. The self-diffusion coefficients obtained at the cen-
ter of the pore are consistent with values calculated from independent bulk phase
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Fig. 7 Radial dependence of the axial self-diffusion coefficients at 300 K of benzene as well as the
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simulations of mixtures of benzene with either reactant or product molecules, respec-
tively, resulting in Dyen, = 2.3 x 1072 m?/s. Also shown in Fig.7 are the self-
diffusion coefficients of the reactant and product molecules parallel to the pore axis.
The qualitative behavior is similar to that of benzene. The numerical values obtained
at the pore center are consistent with those resulting from independent bulk phase
simulations of mixtures of benzene with either reactant or product molecules, i.e.
Dieac = 0.9 £0.1 x 1072 m?/s and Dproq = 1.0 £ 0.1 x 1077 m?/s.

Finally, the residence times of substrate and product molecules around the ruthe-
nium atom have been analyzed. Figure 8 shows that substrate and product molecules
have very similar residence times close to the catalytically active center. This shows
that in combination with the higher density of product molecules towards the pore
wall a risk of back-biting reactions is rather high with the epoxide-grafted surface.
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4 Discussion

Local enrichment of product molecules near the catalytic centers indicates that the
epoxide surface increases the risk of oligomerization and is thus not optimal for
the metathesis reaction. Apart from calculating the self-diffusion coefficients a fur-
ther important factor for the characterization of transport through a porous material
is the diffusion hindrance factor, which quantifies the degree to which diffusion is
hindered depending on A, the ratio of solute size to mean pore size [46]. The corre-
lation between the hindrance factor and A was established from simulations in the
physically-reconstructed mesopore space of three macro-mesoporous silica mono-
liths by Reich et al. [46]. For the systems studied here, A is 0.22 in a 9 nm and 0.37
in a 6 nm pore. This leads to hindrance factors of 0.7 in a 9 nm pore and 0.45in a 6
nm pore showing that below 6 nm pore diameter severe diffusion limitation is to be
expected.

5 Conclusions

A computational approach is presented based on the generation of functionalized sil-
ica model pores for molecular simulation studies of confinement effects in molecular
heterogeneous catalysis. The method was used to study an immobilization strategy
for the catalyst based on an epoxide functionalization of the inner pore surface. The
spatial distribution of substrate and product molecules revealed that the epoxide sur-
face leads to a depletion of reactants and enrichment of product molecules close to
the surface which may be counterproductive to a desired confinement effect. There-
fore, molecular simulation studies allow to support the selection of suitable reaction
systems ahead of expensive and time-consuming experiments.

Acknowledgments This work was funded by the Deutsche Forschungsgemeinschaft (DFG, Ger-
man Research Foundation), project ID 358283783 — SFB 1333, by the Ministry of Science, Research
and Arts and the Universities of the State of Baden-Wiirttemberg, Germany, and the Federal Min-
istry of Education and Research of Germany, project number 16FDMO008. Most of this work was
performed on the supercomputer ForHLR funded by the Ministry of Science, Research and the
Arts Baden-Wiirttemberg and by the Federal Ministry of Education and Research. The authors also
appreciate support by the High Performance and Cloud Computing Group at the Zentrum fiir Daten-
verarbeitung of the University of Tiibingen, the state of Baden-Wiirttemberg through bwHPC and
the German Research Foundation (DFG) through grant no INST 37/935-1 FUGG. Fruitful discus-
sions with Sereina Riniker, Patrick Bleiziffer, Felix Ziegler and Michael Buchmeiser are gratefully
acknowledged.



112 H. Kraus et al.

References

1. TURBOMOLE v.7.2.1 2017, A development of University of Karlsruhe and Forschungszen-
trum Karlsruhe GmbH, 1989-2007, TURBOMOLE GmbH, since 2007. http://www.turbomole.
com

2. M.J. Abraham, T. Murtola, R. Schulz, S. Pall, J.C. Smith, B. Hess, E. Lindahl, GROMACS:
high performance molecular simulations through multi-level parallelism from laptops to super-
computers. SoftwareX 1-2, 19-25 (2015)

3. R. Ahlrichs, M. Bir, M. Hiiser, H. Horn, C. K6lmel, Electronic structure calculations on work-
station computers: the program system turbomole. Chem. Phys. Lett. 162, 165-169 (1989)

4. A. Ahmadi, C. McBride, J.J. Freire, A. Kajetanowicz, J. Czaban, K. Grela, Force field
parametrization and molecular dynamics simulation of flexible POSS-linked (NHC; phos-
phine) Ru catalytic complexes. J. Phys. Chem. A 115, 12017-12024 (2011)

5. N.L. Allinger, X. Zhou, J. Bergsma, Molecular mechanics parameters. J. Mol. Struct.
(Theochem) 312, 69-83 (1994)

6. A.D. Becke, Density-functional thermochemistry. III. The role of exact exchange. J. Chem.
Phys. 98, 5648-5652 (1993)

7. P. Bleiziffer, K. Schaller, S. Riniker, Machine learning of partial charges derived from high-
quality quantum-mechanical calculations. J. Chem. Inf. Model. 58, 579-590 (2018)

8. A. Botan, F.J. Ulm, R.J.M. Pellenq, B. Coasne, Bottom-up model of adsorption and transport
in multiscale porous media. Phys. Rev. E 91, 032133 (2015)

9. M. Bru, R. Dehn, J.H. Teles, S. Deuerlein, M. Danz, 1.B. Miiller, M. Limbach, Ruthenium
carbenes supported on mesoporous silicas as highly active and selective hybrid catalysts for
olefin metathesis reactions under continuous flow. Chem. Eur. J. 19, 11661-11671 (2013)

10. N. Calin, A. Galarneau, T. Cacciaguerra, R. Denoyel, F. Fajula, Epoxy-functionalized large-
pore SBA-15 and KIT-6 as affinity chromatography supports. C. R. Chimie 13(1-2), 199-206
(2010)

11. B. Coasne, C. Alba-Simionesco, F. Audonnet, G. Dosseh, K.E. Gubbins, Molecular simulation
of the adsorption and structure of benzene confined in mesoporous silica. Adsorption 13, 485—
490 (2007)

12. B. Coasne, C. Alba-Simionesco, F. Audonnet, G. Dosseh, K.E. Gubbins, Adsorption and struc-
ture of benzene on silica surfaces and in nanopores. Langmuir 25, 10648-10659 (2009)

13. B. Coasne, F. Di Renzo, A. Galarneau, R.J.M. Pellenq, Adsorption of simple fluid on silica
surface and nanopore: effect of surface chemistry and pore shape. Langmuir 24, 7285-7293
(2008)

14. B. Coasne, J.T. Fourkas, Structure and dynamics of benzene confined in silica nanopores. J.
Phys. Chem. C 115, 15471-15479 (2011)

15. T. Darden, D. York, L. Pedersen, Particle mesh Ewald: an N log(N) method for Ewald sums in
large systems. J. Chem. Phys. 98, 10089-10092 (1993)

16. U. Essmann, L. Perera, M. Berkowitz, T. Darden, H. Lee, L. Pedersen, A smooth particle mesh
Ewald method. J. Chem. Phys. 103, 8577-8593 (1995)

17. A. Garcia, LI. Slowing, J.W. Evans, Pore diameter dependence of catalytic activity: p-
nitrobenzaldehyde conversion to an aldol product in amine-functionalized mesoporous silica.
J. Chem. Phys. 149, 024101 (2018)

18. S. Geremia, M. Calligaris, Stereochemical and conformational features of ruthenium sulfoxide
complexes: a molecular mechanics approach. J. Chem. Soc. Dalton Trans. 9, 1541-1547 (1997)

19. P. Gholamzadeh, G.M. Ziarani, A. Badiei, Immobilization of lipases onto the SBA-15 meso-
porous silica. Biocatal. Biotransfor. 35(3), 131-150 (2017)

20. F. Goettmann, C. Sanchez, How does confinement affect the catalytic activity of mesoporous
materials. J. Mater. Chem. 17, 24-30 (2007)

21. S. Grimme, J. Antony, S. Ehrlich, H. Krieg, A consistent and accurate ab initio parametrization
of density functional dispersion correction (DFT-D) for the 94 elements H-Pu. J. Chem. Phys.
132, 154104 (2010)


http://www.turbomole.com
http://www.turbomole.com

Computational Study of Confinement Effects ... 113

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

T.S. Gulmen, W.H. Thompson, Testing a two-state model of nanoconfined liquids: conforma-
tional equilibrium of ethylene glycol in amorphous silica pores. Langmuir 22, 10919-10923
(2006)

N. Hansen, F.J. Keil, Multiscale modeling of reaction and diffusion in zeolites: from the molec-
ular level to the reactor. Soft Mater. 10, 179-201 (2012)

B. Hess, P-LINCS: a parallel linear constraint solver for molecular simulation. J. Chem. Theory
Comput. 4, 116-122 (2008)

B. Hess, H. Bekker, H.J.C. Berendsen, J.G.E.M. Fraaije, LINCS: a linear constraint solver for
molecular simulation. J. Comput. Chem. 18, 1463-1472 (1997)

B. Hess, C. Kutzner, D. van der Spoel, E. Lindahl, GROMACS 4: algorithms for highly efficient,
load-balanced, and scalable molecular simulation. J. Chem. Theory Comput. 4, 435-447 (2008)
R.W. Hockney, The potential calculation and some applications. Methods Comput. Phys. 9,
136-211 (1970)

W. Hoover, Canonical dynamics: equilibrium phase-space distributions. Phys. Rev. A 31, 1695—
1697 (1985)

P. Huber, Soft matter in hard confinement: phase transition thermodynamics, structure, texture,
diffusion and flow in nanoporous media. J. Phys.: Condens. Matter 27, 103102 (2015)

H. Kraus, N. Hansen, PoreMS: v0.2.0 (2020). https://doi.org/10.5281/zenod0.3984865

H. Kraus, J. Rybka, Supplementary material for ’Computational study of confinement effects
in molecular heterogeneous catalysis’ (2020). https://doi.org/10.18419/darus-488

H. Kraus, J. Rybka, A. Holtzel, N. Trebel, U. Tallarek, N. Hansen, PoreMS: a software tool for
generating silica pore models with user-defined surface functionalization and pore dimensions.
Mol. Simul. 47, 306-316 (2021)

A.D. Kulkarni, D.G. Truhlar, Performance of density functional theory and Mgller-Plesset
second-order perturbation theory for structural parameters in complexes of Ru. J. Chem. Theory
Comput. 7, 2325-2332 (2011)

R.K. Lindsey, J.L. Rafferty, B.L. Eggimann, J.I. Siepmann, M.R. Schure, Molecular simulation
studies of reversed-phase liquid chromatography. J. Chromatogr. A 1287, 60-82 (2013)

P. Liu, E. Harder, B.J. Berne, On the calculation of diffusion coefficients in confined fluids
and interfaces with an application to the liquid-vapor interface of water. J. Phys. Chem. B 108,
6595-6602 (2004)

T.A. Manz, N.G. Limas, Introducing DDEC6 atomic population analysis: Part 1. Charge par-
titioning theory and methodology. RSC Adv. 6, 47771-47801 (2016)

T.A. Manz, D.S. Sholl, Chemically meaningful atomic charges that reproduce the electrostatic
potential in periodic and nonperiodic materials. J. Chem. Theory Comput. 6, 2455-2468 (2010)
T.A. Manz, D.S. Sholl, Improved atoms-in-molecule charge partitioning functional for simul-
taneously reproducing the electrostatic potential and chemical state in periodic and nonperiodic
materials. J. Chem. Theory Comput. 8, 2844-2867 (2012)

E.L. Margelestky, R.K. Zeidan, M.E. Davis, Cooperative catalysis by silica-supported organic
functional groups. Chem. Soc. Rev. 37, 1118-1126 (2008)

F. Marras, J. Wang, M.O. Coppens, J.N.H. Reek, Ordered mesoporous materials as solid sup-
ports for rhodium-diphosphine catalysts with remarkable hydroformulation activity. Chem.
Comm. 46, 6587-6589 (2010)

S.M. Melnikov, A. Holtzel, A. Seidel-Morgenstern, U. Tallarek, A molecular dynamics study
on the partitioning mechanism in hydrophilic interaction chromatography. Angew. Chem. Int.
Ed. 51, 6251-6254 (2012)

M. Mohammadi, M.A. As’habi, P. Salehi, M. Yousefi, M. Nazari, J. Brask, Immobilization
of laccase on epoxy-functionalized silica and its application in biodegradation of phenolic
compounds. Int. J. Biol. Macromol. 109, 443447 (2018)

S. Nosé, A molecular dynamics method for simulations in the canonical ensemble. Mol. Phys.
52,255-268 (1984)

J.P. Perdew, M. Ernzerhof, K. Burke, Rationale for mixing exact exchange with density func-
tional approximations. J. Chem. Phys. 105, 9982-9985 (1996)


https://doi.org/10.5281/zenodo.3984865
https://doi.org/10.18419/darus-488

114

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

H. Kraus et al.

E. Pump, Z. Cao, M.K. Samantaray, A. Bendjeriou-Sedjerari, L. Cavallo, J.M. Basset, Exploit-
ing confinement effects to tune selectivity in cyclooctane metathesis. ACS Catal. 7, 6581-6586
(2017)

S.J. Reich, A. Svidrytski, D. Hlushkou, D. Stoeckel, C. Kiibel, A. Holtzel, U. Tallarek, Hin-
drance factor expression for diffusion in random mesoporous adsorbents obtained from pore-
scale simulations in physical reconstructions. Ind. Eng. Chem. Res. 57, 3031-3042 (2018)
G.Renard, M. Mureseanu, A. Galarneau, D.A. Lerner, D. Brunel, Immobilisation of a biological
chelate in porous mesostructured silica for selective metal removal from wastewater and its
recovery. New J. Chem. 29(7), 912-918 (2005)

J. Rybka, A. Holtzel, U. Tallarek, Surface diffusion of aromatic hydrocarbon analytes in
reversed-phase liquid chromatography. J. Phys. Chem. C 121, 17907-17920 (2017)

K.G. Steenbergen, J.L. Kern, Z. Wang, W.H. Thompson, B.B. Laird, Tunability of gas-expanded
liquids under confinement: phase equilibrium and transport properties of ethylene-expanded
methanol in mesoporous silica. J. Phys. Chem. C 120(9), 5010-5019 (2016)

P.J. Stephens, F.J. Devlin, C.F. Chabalowski, M.J. Frisch, Ab initio calculation of vibrational
absorption and circular dichroism spectra using density functional force fields. J. Phys. Chem.
98, 11623-11627 (1994)

J. Wang, Q. Ma, Y. Wang, Z. Li, Z. Li, Q. Yuan, New insights into the structure-performance
relationships of mesoporous materials in analytical science. Chem. Soc. Rev. 47, 8766-8803
(2018)

J. Wang, W. Wang, P.A. Kollman, D.A. Case, Automatic atom type and bond type perception
in molecular mechanical calculations. J. Mol. Graph. Model. 25, 247-260 (2006)

F. Weigend, R. Ahlrichs, Balanced basis sets of split valence, triple zeta valence and quadruple
zeta valence quality for H to Rn: design and assessment of accuracy. Phys. Chem. Chem. Phys.
7, 3297-3305 (2005)

C. Yu, J. He, Synergetic catalytic effects in confined spaces. Chem. Comm. 48, 4933-4940
(2012)

Y. Zhao, D.G. Truhlar, Design of density functionals that are broadly accurate for thermochem-
istry, thermochemical kinetics, and nonbonded interactions. J. Phys. Chem. A 109, 56565667
(2005)

Y. Zhao, D.G. Truhlar, The MO06 suite of density functionals for main group thermochemistry,
thermochemical kinetics, noncovalent interactions, excited states, and transition elements: two
new functionals and systematic testing of four M06-class functionals and 12 other functionals.
Theor. Chem. Acc. 120, 215-241 (2008)

F. Ziegler, J. Teske, 1. Elser, M. Dyballa, W. Frey, H. Kraus, N. Hansen, J. Rybka, U. Tallarek,
M.R. Buchmeiser, Olefin metathesis in confined geometries: a biomimetic approach toward
selective macrocyclization. J. Am. Chem. Soc. 141, 19014-19022 (2019)



Simulation of Nonequilibrium Spin )
Dynamics in Quantum Dots Subjected glectie
to Periodic Laser Pulses

Philipp Schering, Philipp W. Scherer, and Gotz S. Uhrig

Abstract Large-scale simulations of the spin dynamics in quantum dots subjected
to trains of periodic laser pulses enable us to describe and understand related exper-
iments. By comparing the data for different models to experimental results, we gain
an improved understanding of the relevant physical mechanisms. Using sophisticated
numerical approaches and an efficient implementation combined with extrapolation
arguments, nonequilibrium stationary states are reached for parameter ranges close
to the ones in real experiments. With the help of high performance computing, we
can tune the experimental parameters to guide future experimental research. Impor-
tantly, our simulations reveal the possibility of resonant spin amplification in Faraday
geometry, i.e., when a longitudinal magnetic field is applied to the quantum dots.

1 Introduction

A localized electronic spin in a semiconductor quantum dot (QD) is considered a
promising candidate for the realization of quantum bits [ 1], which are at the very basis
of any quantum information processing [2]. Such an electronic spin in a QD loses
its coherence due to its interaction with the bath of nuclear spins of the surrounding
isotopes in III-V semiconductors. The number of substantially coupled nuclear spins
is very large of the order of 10* to 10° [3].

Considerable effort has been invested in the experimental investigation of the spin
dynamics in semiconductor nanostructures and the possibilities to manipulate it [3—
5]. It is particularly interesting that ensembles of QDs can be manipulated as well.
They can be made to respond coherently by subjecting them to long periodic trains
of laser pulses while applying a transverse magnetic field [6-8]. Experimentally,
the train of periodic pulses is applied for seconds to minutes which implies up to
10'% pulses because the generic repetition period Ty of the pulses is of the order of
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10ns. Since the period of the electronic Larmor precession is of the order of 10 ps,
the theoretical simulations have to cover 13 orders of magnitude in time; this is a
tremendous computational challenge even for high performance computing (HPC).

It appears that the application of periodic pulses with repetition period T syn-
chronizes the Larmor precessions of the spins in sub-ensembles of QDs, eventually
leading to constructive interference of the Larmor precessions before each pulse
accompanied by a revival of the spin polarization. The Overhauser field, i.e., the
magnetic field applied by all the nuclear spins together via the hyperfine interac-
tion on the electronic spin, changes slightly such that it compensates the fluctua-
tions in the g factor from dot to dot which otherwise would lead to fast dephasing
of the electronic Larmor precessions of different dots. This phenomenon is called
nuclei-induced frequency focusing [8] and it is the effect which we study by quanti-
tative simulations possible thanks to high performance computing. Thereby, we pave
the way for future experiments exploiting the electronic spin in QDs as a quantum
resource. The long-term goal is to generate coherent states including the nuclear spin
degrees of freedom in single and multiple QDs by suitable pulse protocols, thereby
lifting coherent control to another level.

Recent experiments on spin inertia and polarization recovery in QDs [9] revealed
results which could not be fully explained by the analytic theoretical model [10].
By utilizing the high performance facilities of the HLRS, we can perform improved
simulations of these experiments [11], which help us to gain a better understand-
ing of the underlying physics. Importantly, we find the emergence of resonant spin
amplification in the so called Faraday geometry, i.e., when a longitudinal magnetic
field is applied to the QDs. This new effect can be revealed experimentally using
optimized pulse protocols. Preliminary experimental results confirm its existence.

2 Nuclei-Induced Frequency Focusing in Quantum Dots

We investigate the spin dynamics of an inhomogeneous ensemble of GaAs QDs in a
transverse magnetic field (Voigt geometry). Each QD is singly charged by a localized
electron, whose spin couples to the surrounding nuclear spins via the hyperfine inter-
action. This electronic spin is excited optically by trains of resonant laser pulses with
repetition period Tr = 13.2ns, generating negatively charged trion states (transition
energy ~1.4eV [6]). The trion eventually recombines, inducing some electronic
spin polarization into the system due to the spin dynamics in combination with the
selection rules. This polarization dephases on a timescale of nanoseconds due to
the random nuclear spin bath, whose collective hyperfine interaction acts as Over-
hauser field on the electronic spin, and due to the spread of the electronic g factors,
which differ slightly from dot to dot. Experimentally, the spin polarization can be
probed using weak linearly polarized pulses by measuring the Faraday rotation or
ellipticity [12, 13].
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Upon application of long pulse trains, the spin dynamics reacts in such a way
that a revival of the spin polarization emerges before the arrival of each next pulse.
This effect is known as spin mode locking [7]. It can be enhanced by the fascinating
phenomenon of nuclei-induced frequency focusing [8], which is one of the central
subjects of the present report. The periodic pumping of the electronic spin indirectly
drives the Overhauser field such that the effective Larmor frequency of the electronic
spin in each QD complies with a certain resonance condition. Generically, this leads
to an enhancement of the mode locked revival amplitude [8], but the dependence of
this amplitude on the magnetic field strength is complex [14—16].

Here, we report on the recent progress in the simulation of this type of experiment.
For a more detailed description of the simulations, the results, and the physics, we
refer the reader to Ref. [17]. In order to render the simulation possible, progress in
several key areas was required. First, we enhanced the semiclassical model describing
the physical system and the optical generation of spin polarization via the excitation
of a trion. The subsequent application of an efficient algorithm to the equations of
motion, reducing the dimension of the system, is mandatory to deal with large bath
sizes [18, 19]. In order to be able to make statements for the relevant number of total
pulses, i.e., after which the system is in a nonequilibrium stationary state (NESS)
as in the experiment, a very efficient and highly parallel implementation is required
to solve the equations of motion. Even then it is not possible to deal directly with
realistic bath sizes of up to 10° nuclear spins. We overcome this obstacle using
established scaling arguments by which we can extrapolate to an infinite bath size.

2.1 Hpyperfine Interaction of an Electronic Spin with a
Nuclear Spin Bath

The dominant interaction in a GaAs QD singly charged by electrons is the Fermi
contact hyperfine interaction [3]. In each QD, the quantum mechanical behavior of
the spins is governed by the Hamiltonian

N
Tt =) A8 1 =8 Bo, (M
k=1

in which the nuclear spins Ii weighted by their hyperfine coupling constant A; form
the so called Overhauser field

N
By =) Ay, )

which couples to the central electronic spin S.
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Solving the full quantum model is extremely restricted in the number of nuclear
spins N due to the exponentially growing Hilbert space. We resort to an established
semiclassical description of the problem, where the spins are considered as classical
vectors with random initial conditions [20-22]. In this approach, the spin dynamics
are governed by the classical equations of motion (% is set to unity) [17]

d 1

—S =By + geMBBextex) x S+ _Jzezv (3a)
dt 70

d A 1

—J =x|Bie.+ B, | xJ+ gnppBexiex x J — —J, (3b)
dr A T0

d I
alk = | AkS+ x A | JPe, + XJ + gnitnBexiex | X I, (3c)

where B := B¥e, + B’e, and J* = J%, + J7e,. These equations essentially
describe a precession of the classical spins. The electronic spin S precesses around
the effective magnetic field Begr := (Boy + getB Bext€x)/(geitB), Where Bey, is the
strength of the external transverse magnetic field, g, = 0.555 [8] the g factor of the
electronic spin and g the Bohr magneton. The same holds for the trion pseudospin J,
but its hyperfine interaction is weaker by a factor x ~ 0.2 and also anisotropic
(A =5) [9]. Moreover, the trion decays radiatively on the timescale 7y = 400 ps [6,
7]. According to the selection rules, a recombination of the trion component J* and
the ground state S takes place. Spin polarization in the ground state is generated
when this recombination does not occur with the exactly same spin quantum num-
ber, for instance in an applied transverse magnetic field inducing Larmor precessions
with different frequencies for S and J. The nuclear spins I; also precess around the
so called Knight field plus the external magnetic field. Due to the larger masses
of the nuclei, their gyromagnetic ratio g,u, is smaller than g.up by three orders
of magnitude. Nevertheless, the nuclear Zeeman term has a crucial impact on the
nonequilibrium physics since the energy scale of A; and g, 4, Bext can be of simi-
lar magnitude for large magnetic fields. The hyperfine couplings are parameterized
according to

Ay xexp(—ky), kefl,...,N}, (€]

which is a realistic choice for flat two-dimensional QDs [18, 23, 24].

The ordinary differential equation system has the dimension 3N + 6, where N is
the total number of bath spins. Note that N is practically infinite in any solid state
system. The number N of effectively coupled spins within the localization volume
of the electronic spin is much smaller, but still very large. For realistic bath sizes
of at least N = 10, the numerical simulation of the desired properties is unfeasible
even on a HPC system. We resort to the efficient approach established in Ref. [18],
where sums of bath spins define auxiliary vectors. It is sufficient to track N, of these
auxiliary vectors in a simulation. This reduces the dimension to 3Ny + 6, where
Ny = O(75) is a discretization parameter, while allowing us to treat an infinite spin
bath N — oo with an effective number N & 2/y of sizeably coupled nuclear spins.
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The complexity of the equations does not increase. For details, we refer the interested
reader to Ref. [18], where this approach is established, and to Refs. [17, 19], where
it is applied to study nonequilibrium spin dynamics in quantum dots.

Due to the large number of nuclear spins, the Overhauser field and the auxiliary
fields essentially behave like classical fields. Furthermore, the large number of con-
tributing spins meets the precondition to use the central limit theorem to conclude that
the Overhauser field and the auxiliary fields are initially normal distributed so that the
initial auxiliary vectors can be sampled from normal distributions. The correspond-
ing mean values and variances are chosen such that they mimic quantum mechanical
properties [18]. The theoretical foundation for this approach is the truncated Wigner
approximation [25]. First order quantum fluctuations are taken into account through
the correct sampling of the initial conditions for the classical equations of motion.

Moreover, ensembles of QDs are not homogeneous. This leads to a slight spread
of the g factors of the electronic spin and the trion pseudospin. We account for this
spread by sampling the g factors from a normal distribution around their mean values
with appropriate variances (Ag)?.

The trion is excited by resonant circularly-polarized laser pulses; we consider so
called 7 pulses with helicity o~ here. They have a typical duration of 1.5 ps [6-8],
which is one order of magnitude smaller than the Larmor period at a magnetic field
of Bext = 9T. Hence, we can describe the action of a single pulse as an instantaneous
mapping of the spin components before (Sy, Jy) and after (S,, J,) the pulse [12,
15]

1 1

Si=3ta% Se =5 =0, (5a)
J; — Sli _ Sg’ J; = Jé" =0. (5b)

In order to mimic the quantum properties of the spins, we must consider each pulse
as a quantum mechanical measurement. According to the uncertainty principle,
the semiclassical description of the pulses becomes nondeterministic. We model
this uncertainty for S by normal distributions with mean values given by Eq. (5a)
and appropriate variance such that quantum mechanical property ((3‘“)2) = 1/4,
a € {x,y, z}, holds, see Ref. [17] for details. The pulse relations for the trion pseu-
dospin (5b) remain unchanged.

2.2 Spin Dynamics, Spin Mode Locking, and Nuclei-Induced
Frequency Focusing

The time evolution of the spin dynamics is given by the ensemble average over
M = 4800 independent classical trajectories with random initial conditions. For this
purpose, we use 2400 — 4800 CPU cores on Hazel Hen, parallelized using pure MPI,
i.e., we calculate 1 or 2 trajectories per core.
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Fig.1 (a) Spin dynamics after a long train of periodic pulses with repetition period Tr for various
magnetic fields Bex for an effective bath of Negr = 500 nuclear spins. The oscillating spin polar-
ization initially dephases, but a revival appears due to SML in combination with NIFF before the
arrival of the next pulse. The amplitude of the revival signal does not change significantly anymore
upon application of further pulses, i.e., the system is in a NESS. (b) Limiting values of the revival
amplitude Sy, as a function of the magnetic field Bex for various effective bath sizes Negr. The
horizontal dashed line represents the revival amplitude which emerges even without NIFF. The
vertical dashed lines represent values of Bey fulfilling the nuclear resonance condition (6). Further
parameters: gn = 0.66, Ag. = 0.005, Agp = 0.016. Similar figures are shown in Ref. [17], but for
different parameters.

Examples for the spin dynamics for different magnetic fields after a long train of
periodic pulses are shown in Fig. 1a. The initially created spin polarization precesses
around the transverse magnetic field while dephasing occurs on a timescale of 1 ns
due to the fluctuations of the Overhauser field and due to the g factor spread. The
dephasing is faster for larger magnetic fields since a g factor spread Ag implies a
term proportional to AgBey in the dephasing rate [6]. Modulations of the signal
are discernible in the time-dependence of the combined quantity S — J#, which is
proportional to the signal measured in experiments [12]. The modulations stem from
the different Larmor frequencies of the electronic spin § and trion pseudospin J.

After the initial dephasing, a revival appears before the arrival of each next pulse
due to spin mode locking (SML). An initial buildup of this revival happens already
within O(10) pulses. After a long train of pulses, the SML can change due to nuclei-
induced frequency focusing (NIFF). Its amplitude depends on the strength of the
external magnetic field due to its influence on NIFF, see Fig. 1. Note that for the data
shown in Fig. 1a, the revival amplitude does not change noticeably anymore upon
further application of pulses because the NESS is already reached. To be precise, a
quasistationary state is reached which becomes apparent when studying the system
stroboscopically at specific instants of the time interval between consecutive pulses,
e.g., before the arrival of a pulse to study the revival amplitude.

This saturated revival amplitude S, as a function of the magnetic field shows
an interesting nonmonotonic dependence on the magnetic field which is depicted in
Fig. 1b. Two pronounced minima are visible at positions corresponding to the nuclear
resonance condition [16, 17, 26]
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Fig. 2 Nuclei-induced frequency focusing: Probability distribution of the effective magnetic
field p(Befr) as a function of the number of applied pulses n,,. Initially (n, = 0), the effective mag-
netic field follows a simple normal distribution. Equidistant peaks emerge in the distribution due to
the application of periodic pulses. The peak positions correspond to the values of Begr which fulfill
the even resonance condition (7). Parameters: Bexi = 1T, Nesg = 500, g = 0.66, Age. = 0.005,
Agh = 0.016.

ganBexiIr =k, k e€Z. (6)

The values of By fulfilling this condition are highlighted as vertical dashed lines in
Fig. 1b. The condition describes the number of half-turn revolutions of the nuclear
spins in the external magnetic field B between consecutive pulses. Note that we
consider only a single type of isotope for the nuclear spins here. Since generically
there are several present in GaAs QDs, they can be viewed as an average isotope.
This simplification is lifted later in Sect. 2.3. The horizontal dashed line represents the
SML revival amplitude which emerges already without any NIFF. The comparison
between the cases with and without NIFF is an important physical question addressed
in Ref. [17].

The application of long trains of pulses leads to the emergence of a comblike
structure in the probability distribution p(Bes) of the effective magnetic field. This
frequency focusing in the nuclear spin bath is what causes the NIFF in the spin
dynamics. The buildup of the comblike structure is illustrated in Fig.2. The peak
positions are found at the values of the effective magnetic field B.g which fulfill the
resonance condition

8eBBert TR = 2wk, k€ Z. @)

This condition describes full-turn Larmor periods of the electronic spin between
consecutive pulses. We refer to it as the even resonance condition because 2k is an
even integer. In some cases, e.g., for Be = 7.8 T, we find peaks at values of the
effective magnetic field which fulfill the so called odd resonance condition
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It describes half-turn Larmor periods between consecutive pulses and leads to a
reduced revival amplitude in comparison to the case without nuclei-induced fre-
quency focusing, see Fig. 1 for By = 7.8 T. Further insight into the importance of
the two different resonance conditions is presented in Refs. [15-17, 26].

Furthermore, we find that the probability distribution of the effective mag-
netic field can shift as a whole; this effect is known as dynamic nuclear polariza-
tion (DNP) [17]. This polarization can be larger than the typical fluctuations of the
Overhauser field, leading to a certain increase of the coherence time. Reaching the
corresponding NESS in the simulations requires two orders of magnitude more pulses
than reaching steady values of the revival amplitude. This renders the reliable sim-
ulation of the DNP unfeasible for magnetic fields much larger than 2 T and imposes
an important challenge for further improvements of the employed algorithms.

Generally, simulating large effective bath sizes and large magnetic fields is a
tremendous challenge. The number of pulses required to reach the steady values of the
revival amplitude scales with BezXt and linearly with N [17, 19]. Moreover, in order
to track the fast Larmor precession the integration step size decreases approximately
with B_,| so that we are facing a cubic scaling in the computational complexity for
larger fields. Developing performant approaches to mitigate this problem is part of
our current research. A first approach of this kind, which is already applied in the
present simulations, is briefly discussed in Sect. 4.

2.3 Role of the Nuclear Spin Bath Composition

Real QD ensembles studied in experiments do not consist of a single isotope but of
many, e.g., they are GaAs or InGaAs QDs. This can be accounted for in the equations
of motion (3), but it increases the dimension of the ordinary differential equation
system and becomes intractable when studying the exponential parameterization (4)
of the hyperfine couplings. A common simplification is the so called ‘box model’,
where all couplings are chosen to be equal [27]. Then, the full dynamics of the
Overhauser field can be described by a single equation of motion for the subfield
made up of each different isotope in the system. For brevity, we omit the precise
equations here.

We apply a simpler pulse model than in the previous Sect. 2.1 based on Ref. [19],
where we completely neglect the excitation of the trion state and instead describe
the pulse action by the simple relation

ss=1 si=x. si=v 9
a 2’ a ? : ’ ()

with X and Y being random numbers sampled from a normal distribution around
zero with variance 1/4, i.e., we still consider each pulse as a quantum mechanical
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Fig. 3 Saturated revival amplitude Sy, as a function of the magnetic field Bex; for different com-
positions of the nuclear spin bath (N = 100). In the upper panel the dephasing time is 7, = V2ns,
in the lower panel it is 7 = 1 ns. The horizontal dashed lines indicate the values of Bey which
fulfill the nuclear resonance condition (6) for the various isotopes.

measurement. We point out that this pulse model does not show SML without NIFF,
i.e., for a small number of pulses no revival amplitude prior to the next pulse occurs.
Only long trains of pulses leading to NIFF engender a revival amplitude. This is
a fundamental difference to the more elaborate pulse model used in Sect.2.1 and
the main downside of neglecting the generation of spin polarization by means of
an intermediate trion state. Still, the nondeterministic description of the pulse is
essential to mimic the quantum mechanical behavior [16, 17, 19]. In contrast to the
previous Sect.2.1, we omit the g factor spread here, but it barely affects the NIFF
behavior [17].

When studying nuclear spin baths consisting of various isotopes, we expect addi-
tional nuclear resonance conditions (6) to play a role because each isotope has a
different gyromagnetic ratio g, u,. Figure 3 shows the magnetic field dependence of
the revival amplitude for three different compositions of the nuclear spin bath. In
the upper panel, we compare the result for a GaAs QD with the case where a GaAs
QD with an average Ga isotope is considered (GaAs). In the lower panel, we show
the result for an Ing3Gag;As QD. A quantitative comparison of both panels is not
possible yet because the dephasing times 7', which determine the variance of the
random Overhauser field, are chosen differently. The main conclusion is that not
all nuclear resonance conditions play a major role as we still mainly find a broad
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minimum around By, = 4T and a sharper minimum at larger magnetic fields. Some
additional structure is visible around Bey, = 5.8 T, but further more accurate calcu-
lations are required for a better resolution. Due to the increased complexity of the
physical situation, the degree of NIFF is reduced when the number of different iso-
topes is increased. Furthermore, indium dominates the behavior of the system even
for very small concentrations because it has spin 9/2 whereas the other isotopes have
spin 3/2, and its hyperfine coupling constant is also larger [28].

3 Spin Inertia and Polarization Recovery in Quantum Dots

In the previous sections, we considered the application of a transverse magnetic field
(Voigt geometry). In a different class of pump-probe experiments on QD ensembles,
a longitudinal magnetic field (Faraday geometry) is applied. Here, we consider QDs
charged by either electrons or holes. Typical experiments study the occuring spin
inertia and polarization recovery effects [9-11, 29]. Periodic circularly-polarized
laser pulses are applied with repetition period Tx = 13.2ns, but their helicity is
modulated between ot and o~ with frequency f;,. Studying the spin polarization as
a function of this modulation frequency shows the so called spin inertia effect: when
the modulation frequency is increased, the spin polarization decreases. This can be
understood as an inertia of the spin which prevents it from following the switching
of the pulse helicity arbitrarily quickly. This effect enables the measurement of slow
relaxation times O(us) of the system. The polarization recovery effect consists of
the increase of the spin polarization upon an increase of the longitudinal magnetic
field. Hence, the polarization recovery curve is the graph of the spin polarization as
a function of this magnetic field. We report on the influence of the pumping strength
on these experiments; for details see Ref. [11].

The simulation of this setup is less demanding than the one of Sect.2 because
the dynamics of the Overhauser field plays a minor role so that it can be considered
as frozen [27], i.e., as static, but still random according to a normal distribution to
account for its quantum mechanical fluctuations. Then, the spin dynamics of the
localized charge carrier in the ground state of each QD is described by

d S J*
—S=(@n,+ S——+ —e,, 10
arS = (Bt Qg) xS ==t e (10)

where €2y, is the frequency of the spin precession caused by the Overhauser field,
Q. = QL g€, = goupBexee; is the Larmor frequency, with g, being the effective
longitudinal g factor of the ground state, and B.xe, the external longitudinal magnetic
field. Furthermore, the phenomenological term —S /7, , describes the spin relaxation
unrelated to the hyperfine interaction with the nuclear spins in the QD. The dynamics
of the trion pseudospin between the pump pulses is described similarly to Eq. (10)
by the equation of motion
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Fig.4 (a) Spininertia effect for localized holes in quantum dots: spin polarization L as a function of
the modulation frequency fn, for amagnetic field of Bexy = 300 mT and various pumping efficiencies
Q. The vertical dashed lines represent the typical cut-off frequencies 1/(2mz;"). The inset shows
the inverse of the effective spin relaxation time t* as a function of the pump power P and of
the pump efficiency Q. The dashed curves are calculated analytically for the limit Bex; — 00.
(b) Ilustration of resonant spin amplification in Faraday geometry: the spin polarization increases
as a function of the phase Q. Tr = QL TR X Bex With periodic oscillations at positions fulfilling
the resonance condition (12). Both figures are taken from Ref. [11], lincensed under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/), with slight modifications to the layout.

d J J
EJ—(SZNJ"‘SZL,t) XJ—Z[—T—O- (11)

The Overhauser field again follows a normal distribution, but it can be anisotropic
for hole spins [30], and the spin polarization of the QD ensemble is calculated by
averaging over all trajectories stemming from random initial conditions. Details of
the simulation for QDs charged by either electrons or holes can be found in the
original publication [11]. The computations are not as expensive as in the previous
sections because we only need to study magnetic fields up to 300 mT and overall a
smaller number of pulses. The periodic laser pulses are described by a similar but
more general relation than given by Eq. (5), which includes possible rotations of
the transverse spin components and also allows us to consider various pump pulse
efficiencies [11].

Our main results from Ref. [11] are the following. In accordance with experi-
ments [9], we find that applying a larger pump power leads to a decrease of the
effective spin relaxation time in the system. This behavior is visualized in the inset
of Fig.4a for the case of localized holes in the QDs. The inverse of the effective spin
relaxation time is plotted as a function of the pump power P and of the pumping
efficiency Q for a magnetic field of Bey, = 300mT. The best pumping efficiency
is achieved for Q = 0, which describes so called & pulses reached at the pump
power P,. Weak pulses are described by the limit Q — 1. A linear extrapolation to
zero pump power yields the equilibrium spin relaxation time 7, . The main panel
of Fig.4a shows the spin inertia effect for various pumping efficiencies Q. Upon
increasing the modulation frequency f;,, the spin polarization decreases. Analytical
results for the limit Bex, — oo (dashed curves) support our findings. The effective
spin relaxation time can be extracted from the dependence of the spin polarization
on the modulation frequency.
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Furthermore, we analyze the role of the saturation of spin polarization in polar-
ization recovery measurements. We find that approaching the saturation limit of the
spin polarization leads to a broadening of the typical V-like shape of the polarization
recovery curves (the curves are symmetric with respect to the magnetic field Be),
similar to what is observed experimentally [9].

Most importantly, we find the emergence of resonant spin amplification in Fara-
day geometry [11]. It is a well established effect in Voigt geometry [31, 32] and
also known for a tilted magnetic field [33], but it is to our knowledge not yet dis-
covered in a pure longitudinal field configuration. It can emerge purely due to the
transverse fluctuations of the Overhauser field in the QDs under certain conditions
and it can be exploited to measure the longitudinal g factor g, of the localized charge
carriers in the QDs. We stress, however, that the longitudinal fluctuations of the
Overhauser field may not be too large since the effect is smeared out otherwise. A
typical polarization recovery curve illustrating this effect is shown in Fig.4b. The
spin polarization increases for larger magnetic fields By, which is proportional to
the phase QpTr = Q2 Tr X Bey displayed on the abscissa. Periodic oscillations
are found whenever the resonance condition

QL,Tk =27k, keZ, (12)

is fulfilled. This effect is caused by the slight tilt of the effective magnetic field
Qo + 2y, from the z axis due to the transverse components of the Overhauser
field 2y, = Ry in each QD, see the sketch in Fig. 4b for a graphical illustration. We
estimate that resonant spin amplification in Faraday geometry can be observed under
the condition wy z S V27 Ty, where wn,g 1s the typical fluctuation strength of the
Overhauser field, when sufficiently strong pump pulses are applied. This condition
implies that reducing the pulse repetition period 7x can help to reveal this new effect.
In the experiments of Ref. [9], the effect is not observed because the condition is not
fulfilled and pump pulses of low power are used.

Note the similarity to the resonance conditions discussed in Sect. 2. The resonance
conditions are central to understanding the nonequilibrium spin dynamics in QDs
subjected to trains of periodic pulses whenever an external magnetic field is applied.
Preliminary experimental results indicate that the effect depicted in Fig. 4b can indeed
be measured.

4 Efficient Simulations

Solving ordinary differential equations (ODEs) is straightforward, especially if no
stability problems occur as in our case. We apply the Dormand-Prince method as
ODE solver, which is an adaptive fifth-order Runge-Kutta algorithm, using the imple-
mentation provided in Ref. [34]. The simulation of realistic experimental setups is
extremely challenging because the relevant time scales govern several orders of mag-
nitude. For this reason, on the one hand, the integration error must be small enough
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so that errors do not add up significantly after up to millions of pulses. On the other
hand, one cannot aim at reducing it too much by very small time steps because this
would spoil the performance.

Reaching a NESS as required in Sect.2 for large magnetic fields to study the
NIFF behavior is extremely demanding because the computational complexity scales
with B,,. Simulating large spin baths is an additional challenge due to a linear scaling
with Neg of the numbers of pulses required to reach the quasistationary states. In
Ref. [11], we also established scaling laws which allow us to extrapolate to infinite
bath sizes Ny — o0o. The direct simulation of such bath sizes is not possible even

by high performance computing.

4.1 Spectral Density and Rotating Frame Approach

As discussed in Sect. 2.1, the application of an efficient approach [18] to the ODE sys-
tem (3) reduces its dimension from 3N + 6 to 3Ny, + 6, with the truncation parameter
Ny < N, by replacing sums of bath spins by auxiliary vectors. In a typical scenario,
Ny = 75 for an effective bath size of Negr = 200 with N — oo is used. If we solved
the normal ODE system (3) for N = 200 nuclear spins, the dimension would be
about 2.5 times larger, eventually requiring the usage of the slower L2 and L3 caches
for large spin baths.

Further performance improvements are gained by solving the ODE system (3) in
a rotated frame. The electronic spin S and the trion pseudospin J mainly precesses
around the large transverse external magnetic field, and this precession is by far the
fastest frequency in the system. Thus, it determines the integration step size in a
linear manner, i.e., it is proportional to ngl. However, this precession motion can be
easily described analytically. The application of such an ansatz to the ODE system
yields modified equations of motion, and the integration of the ODE system is about
three times faster while maintaining the same numerical accuracy. Unfortunately,
the step size still decreases linearly when increasing the magnetic field strength: the
nuclear spins also show the fast oscillations due to their coupling to the precessing
electronic spin, which need to be resolved numerically.

Establishing even more efficient approaches is part of our current research. One
particular goal is an approach in which the integration step size is not determined
linearly by the magnetic field strength since this would render the simulation of large
magnetic fields much more efficient.

4.2 Single Thread Performance

Vectorization is the key to achieve good single thread performance. The applied
Runge-Kutta algorithm is easily vectorized by any modern compiler. For the ODE
system (3), a long loop must iterate over all nuclear spins, but the structure of their
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equations of motion is identical. By using a structure of arrays for the data lay-
out, good vectorization is accomplished. Due to the rather small dimension of the
ODE system (about 230 equations), the calculations are operating on the L1 cache.
We measure a double performance of 11.2 GFLOPS per core on a dual socket
Intel Xeon Broadwell E5-2680 v4 (2x14 cores, 2.4 GHz) without hyperthreading,
with a vectorization ratio of 91%.

Vectorization is not straight forward when we apply the box model to the nuclear
spins as in Sect. 2.3 because there is no long loop which iterates over the nuclear
spins. The typical dimension of a single ODE system of 9 to 18 is small. But we
have to solve the ODE system for ((10*) independent initial conditions and thus,
we can group them together and solve their equations of motion simultaneously, i.e.,
we consider the group as a single combined ODE system. Again, using a structure
of arrays for the data layout, good vectorization of the code is accomplished. The
maximal group size is limited by the size of the L1 cache; the precise group size is
chosen to optimize the performance.

The same principle is applied when solving the ODE sytem of Sect.3 with a
dimension of 6. When building groups of 64 independent random initial configu-
rations, we measure a double precision performance of 9.7 GFLOPS per core on a
dual socket Intel Xeon Broadwell E5-2680 v4 (2x14 cores, 2.4 GHz) without hyper-
threading, with a vectorization ratio of 99%. Without the grouping procedure, the
performance decreases to mere 2.0 GFLOPS per core with a vectorization ratio of
only 13%.

4.3 Parallelization

The semiclassical simulation of the spin dynamics is easily parallelizable using pure
MPI since the calculation of a single trajectory does not depend on the other ones.
Minor communication takes place only at the end of the simulation where ensem-
ble averages are calculated and the Overhauser fields are stored for the subsequent
statistical analysis. The influence of the minor I/O on the performance is negligible.

Figure 5 shows a typical scaling behavior of our simulation code used for the
simulations presented in Sect.2.2. Very good scaling is achieved up to 12288 cores
when calculating M = 24576 trajectories. In this extreme scenario, two trajectories
are calculated per core. Due to the adaptive integration of the ODE system, some
integrations finish sooner than others, which leads to a slightly reduced parallel
efficiency when only few trajectories are calculated per core. In practice, we typically
use 2400 cores to calculate 4800 independent trajectories, i.e., we calculate two
trajectories per core. For large magnetic fields combined with large bath sizes, it is
required to use 4800 cores for the same number of trajectories such that the simulation
finishes within 24 h.

In cases where a deterministic pulse model is applied, a slightly better load balance
can be achieved by running a short benchmark of about ten pulses for the calculation
of each trajectory in the beginning, i.e., before the actual simulation. Then, slow
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and fast calculations can be grouped together to improve the load balance. This
procedure does not work reliably when the pulses are nondeterministic because the
short benchmarks are not representative anymore for the full integration. Generally,
when more than one trajectory is calculated per core, the load balance improves
automatically due to a self-averaging effect.

As demonstrated in Fig. 5, the number of total cores can be increased well beyond
the 4800 cores typically used in our simulations if a better statistical accuracy, accom-
plished by a larger ensemble size M, is desired. The statistical errors of the ensemble
averages are proportional to 1/+/M.

5 Conclusion

Our large-scale simulations of the nonequilibrium spin dynamics in quantum dots
(QDs) subjected to trains of periodic laser pulses pave the way for a better understand-
ing and description of related pump-probe experiments [6-9, 14, 16]. By combining
sophisticated efficient approaches with the computation power of Hazel Hen pro-
vided by the HLRS, we are able to reach nonequilibrium (quasi)stationary states
for the full range of magnetic fields studied in the experiments for large bath sizes.
Further scaling relations are established which enable us to extrapolate to infinite
bath sizes, which is the physical limit of interest.

Meanwhile, we explore the influence of the nuclear spin bath composition and find
that for InGaAs QDs, indium plays the most important role due to its large spin 9/2
and its larger hyperfine coupling. The degree of nuclei-induced frequency focusing
is reduced when more complex compositions are considered. The combination of
this enhanced and more realistic description of the nuclear spin bath with our more
elaborate model of Sect.2.1 comprising the generation of spin polarization via trion
excitation is an imminent part of our current research.

The direct numerical simulation of the spin inertia and polarization recovery exper-
iments for arbitrary pumping strength yields a better understanding of the experi-
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mental results presented in Ref. [9]. The existing analytic theoretical description [10]
is only valid in the low pump power limit. We identify the influence of large pump
powers leading to saturation effects in the measurements. Importantly, we find the
emergence of resonant spin amplification in Faraday geometry. It allows for measur-
ing the longitudinal g factor of the localized charge carriers in the QDs. Preliminary
results from our experimental colleagues suggest that they can indeed detect the
predicted effect. The quantitative description of their measurements requires the
extension of the current model to account for the inhomogeneous broadening of
the trion transition energy [12], which is present in any real QD ensemble. This
extension adds another stochastic component to the simulation, leading to a further
increase of the computational complexity which we will address with the help of
high performance computing.
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Tuning the Conductivity of Metallic )
Nanowires by Hydrogen Adsorption glectie

Kris Holtgrewe, Ferdinand Ziese, Johannes Bilk, Mike N. Pionteck,
Kevin Eberheim, Felix Bernhardt, Christof Dues, and Simone Sanna

Abstract Nearly one-dimensional metallic nanowires can be grown by Au depo-
sition on semiconducting substrates. Although the wires are basically decoupled
from the substrate, their conductivity can be tuned by modifications of the environ-
ment, such as the adsorption of foreign species. In this work, we present a detailed
theoretical investigation of the metallicity modifications in a system consisting of
self-assembled Au atomic wires on a stepped Si(557) surface upon hydrogenation.
Our first-principles calculations within density functional theory (DFT) reveal chem-
ically different favorable adsorption sites of similar energy for H. The H adsorption at
all sites leads to strong modifications in the electronic structure, due to the adsorbate-
to-substrate charge transfer. Interestingly, the whole electronic system, including the
Au related electronic states, is modified by H adsorption, without direct interactions
of H and the Au chains. Changes in band order as well as a band gap opening nicely
explain recent plasmon spectroscopy experiments.

1 Introduction

Metallic nanowires grown on semiconducting surfaces are highly anisotropic objects
characterized by peculiar physical properties that closely resemble those of one-
dimensional (1D) objects [1, 2]. The semiconducting substrate stabilizes the atomic
chains and affects to some extent the 1D properties. Thus, the coupling between the
inherently 1D atomic chains and their 2D or 3D environment determines the system
properties.

The interactions between the wires and their environment can be exploited to
control the physics of the wires. Stepped substrates can be used, e.g., to separate the
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wires, as the terrace width determines the distance between parallel wires and thus
their coupling. The adsorption of gases leads to the formation of chemical bonds
and is known to affect the wire conductivity, as revealed by transport experiments
and plasmon spectroscopy [3]. Concerning the latter, 1D wire plasmons with their
intrinsic directionality of energy transport are particularly interesting for a multi-
tude of applications [4—6]. The tunability of plasma frequencies makes atomic wires
attractive for novel electric circuits on the atomic scale [7, 8]. Different studies, both
theoretical and experimental, have been dedicated to this topic [9—12]. However, the
precise knowledge of the effect of the environment on the electronic band structure
is required to control the plasma frequency.

Among the semiconducting substrates employed for the wire growth, high-index
Si(hhk) surfaces, are among the most investigated systems, as they provide tunable
terrace size and local structural motifs, which can be exploited to control the wire
coupling with higher dimensions [9, 12-15]. In this work, we use the Si(557)-Au
stepped surface to reveal the subtle intertwinement between atomic structure and
electronic states and demonstrate how to they can be manipulated by H adsorption.
The latter can thus be employed to modify the system metallicity. In particular, we
show how the H adsorption leads to modifications of the metallicity by affecting
the bands between the Au states in the unoccupied part of the band structure. The
modifications of the band structure furthermore explain the plasmon localization
measured in recent experiments [16].

2 Methodology

Total energy density functional calculations have been performed within the gener-
alized gradient approximation (GGA) [17], as implemented in the VASP simulation
package [18, 19]. The package offers highly customizable parallelization schemes
to exploit the full capability of massively parallel supercomputers such as the Cray
XC40 system (Hazel Hen) at the HLRS. In order to separate the discussion about
the computational setup and the discussion about the algorithm performances, we
divide the present section in two parts.

2.1 Computational Details

Projector augmented wave (PAW) potentials [20, 21] with projectors up to / = 3 for
Au (valence 5d'%6s'), I = 2 for Si (valence 3523 p?), and [ = 1 for H (valence 1s')
have been used for the calculations. k-point meshes of different sizes are employed,
depending on the size of the investigated system. Corresponding information is given
in Sect. 3. The electronic wave functions are expanded into plane waves up to a kinetic
energy of 410 eV. We chose the PBE formulation [22] of the generalized gradient
approximation for our calculations. PBE is a well-tempered balance between com-
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putational efficiency, numerical accuracy, and reliability. Modified GGA functionals
such as PBEsol have been recently proposed, which are specifically developed to
improve the description of the lattice properties [23, 24]. As we mainly focus on
the description of the electronic band structure, the choice of PBE as xc-functional
seems to be appropriate. We model the system at the experimentally measured lat-
tice constant, which strongly reduces possible uncertainties arising from the typical
PBE-overestimation of about 1% of the lattice parameters. Our approach thus prag-
matically combines a reliable description of the electronic properties (within the
accuracy of DFT with (semi)local xc-functionals) and a reasonable description of
the system geometry. The described approach is on the same footing of recent inves-
tigations of metallic Au nanowires on semiconducting substrates [3, 25].

2.2 Computational Performance

The parallelization of the computational algorithms is usually achieved via the Mes-
sage Passing Interface (MPI). OpenMP or hybrid MPI/OpenMP parallelization is
also possible. However, our tests show that best performance is reached with pure
MPI parallelization (one MPI task for each physical core). The speed-up depends on
the size of the problem. For the problem sizes in our project (several 100 atoms per
unit cell), the wall time scales very well up to several 1000 MPI processes, as we
will show in the following.

There are different levels of code parallelization, which can be controlled by the
code input. The most important ones are the number of k-points treated in parallel
(KPAR), and the subsequent number of bands treated in parallel (NPAR) in the matrix
diagonalization process. They may be set independently from each other, however,
they strongly influence the wall time needed for the job. Our experience shows that the
performance is maximized when KPAR is a divisor of both the number of allocated
computer nodes and the total number of k-points of the system. This can be explained
by the fact that this choice distributes the workload over the nodes optimally, which
prevents idle times. The fine tuning is done by setting NPAR, which also should be
a divisor of the number of bands. The optimal parallelization setup depends on the
host machine and its peculiar architecture. Hence, when running the code on a new
machine, we have to do a performance test with varying number of MPI processes,
KPAR and NPAR. From the test results, we can derive rules of thumb, which enables
the guessing of optimal parameters for all other calculations.

Performance Test
In the following, we present the results of a performance test performed on the Cray
XC40 (Hazel Hen).

As test problem, we set up a large supercell modelling ErSi, nanowires. It contains
500 atoms and its size is thus comparable to the supercells needed to model the
systems investigated in this project. The performed task was the calculation of the
electronic ground state (total energy calculation), which is the main undertaking
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Fig. 1 Results of the performance test; left panel: test results for different parallelisation setups,
right panel: speed-up of the best guess and Amdahl fits, asymptotic fit errors in parentheses

in the DFT framework. We chose the average wall time, which elapses for each
electronic iteration Tp gop, as target quantity. This choice makes the computational
demand for every test run comparable.

We tested different parallelisation setups (varying number of nodes, KPAR, and
NPAR). Thereby, we used complete nodes and one MPI task per physical core (24
MPI tasks per node). Figure 1, left panel shows the test results. One immediately sees
that the wall times 71 opop depend strongly on the choice of KPAR and NPAR (empty
circles on vertical line at given number of cores). The setup with the minimum 71 oop
for given number of MPI tasks is called the “best guess”.

As we are interested in the scalability of the code, we calculated the speed-up as
the ratio between the loop wall time 77536 for 1536 employed cores and the loop wall
time T1.0op (V) for N cores as we used 64 nodes at 24 cores at the minimum.
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Then, we fitted a function to the speed-up for the best guess (green circles), which
we derived from Amdahl’s law.
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s denotes the serial portion and p = 1 — s the parallel portion of the code. So,
the only fit parameter is s and we are able to derive the serial portion of the problem.
The corresponding results may be found in the right panel of Fig. 1.

For the present case, the serial portion is s = 0.000023(8), so if 1536 cores (= 64
nodes) are employed for the job, the scale efficiency (7 = S(N)/N) is still 97 %.
Increasing the number of employed cores to 18 600 (= 775 nodes) results in a scale
efficiency of ~70 %. In summary, the code performed excellently on the Hazel Hen
cluster on several 100 nodes.

We typically employ complete nodes, so that the number of cores is generally
a multiple of 24. Concerning calculations on Hazel Hen, experience has shown
that very long queue times are necessary for runtimes larger than 4-8h. We have
therefore optimized most of our jobs for a 4h walltime, although longer runs would
be desirable.

Memory Demand

The codes we typically use make use of shared memory, so the required amount of
RAM does not grow strongly with the number of MPI processes. There is however
one exception: When setting up k-point groups the problem has to be copied to each
group, so the RAM amount increases almost linearly with the number of k-point
groups (KPAR). Typical calculations of the size of test above needed about 35 GB
RAM per computer node. This translates to 1430MB per MPI task. On order to
reduce the RAM demand, we can reduce KPAR, which increases the execution time,
though.

3 Results

The results of our calculations are presented as follows: at first, we describe the
investigated system and its band structure. This allows to relate morphological fea-
tures with electronic states. In a second step, we investigate the H adsorption and the
H-induced modification of the electronic states.

3.1 Pristine Si(557)-Au Surface

The Si(557) surface is a so called vicinal Si(111) surface, with an inclination of 9.5°
from the (111) surface toward the [112] direction [9, 26, 27]. Evaporation of 0.18 ML
Au onto this surface leads to the formation of a single atomic Au strand per terrace.
The (111) nanoterraces are 19.1 A wide. We employ here the commonly accepted
stable surface model proposed in Ref. [28] and shown in Fig.2. According to this
model, the Si(557)-Au surface consists of a single row of Au atoms that substitute
Si surface atoms, and forms a honeycomb-like chain of Si reconstruction at the step
edge. A Si adatom chain (in blue), surrounded by threefold coordinated restatoms
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(in green) runs parallel to the Au chain. Both the adatom and the restatom chains
have twice the substrate periodicity and feature unoccupied orbitals. These make this
surface chemically more reactive with respect to other similar surfaces [12, 28]. As
a result, metallic surface states of different origin characterize the electronic band
structure, as we will discuss in the following.

The model shown in Fig. 2 is used as a basis for the investigation of the H adsorp-
tion. Thereby, we use slabs consisting of 5 Si atomic bilayers and the surface ter-
mination within a (5 x 2), (5 x 4) or (5 x 8) periodicity (147, 294 and 588 atoms)
to model different H coverages. Such large cells are needed both to model realis-
tic H depositions and to identify concentration-dependent trends on the electronic
band structure. We remark that systems of this size, in connection with the number
of investigated configurations, can be reasonably modeled only in supercomputer
systems such as Hazel Hen.

The bottom surface is saturated with hydrogen atoms. A vacuum region of about
11 A separates periodic images of the slabs. A I'-centered 4 x y x 1 k-point mesh
was used to carry out the integration in the Brillouin zone, with y = 12 for slabs with
the (5 x 2) and (5 x 4) periodicity and y = 3 for slabs with the (5 x 8) periodicity.
The first 3 Si bilayers (including H saturation) are frozen at the bulk positions, while
the remaining atoms were allowed to relax until the forces acting on each atom were
lower than 5 meV/A.

The electronic band structure of the clean Si(557)-Au surface is shown in Fig. 3.
We show only the path in the Brillouin zone corresponding to the Au chain direction
in real space, i.e. the line joining the zone center (I") with the zone edge at Y’. The
direction perpendicular to the wires indeed features nearly dispersionless bands [3].
The states with strong Si adatom, step edge or restatom character are colored corre-
spondingly, according to the color coding defined in Fig.2. According to previous
calculations, the band structure of the Si(557)-Au surface is characterized by two
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Fig. 3 DFT-PBE band structures of the clean Si(557)-Au surface modeled with a (5 x 2) surface
unit cell. The left panel shows the total band structure. In the remaining panels the projection of the
electronic states into atomic orbitals are represented. The surface projected bulk bands are shaded in
gray and shown in the first panel. The color coding of the surface states denote their localization in
real space: bands with strong Si adatom character are blue, bands with strong Si restatom character
are green, while states related to Si step edge atoms are red.

states that cross the Fermi level [3, 29]. An Au-adatom hybrid band crosses the Fermi
level close to the Brillouin zone boundary (blue and yellow band). A restatom band
crosses the Fermi level with an extremely flat slope close to the I" point (green band).
The H adsorption can thus tune the system metallicity by saturation of one or more
partially occupied orbitals.

In the outmost right panel of Fig. 3 the electronic states with strong Au character
are highlighted. At the Y’ point, in the unoccupied part of the band structure, at about
1.9eV a band gap between the Au states can be observed. This gap and its bridging,
observed experimentally [10], plays an important role in our further argumentation
(see below).

3.2 H Adsorbed Si(557)-Au

In order to investigate the impact of the H adsorption on the electronic structure
of the Si(557)-Au surface, the adsorption configuration has to be determined at
first. Therefore, we have calculated the potential energy surface (PES) for atomic H
adsorption, which gives an approximate idea of the stable adsorption sites and a map
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Fig. 4 (a) PES for the : [eV]
adsorption of atomic H on |
the clean Si(557)-Au surface.
Darker regions mark
favorable adsorption sites.
The atomic structure of the
surface termination is
overlaid, color code as in
Fig.2. (b) PES for the
adsorption of atomic H, [ev]
assuming a H atom is already
adsorbed at the Si step edge,
in the position marked by a
Cross.

of the different energy minima on the surface. The PES is calculated constraining
the surface and the lateral coordinates of the adsorbate, and allowing the remaining
degrees of freedom to relax. We evaluate the corresponding energy for 90 possible
positions in a regular raster, and interpolate the results for the positions in between.

The potential energy surface (PES) for the adsorption of atomic H on the clean
Si(557)-Au surface is plotted in Fig.4 (a). It shows a corrugated energy landscape,
with global minima close to the Si step edge atoms and local minima close to the
adatom and restatom chains. The PES furthermore suggests, that H adsorption on
the Au chain is not energetically favorable.

Due to the constraints on the atomic relaxation, the PES does not represent the
adsorption energy. The latter is obtained starting a structural optimization without
any constraint from the minima of the PES. Thereby, we start with the adsorbate
in several of the favored adsorption sites as obtained from the PES calculation. The
adsorption energy at the lattice site X is then estimated as

H@Si(557),X Si(557
Eqs = Eslab OIX_ Eslla(b - Egas(H)- (4)

Both the adsorption at the Si step edge (Engs = —4.55eV) and at the restatom
site (Eags = —4.65¢eV) are very stable and characterized by a very similar energy.
H deposition at the Si adatom also leads to a strong bond with the substrate
(Eas = —3.91eV). H adsorption close to the Au chain is about 1.5eV less sta-
ble than adsorption at the restatom and therefore much less probable. Moreover, the
H adsorption deeply influences the PES for the adsorption of a second H atom. The
PES calculated for the adsorption of atomic H on the Si(557)-Au surface with H
adsorbed, e.g., at the Si step edge is shown in Fig. 4 (b). The global minimum for the
adsorption of a second H atom is clearly close to the restatom, with much shallower
local minima at the Si step edge and at the Si adatom. Again, the H adsorption on
the Au chain is not energetically favorable. The deep modification of the energy
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Fig.5 (a) DFT-PBE band structures of the clean Si(557)-Au surface modeled with a (5 x 4) surface
unit cell. The left panel shows the total band structure, while in the remaining panels the projection
of the electronic states into atomic orbitals are represented. Color coding as in Fig. 3. (b) Surface
Brillouin zone of the Si(557)-Au surface with (5 x 2) and (5 x 4) periodicity.

landscape upon H adsorption suggests that no ordered adsorption (e.g. at the Si step
edge, until full coverage of the step edge) might be expected. From these calculations
we conclude that atomic H is adsorbed close to the restatom site and at the Si step
edge. However, since adsorption is a random process, and the H adsorption modifies
the energy landscape, transient, i.e., metastable occupation of the adatom sites may
be occupied with some probability. Adsorption at the gold chain, on the other hand,
can be excluded, since the energy difference to the most favorable sites is large.

We now turn to the effect of the H adsorption on the band structure, and first
discuss the influence of adsorption on selected surface sites. We use a unit cell of (5
x 4) periodicity to model the influence of the H adsorption on the electronic states,
as it allows to model more realistic H concentrations. However, doubling the unit
cell causes a folding of the band structure that makes its interpretation less direct.
Figure 5 shows the band structure of the clean Si(557)-Au surface, calculated for the
slab with doubled periodicity in the chain direction. Comparing the band structure
with Fig. 3, both the band folding as well as the origin of the states can be recognized.
Again, we observe (now at I', due to the folding) the relatively large band gap of
0.33eV between the Au bands (labeled as (1) and (5) in Fig.5). This gap would not
allow the plasmon propagation measured in Ref. [16] without presence of the adatom
and restatom states labeled by (2) and (3) in Fig.5). Although these states do not
close the gap, they reduce it to an extent that the life-time broadened bands overlap
sufficiently to allow a continuous plasmon propagation [12]. In fact, they are also
spatially close to the gold states and partially hybridize with them, so that they can
act as a “bridge” for the plasmons, and reduce the effective gap to 0.09eV.
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Fig. 6 Squared wavefunctions at the Brillouin-zone center associated with the Au bands (1) and
(5) in Fig.5.
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Fig. 7 Squared wavefunctions at the Brillouin-zone center associated with the bands (2), (3) and
(4) in Fig. 5.

In order to underline these arguments, we plot in Figs. 6 and 7 the squared wave-
functions at the Brillouin-zone center associated with the bands (1) to (5). The two
Au bands are strongly surface localized and very similar (Fig. 6), mirroring the fact
that they are two parts of the same original band (in the (5 x 1)-periodicity), in
which a gap is opened at the zone edge. It can be also observed that the bands we
address as gold bands are indeed a hybrid involving Au and adatom states. The spatial
extension of these states thus includes both the Au and the adatom-restatom chains.
The only difference between band (1) and band (5) is a slightly different degree of
hybridization with the adatom states.

In order to bridge the band gap for the plasmons, the electronic states not only
need to be energetically within the band gap between the Au bands, they also have to
spatially share the same region. Adatom and, to a lesser extent, restatom levels satisfy
this requisite. Figure 7 shows the squared wavefunctions at the zone center associated
with the bands (2) to (4). As mentioned, the adatom states strongly hybridize with
the Au states, while hybridization with the restatom states is smaller. However, the
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(a) Clean surface (b) Adsorption at the step edge (€) Adsorption at the restatom (d) Adsorption at the adatom
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Fig. 8 (a) Electronic band structure calculated for clean Si(557)-Au surface using a (5 x 4) unit
cell. (b) Band structure after adsorption of one H per (5 x 4) unit cell at the step edge, together with
the projections of the bands onto the individual structural elements, indicated at the top. (c), (d) as
in (b), after adsorption of the same amount of H at the restatom and the adatom chains.

step edge states are localized at a different surface region. Thus, they are not suited
to bridge the gap between the Au bands, even if they would have a suitable energy.

The H adsorption at all investigated sites modifies the electronic band structure
by electron transfer from H to the surface. This modifies mainly the occupation of
states spatially close to the adsorption site. In turn, it has the principal effect to open
(or widen) the band gap between the Au bands in the unoccupied part of the band
structure and, most important, between adatom and restatom states. However, the
magnitude of this effect is site specific, since different bands are involved, as shown
in detail in Fig. 8.

Figure 8(a) reproduces the band structure of the clean surface, which is only shown
for comparison. Panels (b), (c) and (d) show the modification of the bands of the clean
surface upon hydrogenation of step edge, restatom and adatom chain, respectively.
In order to emphasize hybridization and the changes introduced by atomic hydrogen
on the single bands, we also show the main character of the bands close to Ef in
the same color code as in Figs.3 and 8. As seen from the energetic considerations
described above, the occupation of restatom and step edge sites by atomic H should
play the dominant role.

The by far largest effect on the band structure is due to H adsorption at the Si
step edge atoms, shown in panel (b). Due to charge redistribution, not only the states
related to the Si step edge, but also the states related to the restatom are shifted
downwards, leading to the opening of the original, indirect gap of 0.092 eV between
adatom and restatom states by about 0.171 eV. The occupation of this site alone,
however, cannot explain the experimental finding that plasma frequency is strongly
limited at large k [16].

H adsorption close to the restatom, illustrated in panel (c) of Fig. 8, has the main
effect to shift downwards the bands related to the rest atoms. The electron transfer
to the restatom bands is counterbalanced by an upward shift of the step edge bands,
as the system has to remain charge neutral. Moreover, the adsorption at the restatom
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site does not heavily affect the position and dispersion of the adatom bands and, due
to the upwards shift of the step edge bands, the widening of the band gap is merely
about 0.086¢eV. However, there is a significant redistribution of electronic states:
upon hydrogenation the character of the unoccupied band at about 1.9eV (0.3 eV
above Ef at I') switches from being mainly located at the restatom to being located
at the step edge.

The consequence for the excitation of the plasmons is a frequency cut-off, because
there is no overlap of this band with the states of the gold chain. Since the restatom
site is the most favorable adsorption site, its occupation by H, together with further
upward shifts of other bands, blocks the bridging function of the gap in the unoccupied
states strongly hybridized with the gold chain. This explains why a clear upper
boundary of plasmon excitation appears on the H covered surface [16].

Finally, H adsorption at the adatom causes an important electron transfer to an
empty adatom band, which is downshifted in the valence band. Correspondingly, as
the system has to remain neutrally charged, the filling of the previously occupied
bands is reduced, resulting in an upward shift of the bands as shown in panel (d).
Also in this case the widening of the band gap is minor, and amounts to 0.096eV.
Since this state is occupied only to a small fraction, it should not have any dominant
influence on the excitation spectrum.

Common to all investigated cases is that the strongly dispersive Au bands are not
really affected by the H adsorption. This is not surprising, as the adsorption occurs
spatially separated from the Au chains, and as the metallicity of this system is not
due to the Au chain.

In order to estimate the coverage dependence of the gap opening, we repeated the
calculations with very large supercells of (5 x 8) periodicity, which allow to model
the H adsorption stepwise by increments of 0.25h per (5 x 2) unit cell. Increasing
the H presence at equivalent surface sites shows that the opening of the band gap is
directly proportional to the H coverage. In reality, the adsorption does not proceed
in an ordered manner. Figure4 (b) shows, e.g., that the restatom site is the favored
site once an H atom is adsorbed at the Si step edge. In other words, an averaged
and concentration-dependent effect of all the adsorption induced modifications of
the band structure discussed so far should be expected.

The limiting case is represented by the adsorption of two H atoms per (5 x 2) unit
cell, saturating each band crossing the Fermi energy for the clean surface. Modelling
this case, e.g., with one H atom adsorbed at the step edge and one at the restatom,
leads to the downward shift of all the half filled states related to the Si step edge and
the rest atom. No band crosses the Fermi energy, and the system becomes insulating.
This coverage, however, is never reached in experiments [16]. We estimate that in
experiments a maximum coverage 1 h atom per (5 x 2) unit cell is achieved, which
is close to the scenarios described above.
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4 Conclusions

The impact of H adsorption on the electronic structure of the Si(557)-Au system has
been investigated by atomistic calculations within DFT. Our study reveals that the
influence of atomic hydrogen goes far beyond simple charge transfer.

As Si surface bands are strongly hybridized with those of Au, H adsorption on
the energetically most favorable sites at the Si step edge and the restatom chain does
not only cause significant shifts of bands with a tendency of widening band gaps in
the unoccupied part of the band structure, but it also strongly changes the character
of hybridization. The rehybridization causes redistribution not only of charge in real
space and bands in reciprocal space, it also affects the spatial distribution of wave
functions for the unoccupied states. Thus, the relevant bands lose their function as
effective interpolation points for plasmons to bridge the gap in the Au-related band.
These findings again underline the close coupling between unoccupied band structure
and plasmonic excitations, and show how complex is the intertwinement between
atomic nanowires and their environment.
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Abstract In this report we present our study of disordered interacting systems. Our
interest here is two-fold: we want to study superconductor-insulator-transition in
disordered thin film superconductors and the many-body localization transition in
interacting one-dimensional wires. Our main topic, disordered thin film supercon-
ductors, were modelled within a mean-field framework. We investigate the effect
of full self-consistency (sc) on local observables within the Boguliubov-deGennes
(BdG) theory of the attractive-U Hubbard model in the presence of on-site disor-
der; the sc-fields are the particle density n(r) and the gap function A(r). For this
case, we reach system sizes unprecedented in earlier work. They allow us to study
phenomena emerging at scales substantially larger than the lattice constant, such as
the interplay of multifractality and interactions, or the formation of superconducting
islands. For example, we observe that the coherence length exhibits a non-monotonic
behavior with increasing disorder strength already at moderate U. In our study of
the many-body localization (MBL) transition, we integrate the Schrodinger equa-
tion exactly by means of a Chebyhsev expansion of the time evolution operator. The
dynamics of such systems is probed via a density-density correlation function. Care-
ful analysis of our numerical data gives evidence that the MBL-phase splits into two
subphases. In addition to the conceptual relation of the two topics we profit from
shared methodology in our kernel polynomial method(KPM) approach in describing
these systems.

1 Scientific Work Accomplished and Results Obtained

The project that has been performed here was a very ambitious one. The reason is
twofold. On the computational side we implemented substantial optimizations of the
Chebyshev expansion. On the physics-side that data analysis was highly complicated,
because the strong system size dependence had to be understood before statements

M. Stosiek - F. Weiner - F. Evers (X))

Fakultit fiir Physik, Institur fiir Theoretische Physik, Universitit Regenburg,
Universititsstrae 31, 93053 Regensburg, Germany

e-mail: ferdinand.evers @physik.uni-regensburg.de

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021 147
W. E. Nagel et al. (eds.), High Performance Computing in Science and Engineering ’20,
https://doi.org/10.1007/978-3-030-80602-6_10


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80602-6_10&domain=pdf
mailto:ferdinand.evers@physik.uni-regensburg.de
https://doi.org/10.1007/978-3-030-80602-6_10

148 M. Stosiek et al.

on the thermodynamic limit became feasible. Only our massively parallel setup has
allowed us to achieve the very large sample numbers required to do this extrapolation
reliably. As a consequence, only relatively recently we were able to harvest the results
that go into several publications [1-4].

In order to give evidence for the status of the computational methodology devel-
oped in this project, we would like to mention that in recent time we have been asked
to join two new collaborations, with Prof. Burmistrov (Landau Institute) and Prof.
Waulthekel (KIT), that embark on our achievements.

In the interest of brevity, we report a selection of the results that were already
published and the ones that will be published in the near future.

A detailed introduction to our model and methodology can be found in our recently
published papers on disordered thin film superconductors [1] and disordered inter-
acting 1D wires [2].

1.1 Superconductors with a Single Impurity

In a collaboration with the Wulfhekel group, we study the response of the supercon-
ducting gap to a Fe impurity on the surface of an Al(111) surface. The Wulfhekel
group was conducting STM experiments, whereas we provided theoretical insight
employing numerical simulations. Numerical simulations are necessary, as analytical
formalisms are only available for specific cases [5], due to the complications brought
about by the self-consistency requirement in the mean-field description of a super-
conducting system. We find an excellent agreement in the response at the impurity
site and provide an explanation in terms of the density response in the normal state

[4].

1.2 Enhancement of the Critcal Temperature by Disorder

The enhancement of superconductivity by disorder has long been predicted analyt-
ically within a partial self-consistency approach [6, 7]. Recently this effect could
be demonstrated experimentally as well [8]. We for the first time find a substan-
tial increase in the zero temperature gap in a fully self-consistent approach in the
mean-field description of the Hubbard model. In Fig. 1a clear local maximum for
intermedia disorder strength (W = 1.25) can be seen. The mean-field critical tem-
perature is dramatically enhanced with respect to the clean critical temperature 7,55.
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Fig. 2 Distribution of the local density of states (LDoS), p(E, r). Left: Spatial distribution for
a typical sample at the coherence peak energy of DoS (E = 0.11, L = 96) Right: Corresponding
distribution function of LDoS at energies E = 0.11, 1.0, 3.0 illustrating the flow of the distribution
with E. (Parameters: W = 1.5, U = 1.5, L =96, n = 0.875).

1.3 Mesoscopic Fluctuations of LDoS and Local Gap
Function

LDoS Distribution

To characterize the statistical properties of the local density of states and the local gap
function we analyzed distribution and autocorrelation functions [1]. We compared
numerical findings with predictions from analytical theories. In Fig. 2 (left) we dis-
play a spatial map of the LDoS, p(E, r), of a typical sample with moderate disorder
at interaction W > U 2 1 and linear size L = 96 lattice constants. The logarithmi-
cally broad distribution is readily identified. The log-normal shape of the distribution
is already known from non-interacting disordered systems [9]. The corresponding
distribution function is displayed in Fig. 2 (right).
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The LDoS-distribution has been investigated analytically by the team based at
the Landau-Institute [10]. At temperatures above the critical temperature 7. Our
observations are broadly consistent with these results, since it is reported that the
distribution develops a pronounced non-Gaussian character upon decreasing the tem-
perature.

LDoS Fluctuations

In a collaboration with Igor Burmistrov of the Landau Institute we compare an ana-
Iytical theory for the variance of the LDoS with our fully self-consistent numerical
simulations. We find an excellent agreement between our simulations and the ana-
lytical description in the low disorder limit, where it is applicable to [3].

Autocorrelations of Gap Function and Coherence Length

We investigated the disorder averaged spatial autocorrelator ®@1,(q) = |A(q)|? of the
pairing function A(r) in Fourier space. Notwithstanding anisotropy at ¢ ~ a~!, in
the limit of small wavenumbers ¢ < a~! the correlator Dy (q) is isotropic and with

good accuracy we have

@1, (0) )
— = 1
(@) + (g4 + )

where @1,(0) := @z(g¢ — 0). Both the increase of P,(0) (as approximated by
P (7/L, 0)) with disorder and the characteristic length £ have been displayed in
Fig.3 (right).

&y (W) exhibits a local non-monotonicity on its way from the clean to the dirty
limit; the non-monotonic decay is readily seen also from the original data Fig.3
(left). This peculiar behavior should be interpreted in connection with the formation
of superconducting islands. It occurs in the same parameter range and may relate to a
percolation transition. We mention that the non-monotonous shape, Fig. 3 right, has
been observed before in [11], however, at unrealistically strong interactions U = 5.
Our work shows that island formation carries over all the way into the physically
relevant regime of intermediate parameter values.

We therefore have demonstrated in this work that an understanding of the
superconductor-insulator transition (SIT) as it is observed in experiments must
include the formation of islands as an indispensable ingredient. In present analytical
studies, the effect is still ignored.
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Fig.3 Left: The non-trivial part of the inverted normalized gap autocorrelation function tD];l (q) =
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Fig. 4 The spatial distributions of the pairing amplitude as calculated from different self-
consistency schemes are compared. Left: full self-consistency. Center: energy-only self-consistency
with inhomogeneous Hartree shift. Calculation is done with the single-particle (“screened”) poten-
tial as it results from the full scf-calculation, left. Right: energy-only scheme. Left: Typical 2D
sample for high disorder. (Parameters: U = 1.5, W = 3.5) Right: 2D slice of a typical 3D sample
at the Anderson transition. (Parameters: U = 2.5, W = 4.0)

1.4 Impact of Self-consistency

Effects of Self-Consistency Schemes on the Local-Gap Distribution

We compared the results of full and energy-only self-consistency schemes for the
local pairing amplitude A(r) for the Anderson Problem in 2D and 3D. Energy-only
self-consistency refers to a approximate self-consistency scheme, in which only the
energies but not the eigenfunctions are renormalized during the self-consistency
cycle [1]. Since localization is sensitive to spatial dimensionality, we discuss 2D and
3D separately.

2D

Figure 4 (left) shows a spatial distribution of A(r) as obtained for typical 2D sample
at intermediate interaction and high disorder values. The calculation with full self-
consistency, Fig.4 (left) exhibits a clear tendency towards the formation of super-
conducting islands. In contrast, with energy-only self-consistency, a rather homoge-
neous speckle pattern is found missing any indications of island formation. Hence,
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already by inspecting individual samples we expect that distribution functions of
physical observables will depend in a qualitative way on the applied scf-scheme
in broad parameter regions. In order to highlight the effect of screening, we have
displayed in Fig.4 also the results of an intermediate scf-scheme. It operates in an
energy-only mode, but adopts for the disorder the effective single particle potential
(“screened” potential) as it is obtained as a result from the full scf-calculation. As
is seen from Fig.4 (left,) first indications of islands emerge, but the contrast is still
largely underestimated. This result underlines the importance of full consistency in
the scf-procedure.

3D
Figure4 (right) shows a 2D slice of the spatial distribution of A(r) as obtained for
typical 3D sample at intermediate interaction and intermediate disorder. The param-
eters are chosen, so that the corresponding non-interacting Anderson problem is
critical. As in the 2D case, the field obtained within the fully self-consistent calcula-
tion shows a pronounced formation of islands. The energy-only scheme in analogy
to our 2D results exhibits a rather homogeneous spatial distribution. The results of
the energy-only scheme with “screened” potential again show first indications of
island development with dramatically underestimated contrast. This highlights the
importance of full self-consistency also in 3D.

To what extent the conclusions of earlier theoretical works that consider this
scenario [0, 12] are affected remains to be seen.

Effects of Self-consistency on Gap Autocorrelator

Figure 5 shows data analogue to Fig. 3, now with energy-only self-consistencies.
The most striking and perhaps unexpected feature is a qualitative difference. In

the full scf-calculation, ®i4(q) follows Eq. (1) and exhibits a well defined parabolic

shape in the vicinity of small wavenumbers. This feature is not reproduced within
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Fig.5 Gap autorcorrelation function @1,(q) = |A(q)|? calculated employing two different energy-
only self-consistency schemes. @)g is shown along directions (7/a,0) (full symbols) and
(m/a, /a) (open); traces for four different disorder values are shown, W = 0.05, 0.5, 1.5, 2.5,
from bottom to top. Left: energy-only self-consistency with screened potential. Right: energy-only
self-consistency. (Parameters: U = 1.5 L = 96)
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energy-only schemes. The bare scheme does not exhibit an appreciable curvature
uptog ~ a',so & = 0. In contrast, within the screened scheme ng does not show
clear saturation at small wavenumbers within the range of g-values accessible. We
thus interpret these results as a strong indications that wavefunction renormalization
as it occurs within the full scf-scheme is crucial for understanding those aspects of
qualitative physics that hinge on long-range spatial correlations.

1.5 Dynamical Signatures of the Many-Body Localization
Transition

The second part of this project was concerned with the study of the so-called Many-
Body Localization (MBL) transition. The MBL transition has attracted considerable
attention over the last decade due to its novel character, which is very different
from conventional equilibrium phase transitions or Anderson transitions on finite-
dimensional lattices (see e.g. [13] for a review). The understanding of its critical
properties is far from complete. From a computational point of view, the difficulty lies
in solving the Schrodinger equation for many-body problems. As the corresponding
Hilbert spaces grow exponentially with the number of particles, it is very demanding
to obtain exact numerical results for large systems. Within the present project, sparse-
matrix techniques have been used to obtain state-of-the art numerical data. Such
data allowed us to present a comprehensive analysis of the finite-size effects with
important conclusions regarding the dynamical signatures of the transition and the
critical disorder strength.

The prototypical models for studying this phenomenon are one-dimensional quan-
tum lattice models with a random contribution to the potential, which models the
disorder in the system. It is well understood that, in the absence of interactions, such
models are fully localized already for an arbitrarily small degree of randomness. This
means that quantum particles cannot propagate through such a system, irrespective
of their energy. The situation changes, however, if the particles interact among each
other. Then, a large body of evidence has been accumulated in favour of the exis-
tence of a phase transition, the Many-Body Localization transition. This transition
separates an ergodic/metallic phase at weak disorder and localized phase at strong
disorder. The results obtained within this project aim at understanding the dynamical
signatures of this transition. The reason for studying dynamical quantities is twofold:

1. the observables evaluated here are related to experimentally measurable quanti-
ties, such as the conductivity of the system

2. dynamical simulations can be performed for larger system sizes as compared to
the evaluation of spectral quantities, such as eigenstate statistics. This is due to
the existence of memory-efficient sparse-matrix algorithms for such problems.

The latter point is important because of the strong finite size effects that plague vir-
tually all computational studies of the MBL transition. The strong finite-size effects
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that are presence in dynamical quantities have been already examined in our previ-
ous work focusing on the ergodic, i.e. weakly disordered side of the transition [14].
With the help of computing resources on ForHLR?2, we have extended these results
focusing on larger disorder strengths. In this regime, the level spacing distribution of
the system is close to Poissonian, which is widely seen as a signature of many-body
localization. We demonstrate in Ref. [2] that a slow dynamics is present in the system
at such disorder strengths. More specifically, we study the width Ax(¢) of a certain
correlation function. Ax(¢) can be interpreted as a root mean-squared displacement
corresponding to the spreading of excess charge on top of a thermal background. In
a (many-body) localized system, it is expected that Ax(¢) reaches a value at long
times Ax(t—o00) = &, where £ is a measure of the localization length. However,
we cannot observe such a saturation of Ax(¢) on the largest system sizes available.
Instead, Ax(¢) diverges in time but with a growth weaker than any power. Based
on this observation, we propose a scenario involving an intermediate phase, which
we refer to as MBL, in contrast to the actual many-body localized phase, MBLg.
We would like to emphasise that the difference between the two phases can only be
observed on sufficiently large systems, which requires considerable computational
effort. In Ref. [2], we show results for system sizes up to L = 32 sites, corresponding
to a Hilbert space dimension of ~ 6 - 108.

2 Realization of the Project

Simulations Performed, Codes Used

To compute our self-consistent fields, we devised an algorithm based on the kernel
polynomial method (KPM) [15]. With a KPM based code, we were able to reduce
the asymptotic runtime from a cubic to a quadratic dependence on the size of the
lattice compared to conventional full-diagonalization approaches. Through this we
were able to achieve system sizes unprecedented in the literature. We achieved an
approximately ideal inter-node parallelization both through the computation of mul-
tiple impurity configuration and also the computation of the self-consistent fields on
different points in space with negligible communication between processes. A bench-
mark of the intra-node parallelization is shown in Fig. 6 (left). Our code is written in
a combination of Python and C, combining the performance of a highly optimized
C-kernel with the adaptability and convenience of a high-level language for the non
performance critical sections. It is computationally expensive to find a single solution
of the self-consistent fields (*2100-1000 core-h) for one disorder configuration. We
need a large number (*=100000) of these configurations to achieve a reliable disorder
average and to investigate different regimes of disorder strength, interaction strength,
filling fraction and system size. In total we used 9,672,794 core-h. The full extent
of the 10 mio core-h was not used so far, because of the service interruption by the
security incident at the SCC. We produced approximately 1 TB of self-consistent
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Fig. 6 Benchmarking intra-node parallelization and code performance. Ny denotes the number of
basis functions of the underlying system. Left: Speedup with the number of cores per process for
different system sizes. The performance dips (green, blue: near 16; red: near 7,14,21,25) with rising
number of cores we assign to a hardware issue related to caching. (Parameters: Nps = 18432 (blue),
Nypg = 73728 (green), Npy = 165888 (red).) Right: Performance check comparing the matrix-free
implementation (orange) with standard mkl_sparse_d_mm of the MKL Sparse BLAS library (blue).
One iteration corresponds to one sparse matrix-vector product. The ratio of the timings of the MKL
and matrix-free algorithms is shown in red at Npr = 73728, 294912.

mean-field Hamiltonians across the parameter and impurity configuration space. We
generated ~20000 hdf5 files, where multiple parameter configurations can be saved
in the same file for the same impurity configuration. For a typical job we used ~5000
cores.

Code Modifications

To speed up a single self-consistency iteration we optimized the Chebyshev expansion
during the project. Its performance critical part constitutes of the recursive action of
the Hamiltonian on a basis vector. An implementation of the sparse-matrix vector
product custom-tailored to our system is crucial for an optimal performance. The
sparse-martrix vector multiplication is memory-bound, i.e. the performance is limited
by the time it takes to fetch data from memory. For this reason we devised a self-
written “matrix-free” matrix vector product that outperforms standard state of the art
sparse-matrix vector multiplication libraries.

The idea is the following: Conventional sparse matrix packages keep all non-zero
elements, i.e. value and index, in memory. Matrix-free implementations become
efficient if many of the non-zero elements have identical values storing only the
different values that occur.

With matrix-free implementations the graph of the Hamiltonian has to be hard-
coded in the matrix-vector product routine. For our Hamiltonian the amount of mem-
ory load operations of matrix data is reduced by a factor of 6 reflecting the number
of non-zero elements per row of our matrix. In addition, the integer indices corre-
sponding to the matrix graph do not have to be loaded. Altogether, this leads to a
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reduction of data to be loaded by a factor of 9. The datatype for values is double and
for the indices is integer. Note, that the speed-up to be expected from the matrix-free
implementation is less than a factor of 9. This is because not only the matrix but
also the basis vectors have to be loaded from memory, so the reduction of memory
load operations also depends on how many basis vectors are acted on in parallel. A
benchmark comparing a conventional implementation with the MKL library and our
matrix-free implementation can be found in Fig. 6 (right).

3 Third-Party Funded Projects that Used ForHLR2
to a Relevant Degree

DFG-funded projects: EV30/11-1; EV30/12-1; SFB-1277 (Projects AO3 and BO1).
Future use by RFBR-DFG.

4 Co-operations that Used ForHLR2

4.1 Co-operations with External Partners

Prof. 1. Burmistrov (Landau Institute of Theoretical Physics); Prof. W. Wulfhekel
(Institute of Physics and Institute of Nanotechnology, KIT); Prof. B. Lang (Institute
of Applied Informatics, BU Wuppertal).

4.2 PhD Theses Completed Within the Project

Matthias Stosiek (MSc) at University of Regensburg, submitted June 2020, defended
July 2020.
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Materials Science

Johannes Hotzer and Britta Nestler

This chapter contains demonstrations of research results obtained from efficient
simulation software solutions with high scalability properties for different appli-
cation fields. Materials and processes are to be designed and optimized in an
accelerated manner through the use of high performance simulations. The appli-
cations include battery materials, tribological systems and the prediction of skeletal
muscles motions.

The first paper illustrates research results for the design of new electrode
materials for lithium and post-lithium ion batteries based on highly parallelized
quantum mechanical calculations using the density functional theory (DFT) code
VASP. The first part of this contribution deals with Fe- and Co-doped CeO, as new
insertion-type electrode in order to achieve fast charging properties, high volumetric
and gravimetric capacity. The second part, density functional theory computations
are performed to investigate intercalation mechanisms in aqueous Zn batteries. The
computations determine a phase diagram in an electrochemical environment.

In the second contribution, large scale atomistic simulations are used to inves-
tigate nearsurface grain refinement in tribologically sheared metallic sliding sur-
faces. The simulations shed light on mechanisms of refinement and coarsening of
the grain structure evolution and on the dynamics of these processes near the
surface. A reduction in grain size near the surface yields hardening and material
flow is minimized.

The last project gives insights into simulations of skeletal muscles as a neuro-
muscular system. The simulation methods involve multi-physics and multi-scale
models which are solved on high performance computing architectures. The model
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combines different physical, biochemical and electrical-signal processes on tem-
poral and spatial scales. Optimized scalability and runtime is achieved by choosing
appropriate compilers, by structuring the system of equations and by elaborating
AVX vectorization techniques for code generation of CPUs.

Projects face the difficulty that some results are not completed and not fully
proven due to the substantially reduced availability of Hazel Hen and Hawk during
the project duration time. Verifications of the performance are hence the goal of
forthcoming research.



Atomistic Modelling of Electrode )
Materials for Lithium and Post-lithium S
Ion Batteries

Holger Euchner

Abstract The first part of this report is about Fe- and Co-doped CeO, as new
insertion—type electrode for lithium and post-—lithium ion batteries. Alternative anode
materials with high volumetric and gravimetric capacity, moreover, allowing for fast
charging are of utmost importance for next-generation lithium and post-lithium ion
batteries. Keeping this in mind, we have investigated a new insertion-type electrode
material, metal-doped CeO,. While CeO, shows limited capacity, the introduction
of a small fraction of carefully selected dopants, results in a significant capacity
increase. Interestingly, this capacity increase is accompanied by an off-centering of
the dopant in the crystalline lattice and, moreover, results in the dopant atoms being
reduced to their metallic state under alkaline metal insertion.

In the second part of this report the H/Zn**—intercalation in V,Os for aque-
ous Zn batteries is discussed. Vanadium oxides are a promising class of cathode
materials for aqueous zinc metal batteries with a still debated intercalation mecha-
nism. To corroborate the experimentally observed intercalation of both H* and Zn>*
into §-Cag 24 V705 (CVO) and to furthermore identify a possible Ht/Zn%** -exchange
intercalation, this phase was investigated by density functional theory (DFT). For this
purpose, the concept of the computational hydrogen electrode (CHE) was exploited
to determine the phase diagram in an electrochemical environment.

1 Introduction to the First Part

The steadily increasing demand for better battery materials calls for the investigation
of new electrode materials [1, 2]. To achieve rapid charging, this also aims at replacing
graphitic anodes, with materials that have high capacity, high structural stability and
fast kinetics [3—5]. These requirements may be best met by insertion-type materials
such as CeQ,. This compound has not been investigated in detail, which is due to the
increased price as compared to e.g. titanates and, moreover, due to the rather limited
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capacity (about 155 mAh/g for a maximum lithium uptake of one Li per CeO,).
Surprisingly, the introduction of carefully selected metal dopants was shown to result
in a dramatic increase in capacity by more than 200%. However, the reasons for this
capacity increase were so far unclear and have been tackled by a computational
approach.

2 Computational Methods

For quantitative evaluation of Fe-free and Fe-doped CeO,, we have conducted quan-
tum mechanical calculations, using the density functional theory (DFT) code VASP
[6]. VASP is a highly parallelized plane wave code, which describes the electron-
ion interaction via pseudopotentials and uses the projector-augmented wave (PAW)
method [7]. Exchange and correlation were accounted for by the general gradient
approximation as introduced by Perdew, Burke and Ernzerhof [8]. To guarantee for
sufficient accuracy, spin-polarized calculations with an energy cutoff of 600 eV were
conducted using a 5 x 5 x 5 k—point mesh for the 2 x 2 x 2 CeO, supercell with 64
atoms and its doped derivatives. To investigate the impact of alkaline metal insertion,
different numbers of alkaline metal atoms were added to the structure. For the relaxed
structures, the atomic arrangements of alkaline metals and dopants were investigated
and the charge distribution was analyzed by Bader analysis as well as by investigat-
ing the localized magnetic moments on the dopant species. For the above described
structural optimization of the unit cells with different doping elements (Fe, Co) and
the different alkaline metal concentrations (for Li, Na and K) atoms, typically two
nodes with 20 cores each were used. The convergence of the electronic steps turned
out to be rather slow, which is essentially due to Cerium. Similarly, for Bader analysis
two 20 core nodes were used.

3 Results and Discussion

The cubic structure of CeO, and Fe-doped CeO; is shown in Fig. 1. The substitution
of a Ce by an Fe atom results in an off-centering of the Fe atom. While in the pristine
structure it is located in the center of an oxygen cube, the DFT calculations show
a shift of the Fe atom towards a cube face. This can be understood in terms of the
Ce-0 distances inside this cube. They are significantly larger as the typical Fe—O
distances in Fe—oxides, such that the Fe prefers to move toward the cube faces to
decrease some Fe—O distances. This off—centering moreover results in more space
in the structure that may be one of the reasons for the increased capacity. It has to be
noted that so far only doping by one Fe atom was considered, while the arrangement
of Fe atoms with respect to each other may further enhance this effect.

Apart from the off-centering a further, even more surprising effect is observed.
First, the insertion of alkaline metal atoms in the direct vicinity of the dopant atom is
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(a) Pristine Structure (b) Half-lithiated Structure
CeO,

OFe (ce Qo QLi QFe (ce Qo

(c) Incorporating additional Li

Fig. 1 The crystal structure of pristine and Fe-doped CeO, together with the local environment of
the Fe/Ce site are shown in a), whereas the local environment after Li insertion is shown in b). In c¢)
the successive insertion of Li and the reduction of Fe are schematically depicted. Figure reprinted
from [9].

preferred and also results in adaption of the alkaline metal positions. They are shifted
towards the Fe dopant as also depicted in Fig. 1b). Finally, an analysis of the charge
distribution for increasing alkaline metal contents, as depicted in Fig. 1c), shows
an unexpected behavior. Both, Bader analysis and investigation of the Fe magnetic
moments, clearly indicate that the inserted alkaline metals first transfer their charge
to the metal dopant. In fact, both measures point to the Fe dopant being reduced
to its metallic state, i.e. Fe>* is reduced to Fe®. With this theoretical finding, the
interpretation of experimental XANES data is corroborated, which indicated such an
unexpected behavior. Indeed, the qualitative picture for the different alkaline metals
is the same, such that in call cases the preferential reduction of Fe?t seems to be
the driving force for an increased capacity. Finally, the substitution of Fe by Co is
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currently investigated. Here, the off—centering is also clearly observed, whereas the
alkaline metal insertion is currently still under investigation.

4 Conclusion and Outlook

The study clearly shows that the increased capacity in Fe-doped CeO, is a conse-
quence of the off-centering of the dopant. Moreover, a surprising reduction of Fe to
its metallic state can be confirmed. Apart from the further investigation of the Co
systems, other metal dopants will be investigated, to further optimize the capacity of
CeO, based anodes. Moreover, an investigation of higher dopant concentrations is of
great interest. In the above discussed results only isolated dopants were considered.
The investigation of clustering of dopant atoms and the computational insertion limit
are also of interest for further studies.

5 Introduction to the Second Part

Due to the high abundance and sustainability of zinc, aqueous Zn metal batteries
are expected to reduce cost and environmental impact, thus making it a promis-
ing complementary technology to Li-ion batteries [10, 11]. Experimentally, the 6—
Cag24 V5,05 derived V,05 (CVO) shows a high capacity of more than 350 mAh/g,
going along with a good capacity retention [12, 13]. However, the origin of this
large capacity is strongly debated. In particular, the question arose which species are
intercalated. Experimental data clearly indicate that both Zn>* and H* can be stably
intercalated between the layers. Moreover, an observed pH change during the dis-
charge can be interpreted as a Zn?>*/H™ exchange mechanism. The structure of CVO
is complicated by structural water between the layers (see Fig. 2), such that standard
methods are not able to identify the intercalated species. In particular, additional H*
ions are not directly detected (only the just mentioned pH change in the aqueous
solution indicated H intercalation).

6 Computational Methods

To gain insights into the underlying mechanism, we have performed density func-
tional theory (DFT) calculations. For this purpose, a large number of model structures
with different intercalation chemistry were optimized by applying the VASP code
[6]. Within the VASP code the electron-ion interaction is effectively described by
the pseudopotential approach, which was applied in the generalized form of the pro-
jector augmented wave method [7]. For this work, spin polarized calculations were
performed and the generalized gradient approximation in the formulation of Perdew,
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Fig. 2 The crystal structure of the investigated, layered V,Os phase without (left) and with (right)
structural water between the layers. Adapted with permission from [14]. Copyright (2020) American
Chemical Society.

Burke and Ernzerhof (PBE) was applied to account for exchange and correlation [8].
Starting point for our computational study was the structure of the 6—Cag 4 V205
phase. As a first step, a water-free V,Os layer structure with 28 atoms in the unit
cell was optimized with respect to lattice parameter and atomic positions, using an
energy cutoff of 600 eV and a 3 x 9 x 3 I'—centered k—point mesh. In subsequent
calculations different numbers of H and Zn atoms were inserted in between the layers
of the structure, allowing for the investigation of the respective intercalation process.
Furthermore, to check the impact of the structural water, the different structures were
reinvestigated by adding four water molecules between the layers.

For the computational study, typically two nodes with 20 cores each were used
for the geometry optimization. The complicated structure for the water containing
case needed a large number of ionic states to converge to the energetic minimum
(due to the rather shallow potential for the water molecules in between the layers).

7 Results and Discussion

In afirst approach, we have neglected structural water only regarding the intercalation
of H* and Zn** ions in CVO. Interestingly, it is observed that H and Zn>* prefer
different positions in the layer and moreover a structural stability limit of 0.5 H*/f.u.
exists, whereas the intercalation of one Zn**/f.u. is still possible. Accessing the
respective stability of intercalation compounds in an electrochemical environment,
can be achieved by adapting the concept of the computational hydrogen electrode
(CHE) [15, 16]. By this approach, the phase diagram with respect to the electrochem-
ical potential of zinc and hydrogen (A iz, and A iy respectively) can be constructed
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Fig.3 Calculated phase diagram for hydrogen and Zn intercalation in water-free V,0Os as function
of the respective chemical potential. The stoichiometries of the stable phases are denoted in the
corresponding area of the phase diagram. Structure images, depicting hydrogen intercalation, Zn
intercalation and hydrogen-Zn co-intercalation are exemplary shown next to the respective regions
of the phase diagram. The dashed red box is a rough estimate of the chemical potential range
relevant for the experiment. The yellow arrows point in the direction of increasing Zn and hydrogen
concentration (i.e., decreasing pH). The areas marked by a star have been increased for better
visibility. Adapted with permission from [14]. Copyright (2020) American Chemical Society.

from standard DFT calculations (i.e. without having to account for solvation ener-
gies). The phase diagram obtained with this approach is depicted in Fig. 3. Indeed,
depending on the electrochemical potential, different intercalation compounds are
stable. For understanding this phase diagram one has to keep in mind that in this
graph, an increasing H concentration (decreasing pH), corresponds to a displace-
ment along the y—axis. This means that there are many regions in the phase diagram
where H* will move out of the structure and Zn>* moves in when the pH value
increases. This corresponds exactly to the situation that is observed in experiment
and hence strongly corroborates an exchange mechanism.

Next, we have increased the complexity of our model structures by including
structural water. In the presence of structural water additional protons either form
H;07 ions with the structural water or adsorb on the V-O layers (this is what was
also observed for the water-free case). Interestingly, the water containing structure
can accept more than 1 H"/f.u. Moreover, at high Zn contents, even a dissociation
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Fig. 4 Calculated phase diagram for hydrogen and Zn intercalation in water-containing V,0Os as
function of the respective chemical potential (details are given in the caption of Fig.3). Adapted
with permission from [14]. Copyright (2020) American Chemical Society.

of structural water is observed in our model system, which is a consequence of
the formation of O-H groups. For the phase diagram, the structural water results
in changed phase fractions and potential ranges. However, the qualitative picture
remains valid. Indeed, there are still several phase boundaries which will promote
an exchange of H* and Zn?* when they are crossed. While the details of the phase
diagram will depend on the water content and the exact arrangement of the water
molecules, the occurrence of phase boundaries that result in H*/Zn?* exchange are
expected to be independent of the exact structural model, and therefore our findings
strongly corroborate the proposed exchange mechanism Fig. 4.

8 Conclusion

A DFT based investigation of the Zn?>*/H* intercalation in CVO could nicely show
that an exchange mechanism is possible. Applying the CHE concept allows to take
the electrochemical environment into account and enables the determination of the
phase diagram as a function of the electrochemical potential.
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Shear Induced Dynamic )
Grain-Refinement in Sliding glectie
Polycrystalline Metal Surfaces

Pedro A. Romero, Angelika Brink, Matthias Scherge, and Michael Moseler

Abstract Tribological shearing of conventional polycrystalline metal surfaces typ-
ically leads to grain refinement near the sliding interface, however, how and why
grain refinement occurs in metallic surfaces under tribological shear remains poorly
understood. Here, employing large scale atomistic simulations (~5 to ~44 million
bee iron atoms on 100 to 500 HPC cores) and ultra high vacuum microtribometry, we
capture the mechanisms leading to the formation and evolution of the refined-grain
layer and discuss its implications on the ongoing sliding motion. For pure bcc iron,
the simulations showed that fundamentally the initial grains are refined through the
generation of numerous dislocations and twin boundaries that quickly agglomerate
and start forming non-crystalline walls, which eventually leads to the formation of
relatively stable grain boundaries. As in the simulations, experimentally sheared pure
iron surfaces showed significant grain refinement in the near surface region within
the first two reciprocating sliding cycles with only minor changes in grain structure
and very slow growth of the refined layer into the rest of the substrate for increasing
number of sliding cycles. The simulations, more importantly, revealed that the evolu-
tion of the refined-grain structure is a dynamic continuously evolving process where
after the initial grain structure is refined and a nanocrystalline layer is established, the
refined grains are then continuously coarsened and refined by creating and moving
grain boundaries, twin boundaries and other lattice defects. The motion of the grain
boundaries is the main shear accommodating mechanism in the refined layer as the
sliding motion continues. In essence, the generated refined layer hardens the surface
and minimizes plastic flow towards the surface. Simultaneously, the dynamic coars-
ening and refining of the grains in the refined layer via grain boundary migration,
allows the near surface material to undergo the necessary plastic shear deformation
to be able to accommodate the imposed sliding motion by the counter surface.
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1 Introduction

Despite their important technological implications, the underlying microscopic
mechanisms controlling tribological processes in metallic polycrystalline solids
remain widely unexplained [1-6]. Consequently, one has to frequently resort to
empirical relations such as Amontons’ friction law [7] (including its later refinement
[8]) and Archard’s wear law [9] in order to make engineering decisions about fric-
tional resistance and wear. A widely observed phenomenon is that when conventional
metallic surfaces are tribologically sheared, grain refinement [10—12] occurs near the
sliding interface. Keeping the Hall-Petch strengthening curve in mind (i.e. increase in
shear strength with decreasing grain size), it might seem counterintuitive, that metal-
lic surfaces undergo grain refinement in order to decrease frictional resistance. Nev-
ertheless, experimental post-mortem ex-situ examination of polycrystalline metallic
substrates repeatedly shows that tribological shear leads to grain refinement near the
sliding interface [10, 13, 14].

Unfortunately, the in-situ evolution and monitoring of the grain structure during
tribological shearing of metallic surfaces remains experimentally inaccessible. Con-
sequently, the underlying mechanisms leading to tribology induced grain refinement
in metals is still unclear. It is not clear why and how exactly the originally microcrys-
talline near surface grains are transformed into a refined-grain (often nanocrystalline)
layer near the sliding interface. Additionally, it is not clear how the generated refined
layer facilitates the sliding motion. On the one hand, it is known that fine-grained
nanocrystalline metallic surfaces exhibit in general higher hardness levels but lower
ductility levels relative to conventional microcrystalline metals. On the other hand, it
is expected that a highly deformable layer of material has to exist between two sliding
counter bodies [15, 16]. Furthermore, due to the enhanced hardness of fine-grained
nanocrystalline [17-19] metals, there is interest in using fine-grained nanocrystalline
surfaces in order to reduce wear during tribological applications. However, it is not
clear if nanocrystalline surfaces can accommodate severe plastic shear since they
are known to be less ductile [20] than conventional polycrystalline metals. There
is also no clarity on the stability of a fine-grained nanocrystalline surface during
sliding and consequently there is no certainty on whether the nanocrystalline layer
will recrystallize and/or undergo thermal [21] and/or mechanical [22] grain growth
or grain refinement.

Metal surfaces are typically rough with contact only occurring at specific asper-
ities. During sliding of metallic surfaces, it is at these contacting asperities where
plastic deformation is mainly concentrated. The size of some of these asperity con-
tacts can be small enough (tens or hundreds of nanometers) that they could be stud-
ied with large scale classical atomistic simulations, (i.e. molecular dynamics). Such
simulations would allow direct in-situ observation of the generation and evolution of
the refined-grain layer during tribological shearing. For polycrystalline metals, such
atomistic simulations can provide a fundamental understanding of the mechanism
responsible for the emergence and evolution of the observed grain refinement in clean
ultra high vacuum (UHV) microtribometry experiments using equivalent high purity
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metallic substrates. Here, motivated by the widespread use of iron (and its related
alloys) in tribological applications, we have performed large scale molecular dynam-
ics (MD) tribology simulations (~5 to ~44 million atoms on 100 to 500 HPC cores)
and UHV microtribometry tribology experiments using pure bcc iron substrates as
a model material in an effort to improve our understanding of the generation, evo-
lution and consequences of the refined-grain layer near the sliding interface during
tribological shearing.

2 Methodology

2.1 Experimental Set-Up

Microscale sliding experiments in ultrahigh-vacuum (UHV) conditions were per-
formed using a spherical indenter on a flat substrate setup. The designed microtri-
bometer, which is described in Ref. [23], bases the force measurements on the prin-
ciple of the double leaf cantilever [24]. The substrate consisted of a 200 pm deep
galvanic layer of pure iron bonded to an aluminum solid base. Before the sliding tests
were performed, the iron surface was polished and sputtered until XPS of the surface
exhibited a pure iron composition without any pollution (i.e. detectable iron-oxides).
Figure 1(a) shows the initial microstructure after polishing and sputtering. The pol-
ishing procedure has no influence on the grain size, however sputtering causes a
specific and reproducible roughness. The RMS roughness of the sample after sput-
tering was 3nm on a scanning area of 5 um?. The indenter counter body was a ruby
sphere with a 500 wm radius and a RMS roughness of 11 nm on a scanning area of 5
pwm?. Roughness measurements were performed with an Atomic Force Microscope.
The sphere was cleaned with aceton and isopropanol separately before the sliding
tests. During the entire process, the sample remained in high vacuum as it was trans-
ferred from the XPS chamber to the UHV tribometer via a manipulator. Only the
transfer of the sample to the focused ion beam (FIB) (Zeiss-XB 1540) Microscope
required exposure to environmental air. Different sliding friction experiments were
performed at a normal load of 16 mN and a velocity of 8.3 pm/s or 100 wm/s for
a sliding distance of 100 pm in each scan direction. The different experiments con-
sisted of either 1, 10, 100 and 1000 reciprocating cycles on different wear tracks. In
order to expose the crystal mircrostructural changes under the wear track, FIB cuts
were performed through the wear track in the sliding direction after 1, 10, 100, 1000
cycles and for the initial substrate. Additionally, to detect the smaller grains sizes
(~30nm), transmission electron microscropy (TEM) was performed for the 1000
cycle sliding test.
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Fig. 1 Experimental and numerical observation of grain refinement near the surface of high purity
iron substrates after being sheared with a hard spherical indenter. The initial grain structure of the
microcrystalline iron substrate used in the experiments is shown in (a). The starting grain structure
is significantly refined after just one sliding cycle as shown in (b). Further sliding up to 10, 100 and
1000 cycles resulted in slower refinement deeper into the substrate as show in (c). The sliding cycles
were performed at F,, = 16 mN at either v = 8.3 wm/s or v = 100 wm/s. The average friction force
after every cycle for the first 10 cycles is shown in (d). Relative to the first cycle, the friction force
only shows small changes after the first cycle. A similar numerical setup using a pure iron single
crystal substrate (100nm x 51.5nm x 100nm) (~44 million atoms) along with a rigid spherical
indenter exhibited a similar surface grain refinement. The initial numerical set-up is depicted in
(e). The 3D monocrystalline substrate was first indented to a depth of ~10nm at 20 m/s as shown
in (f). Subsequently the 3D monocrystal is sheared by sliding the rigid indenter at 20 m/s over the
indented surface at constant height. This simulated shear deformation results in grain refinement
near the sliding interface as shown in (g) after ~15.1 ns (~300nm) of sliding. The evolution of the
average shear and normal stress for the simulated time is shown in (h).

2.2 Numerical Models

Massive molecular dynamics [25] simulations were carried out on three different
atomistic models while employing an embedded atom method (EAM) interatomic
potential for iron [26], which reliably models plastic deformation in pure iron for the
applied loading and boundary conditions [27]. First a system composed of a massive
3D defect-free single crystal substrate along with a rigid 3D spherical indenter/slider
was used to demonstrate that grain refinement can occur in 3D defect-free single
grains. Second a model composed of a large scale quasi 3D bi-crystalline substrate
along with a rigid cylindrical indenter/slider was used to reproduce the refined layer
observed in FIB cuts through the length of the wear track produced by sliding exper-
iments on pure polycrystalline iron surfaces. Lastly, a Lees-Edwards like uniform
shear model was employed to demonstrate the dynamic equilibrium of the grain size
during the refinement process.

A typical experimental set-up for tribology experiments is a ball on a substrate
set-up with back and forth repetitive sliding. To mimic the experimental set-up, a 3D
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atomistic model was constructed with a 1000 x 515 x 1000 A? (~44 million atoms)
bee iron monocrystalline substrate and a rigid spherical indenter with a 515 A diame-
ter as depicted in Fig. 1(e). The constructed monocrystalline substrate is first relaxed
to 300K for ~8 ps with periodic boundary conditions along the x- and y-direction
with a fixed boundary at the bottom and a free surface at the top along the z-axis. The
rigid indenter is then displaced ~10nm into the substrate at 20 m/s. Subsequently the
3D single crystal substrate is sheared by sliding the rigid spherical indenter at 20 m/s
over the indented surface at constant height and temperature (300K) for ~15.1 ns
(~3000 A). For the stages of the simulation a 300K dissipative particle dynamics
(DPD) [28] thermostat with a dissipation constant of 0.05 eV ps A2 and a cutoff
of 5.0 A was applied to all non-rigid atoms in the system in order to reflect ambi-
ent temperature. Additionally, there is adhesion between the substrate and the rigid
indenter.

To capture the evolution of grain structure directly underneath the center of the
indenter as observed in FIB cuts under the wear track, an atomistic set-up was created
with a bi-crystalline bce iron substrate and a rigid cylindrical indenter as depicted
in Fig.2(a). The bi-crystalline substrate has x, y, z dimensions of 2000 x 40 x 1000
A3 and can therefore be considered to be a quasi three-dimensional substrate. The
initially fully periodic crystalline substrate contains two 0.1 wm size grains with a
45° difference in lattice orientation and totaling ~5 million atoms. The constructed
substrate is relaxed as a fully periodic system by minimizing with a conjugate gradient
minimizer, then heating and holding at 500K for 76 ps, then quenching from 500 to
300K within 76 ps and finally holding at 300K for 38 ps. All temperature changes
during the annealing process are performed with a Berendsen thermostat [29] while
relaxing the pressure in all directions with a Berendsen barostat [29]. This procedure
resulted in a system with relaxed grains and grain boundaries. This quasi three-
dimensional substrate is relaxed and held at 300K during indenting and shearing.
As in the massive model in Fig. 1(e), there is adhesion between the indenter and the
substrate. The substrate is indented to a depth of ~8 nm prior to shearing at constant
height. Both the indentation and scratching are performed at 20 m/s. Finally, in order
to reduce thermal effects during sliding, the non-rigid atoms in the substrate are
held at 300K using a DPD [28] thermostat with a dissipation constant of 0.05 eV
ps A=2 and a cutoff of 5.0 A.

Lastly, in order to investigate the stability of the generated refined grain structure, a
uniform shear model was created using Lees-Edwards [30] like boundary conditions,
which allows for the application of uniform shear deformation along the height
of the specimen while maintaining 3D periodic boundary conditions. This model
corresponds to a controlled volume within a micron-size grain directly underneath
the sliding interface where the grains are expected to undergo uniform shear during
sliding. As shown in Fig.6(a), the simulations were conducted on a quasi three-
dimensional 1000 x 30 x 1000 A3 (~2.5 million atom) monocrystalline block of
bcce iron in order to investigate the dynamic evolution of the refined grain structure.
The initial 0.1 wm sized monocrystalline box is uniformly sheared at a strain rate of
9.969096e-4s~! (or 100m/s) at a constant temperature of 300K using a DPD [28]
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thermostat in order to minimize thermal effects and to expose the effects of shear
deformation on the grain structure evolution.

3 Results

3.1 Experiments

Post-mortem examination of FIB cuts along the wear track after different numbers
of sliding cycles in the UHV micortribometer clearly reveals refinement of the grain
structure underneath the sheared iron surface. As a reference, the FIB cut image
in Fig. 1(a) presents the initial grain microstructure of the pure iron substrate used
in the UHV microtribometry experiments. Initially the grains contain sizes on the
order of micrometers in the vertical direction and on the order of 300nm in the
horizontal direction. The FIB cut image in Fig. 1(b) presents the post-mortem grain
structure underneath the wear track after the first cycle of reciprocating sliding at 8.3
pm/s. Comparison of Fig. 1(a) with Fig. 1(b) clearly shows refinement of the initial
grain structure underneath the sliding interface. The subsurface microstructure in
Fig. 1(b), after just one sliding cycle, shows significant refinement in the subsurface
grain structure down to a depth of ~200nm with the grains in this zone exhibiting a
refined elongated shape along the sliding direction and ranging in size from 50 nm to
200 nm. The degree of grain refinement after the second cycle of reciprocating sliding
is less drastic, nevertheless the refined layer continues to grow into the substrate with
increasing number of cycles up to 10, 100 or 1000 cycles. The FIB cut image in
Fig. 1(c) shows a clearly thicker refined layer (down to approximately 300 nm) for
a sliding test up to 1000 sliding cycles at 8.3 pm/s. TEM images after 1000 sliding
cycles reveal that the smallest grains in the upper 50nm of the refined layer in
Figs. 1(c) contain sizes on the order of 30 nm.

Figure 1(d) presents the evolution of the instantaneous lateral force during the
first 3 sliding cycles for the sliding test at 8.3 pm/s. The main changes in the friction
force occur during the first cycles. The friction force quickly increases during the
first cycle and almost reaches its eventual steady state friction force value at the
end of the retrace part of the first cycle. The drastic changes in friction force during
the first trace of sliding can be related to surface plowing (i.e. flattening of initial
roughness) and subsurface microstructural changes (i.e. refinement of the initial grain
structure as discussed above). The inset in Fig. 1(d) presents the average friction and
normal force for the first 10 sliding cycles where the average friction force per cycle
was evaluated as the average lateral force during steady state sliding (i.e. between
positions 30 to 70 pm on the wear track).
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3.2 Simulations

Experiments similar to the ones presented above have repeatedly shown that tribo-
logical shearing of conventional microcrystalline metals leads to grain refinement
near the sliding interface. Figure 1(c) is the typical ex-situ post-mortem experimental
finding where the initial grain structure underneath the sliding interface is refined to
a smaller grain size after the initial cycles of sliding. However, images like the one in
Fig. 1(c) leads to questions such as: How is the refined layer formed? Why is a refined
grain structure formed during sliding shear? How does a refined grain structure help
or hinder the sliding motion between the sliding partners? How does sliding shear
occur in the presence of the refined grain layer? Here, we try to address some of
these questions using large scale classical molecular dynamics simulations of pure
bece iron, which closely resembles the metal used in the experiments presented above.

First, to verify the validity of our material model and to see if grain refinement
occurs in fully three-dimensional perfect iron single crystals, simulations were con-
ducted using the fully 3D atomic model of a bce iron perfect single crystal and a rigid
spherical indenter as depicted in Fig. 1(e). This numerical model closely resembles
the experimental set-up of a spherical hard indenter sliding over a pure iron flat sub-
strate. After indenting the free surface of the monocrystalline substrate to a depth of
~10nm with the rigid spherical indenter as shown in Fig. 1(f), numerous dislocations
and other lattice defects are generated which propagate down into the substrate. As
the spherical indenter slides over the free surface, it imposes severe shear on top of
the substrate, which generates numerous additional dislocations that propagate into
the substrate. Eventually these dislocations entangle and agglomerate until they form
grain boundary walls. As shown in Fig. 1(g), significant grain refinement within the
sheared surface material is generated by the sliding motion of the rigid indenter.
The evolution of the average normal and shear stress resistance displayed by the
monocrystalline substrate is displayed in Fig. 1(h). As expected, the normal stress
reaches its highest value of ~1.9 GPa at ~600 ps while the shear stress stays close to
zero during indentation. As sliding begins, the shear stress quickly increases to ~1.7
GPa as the substrate is pushed to plastic slip to accommodate the imposed sliding
shear. The gradual drop in shear stress, which occurs after about 2 ns, is accompanied
by an increasing degree of grain refinement and by a reduction of undeformed mate-
rial in front of the indenter as material flows to and around the sides of the spherical
indenter as the wear-track is carved out. In total, the indenter slides over the free
surface for only ~15.1 ns, which corresponds to a sliding distance of about 3020
A. Already within this small time window, sliding shear induced grain refinement
occurs in an initially perfect single crystal. This results indicates that even in the
absence of initial grain boundaries or other lattice defects, grain refinement can still
occur.

Now, that we have seen that grain refinement can occur even in the case of a
perfect three dimensional initial single crystal, we will investigate the evolution of
the refined grain structure directly underneath the wear track and the deformation
accommodation capability of the refined layer using a quasi-3D atomistic model. This
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Fig.2 Numerical atomistic observation of grain refinement on a pure iron quasi-3D bi-crystal with
an initial grain size of 0.1 wm while indenting and shearing with a rigid cylindrical indenter (shown
in yellow) at 20 m/s. The different snapshots show bcc atoms in blue, grain boundaries/lattice defects
in white, and twin boundaries are depicted in red. The snapshot is (a) to (g) show the evolution
of the initial grain structure from (a) the initial state to (b) the indented state to (c) the onset of
shearing to the state of the grain structure after (d) one cycle, (e) two cycles, (f) three cycles, and
(g) four cycles of sliding. The evolution of the normal stress, shear stress, and the non-bcc/bec ratio
percentage during the entire simulated indenting and sliding time is shown in figure (h).

model allows us to run the simulations for longer sliding times, which can show the
growth of the refined layer into the initially unrefined part of the substrate. Using the
model in Fig. 2(a), we have been able to capture the initial stages of grain refinement
by indenting and scratching the top surface of the substrate. Figure2(a) presents
the initial relaxed bi-crystalline substrate along with a rigid cylindrical indenter. As
shown in Fig.2(b), indentation already causes the formation of a few initial grain
boundary walls directly underneath the indenter. This initial boundaries contain high
amounts of twin boundary atoms as indicated by the red colored region in Fig. 2(b).
Scratching the surface of the substrate with the indenter, while holding the vertical
position of the indenter constant, creates many more plastic dislocation defects and
twin boundary atoms, which cause the grain structure of the substrate underneath the
indenter to be refined as shown in Fig. 2(c). Continued sliding of the rigid cylindrical
indenter up to one full cycle (0.4 jum) extends the initial grain refinement to the entire
upper surface as shown in Fig.2(d). As shown in Fig.2(e), continued sliding of the
indenter up to 2 sliding cycles (0.8 wm across the horizontal length of the substrate)
only resulted in minor additional refinement into the substrate. Further sliding of the
rigid indenter up to 3 (1.2 wm), and 4 (1.6 wm) cycles extends the refined layer a bit
further down into the substrate as shown in Fig.2(f) and Fig. 2(g) respectively. The
refined grain structure at the top surface is partly formed as nucleated twin boundaries
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propagate leaving amorphous grain boundaries behind. The grain boundaries of the
generated grains are also created by plastic lattice defects which obstruct each other,
entangle, and agglomerate to form walls with some of these walls eventually forming
relatively stable grain boundary walls. Sometimes the more stable grain boundaries
serve as nucleation sites for new grains.

Figure 2(h) presents the evolution of the average shear and normal stress resistance
along with the nonbcc to bee ratio percentage exhibited by the bi-crystalline iron
substrate in Fig.2(a) as it is indented and sheared. The normal stress reaches its
highest value of ~1.8 GPa at ~500 ps while the shear stress stays close to zero
during indentation. As scratching begins, the shear stress resistance quickly increases
to ~1.4 GPa as the substrate is pushed to plastic slip. After this initial increase the
shear resistance drops to ~0.8 GPa and then oscillates around ~0.8 GPa while
sometimes reaching values as low as ~0.6 GPa and values as high as ~1.2 GPa. The
jumps and drops in shear stress are due to the fluctuating resistance to plastic slip
exhibited by the substrate as the indenter marches forward. The fluctuations in plastic
shear resistance are accompanied by fluctuations in the degree of grain refinement.
Similar to the shear stress, the non-bcc to bec ratio percentage increases significantly
to around 6.2% after about 15 ns of sliding (between 1 and 2 sliding cycles), then
the ratio fluctuates between 5% and 6% for the reminder of the simulated sliding
time. Sometimes the decreases in shear resistance correspond with increases in the
non-bcc to bee ratio percentage. Notice that unlike the model in Fig. 1(e), the model
in Fig. 2(a) does allow for a clearing of the wear track since the indenter is cylindrical
and there are periodic boundary conditions along the thickness (y-direction) of the
substrate. This means that the fluctuations in shear resistance are directly related to
the fluctuations in degree of grain refinement underneath and in front of the indenter.

To expose the composition of the non-bcc (i.e. non-crystalline) atoms and to try to
elucidate the formation of grain boundary walls, Fig. 3 presents the snapshots from
Fig. 2 with all the bcce (i.e. crystalline) atoms removed. Figure 3(a) clearly shows that
prior to indentation, the substrate was in a perfect bi-crystalline state. As shown in
Fig. 3(b), the indentation process created grain boundary walls which extended almost
the entire vertical dimension of the substrate. The form of these initial grain boundary
walls comes from the type of plastic deformation imposed by the indenter. Indentation
causes the substrate to deform mainly in the vertical direction and therefore causes
plastic slip which propagates downwards. The scratching motion, on the other hand,
pushes the material in the vicinity of the upper surface to deform and undergo plastic
slip mainly in the horizontal direction. This is evident in Fig.3(c)—(g), where the
majority of grain boundaries are located near the scratched surface. Keep in mind
that these surface grain boundaries are formed as the indenter nucleates plastic slip
and twin boundaries which propagate and obstruct each other eventually forming the
grain boundary walls seen in Fig. 3(g). Due to the concentration of plastic deformation
near the sheared upper surface, there is a clear higher density of lattice defects within
the refined layer. Figure 3(h) clearly depicts that while the fraction of twin boundary
atoms remains relatively constant after the onset of sliding, the fraction of non-bcc
atoms continues to increase during sliding due to the growing fraction of atoms
in non-crystalline lattice positions up to ~14 ns. After ~14 ns, the total fraction of
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Fig. 3 Evolution of the non-crystalline atoms for the grain refinement case presented in Fig. 2. The
snapshots in (a) to (g) show the evolution of non-crystalline atoms from (a) the initial state to (b) the
indented state to (c) the onset of shearing to the state of the grain structure after (d) one cycle, (e)
two cycles, (f) three cycles, and (g) four cycles of sliding. The evolution of the twin boundary atoms,
the amorphous atoms, and the total (Non-bcc) of all twin boundary and amorphous non-crystalline
atoms are shown in (h).

atoms in a non-crystalline state fluctuates between ~4.9% and ~5.8%. This indicates
that the degree of surface grain refinement reaches a dynamic equilibrium within 1
to 2 sliding cycles as in the experiments. The fluctuations in the fraction of non-bcc
atoms after ~14 ns are due mainly due to grain growth and grain refinement directly
underneath and in front of the indenter (see Fig. 3(e)—(g)).

As shown in Figs. 1 and 2, even though grain refinement can extend down into the
substrate as sliding continuous, the most significantly refined layers remain close to
the sliding interface. This phenomenon is shown in Fig.4 where the quantification
of the vertical variation of the crystalline and non-crystalline atoms for an exam-
ple snapshot (at 17.2 ns) is depicted. The localization of the refined region near
the sliding interface is already clearly visible in Fig.4(b). Figure4(a) displays the
variation of bcc and non-bcee along the height of the specimen in Fig.4(b), and the
plots clearly confirm the localization of grain refinement near the upper sliding inter-
face. Figure4(c) further indicates how the twin boundary atoms and the atoms in
amorphous (i.e. non-crystalline) states (which compose the total fraction of non-bcc
atoms) are concentrated near the sliding contact interface.

After a large number of plastic deformation lattice defects are accumulated within
large perfect grains, as shown in Figs. 2 and 3, the agglomeration of the these lattice
defects can lead to grain refinement. However, once the near surface grains are refined,
they can not accommodate as much plastic deformation as in their unrefined initial
crystal structures. Nevertheless, these refined surface grains still need to accommo-
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Fig. 4 Quantification of the localization of grain refinement near the sliding interface after more
then one of cycle of sliding (17.02 ns) for the case presented in Fig. 2. (a) Variation of the fraction of
bee and non-bece atoms along the height of the (b) sheared iron substrate after 17.02 ns. (c) The twin
boundary atom and the amorphous atom contribution to the non-crystalline atom variation along
the height of the substrate.
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Fig.5 Snapshots during the first sliding cycle indicating the grain boundary mobility during indent-
ing and shearing for the bi-crystalline quasi-3D pure iron substrate presented in Fig.2. Blue repre-
sents atoms with ~0m/s horizontal velocity and red represents atoms with a horizontal velocity of
20m/s. All bee crystalline atoms have a ~0Om/s horizontal velocity and have been removed from
every snapshot here. The snapshot in (a) shows that during indentation, the motion of the grain
boundaries propagates deep into the substrate underneath the indenter. However, the snapshots in
(b) to (f) show that during shearing, only the grain boundaries directly underneath and in front of
the indenter exhibit high mobility. Grain boundaries far in front of the indenter on the surface do not
exhibit mobility, which indicates that the shear deformation required to accommodate the sliding
motion is generated by the migration and sliding of the grain boundaries directly underneath and in
front of the indenter.

date extremely large amounts of plastic shear in order to accommodate the sliding
motion of the indenter. To demonstrate how plastic deformation is accommodated
within a refined surface grain structure, Fig.5 shows the grain boundary mobility
during the first cycle of sliding motion. Keep in mind that all crystalline atoms have
zero relative mobility and have been removed to improve the visualization in Fig. 5.
After indentation of the substrate as shown in Fig. 5(a), which show grain boundary
mobility downwards into the substrate, the snapshots in (b) to (f) show that during
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Fig. 6 Evolution of the crystal structure for a uniformly sheared 0.1 pwm quasi-3D pure iron single
crystal. Snapshot (a) shows the perfect single crystal structure at the beginning. The inset in (a)
shows the completely bce state of the sample at the beginning. Snapshots (b) to (i) show the
fluctuating nature of the crystal structure (through the non-crystalline atoms) during continuous
uniform shearing of the sample. Sometimes the sample can reach extremely refined states such as
those in (c) and (h) or moderately refined states such as those in (d) and (f) or virtually single crystal
states such as those in (e), (g) and (i). The quantification of the evolution of the shear stress and the
ratio percentage of non-bcc to bce atoms clearly shows the dynamic fluctuating nature of the grain
refinement process.

shearing, only the grain boundaries directly underneath and in front of the indenter
exhibit high mobility. Grain boundaries far in front of the indenter near and under-
neath the surface do not exhibit mobility. This indicates that the shear deformation
required to accommodate the sliding motion is generated mainly by the migration
of the grain boundaries directly underneath and in front of the indenter. Therefore
grain boundary migration is the main source of shear deformation in refined metallic
surfaces under tribological shear loads.

We also investigated grain refinement via uniform shear of a fully periodic quasi
three-dimensional monocrystalline specimens with a 0.1 wm initial grain size. This
approach allows us to investigate the dynamic equilibrium of grain refinement under-
neath the sliding interface within the bulk of an iron polycrystalline metal where the
grains are expected to be uniformly sheared by the sliding motion. Figure 6 presents
an example simulation where a perfect iron single crystal undergoes grain refine-
ment by simply being uniformly sheared along the horizontal direction using Lees-
Edwards like boundary conditions. The grain refinement process is the same as that
described in Fig. 2 and Fig. 3, where the generated dislocations and twin boundaries
interact until relatively stable grain boundary walls are formed. Interestingly, the
different snapshots, from Fig. 6(a) to (i), reveal how the degree of grain refinement
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fluctuates as the initial monocrystal is increasingly sheared up to ~38 sliding cycles
(i.e. ~38 times the horizontal length of the specimen). The specimen can reach
extremely refined states such as those in Fig. 6(c), (f) and (h), but the specimen can
also acquire states with very low grain refinement such as those in Fig. 6(e), (g) and
(1). Figure 5(f) presents the evolution of the nonbcc to bee atom ratio along with the
shear stress along the shear direction. The nonbcc to bce atom ration clearly dis-
plays a fluctuating seesaw evolution around ~10%, which demonstrates that grain
refinement is a dynamic process where every time the grains are refined, they are
subsequently coarsened and then refined again. Interestingly, the peaks and valley
for the shear stress respectively correspond to the valleys and peaks of the nonbcc to
bcce ratio percentage. This indicates that in general the surface of a material undergo-
ing tribological shear exhibits a lower resistance to plastic shear in its most refined
states because the mobility of the instantaneous grain boundaries is able to more
easily accommodate the sliding shear relative to dislocation nucleation and motion.
This perhaps counterintuitive point, can be understood if we recall that the grain
boundaries formed directly underneath the surface undergoing shear can have high
mobility (as depicted ins Fig. 5 for the bicrystalline model).

Finally, Fig. 7 clearly shows the fluctuating nature of the grain refinement process
by counting the number of grains as the subtrate in Fig.6 is uniformly sheared.
This analysis also indicated that counting the number of grains in the systems is
virtually equivalent to counting the ratio of non-bcc to bec atoms in our bee iron-

g 8 3
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g 8

Nonbecl/bee rat

nN
(-]

Grain Count
] Nonbec/bee ratio

0 5 10 15 20 25 30 35 40 45
Time (ns)

a) 0.0 ns
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Fig. 7 Evolution of the grain size for the uniformly sheared iron single crystal in Fig. 6. Snapshot
(a) show the perfect single grain at the beginning. Snapshots (b) to (i) show the fluctuating nature of
the grain-size during continuous uniform shearing of the sample. Sometimes the sample can reach
extremely refined states such as those in (c) and (h) or moderately refined states such as those in
(d) and (f) or virtually single crystal states such as those in (e), (g) and (i). The quantification of
the evolution grain count and the ratio percentage of non-bcc to bee atoms clearly shows that both
the non-bec to bec ration or the grain are good and identical indications of the dynamic fluctuating
nature of the grain refinement process in sheared metals.
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substrates. Figure 7 also clear shows that once a single crystal or a coarse grained
system is initially refined through generation and agglomeration of lattice defects
that are necessary to accommodate the imposed shear deformation, the newly refined
grain structure will then be coarsened by the migration of grain boundaries, which is
necessary to continue to accommodate the large amount of plastic shear deformation
that is being imposed on the system. Once the refined grain structure is sufficiently
coarsened, it will again be refined through the generation of new lattice defects.
Therefore, as long as the system is continuously being sheared, it never reaches
a steady state refined grain structure, but fluctuates continuously between highly
refined and highly coarsened grain structures.

4 Conclusion

Post-mortem examination of tribologically sheared metallic surfaces typically reveals
arefined nanocrystalline layer near the sliding surface. This article provides an atom-
istic observation and explanation for this commonly observed near-surface grain
refinement phenomenon in sliding metallic surfaces. Using large scale atomistic
simulations (~5 to ~44 on 100 to 500 HPC cores), we capture the process of grain
refinement on initially crystalline high purity bcc iron substrates. The simulations
show that the initial near-surface grain structure is refined through the generation of
dislocations and twin boundaries, which agglomerate into boundary walls with some
of these walls eventually forming stable grain boundaries. As frequently shown by the
experiments, the simulations displayed a very slow growth of the refined layer into
the substrate after the initial sliding cycles. Most importantly, the simulations showed
that the generated near-surface grain refinement is a dynamic ongoing process where
once a refined nanocrystalline layer is established, the grains in this layer are sub-
sequently coarsened and then refined again. This grain refinement and coarsening
process repeats itself as the sliding motion continues without reaching a steady-state
grain size. We have to keep in mind that surfaces under tribological shear loads
need to allow the counter surface to slide over with minimal material flow towards
the surface while still generating the necessary plastic shear deformation to accom-
modate the sliding motion. Therefore, by reducing the near surface grain size, the
surface becomes harder and minimizes material flow towards the surface. However,
the near-surface region still needs to undergo a significant amount of shear plastic
deformation in order to accommodate the imposed sliding motion. The necessary
plastic shear is generated through the localized mobility (i.e. migration) of the grain
boundaries and twin boundaries (and other lattice defects) directly underneath and
in front of the moving counter surface. For this reason as grain boundaries form and
migrate during shearing, the refined layer fluctuates in a dynamic fashion between
a highly refined and a significantly coarsened layer as the sliding motion continues.
Grain boundary migration in the refined layer is therefore the main mechanism for
the accommodation of the imposed shear deformation by tribological shear loads on
polycrystalline metal surfaces.
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Abstract We present a highly scalable framework for the simulation of skeletal
muscles as a neuromuscular system. Our work is based on previous implementations
of acomplex model coupling different physical phenomena on different temporal and
spatial scales, in particular bio-chemical processes on the cellular level (as ordinary
differential equations), electrical signal propagation along muscle fibers (as many
one-dimensional diffusion equations), and the EMG signal in the three-dimensional
muscle at organ scale. Our contribution is a new software toolbox that allows to

A. Kriamer (X))

Institute of Applied Analysis and Numerical Simulation, University of Stuttgart,
Stuttgart, Germany

e-mail: aaron.kraemer @ians.uni-stuttgart.de

B. Maier
Institute of Parallel and Distributed Systems, University of Stuttgart, Stuttgart, Germany

T. Rau - G. Reina
Visualization Research Center, University of Stuttgart, Stuttgart, Germany

F. Huber
Institute of Applied Analysis and Numerical Simulation, Institute of Parallel and Distributed
Systems, University of Stuttgart, Stuttgart, Germany

T. Klotz
Institute for Modelling and Simulation of Biomechanical Systems, University of Stuttgart,
Stuttgart, Germany

T. Ertl
Stuttgart Center for Simulation Science, Visualization Research Center, University of Stuttgart,
Stuttgart, Germany

D. Goddeke
Institute of Applied Analysis and Numerical Simulation, Stuttgart Center for Simulation Science,
University of Stuttgart, Stuttgart, Germany

M. Mehl
Institute of Parallel and Distributed Systems, Stuttgart Center for Simulation Science, University
of Stuttgart, Stuttgart, Germany

O. Rohrle
Institute for Modelling and Simulation of Biomechanical Systems, Stuttgart Center for Simulation
Science, University of Stuttgart, Stuttgart, Germany

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021 185
W. E. Nagel et al. (eds.), High Performance Computing in Science and Engineering '20,
https://doi.org/10.1007/978-3-030-80602-6_13


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80602-6_13&domain=pdf
mailto:aaron.kraemer@ians.uni-stuttgart.de
https://doi.org/10.1007/978-3-030-80602-6_13

186 A. Kriamer et al.

generate simulation code suited for the execution on a supercomputer from the com-
monly used XML-based model-description used in the respective community. We
present different variants of this code generation for CPUs, specific optimizations for
our muscle model, and our in situ visualization approach that allows us to minimize
data transfer between simulation, and the visualization front-end (such as the Power-
wall at VISUS (https://www.visus.uni-stuttgart.de/)) along with results for numerical
experiments on up to approximately seven thousand cores of the CRAY XC40 sys-
tem Hazel Hen (https://www.hlrs.de/systems/cray-xc40-hazel-hen/) for more than
180,000 muscle fibers. The original implementation was limited to 4 cores. Com-
pared to our previous work in [4], we further enhanced scalability, but in particular
also node-level performance.

Keywords Neuromuscular system - Code generation + Equation coupling *
Performance optimization - In situ visualization

1 Introduction

The human musculoskeletal system can support many different actions, from apply-
ing strong forces to very tactile movements. Even ‘simple’ tasks like grabbing an
object involve highly coordinated actions, i.e., voluntary contractions of skeletal
muscles. Understanding the underlying mechanism of neuromuscular control is chal-
lenging and subject to active research. Besides obtaining new insights into the basic
understanding of the neuromuscular system itself, a detailed understanding paves the
way to many highly beneficial applications, including but not limited to personalized
rehabilitation, patient-specific prosthesis design, passenger safety in crash scenarios,
surgical planning tools, human-computer interfaces, ergonomic assessment of the
workplace and the design of assistive tools. The desired degree of detail and complex-
ity within models for (parts of) the neuro-musculoskeletal system requires the cou-
pling of different physical phenomena on different temporal and spatial scales, e.g.,
models describing the mechanical or electrical state of the muscle tissue on the organ
scale and the bio-chemical processes on the cellular scale (cf. Sect.2.1). One of the
few non-invasive and clinically available diagnostic tools to obtain insights into the
functioning (or disfunctioning) of the neuromuscular system are electromyographic
(EMG) recordings. They measure the activation-induced potentials on the skin sur-
face, and rely on the direct connection between the discharge of spinal motorneurons
and the resulting action potentials of the associated muscle fibers. Due to the high
complexity of the neuromuscular system, conclusions from the EMG signals to the
behavior of the motorneurons are notoriously difficult, in particular, as methods to
decode the activation mechanisms cannot be fully validated based on experimental
data.

Using synthetically generated simulation data can provide important contributions
to the analysis of EMG signals. However, being able to take into account all these
different processes on different scales requires a flexible multi-scale, multi-physics
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computational framework and significant compute power. Over the past years, we
have worked towards this goal, see [4] for intermediate results that we update here.
We emphasize that only the joint development of model improvements, changes to the
mathematical algorithms, suitable HPC techniques and, often forgotten, appropriate
visualization techniques to generate a feedback loop with the domain scientist can
lead to true progress.

In this chapter, we describe and analyze the HPC-related improvements we
achieved, both in terms of runtime and scalability, but also in terms of an in situ
visualization on Hazel Hen, the Tier-0 system installed at the HLRS in Stuttgart, that
peaked at position #8 in the TOP500 in November 2015. In particular, we demon-
strate techniques that enable the efficient simulation of muscles comprising a realistic
number of 100,000s of muscle fibers. The remainder of this chapter is organized as
follows: In Sect.2 we present the multi-scale model and the associated numerical
schemes. Section3 covers the implementation and the optimizations we framed.
Results are discussed in Sect. 4, and we conclude with a summary of the most impor-
tant findings and an outlook to future work in Sect. 5.

2 Model and Discretization

A skeletal muscle consists of millions of sarcomeres which are arranged in series as
a myofibril. Many myofibrils arranged in parallel then form a muscle fiber. About
10.000 to 1.000.000 muscle fibers form the active tissue of a muscle, depending on
the type of muscle. Muscle fibers are much longer than wide. Also, action potentials
which initiate the force generation in selected fibers only spread along these fibers,
not transversely. Thus, all sarcomeres across a muscle fiber behave similarly, and
we can represent all sarcomeres of such a muscle fibers’ cross section as a zero-
dimensional subcell. This is a common procedure in skeletal muscle modelling. In
addition to a diffusive spreading of the action potential, there is a reactive subcellular
behavior which can have both a supporting and a suppressive effect on the action
potential propagation.

2.1 Model Formulation

Our muscle model describes the evolution of intra-cellular bio-chemical composi-
tions, the propagation of action potentials and EMG signals. Action potentials are
treated by modelling the physical quantity of transmembrane potential. A detailed
description of the underlying bio-physical view on this subject is given in [15]. The
interplay of the three components—bio-chemical compositions y, transmembrane
potentials Vj,, and extracellular potential ¢,—is governed by a multi-scale coupling
of the following differential equations, each on different domains:



188 A. Kriamer et al.

ay l_
5 = G(y9 Vm,lstim) on QS’ (l)
aV, 1 0 aV, i
3_tm = m (a_x (aeff 3_;1) - AIion(yv Vins Istim)) on ‘Q;'v (2)
0= div( (0, + 0;) grad (¢e)) + div(ai grad (Vm)) on £2,. 3
Here, .Qé ,i=1,..., Ny are locations of N, zero-dimensional subcells. .Q} with
J =1, ..., Ny are the one-dimensional representations of muscle fibers, and £2,, is

the three-dimensional muscle domain. It holds 2! C .Qjﬂ for any subcell belonging

to muscle fiber j, and 2 C £2,, for any muscle fiber.

Equation (1) was originally formulated by Hodgkin and Huxley [12]. We refer to
their article for a more detailed presentation of the right-hand side G. G is a nonlinear
function, depending on the subcellular state y, on the muscle fibers’ transmembrane
potential V;,, and the stimulation current I, stemming from one of many motor
units of the central nervous system. Equation (1) forms a closing condition for the
Monodomain Equation (2), which describes the evolution of the transmembrane
potential V,, along a muscle fiber. The muscle fibers’ surface to volume ratio is called
A, Cy, is the capacitance of its membrane, o its effective conductivity. The ionic
current passing across the membrane is described by /j,. By Eq. (3) a description
of the extracellular potential ¢, is given throughout the three-dimensional tissue. We
refer to it as stationary Bidomain Equation. The conductivity tensors in the extra-
and intra-cellular domains are denoted as o, and ;. The solution variable of Eq. (3),
¢., corresponds to EMG signals over time at any spatial point of interest.

2.2 Discretization and Solution

The discretization and solution of Egs. (1)—(3) follows the method described in [4]
and will be summarized briefly in the following.

We discretize the spatial operators of the Monodomain Equations (2), by one-
dimensional (1D) Finite Elements with linear ansatz functions, yielding 1D muscle
fiber meshes. We use three-dimensional Finite Elements with linear ansatz functions
to discretize the stationary Bidomain Equation (3) in the muscle volume £2,,. Multiple
1D muscle fiber meshes are embedded in the 3D domain of the muscle volume.
The value of the transmembrane potential Vi, is linearly interpolated and mapped
between the 1D and the 3D meshes discretizing [2; and £2,,.

The time discretization is visualized in Fig. 1. We apply a Strang operator splitting
with time step dZpiiwing t0 the Monodomain system, Eqgs. (1) and (2), and, thus, solve
the diffusion (1D) and reaction (0OD) terms alternatingly. For the reaction term, we
use (multiple) time steps of Heun’s method with time step dfop. For the diffusion
equation, we use (multiple) time steps of a second order consistent Crank-Nicolson
scheme with time step df;p. We couple the stationary Bidomain Equation (3) uni-
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Fig. 1 Overall time stepping for the solution of the system of Eqs. (1)—(3). The diagram shows
a sequence of Strang splitting steps for Egs. (1) (yellow) and (2) (red) followed by a solution of
Eq. (3) (green). Since Eq. (3) is stationary, it holds #, 4+ d#3p = #,+1. The complete sequence is
called a global time step

directionally to the Monodomain system, Egs. (1) and (2). After the sequence of
Strang splitting steps the coupling variable V;, gets transferred from .Q} to £2,,. By
solving the stationary Bidomain Equation (3), a new approximation for the extracel-
lular potential ¢, is found, which represents the current EMG signal.

3 Implementation and Optimizations

We solve the model in our open-source software framework opendihu." It allows to
compose a nested structure of solvers and numerical schemes, and thus serves as a
playground tool to identify optimal schemes for the problem at hand. It consists of a
core C++ library that builds on various data management and solver packages, such
as MPI, ADIOS2,> PETSc [2], MUMPS [1] and Hypre [5].

Formulated models, e.g., for subcellular kinetics, can be integrated using the
community standard CelIML [8], an XML based description. A simulation program
for a specific model comprises compile-time and runtime code. A short C++ main file
defines the graph of solvers by means of C++ templates at compile time, whereas at
runtime, a Python script gets interpreted. It defines parameters and callback functions
to modify them during the simulation. More details on the software structure are
available in a previous publication [14].

The solution of the governing equations is suited for parallel computation, as has
been discussed more detailed in [14]. The Monodomain Equations on all the muscle
fibers are independent of each other. Furthermore, all instances of the subcellular
Eq. (1) are independent of each other and can be computed concurrently. Only the
computation on the 3D domain, Eqn. (3), involves information in the whole domain

! https://github.com/maierbn/opendihu/.
2 https://github.com/ornladios/ ADIOS2.
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£2,,,. We partition the computational domain into disjoint subdomains for the available
processes. As we use a structured 3D mesh, this can be done easily by defining
appropriate index sets in x, y and z direction. The 1D muscle fiber meshes for .Q]{
are partitioned in the same way as the 3D mesh for £2,,,, such that every process owns
a distinct part of the overall spatial domain.

In this section, we focus on the compute-node level performance of the Mon-
odomain system, Eqgs. (1) and (2), as well as efficient in situ visualization.

3.1 CellML

CelIML is an XML based description, established in the bioengineering commu-
nity for subcellular models. Any CellML model abstracts the right hand side of a
differential-algebraic equation by formulating the following function:

rates
(algebraics) = cellml (states, constants). 4)

The input consists of the vector of constants as well as the vector of states
for which the corresponding vector of rates are computed. The vector of
algebraics contains additional output values. Each scalar has a unique name
in the CellML description, by which it is also identified by opendihu.

Various tools exist to manipulate and solve CellML models. A programming
interface (API) as well as the CelIML website provide means to use CellML models in
various programming languages such as C, MATLAB and Python. The open-source
tool OpenCOR [9] can be used to edit, simulate and analyze such models in a user-
friendly graphical user interface. It focuses on single-cell models and, thus, is not able
to simulate the Monodomain Equation. In the domain of cardiac electrophysiology
simulations, Chaste [7] is a popular software framework. It provides a utility to
convert CellML models for the use in the framework. A tool with similar purpose
is Myokit [6]. Another software environment is OpenCMISS [3] which also can be
used to simulate the Monodomain Equation.

Our solution differs from existing tools in that it is targeted at skeletal muscle
simulations at high resolution on supercomputers. Through the tight integration in
opendihu, specific optimizations are possible such as explicit vectorization. In our
system comprising Eqs. (1) and (2), the states vector contains the transmembrane
potential V;, as well as the subcellular state y. All parameters such as the stimulation
current Iy, are part of the constants vector. The algebraics part is empty for
the present model of EMG simulation. It contains values in other scenarios, e.g., when
muscle contraction is considered. If required, our tool is also capable of handling
algebraics. Figure2 summarizes the steps starting from a given CellML file to
solving Eqgs. (1) and (2) carried out by our software opendihu.



Multi-physics Multi-scale HPC Simulations of Skeletal Muscles 191

3.2 General Optimizations of the Code Generator

As shown in Fig.2, a code generator produces optimized C code from a CellML
problem description. The naive way to solve all the instances of a CellML problem
on a process required for Eq. (2) leads to storing the state vectors in an Array-of-
Struct (AoS) memory layout, where all state variables for a 0D unit or a 1D mesh
point are close in memory. This approach is used, e.g., in OpenCMISS [3].

Using a Struct-of-Array (SoA) memory layout instead, where all instances of a
state variable are contiguously stored, and additionally modifying the iteration loops
such that the outer loop is over instances and the inner loop over the states allows
cache-efficient memory access and to make use of the single-instruction multiple-
data (SIMD) paradigm. We provide two specific types of code generation, “comp”
and “vc”. Both make use of the SIMD paradigm. The comp-code generator relies on
the compilers capability of auto-vectorization by employing the available instruction
set, e.g., leading to simultaneous computations of 4 double values with AVX2 or 8
double values with AVX-512. The Hazel Hen system uses the AVX2 instruction set
with 4 double values.

Experiments show that relying on the compilers auto-vectorization does not lead to
optimal results. L.e., for a system with AV X2, our measurements show that the runtime
decreases approximately by a factor of two. Therefore, we additionally implement
explicit vectorization within the vc-code generator. We use the C++ library Vc?® which
abstracts SIMD instructions and compiles code that uses the respective instruction
sets. The used memory layout for this implementation is Array-of-Vectorized-Struct
(AoVS) and the outer loop iterates over the CellML instances in groups according

Fig. 2 Schematic
representation of information ernd ihu \
model_vc_51.c

flow for the CellML Lealimt
subsystem of opendihu. First, model.cellm SO fodelc g(éﬂirator model.ve S0¢
the command line interface — s p— —
of OpenCOR is used to
convert the model to a C parser .

. compiler,
code file. The initial values N irer
for all states get parsed from of

initial model_vc_51.s0

this file and will be used later values model_ve_50.50

to initialize the state vector. load —
Additionally, all compute -
instructions are parsed into useT

an internal syntax tree. Then, |

the code generator produces | CellmlAdapter
optimized C code that can

solve as many independent l |
instances of the CellML | FastMonodomainSolver
model as are assigned to

each MPI rank by the global
domain decomposition

3 https://vedevel. github.io/Ve-1.4.1.
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to the vector register length. Where the computation in the CellML model branches,
i.e., for piecewise-defined functions, all cases have to be computed and the inactive
values have to be masked out.

Profiling the code for different CellML models shows that about half the time is
spent in evaluating the exponential function. Therefore we approximate

exp(x) A exp* (x) = (1 + )—C) . n=1024 =21,
n

This computation can be performed using only 1 addition and 11 multiplications. In
the considered CellML models, the values for x are bounded by |x| < xp.x = 12,
for which the relative error is |(exp™ — exp) (Xmax)/ €XpP(Xmax)| < 0.07. Furthermore,
we found that potentiation only occurs with exponents that are whole numbers. We
replace the generic pow function by a more efficient, recursive implementation.

3.3 Specific Optimizations for the Monodomain Equation

Further specific performance improvements in opendihu are employed within the
FastMonodomainSolver class. As shown in Fig. 2, the class also uses the code
generator and replaces the Cel1lmlAdapter. The implementation exploits the par-
ticular structure of the Monodomain Equation.

When using the general CellmlAdapter, the solution of the 1D diffusion
problem in Eq. (2) is done using a parallel conjugate gradient (CG) solver of PETSc,
which requires costly communication between processes. The FastMonodomain-
Solver exploits the fact that, for the whole muscle, we solve many 1D problems (one
for each muscle fiber), each of them small enough to be solved sequentially with the
simple linear complexity Thomas’ algorithm. Since the 3D problem requires a three-
dimensional domain decomposition as described in [14], all data required to solve
the OD-1D system for a given fiber have to be first communicated to one particular
MPI rank (within a node). This rank then performs the 0D/1D computations serially
for a time span of dt;p. Afterwards, all data are communicated back to the original
location, as needed for the subsequent computation of the 3D model. The selection of
the process to do the respective computation for a given fiber follows a round-robin
fashion such that all processes receive the same amount of workload.

The code for this computation is again generated by the code generator using the
Ve library allowing arbitrary subcellular CellML models. Thus, the whole algorithm
uses vector instructions and avoids unnecessary data copies. On the software side, this
‘shortcut’ algorithm partially specializes the same C++ class templates as the baseline
version and therefore integrates well with the encompassing coupling scheme to the
stationary Bidomain Equation. Also the same Python settings file can be used for both
variants. This means that the change between the two schemes appears user-friendly
in one line of code.
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3.4 In Situ Visualization

As the large volume of simulation output in our envisaged research questions poses a
challenge for a posteriori analysis by domain experts (see Sect. 1), we implemented
and tested an in situ visualization setup. Besides reducing the data output, our setup
has the capability to produce the image data on- or off-site as well as connecting
the visualization to the VISUS Powerwall for interactive exploration of the high
resolution visualization while the simulation is still running. We focus on the on-site
visualization.

This means that one visualization instance is spawned on the same nodes the
simulation is running on. The visualization instance collects all data produced on
this node and renders a part of the final image. All partial images are then depth-
correctly composited using IceT [16]. The nonexistence of GPUs on Hazel Hen made
it necessary to rely on the CPUs for rendering. Thus, we implemented a new pipeline
into the visualization framework MegaMol [11] that uses the ray tracing engine
OSPRay [20] for rendering [17]. The original OpenGL-based rendering in MegaMol
is performed in the corresponding renderer modules and implicitly composited via
the default framebuffer. The new CPU rendering path processes data in the geometry
modules and gathers all data in a single rendering module that owns the complete
scene graph and therefore is able trigger a single render, global pass. Using ray
tracing or optionally path tracing, global lighting and shading are available. These
novel geometry modules can also be daisy-chained to easily compose complex scenes
using a normal MegaMol project graph. However, in a distributed rendering scenario
each instance of the visualization still generates a partial image from local data,
which makes a composition step necessary to obtain the final image.

In general, we prefer the loosely-coupled in situ scheme [13], because this scheme
increases the robustness of the joint simulation and visualization. Therefore, they do
not run in the same MPI world and just communicate via small notification messages.
However, this kind of scheme could not be realized on Hazel Hen, because execut-
ing two different programs on the same nodes is deactivated. As a fallback solution
we run the setup in a single MPI world, where the simulation starts a visualization
instance on each node (see Fig.3). During initialization opendihu requests a con-
nection with the local MegaMol instance via ZeroMQ* and checks if MegaMol has
already initialized the module graph and is therefore ready for rendering. Depending
on the communication pattern, each instance of opendihu that runs on the same node
has to register at the MegaMol instance.

The connection uses MegaMol’s built-in LUA interface [10] for notification and
acknowledgments. After that, opendihu performs several simulation steps and writes
data to the shared memory of the node. Upon finishing this, MegaMol gets notified
with the explicit virtual ‘file name’. MegaMol then maps the shared memory and
processes the data for rendering. Note that a time step is synchronized in MegaMol,
which means that MegaMol uses the information how many opendihu instances

4 https://zeromq.org/.
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run on a node to synchronize changing the displayed data to the latest complete
simulation step.

The file format used for all transactions is based on bp-files as written by ADIOS2.3
This offers a lot of flexibility to the setup and also enables parallel I/O. For example,
the simulation can either handle every opendihu instance on a node independently
or write a single file and limit the communication with MegaMol to a single instance
per node. This reduces communication overhead, avoids potential connection issues
and reduces the module graph overhead of MegaMol.

Connecting from anywhere to the head node of the visualization with another
MegaMol instance starts the image transfer to the remotely connected instance. The
on-site and off-site MegaMol instances also communicate via the LUA interface,
enabling the user to interact with the visualization that is running on-site and trans-

porting only images off-site.

notify
opendihu Rank 0 >
Node 0 | opendihu Rank .. - MegaMol Rank 0
opendihu Rank m ;@ >
I
notify
opendihu Rank .. + 0 >
Node .. | opendihu Rank .. +.. - MegaMol Rank ..
opendihu Rank .. + m ;@ >
I
notify
opendihu Rank [n*(m+1)] + 0 >
Node n | opendihu Rank [n*(m+1)] + .. - MegaMol Rank n
opendihu Rank [n*(m+1)] + m P data >

< — 4

Fig. 3 Schematic of the in situ coupling. On each node a visualization instance is started and all
opendihu processes communicate availability of their data once that is written into shared memory.
The communication is a short message about new data from one or multiple simulation processes.
To avoid rendering mixed images of old and new data, the visualization puts the new data on hold
until all processes have signaled the availability of new data. Additionally, a connected client can
send visualization parameters such as camera manipulation commands to the on-site visualization
application, which is used for an interactive exploration of the data

3 https://github.com/ornladios/ ADIOS2.
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4 Results and Discussion

In our evaluation, we use a realistic geometry of a Biceps Brachii muscle, which was
extracted from the Visible Man dataset [19]. Figure 4 shows a simulation result with
colored electric transmembrane potential V;, on multiple muscle fibers. Different
improvements are analyzed in detail in the following.

The performance measurements are carried out on the supercomputer Hazel Hen
at HLRS in Stuttgart. Per compute node, it contains two Intel Haswell E5S-2680v3
CPUs at 2.5 GHz with 24 cores.

4.1 Choice of Compiler

At first, we investigate the auto-vectorization performance of the GNU, Intel and
Cray compilers, and vary optimization levels both for the program and in the
CellmlAdapter. We compute the system of Egs. (1) and (2) with the subcellular
model of Shorten et al. [18] for one muscle fiber with n, = 2400 nodes, time step
widths dtop = 107 ms, dtip = displiving = 3 - 10> ms and end time 7 = 20 ms. 24
processes are used on one compute node of Hazel Hen. The total runtimes for the
0D and 1D parts are depicted in Fig. 5.

It can be seen, that for all compilers computation times for the 0D model decrease
if the optimization level is increased from O1 to 02 or O3 and further to Ofast.
The optimization levels 02 and O3 behave similarly for the given program. This
shows that vectorization, which is already enabled by the 02 flag, contributes most
to the decrease in runtimes. For the same reason, the computation of the 1D model
does not profit from a higher optimization level of the compiler. When using Ofast,

Fig. 4 Simulation result for multiple muscle fibers. The color represents the value of the electric
transmembrane potential Vi,
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Fig. 5 Runtime of the 0D
and 1D models with different 300+
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compliance regarding the IEEE and ISO rules for floating-point arithmetic and math
functions gets disregarded, which means for example that infinite math is not sup-
ported. This is not an issue for our simulation code. As can be seen in the measurement
of the GNU and Intel compilers, this optimization level yields a further increase in
performance with more than 2 times faster code for the GNU compiler. Comparing
the compilers, it can be seen, that, for the same optimization level, the Cray compiler
produces faster code than the Intel compiler, which in turn produces faster code than
the GNU compiler. The best result is achieved with the Cray compiler and the O3
flag. However, the compile time increases to over 2h compared to approximately
10 min with the other two compilers.

4.2 Monodomain Solver Improvements

In a small scale preliminary study, we measure the performance of the code generator
and its explicit vectorization. We solve the Monodomain system, Egs. (1) and (2),
using the FastMonodomainSolver with the vc-code generator on the same
scenario as in Sect. 4.1. We use two processes on an Intel Skylake I5-6300U dual-core
processor with 2.4 GHz base frequency, which has hardware counters for scalar and
vectorized floating point operations. During computation, we measure a performance
of 19.6 GFlops which corresponds to 25.5% of the theoretical peak performance of
76.8 GFlops for this processor. This is an indication of good performance and results
from the explicit SIMD instructions employed by the code generator.

The next study compares weak scaling runtimes for the Monodomain system
solved with the CellmlAdapter and the FastMonodomainSolver with the
subcellular model of Hodgkin-Huxley [12]. The results are depicted in Fig.6. The
number of processes increases from 2 to 6728, and the number of muscle fibers
from 49 to 182,329. The spatial resolution within the fibers stays constant, with a



Multi-physics Multi-scale HPC Simulations of Skeletal Muscles 197

number of n;p = 1480 elements per muscle fiber. We solve the complete model
including the EMG, which requires communication of the respective quantities
between the 3D and OD/1D domains. For the sake of this study, only the run-
times of the OD-1D solution as well as the additional time for communication in
the FastMonodomainSolver are shown. The baseline solvers (dashed lines in
Fig.6) use the CellmlAdapter with the vc-code generator and a parallel CG
solver of PETSc for the 1D diffusion along fibers. The improved method (solid
lines) uses the FastMonodomainSolver.

We use time step widths of dfop = 103 ms, dfip = 2 - 1073 ms, dleplitting =
21073 ms and dtsp = 10~ ms and simulate one and two time steps of the 3D
and OD-1D problems, respectively. To obtain the correct relation of these runtimes,
we consider a simulation end time of 10~! ms and scale the measured durations
according to the number of time steps in this simulation time span.

The results show a sharp increase in runtime for the 1D baseline solver which
is due to increased communication. The computation of the 0D subcellular model
which involves no communication is constant for both schemes. Compared to the
baseline, the improved algorithm shows a runtime speedup of approximately 8 for
the OD solver and between 2 and 19 for the 1D solver.

Additionally, the 1D baseline solver shows large variations between minimum and
maximum solution times on different processors. The wall time of the simulation
would correspond to the maximum solution times which contributes to an even larger
speedup for our new solver. For the improved solver, these variations are effectively
eliminated. The data transfer time is also part of the runtime for the new solver, but
it is negligible as it occurs only twice in the large time interval of dtsp.

0D baseline, CellmlAdapter
I —¢- 1D baseline, CellmlAdapter
0D FastMonodomainSolver
Pt —4— 1D FastMonodomainSolver
-~ FastMonodomainSolver

i_ -| _4,/"]’ | Data transfer
f——---{"

1024

runtime [s]

104

10°4

2 8 18 50 162 450 1250 6728
2738
number of processes

Fig. 6 Comparison of runtimes for solving the Monodomain system, Eqs. (1) and (2), using the
CellmlAdapter (dashed lines) and the FastMonodomainSolver (solid lines). Depicted is
the runtime in a weak scaling setup as well as indications for minimum and maximum values over
all processes for each data point
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4.3 Bidomain Solver Improvements

The weak scaling of the CG solver for the 3D stationary Bidomain Equation (3) has
also been improved by updating the PETSc version used by opendihu. We mainly
profit from an improved communication implementation in the newer PETSc version
which affects the CG solver performance. Figure7 shows the runtime of the CG
solver on Hazel Hen for a fixed number of solver steps. The number of unknowns
per process is relatively small, so that the runtime is dominated by communication
time. With the new PETSc version, the increase in runtime with larger number of
processes that initially followed approximately a square root function is replaced by
the expected logarithmic growth.

PETSc 3.07
—+— PETSc, 3.11

c1x%, a=0.548
----- Calog(x) +c3

,_.
o
b

runtime [s]

10—4,

2 8 18 50 162 450 1250 6728
2738
number of processes

Fig. 7 Improvements in the CG solver due to newer PETSc version. Runtimes are shown for 3 CG
iterations on Hazel Hen with approximately 248 unknowns per process. Each process is assigned
to an unique core where all cores in a node are utilized. The peak at 162 processes is a reproducible
outlier which we currently cannot attribute to a specific reason. To illustrate the different scaling
behavior the dashed reference lines show fitted algebraic and logarithmic functions
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4.4 Weak Scaling of the Overall Model

Taking into account all improvements, in Fig. 8 we present weak scaling results with
the same setting as in the weak scaling study in Sect.4.2. It shows the relation of
runtimes for the 0D, 1D and 3D models as well as initialization time for a realistic
simulation with end time 1 s. For the CG solver for the 3D problem, we prescribe
a fixed number of 10* iterations. The 3D time step width of dfsp = 10~! ms corre-
sponds to a sampling frequency of a simulated EMG measurement device of 10kHz.

It can be seen that the OD solver consumes most of the runtime, despite exten-
sive use of SIMD instructions, whereas the 3D solver has the lowest runtimes. The
duration for initialization which mainly consists of reading the geometry data from
input files increases with higher problem sizes, but remains significantly lower than
the OD and 1D solvers.

For the 3D solver, large spans between minimum and maximum runtimes can be
seen, which are due to a very small number of processes that receive a remainder
subdomain that is smaller than the average. In total, the 0D, 1D and 3D components
of the simulation exhibit good weak scaling properties.

0D model
103/ —4— 1D model
—_— — T 23 % —4— 3D model
initialization
z 104 .
; "
£
€
2 101/
1073,
2 8 18 50 162 450 1250 6728
2738

number of processes

Fig.8 Weak scaling results, runtimes of components of the simulation scaled to match a simulation
time of 1 s. The mean runtime of the 0D, 1D and 3D solvers as well as the duration for initial loading
of the fiber geometry is shown, with bars indicating minimum and maximum over all processes
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Table1 Measurement of the I/O performance using three different file writers available in opendihu

Format File size [Mb] Output duration [s]
Exfile? 8800 311.06

VTK? 65 13

bp (ADIOS2) 33 0.68
“http://opencmiss.org/

bhttps://vtk.org/

4.5 In Situ Visualization

As a first step, we improved the I/O of the simulation to be compatible with the
visualization framework and improve the parallel I/O performance. We simulate
1,369 fiber meshes and use 13,200 nodes in the 3D EMG mesh using 64 processes
on an Intel Xeon E7-8880 v3 processor with 72 physical cores and SSD. The 3D mesh
is written in parallel and at 40 time steps using the output file formats Exfile, VTK and
bp. The Exfile format is a text-based format used by the OpenCMISS community.
VTK is a base64-encoded, convenient format that can be visualized, e.g., by the
program ParaView. The bp format of ADIOS?2 is optimized for parallel output.

The total durations of writing the output and the resulting file sizes are summarized
in Table 1. It can be seen that ADIOS2 clearly outperforms the other two formats
both in file size and runtime. In the in situ scenario, where data is only communicated
via shared memory in our loosely-coupled setting (see Sect.3.4), the output time is
expected to be even shorter.

Previous setups show that MegaMol runs stable on 128 nodes, more nodes have not
been tested yet. However, on Hazel Hen only single-node proof-of-concept runs have
been conducted. To test the setup for the scale of a full-sized simulation, we have to
prepare further tests. While waiting for availability of the new supercomputer Hawk,®
we recreated a small-scale setup with currently available hardware and adopted sev-
eral new features from current MegaMol development, for example new interaction
and abstraction patterns for camera control, a completely overhauled remote visual-
ization component and a significantly extended ADIOS?2 integration. Furthermore,
the internal OSPRay data structures and internal communication patterns have been
significantly improved. These features have been developed in parallel, but have not
been tested at scale on an HPC system yet. In Fig.9 a basic visualization is shown,
while running in situ with the simulation. The small-scale setup consists of two Intel
Xeon Phi 7210 that run the simulation and the visualization on-site. The memory that
the simulation maps for rendering depends completely on the system size, the paral-
lelization of the simulation and the number of buffered time steps. The visualization
framework’s memory overhead varies slightly, depending on the framebuffer size, the
number of ranks because of the image composition and the communication pattern.
In this particular case, we measured a memory overhead of 660 Mb for the on-site

6 https://www.hlrs.de/systems/hpe-apollo-hawk/.
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Fig. 9 In situ visualization of muscle fibers in the proof-of-concept in situ test case. In this case,
we use a built-in opendihu simulation scenario with multiple muscle fibers and the mapped electric
transmembrane potential, V;,,. The simulation is connected to the visualization framework MegaMol

running visualization using a full HD resolution and a single communication channel
per node. We consider this to be reasonable to do an on-site visualization, since we
also expect no significant deviations at a larger scale. However, for optimization we
need to conduct further tests on the new system.

5 Conclusion

We have presented scalability results for our new implementation of a neuromuscular
system simulation. In particular, we could improve runtimes by up to a factor of 25
compared to previous results by optimal choices of compilers, optimized code gener-
ation exploiting AVX vectorization as well as the particular structure of the system of
equations we are using. We enhanced the simulation by acommunication-minimizing
in situ visualization with MegaMol. Some results are preliminary due to the substan-
tially reduced availability of Hazel Hen and Hawk during the transition to the new
system Hawk throughout the last six months. Since the HLRS systems have become
available again shortly before the submission deadline, we will perform full runs and
include performance results and discussion for the camera-ready deadline. In partic-
ular, we will verify stability and performance of different communication patterns in
the in situ visualization approach at scale on Hawk and make measurements of the
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performance impact on the simulation and the additional memory consumption of
the on-site visualization.
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Reactive Flows

Dietmar Kroner

In this section we have two contributions:

“Implementation of an Efficient Synthetic Inflow Turbulence-Generator in the
Open-Source Code OpenFOAM for 3D LES/DNS Applications”

by Flavio Cesar Cunha Galeazzo, Feichi Zhang, Thorsten Zirwes, Peter
Habisreuther, Henning Bockhorn, Nikolaos Zarzalis, and Dimosthenis Trimis

and

“Implementation of Lagrangian Surface Tracking for High Performance
Computing”

by Thorsten Zirwes, Feichi Zhang, Jordan A. Denev, Peter Habisreuther,
Henning Bockhorn, and Dimosthenis Trimis

Both papers are related to software which is based on OpenFOAM. They have
added some own software tools to the OpenFOAM code and could improve the
performance compared to the standard OpenFOAM tools.

In the first paper a new Synthetic Turbulent Inflow (STI) boundary condition in
the framework of OpenFOAM is presented. It turns out that this new inflow
boundary condition can generate a realistic turbulent flow field at a given inlet
plane. The method is based on convolution of digital random data series. The bulk
flow rate, turbulence intensity, turbulent length and time scales can be specified.
Compared to previous implementations, the new turbulence generator is compu-
tationally more efficient by using coarse virtual grids and can be used for arbitrarily
shaped inlets. While the OpenFOAM’s native turbulence generator, shows some
anomalies during parallel runs, the new implementation gives consistent results
even for large-scale parallel simulations. The new boundary condition has been
applied to turbulent combustion with Large Eddy Simulation (LES) and Direct
Numerical Simulation (DNS). The main advantage of this new STI is first , that the
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computational efficiently is greatly increased by using coarse virtual grids for the
generation of the inlet boundary velocity field, second, arbitrarily shaped inlets can
be trearted in the simulation and third, that OpenFOAM’s native turbulence gen-
erator shows inconsistencies in parallel simulations. The parallel scaling is
super-linear up to about 8,000 computational cells per MPI rank on Hawk.

This paper is supported by the Helmholtz Association of German Research
Centers (HGF).

In the second contribution about “Implementation of Lagrangian Surface
Tracking for High Performance Computing” a Lagrangian tracking algorithm is
applied to the direct numerical simulation of 3D turbulent flames. The algorithm
performs the tracking of material points on iso-surfaces and is implemented in
OpenFOAM. The use of an automatically generated, highly optimized code for the
computation of chemical reaction rates implies, that the code performs up to 20
times faster than the best settings for the standard OpenFOAM solver without loss
of accuracy. The tracking method works on unstructured meshes with arbitrary cell
shapes. The code is written in a general way and not restricted to reacting flows but
can be used to track any iso-surface. The parallel scaling of the combustion solver is
nearly ideal with and without Lagrangian tracking.

This work was supported by the Helmholtz Association of German Research
Centres (HGF) and the DFG (“Deutsche Forschungsgemeinschaft”).
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Flavio Cesar Cunha Galeazzo, Feichi Zhang, Thorsten Zirwes,
Peter Habisreuther, Henning Bockhorn, Nikolaos Zarzalis,
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Abstract A new inflow boundary condition (BC) has been implemented into the
open-source CFD code OpenFOAM, which generates synthetic turbulent fluctua-
tions at the inlet boundary for 3D transient simulations. The method is based on
convolution of digital random data series. The filter coefficients of the convolution
process prescribe a two-point correlation function that possesses the basic properties
of real turbulent flow. In this way, spatially and temporally correlated flow fields with
specified bulk flow rate, turbulence intensity, turbulent length and time scales can be
generated. Compared to previous implementations, the new turbulence generator is
computationally more efficient by using coarse virtual grids and can be used for arbi-
trarily shaped inlets. Compared to OpenFOAM'’s native turbulence generator, which
shows some anomalies during parallel runs, the new implementation gives consistent
results even for large-scale parallel simulations. The inlet BC has been applied to two
turbulent combustion cases with Large Eddy Simulation (LES) and Direct Numerical
Simulation (DNS), using up to 8192 CPU cores on Hazel Hen at HLRS. The results
reveal the significance of the inflow turbulence for reproducing the correct flame
structure. A performance analysis of intra and inter-node performance on the Vulcan
and Hawk clusters shows that the OpenFOAM solver is memory bound. Therefore,
higher performance is reached when only half of the AMD CPU cores per node are
utilized on Hawk because the L3 cache is shared by a core complex (CCX) and each
core has a relatively low bandwidth. The simulation scales super-linearly on Hawk
and reaches ideal speedup down to 8 000 computational cells per MPI rank, which
is consistent with scaling results on the previous system Hazel Hen. The implemen-
tation of the BC is described in full detail.
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1 Introduction

Properly chosen Boundary Conditions (BC) are of great importance in the simulation
of flow systems. In the particular case of turbulent flows using the Direct Numeri-
cal Simulation (DNS) or Large Eddy Simulation (LES) approaches, a time-resolved
velocity field is required for the inlet BC [1]. Because DNS and LES are transient
simulation techniques by nature, in which all or a large part of the turbulent fluctua-
tions are directly solved, DNS and LES require a transient, fluctuating velocity field
to be prescribed at the inlet flow.

The simplest solution would be to use only a mean velocity, without fluctuations.
Unfortunately, this method leads to unphysical flow behaviour with a much-delayed
transition to turbulence [2]. An elegant way is to use periodic boundary conditions,
where a plane is selected inside the computational domain and the resolved fluctua-
tions from this plane are extracted and rescaled before being finally reintroduced as
fluctuations to the mean velocity profiles at the inlet [3]. The turbulence generated by
this method is very accurate; however, it is limited to simple geometries. Furthermore,
the computational costs of this method are often higher than other alternatives [4].
Another simple method is to use a mean velocity profile with superimposed random
fluctuations, where a random signal is added to the averaged velocity profiles to
mimic fluctuations [5]. Although being very simple, in this method the energy of the
fluctuations is equally distributed over the whole wavenumber range, which results
in far too much energy in the high wavenumber, under-resolved scale and a lack of
energy in the low wavenumber, resolved range. The fluctuations generated in this
way are almost immediately dampened and the results are almost identical to using
a mean velocity profile without fluctuations, i.e., laminar.

To avoid these problems, Klein et al. [2] proposed the use of digital filters and
to rescale the random noise to generate fluctuations with a given spectrum. The
technique has been successfully applied in many LES and DNS [6-11]. However,
implemented in the way proposed by Klein et al. [2], the method suffers from some
drawbacks, as very high computational cost at high resolutions, limitations of the
inlet geometry due to the requirement of an equidistant, structured grid and spurious
pressure fluctuations. These drawbacks are important for the applications we are
interested in, i.e., LES and DNS using the compressible formulation of the governing
equations of complex flows with a focus on turbulent mixing, combustion, acoustics
and noise prediction, in which the geometries are often complex and the added
computational cost often can reach prohibitive levels.

Some attempts in addressing these points can be found in the literature. Kempf
et al. [12] propose modifications in the filtering operation and the generation of the
random noise, reducing the computational cost and the memory requirements of
the original version. Di Mare et al. [13] extended the method of Klein et al. [2] to
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reproduce specified statistical data. The current work follows the same objectives,
i.e., to reduce the computational cost and the memory requirements of the method,
although using an alternative method. Also, the reduction of the unphysical pressure
fluctuations generated by the original method has been investigated. The focus of
the work is to introduce a new implementation of the inflow turbulence generator
proposed by Klein et al. [2] in the open-source CFD code OpenFOAM, which is
efficient and simple to use for LES and DNS simulations and gives consistent results
for large-scale parallel simulations.

2 Mathematical Description

The Synthetic Inflow Turbulence (SIT) generator is based on the filtering procedure
proposed by Klein et al. [2]. The filter uses a series of uncorrelated, random data r,
which has a mean value of zero and a standard deviation of one:

M

N M
Uy = Z BuFmin, With erm =0 and %Zrmrm =1 (1)
"

n=—N m=1

where u,, defines a convolution or a digital linear non-recursive filter of the series
with the filter coefficient b,. M and N are the length of the series and the number
of support points used for the filter. Applying a two-point correlation function to u,,
leads to:

P N N
o UmUm+k o 0 2
Ry (k) = s E bibj—«/ E b; 2
j=—N+k j=—N

with - defining an ensemble averaged value. In order to calculate the filter coefficients
b, in Eq. (1), the correlation function for R,, in Eq. (2) is set to have a presumed
shape with

2
wr
—3)
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Ruu(r) = exp(_
where r is the distance and L the length scale. If the distance  and the length scale
L in Eq. (3) are replaced by the grid space Ax,i.e.r = kAx and L = nAx, Eq. (2)
and Eq. (3) lead to:

btk Ry (k) = exp (—Z—2> )
n

UmUm

In this way, an explicit representation of the filter coefficients can be found by a
multi-dimensional Newton method [2]:

~ ~ o~ wk?
be=b/( Y b7 with by =exp(=7 ) (5)
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This selected functional dependence by Eq. (3) fulfills the basic properties of a
realistic two-point correlation function for homogeneous turbulence, i.e.:

R,(ir=0=1 R, (r=00)=0, and / R, (rydr=L 6)
0

As an example, Fig. 1 plots the profile of R, (r) against r by using L = 10, where
the shaded area corresponds to the area under the curve. The predefined value with
L = 10 is reproduced exactly by the integration fooo R(r)dr. A three-dimensional
filter can be obtained by convolution of three one-dimensional filters to find the
coefficients:

biji = bibby )

The filter operation over a three-dimensional random field R can then be calculated
by
Nx NV Nz
UG.ky= Y Y > b, j K)«RG, j+jk+k) (¥

i’=—Ny j'=—N, k'=—N:;

leading to the correlated data U with respect to the three spatial coordinates. The
final velocity fluctuations for each spatial component are calculated as:

wi =ty + Tu - upy - U 9

where u,, is the time-mean velocity field, which can assume arbitrary profiles such
as flat-top or parabolic. up, is the bulk flow velocity, which is evaluated from the
time-mean velocity field. Tu is the turbulence level. The product of Tu and up,,;x
provides the time-mean turbulence intensity (in m/s). U; is the correlated data series
produced by the introduced algorithm for the i-th spatial direction.
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This technique for generating the inflow-turbulence synthetically has been imple-
mented to the OpenFOAM flow solver [14] and issued for the current work. The
reader is referred to the original work by Klein et al. [2] for more details regarding
mathematical basics of the method.

3 Implementation

The algorithm proposed by Klein et al. [2] suffers from some drawbacks:

1. the computational cost can be very high at high resolutions;

2. the geometry of the inlet has to be of quadrilateral shape (because of the equidis-
tant, structured grid);

3. spurious pressure fluctuations can affect the convergence negatively.

As pointed out in the introduction, some attempts of addressing these points can
be found in the literature [12, 13]. Our approach, although very simple, has the
advantage of addressing at the same time the computational cost and the utilization
of the method in complex geometries. Instead of creating the fluctuations in a grid
that exactly resembles shape and resolution of the numerical domain, a new grid is
created which encompasses the inlet geometry, no matter how complex it is. The
fluctuations are generated in this new grid, which can have an arbitrary resolution,
and then interpolated onto the inlet grid. Figure 2 illustrates as an example the grid
where the fluctuations are generated and an arbitrary corresponding inlet grid.

Using this method, the fluctuations can be generated with a coarser resolution,
without compromising the quality of the artificial turbulence, which can reduce sig-
nificantly the computational cost, as long as the coarse grid resembles the fluctuations
by the Nyquist sampling theorem.

U max

U min

Fig. 2 Tllustration of the interpolation method. The fluctuation velocity generated in the structured
grid a is interpolated to the inlet boundary condition of the LES, regardless of its geometry b
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1. Choose a length scale for each in-
let BC coordinate (L, and L), a time
scale 7; and the turbulence level Tu

¥

2. Define the number of discretization
points Ny, N;, N; for the filters, observing
that Ny > 2n,, N; > 2n; and N; > 2n,

¥
3. Initialize and store 3 random fields
R(i, j,k) with dimensions [—N; : N;, —N, +
1:My—Ny,—N;+1:M,+N,] in
order to accommodate the filter supports

¥

4. Calculate the filter co-
efficients b using Eq. 7

5. Calculate the filter op- 12. Fill the plane R(M;, j, k)
erations using Eq. 8 with new random numbers

6. Calculate velocity
components using Eq 9

¥

7. Interpolate velocity
components on inlet BC

¥

8. Enforce constant mass flow

¥

9. Solve governing equations

11. Discard first y,z-plane of R
and move the matrix one step
back R(i, j,k) = R(i + 1, j,k)

¥

. . no
10. Last time step?

13. End

Fig. 3 Flow diagram of the algorithm

The spurious pressure fluctuations observed when applying the original algorithm
are caused by small fluctuations of the mass flow induced by the method, which has
been also observed by other authors [12]. These mass flow fluctuations are present
even if the synthetic fluctuations have zero mean when the mean velocity profile
is not constant. The solution is to apply a correction to the velocity field in every
time step, to ensure constant mass flow. Some pressure fluctuation remains, as the
synthetic turbulence field is not divergence-free. The amplitude of these pressure
fluctuations is nevertheless small and they are usually readily dissipated.

Figure 3 shows the flow diagram, representing the implementation of the code in
OpenFOAM. Observe that L, L, and 7, are the desired length and time scales in
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physical space, D, and D, the size of the BC, U}, the mean velocity perpendicular
to the BC and At the time step. The filter frame has a resolution of M, x M, x N;
elements. A restriction of the method is that the parameters N, N; and N, have to be
atleast twice their respective filter lengths, givenbyn, = M, L,/D,,n, = M.L./D,
and n, = 7, /(Upean At), approximated to the closest integer.

3.1 Validation

Figure4 shows a comparison of the axial velocity component U, and its auto-
correlation R,, using different filter frame resolutions and different generators.
A simple incompressible LES has been set up, with a cubic domain with size
0.1 x 0.1 x 0.1 m? and resolution of 64 x 64 x 64 hexahedral elements. The inlet
(Umean = 1 m/s and Tu = 10 %) and the outlet conditions are along the x-direction,
with periodic conditions otherwise. The subgrid-scale fluxes are modelled using the
Smagorinsky model [1]. A monitor point recorded the axial velocity component U,
at the centroid of the domain for 10s, where the first 2s have been discarded from
the analysis. The synthetic turbulence has been generated with filter frame reso-
lutions M, = M, = 64 and 32, both with the same input for integral length scale
L = 0.009375 m, marked by the grey area in Fig. 4. Using our Synthetic Inflow Tur-
bulence generator (SIT), the agreement of the profiles is good, indicating that most
of the quality of the turbulence is preserved when using coarser filter support for the
turbulence generation. For comparison, results using the OpenFOAM native gener-
ator with the same parameters are also shown (turbulentDigitalFilterInlet, marked
OpenFOAM in Fig.4). The results are in good agreement with our proposed algo-
rithm. It should be noted that our SIF model requires far less input information than
the OpenFOAM implementation, making it easier to use.

One interesting result is that, when using the OpenFOAM generator in a parallel
run, the pattern of the turbulent structures follows the partitioning of the domain

08 e Pr@sicribed
——— SIT - My=Mz=32

R\ —imimimin SIT - My=Mz=64

06k R ————— OF - My=Mz=32

% - ) —imimieie OF - My=Mz=64
=1 2 k b,
x © 04 N
E] g W\ \\
02} \\;\
e ——
06k | | | oF \':_-h—...._.___._f‘;_?
1 1 I 1 L 5 = ——re—
22 24 26 28 0.02 0.04
Time [s] Length [m]

Fig. 4 Axial velocity component U, and its autocorrelation R, using the new SIT and Open-
FOAM'’s (OF) native synthetic turbulence generators.
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Seriol Parnallel 3x3 OF - Serial OF - Parallel 3x3

Fig. 5 Comparison of turbulent structures generated by serial and parallel computations using the
new SIT and OpenFOAM’s (OF) model. The arrows show the position of the parallel partitions

decomposition (process borders are indicated in Fig.5 by the arrows), which may
indicate a bug in the parallel implementation of the native OpenFOAM BC. Our
algorithm implements its own interpolation routines and therefore the results are
independent of the way the computational domain is decomposed.

3.2 Performance

The performance of the code has been assessed in the High Performance Computing
(HPC) systems Vulcan and Hawk from the High Performance Computing Center
Stuttgart (HLRS) [15]. Vulcan is a general-purpose system with nodes with differ-
ent architectures. In this benchmark, nodes using CPUs Intel Xeon Gold 6138 at
2.0 GHz (Skylake, SKL) and 40 cores per node have been employed. Hawk is the
supercomputer of HLRS and its nodes have AMD EPYC 7742 at 2.25 GHz (Rome)
CPUs summing up to 128 cores per node. For this benchmark, the same simulation of
Sect.3.1 with an increased resolution of 128 x 128 x 128 elements has been used,
employing OpenFOAM 7 compiled with gcc 7.3 (Vulcan) and gcc 9.2 (Hawk), and
OpenMPI as MPI package.

In this simple simulation, using a filter frame resolution of 32 x 32, the time
penalty using the SIT BC is 11 % in comparison with using a periodic BC. The
penalty is frequently lower in more complex simulations e.g. with combustion, as
much more computational time is spent on computing chemical reaction rates and
solving additional equations for the chemical species.

Figure 6a shows the intra-node performance relative to using all cores of the node.
The Vulcan nodes exhibit the expected behaviour of Intel CPUs, with the highest
performance obtained using all cores. On the other hand, the Hawk node shows the
best results using 64 MPI ranks (half of the total available cores) by a good margin
of over 40 % more performance. Because OpenFOAM applications are typically
memory bound, the limiting factor is the memory bandwidth, which is lower per
core compared to e.g. the previous system Hazel Hen. In addition, the L3 cache
on the AMD CPU type is shared among four cores or one core complex (CCX),
respectively.
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Fig. 6 Assessment of intra-node performance a and inter-node performance of the Vulcan b and
Hawk ¢ HPC systems

The inter-node performance of Vulcan relative to one single node can be seen
in Fig. 6b, where the results show a poor scaling efficiency. The interesting results
with Hawk are shown in Fig. 6¢ for two setups: using 128 and 64 ranks per node (all
or one half the cores, respectively). Both configurations show super-linear speedup
(relative performance above 100%) using 2 nodes, and using 64 ranks per node the
speedup is super-linear even using 4 nodes. The efficiency is still approximately 50%
using 8 nodes and 64 ranks per node, however, drops significantly using all core of
the nodes.

As shown in a previous work [16], the simple flow solvers of OpenFOAM tend to
scale reasonably well up to about 10000 computational cells per MPI rank. Because
this is a small test case, this limit is reached at two full nodes or four half nodes on
Hawk, which correspond to about 8000 cells per MPI rank. There, the parallel effi-
ciency is nearly ideal, confirming the results measured of the previous supercomputer
Hazel Hen.

4 Applications

4.1 Numerical Setups

In order to demonstrate the capability of the method described in Sect. 2 and Sect. 3,
it has been applied to simulate two turbulent combustion cases within the framework
of Large Eddy Simulation (LES) and Direct Numerical Simulation (DNS).

e LES of a premixed Bunsen-type flame [17]: A natural gas flame operated at
atmospheric pressure and a thermal load of Q,;, = 275.6 kW is used, where the
unburnt mixture has an equivalence ratio of @ = 0.57 (lean premixed) and is
preheated to Ty = 400 °C. The Reynolds number based on the nozzle diameter
(D = 0.15 m) and bulk velocity (vp,;x = 20.7 m/s) is Re ~ 48, 000. As illustrated
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Fig. 7 Schematic drawing of the setups used for LES of a premixed Bunsen-type flame (left) and
DNS of a synthetic freely-propagating flame (right).

in Fig. 7 on the left, fresh gas mixture enters the domain from the inlet at the bottom
and is ignited, leading to a turbulent jet flame stabilized at the burner nozzle. The
computational grid used for the LES case consists of approx. 6.3 million finite
cells, which are systematically refined towards the shear layer of the jet and the
flame surface, having a smallest grid resolution of A, = 0.5 mm. The inlet plane
is located 1D upstream of the burner exit.

e DNS of a freely-propagating flame: The second case for DNS is given by a 3D
synthetic flame front which propagates freely in a cubic domain with the size of
1 x 1 x 1cm?. As shown in Fig.7 on the right, the setup can be considered as a
small segment of a real flame front, which is sustained by a continuous flow of
fresh gas. Along the streamwise direction, methane/air mixture enters the domain
from the left at the inlet with @ = 0.9, T = 300 K and p = 1 bar. The product
gas leaves the domain on the other side (outlet). The lateral faces are defined as
symmetry planes to avoid a loss of mass. An equidistant computational grid with
64 million cells and a resolution of A, = A, = A, = 25 um is used for the DNS
case, which can resolve the flame thickness (*0.5 mm) with approx. 20 grid points.

For both cases, the balance equations for total mass, momentum, energy are solved
in their compressible formulation in OpenFOAM [14], employing the finite volume
method and a fully time-implicit solution procedure [18]. For the LES case, the
Smagorinsky model is used to model the unresolved or subgrid-scale (SGS) momen-
tum and scalar fluxes [1]. A turbulent flame-speed closure (TFC-class) combustion
model is used there to account for flame-turbulence interaction, coupled with a tech-
nique of tabulated chemistry to include chemical species [19, 20]. For the DNS case,
the reaction zones and the turbulent flow are fully resolved, therefore, turbulence
and combustion models are not required in this case. An in-house developed solver
in OpenFOAM for calculating detailed molecular transport and chemical reactions
is used in this case [21-26]. The methane/air combustion is described by a reaction
mechanism with 17 species and 58 elementary reactions, together with the mixture-
averaged model for transport coefficients.
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The SIT generator BC is applied at the inlet boundary for both cases. The turbu-
lence parameters (Tu = 15% and L, , . = 8 mm) for the LES case have been set
according to measured homogeneous turbulence generated by a matrix within the
nozzle [17]. In the DNS case, the bulk flow velocity and the turbulence properties
at the inlet are adjusted to keep the flame front within the computational domain.
Comparing both LES and DNS cases, the LES method on a coarse grid resolves
the flame front only down to the cut-off scale, whereas the reacting flow is fully
resolved by the DNS method on a sufficiently fine grid. Nonetheless, LES is suitable
for dimensionally large-scale simulations. On the contrary, DNS allows accessing
more realistic details of the turbulent flame, which, however, is restricted to small
domains due to the large computational cost.

4.2 LES of a Turbulent Jet Flame

On the right of Fig.8, the instantaneous streamwise velocity component ¥ at the
inlet BC calculated by the inflow generator is illustrated, which forms unsteady,
non-uniformly distributed flow fluctuations. The influence of the inflow turbulence
can also be identified by the contours of % (left of Fig. 8) and vorticity w = |V x 1|
(middle of Fig.8) on a meridian cutting-plane passing through the symmetry axis.
The flame surfaces are depicted by the solid lines, which are strongly corrugated and
torn by the intense turbulence. The turbulent fluctuations are attenuated by passing
through the flame surface due to the increased fluid viscosity and thermal expansion.
The hot products mix thereafter with incoming cold air which again enhances the
turbulence. The temperature increases rapidly in the reaction zone and decreases then

Fig. 8 Instantaneous contours of streamwise velocity u (left) and vorticity @ (middle) on a slice
passing through the centerline axis; right subplot shows contours of u generated by the turbulence-
generator BC at inlet
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Fig. 9 Comparison of
temperature contours with a
laminar (left) and turbulent
(right) inflow BC

by mixing with the ambient air, which is shown on the left of Fig.9 in the contour
plot of instantaneous temperature.

It is important to note that the precise setting of the turbulence conditions at the
inlet boundary plays a decisive role in the current case. Enhanced turbulence leads to
a higher turbulent flame speed or an increased overall burning rate. To demonstrate
the importance of this effect, another LES simulation is conducted for the considered
flame configuration by using the same numerical conditions, however without the
inflow generator. As shown in Fig. 9 on the right, LES with a steady-state (laminar)
inflow velocity exhibits a rather undisturbed flame front, which is attributed to the
missing turbulent fluctuations from the inflow. As a result, it predicts a significantly
longer flame than the previous LES with a turbulent inflow. In the latter case, the
intense turbulent fluctuations corrugate and wrinkle the flame front, leading to an
enhanced flame-turbulence interaction and higher burning rate, so that the flame
front propagates more strongly towards the fresh gas mixture. Although not shown
here, the simulation results with the laminar inflow do not agree with the measured
time-mean and time-rms (root mean square) values for the flow and chemical scalar
fields downstream of the burner.

4.3 DNS of a Turbulent Freely Propagating Flame

Figure 10 depicts the flame front calculated by DNS, which is identified by the
isotherm of 7 =~ 1500 K. A strongly wrinkled flame surface caused by the turbulent
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Fig. 10 Instantaneous flame surface contoured by reaction rate of CHy a and its curvature b, and
joint probability density function (PDF) between flame speed and flame curvature ¢

flow can be detected. Note that the overall dimension and resolution used for this DNS
case is 1 cm?® and 25 wm. Therefore, the flame structures shown in Fig. 10 cannot be
reproduced by LES using grid resolutions generally in the range of O(0.1 mm). In this
way, the DNS allows an in-depth analysis of the combustion mechanism depending on
the flame wrinkling due to turbulent flow. For instance, a strong correlation between
the reaction rate of CH4 and flame surface curvature is clearly found in Fig. 10. This
behaviour is further illustrated in Fig. 10 on the right by the joint probability density
function (JPDF) between the flame speed and flame curvature, where the flame
speed is calculated through integration of the reaction rate of CH, along the normals
at each element of the flame surface. The flame speed decreases with increasing
flame curvature, which is also confirmed by previous experimental and numerical
works [27]. The scattering of these quantities is caused by multi-scale interactions
of the flame with the turbulent flow both in space and time. The results may be
used to develop advanced concepts for turbulent combustion modelling. The study
of flame-turbulence interaction considered in this DNS case has been accomplished
employing the implemented BC, confirming its validity and usefulness.

5 Conclusion

The implementation, validation and application of a Synthetic Turbulent Inflow (STT)
boundary condition (BC) in the framework of OpenFOAM are presented in this work.
The approach can generate a realistic turbulent flow field at a given inlet plane,
creating temporally and spatially correlated velocity fields. Therefore, it is suited
for LES/DNS applications of turbulent flows. The implementation of the BC in
OpenFOAM has been described in a detailed way. The importance of such turbulent
inflow BC is further demonstrated through LES and DNS combustion simulations,
the latter using 8192 CPU cores on Hazel Hen. The proposed implementation of the
BC is easier to use compared with the native implementation in OpenFOAM due to
a smaller set of necessary input parameters. In contrast to the original concept, the
computational efficiently is greatly increased by using coarse virtual grids for the
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generation of the inlet boundary velocity field. As a side-effect, this also enables the
use of arbitrarily shaped inlets in the simulation.

A performance analysis on the Hawk supercomputer at HLRS demonstrates that
the OpenFOAM simulation is memory bound by looking at the intra-node and inter-
node performance metrics. Because of this, the highest efficiency is observed when
only half the available physical CPU cores per node are utilized. This is because
compared to the previous Intel-based cluster Hazel Hen, the memory bandwidth
per CPU core is reduced and the L3 cache is shared among a core complex (CCX)
on the AMD CPUs of Hawk. The parallel scaling is super-linear up to about 8 000
computational cells per MPI rank on Hawk, beyond which sub-linear scaling is
obtained. This is consistent with scaling results obtained at the previous system Hazel
Hen. Another problem addressed by the new implementation is that OpenFOAM’s
native turbulence generator shows inconsistencies in parallel simulations. Because
of this, new interpolation routines have been implemented to achieve fully consistent
results for large-scale parallel simulations. In conclusion, the new inlet turbulence
generator is well suited for large-scale simulations using thousands of CPU cores.
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Henning Bockhorn, and Dimosthenis Trimis

Abstract In almost all technically relevant combustion applications, flames occur
in turbulent flows. The interaction of turbulent flows with flames is still not fully
understood due to the large range of time and length scales which govern combustion
processes. One method of studying this interaction is by tracking thermo-physical
trajectories of material points on flame surfaces. These trajectories give insight into
the local flame dynamics and help to understand the influence of turbulence on flame
properties. In this work, a Lagrangian tracking algorithm is presented which performs
the tracking of material points on iso-surfaces. Because this tracking method is used
in large-scale direct numerical simulations of combustion processes, the focus of
the implementation lies on performance. By tracking the position of the Lagrangian
particles in barycentric coordinates, efficient algorithms for spatial interpolation and
the intersection of particle trajectories with iso-surfaces can be utilized. The code is
written in a general way and not restricted to reacting flows but can be used to track any
iso-surface. Additionally, the algorithm works by decomposing the computational
cells into tetrahedra. This allows the tracking method to work on unstructured meshes
with arbitrary cell shapes. The tracking method is implemented in OpenFOAM and
applied to the direct numerical simulation of a 3D turbulent flame. The simulations are
conducted with a custom solver which makes use of automatically generated, highly
optimized code for the computation of chemical reaction rates, which performs up t