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Physics

Peter Nielaba

In this section, four physics projects are presented, which achieved important sci-
entific results in 2019/20 by using Hazel Hen/Hawk at the HLRS and ForHLR II of
the Steinbuch Centre.

Fascinating new results are being presented in the following pages on quantum
systems (anomalous magnetic moment of the muon, photoionization of neon,
ultracold Bosons’ hierarchical superfluidity in a cavity, dynamics of fragmentation,
entropy, angular momentum, correlations, and fluctuations of interacting bosons
and fermions in one- and two-dimensional double-well potentials), on soft matter/
biochemical systems (human proteasome inhibited by a covalent ligand), and on
astrophysical systems (general relativistic binary merger evolutions).

Studies of the quantum systems have focused on the anomalous magnetic
moment of the muon, and on the photoionization of neon, ultracold Bosons’
hierarchical superfluidity in a cavity, as well as on the dynamics of fragmentation,
entropy, angular momentum, correlations, and fluctuations of interacting bosons
and fermions in one- and two-dimensional double-well potentials.

M. Cè, A. Gérardin, G. von Hippel, B. Hörz, R. J. Hudspith, H.B. Meyer, K.
Miura, D. Mohler, K. Ottnad, S. Paul, A. Risch, T. San José, S. Schaefer,
J. Wilhelm, and H. Wittig from Mainz (M.C., A.G., G.H., B.H., R.J.H., H.B.M., K.
M., D.M., K.O., S.P., A.R., T.S., J.W., H.W.), Darmstadt (M.C., K.M., D.M., T.S.),
CERN (M.C.), Zeuthen (A.G., S.S.), Marseille (A.G.), and Berkeley (B.H.) present
interesting results obtained by their lattice QCD Monte Carlo simulations on Hazel
Hen in their project GCS-HQCD on hadronic contributions to the anomalous
magnetic moment of the muon. In particular, the authors focussed on the hadronic
vacuum polarization and light-by-light scattering contributions to the muon
anomalous magnetic moment, as well as on the hadronic contributions to the energy
dependence of the electromagnetic coupling and the electroweak mixing angle.

P. Nielaba
Fachbereich Physik, Universität Konstanz, 78457 Konstanz, Germany
e-mail: peter.nielaba@uni-konstanz.de

mailto:peter.nielaba@uni-konstanz.de


Despite the important progress made in the project, the authors conclude that the
results indicate that additional statistics would be important to decide on the
importance of “new physics” contributions.

A. U. J. Lode, O.E. Alon, M.A. Bastarrachea-Magnani, A. Bhowmik, A.
Buchleitner, L. S. Cederbaum, R. Chitra, E. Fasshauer, L. de Forges de Parny, S.
K. Haldar, C. Leveque, R. Lin, L. B. Madsen, P. Molignini, L. Papariello, F.
Schäfer, A. I. Strelstov, M. C. Tsatsos, and S.E. Weiner from Freiburg (A.U.J.L.,
M.A.B., A.B., L.F., F.S., ), Haifa (O.E.A., A.B., S.K.H., ), Aarhus (M.A.B., E.F.,
L.B.M.,), Heidelberg (L.S.C., A.I.S.), Zürich (R.C., R.L., P.M., L.P.,), Sophia
Antipolis (L.F.,), Sonipat (S.K.H.), Wien (C.L., L.P.), Oxford (P.M.,), Basel (F.S.),
Sao Paulo (M.C.T.), and Berkeley (S.E.W.) present interesting results obtained in
their project MCTDH-X with their multiconfigurational time-dependent Hartree
method for indistinguishable particles (MCTDH-X) on Hazel Hen and Hawk. In the
past the authors have implemented their method to solve the many-particle
Schrödinger equation for time-dependent and time-independent systems in various
software packages (MCTDHB, MCTDHB-LAB, and MCTDH-X). The authors
present their method and interesting new results of their investigations on the
photoionization of neon, the superfluidity in Bose-Einstein condensates interacting
with light, the dynamical behavior of bosons and fermions in a double well, the
spectral structure and many-body dynamics of ultracold Bosons in a double-well,
the universality of fragmentation and fragmented resonant tunneling in an asym-
metric bosonic Josephson junction, and on the impact of the transverse direction on
the many-body tunneling dynamics in a two-dimensional bosonic Josephson
junction.

Studies of the soft matter/biochemical systems have focused on the human
proteasome inhibited by a covalent ligand.

M. H. Kolář, L. V. Bock, and H. Grubmüller from Göttingen (M.H.K., L.V.B.,
H.G.) and Prague (M.H.K.) present interesting results obtained in their project
GCS-Prot on the human proteasome inhibited by a covalent ligand by atomistic
simulations with the GROMACS 2016 package and a self-compiled version on
Hazel Hen. The authors carried out atomistic molecular dynamics simulations of the
native and inhibited proteasomes to understand the molecular details of the inhi-
bition, describe here the technical details of the simulations and assess the quality of
the trajectories obtained. The biochemical aspects of the proteasome are under
further investigation.

The studies of the astrophysical systems have focused on general relativistic
binary merger evolutions.

R. Gold and L. Rezolla from Frankfurt am Main present interesting results
obtained in their project BBHDISKS on general relativistic astrophysics and com-
pact objects on Hazel Hen. The authors present matter evolutions in spacetime
metrics of two black holes in orbit around each other. After software development
and merging (BHAC/MPI-AMRVAC/Kadath), the authors are now able to evaluate
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the spacetime metric to spectral accuracy on any (e.g. non-uniform) numerical grid.
The authors initialized and evolved matter configurations within a binary spacetime
and can now handle the nature of black hole horizons.

Physics 3



Hadronic Contributions to the
Anomalous Magnetic Moment
of the Muon from Lattice QCD

M. Cè, A. Gérardin, G. von Hippel, B. Hörz, R. J. Hudspith, H. B. Meyer,
K. Miura, D. Mohler, K. Ottnad, S. Paul, A. Risch, T. San José, S. Schaefer,
J. Wilhelm, and H. Wittig

Abstract The Standard Model of Particle Physics constitutes a highly successful
theoretical framework for the treatment of the strong, electromagnetic and weak
interactions. Still, it fails to provide explanations for dark matter or the abundance
of matter over antimatter in the universe. A promising hint for physics beyond the
Standard Model is provided by the persistent tension of 3.7 standard deviations
between the theoretical estimate for the muon anomalous magnetic moment, aμ ≡
1
2 (g − 2)μ, and its direct measurement. With the advent of new and more precise
measurements, the precision of the theoretical estimate,which is dominated by effects
of the strong interaction, must be increased. In our project we compute a variety of
hadronic contributions to precision observables, using the first-principles method
of Lattice QCD. In particular, we focus on the hadronic vacuum polarisation and
light-by-light scattering contributions to aμ, as well as the hadronic contributions to
the energy dependence of the electromagnetic coupling and the electroweak mixing
angle.
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1 Introduction

The Standard Model of Particle Physics (SM) provides a quantitative and precise
description of the properties of the known constituents of matter in terms of a uni-
form theoretical formalism. However, despite its enormous success, the SM fails at
explaining some of the most pressing problems in particle physics, such as the nature
of darkmatter or the asymmetry betweenmatter and antimatter. Theworld-wide quest
for discovering physics beyond the SM involves several different strategies, namely
(1) the search for new particles and interactions that are not described by the SM,
(2) the search for the enhancement of rare processes by new interactions, and (3)
the comparison of precision measurements with theoretical, SM-based predictions
of the same quantity. These complementary activities form an integral part of the
future European strategy for particle physics [1].

Precision observables, such as the anomalous magnetic moment of the muon, aμ,
have attracted a lot of attention recently, chiefly because of the persistent tension
of 3.7 standard deviations between the direct measurement of aμ and its theoretical
prediction. As the community prepares for the announcement of a new direct mea-
surement by the E989 experiment at Fermilab, which is supposed to increase the
precision by up to a factor of four in the long run, the precision of the theoretical
prediction has to be increased as well. Since the main uncertainties in the SM pre-
diction are associated with the effects from the strong interaction, current efforts are
focussed on quantifying the contributions from hadronic vacuum polarisation (HVP)
and hadronic light-by-light scattering (HLbL). This has also been emphasised in a
recent white paper [2] in which the status of the theoretical prediction is reviewed.

Our project is focussed on calculations of the hadronic contributions to the muon
anomalousmagnetic moment from first principles, using themethod of Lattice QCD.
To this end, we perform calculations of the HVP contribution at the physical value
of the pion mass, in order to reduce systematic errors. Furthermore, we perform
calculations of the transition form factor for the process π0 → γ γ , which plays an
important role for quantifying the HLbL contribution. We have also developed a new
formalism for the direct calculation of the HLbL contribution, which we put to a first
test as part of this project.

The HVP contribution to the muon anomalous magnetic moment is closely linked
to the hadronic effects that modify the value of the electromagnetic coupling, Δα.
SinceΔα depends on other SMparameters such as themass of theW -boson, a precise
determination provides important information for precision tests of the SM. Finally,
we also compute the hadronic contributions to the “running” of the electroweak
mixing angle, a precision observable which is particularly sensitive to the effects of
physics beyond the SM in the regime of low energies.
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Fig. 1 Diagrams for the hadronic vacuum polarisation (left) and for the hadronic light-by-light
scattering (right) contributions to aμ.

1.1 Hadronic Contributions to the Anomalous Magnetic
Moment of the Muon

The main objective of our project is a first-principles determination of the hadronic
contributions to the anomalous magnetic moment of the muon aμ ≡ 1

2 (g − 2)μ, the
deviation of the gyromagnetic ratio gμ from the exact value of 2 predicted by theDirac
equation. This quantity exhibits a persistent discrepancy of 3.7 standard deviations
between the direct measurement and the consensus value for its newest theoretical
prediction based on the SM, published recently by theMuon g − 2 Theory Initiative
[2]

aμ =
{
116 592 089(63) · 10−11 (experiment)
116 591 810(43) · 10−11 (SM prediction)

. (1)

While the hadronic contribution to aμ is small, it dominates the uncertainty of the
SM prediction. It is given by ahvpμ , the contribution from the hadronic vacuum polar-
isation (HVP), and by ahlblμ , the contribution from hadronic light-by-light scattering
(HLbL), which are illustrated by the diagrams in Fig. 1. The most accurate prediction
of ahvpμ uses the experimentally determined cross section e+e− → hadrons as input
to dispersion theory [3–5]. This theory estimate is subject to experimental uncer-
tainties. Until recently, the hadronic light-by-light scattering contribution has only
been determined via model estimates [5–8] with a large and difficult-to-quantify
uncertainty.

The calculation is spurred by new experiments (E989 at Fermilab [9, 10] and E34
at J-PARC [11]), which will reduce the error of the direct experimental determination
of aμ by a factor four in the years ahead, requiring highly precise estimates for ahvpμ

and ahlblμ .
In Lattice QCD, physical observables of the discretised theory of the strong inter-

action are calculated by Monte-Carlo integration. The effects of the discretisation
and the finite volume have to be controlled by calculations with different lattice
spacings and different lattice volumes. Due to computational challenges, most past
and current calculations are also performed at unphysical quark masses. Obtaining
precise results for ahvpμ and ahlblμ at or close to the physical value of the light (up and
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down) and strange quark masses is a crucial step towards a decisive test of the SM
with much increased sensitivity, and the main objective of our current calculations
on HazelHen at HLRS.

1.2 Hadronic Contributions to Electromagnetic and
Electroweak Precision Observables

The fine-structure constant α = 1/137.035 999 139(31) [12] is known from low-
energy experiments to better than a part per billion. However, its effective value for
physics around the Z pole is α̂(5)(MZ ) = 1/127.955(10) [12], a 7% larger value.
The running of α at a given time-like momentum transfer q2 is described by

α(q2) = α

1 − Δα(q2)
, (2)

in terms of the Δα(q2) function. While the leptonic contribution to Δα(q2) can be
computed in perturbation theory, the estimate of the quark contribution at low ener-
gies requires non-perturbative calculations of hadronic physics. Just like discussed
for ahvpμ in the previous section, Δαhad(q2) is usually determined using the total
cross-section e+e− → hadrons, which is estimated using a compilation of experi-
mental data. A Lattice QCD determination would provide a valuable independent
cross-check.

A key observation that connects the (g − 2)μ puzzle to Δαhad comes from the
insight that attributing the tension between experiment and the SM for aμ to an
underestimate of ahvpμ would lead to a correlated increase of Δαhad [13], whose
value at the Z -pole enters global SM fits, and in turn would likely create a similar
tension there [14]. Lattice QCD determinations consistently estimating both of these
quantities are therefore highly desirable.

Another quantity we consider is the electroweak mixing angle or Weinberg angle
θW, which parameterises the mixing between electromagnetic and weak interactions
in the SM

sin2 θW = g′2

g2 + g′2 , e = g sin θW = g′ cos θW, (3)

where g and g′ are the SU(2)L and U(1)Y couplings, respectively.
The energy dependence of sin2 θW can be written as

sin2 θW(q2) = sin2 θW
[
1 + Δ sin2 θW(q2)

]
, (4)

where sin2 θW is the value in the low-energy limit. The leading hadronic contribution
to the running at space-like Q2 = −q2 is given by [15, 16]
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Δhad sin
2 θW(−Q2) = − e2

sin2 θW
Π̄ Zγ (Q2), (5)

where Π̄ Zγ (Q2) is the HVP mixing of the electromagnetic current and the vector
part of the neutral weak current. As in the electromagnetic case, Π̄ Zγ (Q2) is directly
accessible to lattice computations [17–20].

2 Computational Setup

2.1 Observables

Our methodology is based on the expressions derived in the “time-momentum repre-
sentation” (TMR) [21], i.e. a set of integral representations of the observables ahvpμ ,
Δα and Δhad sin2 θW in terms of the vector correlator computed in Lattice QCD.
The computation of Π̄γ γ and Π̄ Zγ as functions of Q2 is similar to that of ahvpμ , the
leading-order hadronic vacuum polarization (HVP) contribution to (g − 2)μ,

ahvpμ =
(α

π

)2
∫ ∞

0
dx0 K̃ (x0)G(x0) ,

Π̄(Q2) =
∫ ∞

0
dx0G(x0)K (x0, Q

2) , (6)

G(x0) = −a3

3

3∑
k=1

∑
x

〈Jk(x0, x)Jk(0)〉 .

Here K̃ (x0) is a known kernel function [21] andG(x0) denotes the summed correlator
involving either the electromagnetic current Jμ = 2

3 ūγμu − 1
3 d̄γμd − 1

3 s̄γμs · · · or
the vector part of the neutral weak current J Z

μ

J Z
μ

∣∣
vector = J T3

μ

∣∣
vector − sin2 θW J γ

μ , (7)

J T3
μ

∣∣
vector = 1

4
ūγμu − 1

4
d̄γμd − 1

4
s̄γμs + 1

4
c̄γμc.

To improve statistics, we average over the three spatial directions labelled by k
in (6). For Π̄(Q2) we have to integrate over Euclidean time the product of the
zero-momentum-projected correlator, Gγ γ (x0) or GZγ (x0), times the Q2-dependent
kernel K (x0, Q2) = x20 − (4/Q2) sin2(Qx0/2).

Since there is no firm theoretical guidance for the pion mass dependence of the
observables, results computed directly at physical pion mass are of utmost impor-
tance. Without their inclusion the commonly used fit ansätze are at best phenomeno-
logical and can lead to ambiguities of the order of a few percent at the physical



10 M. Cè et al.

Fig. 2 Left: the kernel K (x0, Q2) of the TMR integral divided by x30 for different values of Q2,

compared to the kernel for ahvpμ [21, 23] (blue line), as a function of time x0. Right: contribution of
G(x0)K (x0, Q2) to the TMR integral normalised to the value of the integral, comparing different
kernels K (x0). The light coloured lines are drawn using a model for the Euclidean-time correlator
G(x0) [21], that is also used for the integral, while the data points with error bars are obtained using
actual lattice correlator data at the physical pion mass. (Color figure online)

pion mass [22]. For this reason one of the core components within our project is
the generation of a gauge-field ensemble at physical pion mass dubbed E250. The
large system size makes E250 an ideal ensemble to be processed on a machine like
HazelHen. In addition, previous ensembles with 2+1 flavours of improved Wilson
fermions from the Coordinated Lattice Simulations (CLS) consortium will be used.

Results from this physical pion mass ensemble for different integration kernels
are shown in Fig. 2. A shorter-range kernel puts a larger weight on the correlator at
short times. Since the correlator on the lattice is sampled in steps of a spacing a,
one needs Q2 � (π/a)2 in order to avoid large cut-off effects. On the other hand, a
longer-range kernelweights relativelymore the long-time behaviour of the correlator,
which is noisier and susceptible to finite-volume effects. The latter behaviour can be
seen for the kernel for aHLOμ .

An overview plot of the existing gauge ensembles is shown in Fig. 3. These sim-
ulations have been performed using the Hybrid Monte Carlo (HMC) algorithm as
implemented in the state-of-the-art openQCD code [24]. Progress on the generation
of the new gauge ensemble will be described below.

To form the final observables, a second computationally expensive step is the
calculation of the quark propagators needed for the solutionsψ of the inhomogeneous
Dirac equation for some source vectors η, which are given by

ψ = D−1
w η. (8)
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Fig. 3 Landscape of CLS 2+1-flavour ensembles along a trajectory with constant trace of the quark
mass matrix Tr(M) = const. The lattice spacing squared is displayed on the x-axis, while the y-
axis shows the pion mass. Multiple ensemble names next to a single dot indicate ensembles with
different volumes at the (otherwise) same set of simulation parameters.

Here Dw is the O(a) improved Wilson-Dirac operator. For this step the efficient
deflation-accelerated GCR solver from openQCD package described in [25, 26] is
used. Due to the large system size, the quark propagators on the gauge field ensemble
E250 are estimated using stochastic sources, with noise partitioning in spin, colour
and time. Each source has support on a single, randomly chosen timeslice. The
quark propagators acting on the source vectors are then contracted to form the quark-
connected and quark-disconnected correlation functions needed for the calculation of
ahvpμ and Π̄(Q2). For the simple case of local currents the connected and disconnected
Wick contractions are

C f1, f2
μν (x) = −

〈
Tr

{
D−1

f1
(x, 0)γμD

−1
f2

(0, x)γν

}〉
, (9a)

D f1, f2
μν (x) =

〈
Tr

{
D−1

f1
(x, x)γμ

}
Tr

{
D−1

f2
(0, 0)γν

}〉
, (9b)

where indices f1 and f2 denote quark flavours. These flavours are labelled explicitly
with index � (for up and down), s (for strange), and c (for charm) below. With these
contractions, the flavour SU(3) contributions are defined as

G33
μν(x) = 1

2
C�,�

μν (x), (10a)
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G88
μν(x) = 1

6

[
C�,�

μν (x) + 2Cs,s
μν (x) + 2D�−s,�−s

μν (x)
]
, (10b)

G08
μν(x) = 1

2
√
3

[
C�,�

μν (x) − Cs,s
μν (x) + D2�+s,�−s

μν (x)
]
, (10c)

Theγ γ bare correlators relevant forahvpμ andΔα, and the Zγ bare correlators relevant
for θW are then given by

Gγ γ
μν (x) = G33

μν(x) + 1

3
G88

μν(x) + 4

9
Cc,c

μν (x), (11a)

GZγ
μν (x) =

(
1

2
− sin2 θW

)
Gγ γ

μν (x) − 1

6
√
3
G08

μν(x) − 1

18
Cc,c

μν (x). (11b)

Throughout the calculation, errors are estimated using the jackknife procedure
with blocking in order to take into account auto-correlation effects.

2.2 Code Performance and Workflow

The main computational task of the project is the generation of an ensemble of gauge
configurations with physical pion and kaon masses, needed to achieve the required
precision for the observables described in the previous section. For this task we use
version 1.6 of the openQCD code [24] developed by Martin Lüscher and project
contributor Stefan Schaefer, which is publicly available under the GPL license. For
the gauge field generation runs on HazelHen at HLRS we used two setups:

A Local lattice volume of size 12 × 8 × 16 × 16 per MPI rank with 6912 MPI
ranks on 288 nodes

B Local lattice volume of size 12 × 8 × 8 × 16 per MPI rank with 13824 MPI
ranks on 576 nodes

In addition to the gauge field generation, we also performed quark propagator
runs on HazelHen with Setup C below:

C Local lattice volume of size 16 × 16 × 16 × 8 per MPI rank with 5184 MPI
ranks on 216 nodes.

In each case a hypercube of 2 × 3 × 2 × 2 processes was grouped onto a single
node, to minimise off-node communication. This process setup was also determined
to be optimal by the Cray profiler. Further details on these runs including some of
the obstacles encountered can be found in last year’s report.
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Fig. 4 Monte-Carlo histories of the Hamiltonian deficit ΔH (left) and the total topological charge
(right) from the current E250 run performed on HazelHen.

2.3 Status of the Gauge Field Generation

Wenowreport on the status of gaugefield generation for ensembleE250with physical
pionmass. The status of these simulations has previously been described in [27].Until
the endof the previous allocationperiod503gaugefield configurations corresponding
to 2012molecular dynamics units have been generated onHazelHen. The calculation
of observables was performed in parallel on HazelHen and on compute clusters at
JGUMainz. Further gaugefieldgeneration runs are planned as part of a newallocation
on Hawk.1

In Fig. 4 we show two quantities that characterise the efficiency of the algorithm:
the left pane shows the Monte Carlo history of the Hamiltonian deficit ΔH ; the
absence of any severe spikes demonstrates that the algorithmic setup is very stable,
resulting in a high acceptance rate (87.7 ± 1.2)% even for this demanding simulation
at the physical pion mass. The right pane of Fig. 4 shows the Monte Carlo history of
the topological charge: despite the fact that the lattice spacing is small, one clearly
sees a high tunnelling frequency,which provides evidence that the algorithmcorrectly
samples different topological sectors, if a chain of sufficient length is simulated.

3 Hadronic Contributions the Anomalous Magnetic
Moment of the Muon

In this section we briefly present the results for the hadronic vacuum polarisation
contribution to ahvpμ published in [28] and previously summarised in the last report.
We obtained the result

1 As of writing this report these calculations have started but are not part of the reporting period
covered here.
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Fig. 5 Overview of results for ahvpμ from Lattice QCD (top) and from dispersive methods (bottom)
compared to a “no new physics” scenario (green band). The SM prediction [2] is the grey band.
Our published result [28] is labelled “Mainz/CLS 19”.

ahvpμ = (720.0 ± 12.4stat ± 9.9syst) · 10−10, (12)

where the first error is statistical, and the second is an estimate of the total systematic
uncertainty, which among other things accounts for the fact that the corrections due
to isospin breaking have not yet been included in the central value. We thus find that
the current overall error of our determination is 2.2%.

Figure5 shows an overview of recent results for ahvpμ from Lattice QCD and from
dispersive methods. The blue data points in the top pane show lattice results, while
the bottom pane shows the results from dispersive analyses. The green band is the
“no new physics” scenario in which the discrepancy between the SM estimate of
aμ and the experimental observation is attributed purely to ahvpμ . The grey band is
the SM estimate from [2], which is largely compatible with the single results using
dispersive methods and experimental data. Using our ongoing calculations based on
ensemble E250 we are currently improving the overall accuracy of our result.

The central value of the theoretical prediction for ahlblμ is mostly based on hadronic
model calculationswhichoffer poor control over the associated uncertainty.Although
it is a sub-leading hadronic contribution it has a large associated uncertainty, and so
this quantity is becomingmore andmore relevant as experimental precision increases.
The discrepancy between theory and experiment appears to persist, so it is vital to
accurately compute the HLbL contribution in a systematically improvable way.
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Fig. 6 The accumulated connected and leading disconnected (2+2) contributions to ahlblμ as a
function of the upper integration bound ymax.

For the HLbL calculation there are 5 topologies of diagrams that contribute. In
order of expected significance they are the connected and various types of discon-
nected diagrams, of which the (2+2) topology is expected to be the most important
one. It is important to realise that accurate determinations of the individual connected
and the leading disconnected diagram are cutting-edge calculations. The (2+2) con-
tribution is important to determine with good accuracy as it appears to be comparable
in magnitude to that of the connected piece but with opposite sign [29]; as the (2+2)
is a disconnected contribution it will be statistically much noisier than the connected
diagram.

In Fig. 6 we show some preliminary results from the ensemble D200 for the
quantity,

ahlblμ = me6

3
2π2

∫ ymax

0
|y|3 d|y|

∫
d4x L̄[ρ,σ ];μνλ(x, y) iΠρ;μνλσ (x, y), (13)

which allows us to infer where the integral has saturated as a function of the upper
integration bound ymax. Π in Eq.13 denotes the Wick-contractions for different
topologies of four-point functions, two of which are most important in the hadronic-
light-by-light contribution to the g − 2 of the muon, the connected and the 2 + 2
disconnected. The sum of the two results gives us a measurement (neglecting sub-
leading disconnected topologies) of the full contribution. Much like the conclusions
drawn from phenomenological estimates and other lattice studies, the light-by-light
contribution to g − 2 is far too small to explain the discrepancy between theory and
experiment.
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Fig. 7 Running with energy Q2 of different contributions to Π̄(Q2) on three different ensembles
at a ≈ 0.064 fm. The conserved-local discretisation is shown and, when available, the local, local
discretisation in a lighter colour shade. The negative side of the vertical axis of the plot is inflated
by a factor 10 with respect to the positive side.

For the calculation of the connected contribution we have used 250 configurations
of the ensemble D200, with 8 different orientations of the direction |y| in order to
further enhance statistical precision. For the 2 + 2 disconnected contributionwe have
used 82 configurations each of which requires hundreds of propagator solves. The
results presented here for D200 are very consistent with a similar, coarser lattice-
spacing, ensemble C101 suggesting that the extrapolation to the continuum limit will
be under control. Having results for the ensemble D200 allows us to perform a robust
chiral and continuum extrapolation of ahlblμ in conjunction with other measurements
performed elsewhere.2

4 Hadronic Running of Electromagnetic and Electroweak
Couplings

Figure7 shows the running of different contributions to Π̄(Q2), defined through the
correlators in Eq. (11), as a function of Q2 on three different gauge field ensembles
at the same lattice spacing with increasingly lighter pions. The rightmost pane shows
the running for the E250 ensemble with physical pion masses generated as part of
this project. The negative disconnected contributions are shown enlarged by a factor
10 and show a significant increase towards lighter pion masses.

Figure8 shows the extrapolation of the isovector and isoscalar contributions to the
running of α, Π̄33(Q2) and Π̄88

conn(Q
2) to the continuum limit (a = 0) and to physical

pion and kaon masses. From the results at the physical point we obtain preliminary

2 For a recent preprint on ahlblμ at heavier pion masses see [30].
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Fig. 8 Combined extrapolation of Π̄33(Q2) and Π̄88
conn(Q

2) at Q2 = 1GeV2 to the physical point.
Filled symbols denote the conserved, local discretisation, while open symbols denote the local,
local one.

estimates for the leading hadronic connected contribution from QCD to the running
of α and sin2 θW at Q2 = 1GeV2

Δαhad(−1GeV2) = 0.003 708(18) , (14)

Δhad sin
2 θW(−1GeV2) = −0.003 764(17) .

These results represent fully non-perturbative predictions from QCD and can be
compared with corresponding phenomenological estimates based on experimental
data.

5 Summary and Outlook

Precision observables such as the muon anomalous magnetic moment, the electro-
magnetic coupling and the electroweak mixing angle play a central role in precision
tests of the SM. In order to match the accuracy of direct measurements, it is manda-
tory to have full control over the effects from the strong interaction. Lattice QCD is a
versatile and mature method that allows for the calculation of hadronic contributions
to these precision observables from first principles, using Monte Carlo integration.
A crucial ingredient is the ability to perform simulations at the physical value of
the pion mass: due to the associated large system size, the problem is ideally suited
to run on massively parallel systems such as Hazel Hen. Nevertheless, despite the
availability of efficient simulation algorithms, it is necessary to control fluctuations
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in the spectrum of the Wilson-Dirac operator [31] which is our chosen discretisation
of the quark action.

Our results for the hadronic contributions to the muon anomalous magnetic
moment are not yet precise enough to discriminate between the current tension of
3.7 standard deviations and the “no new physics” scenario. We are currently extend-
ing our calculations to include more statistics, improve the estimation of quark-
disconnected diagrams, perform an in-depth study of the long-distance contribution
to the convolution integrals, as well as include the effects of strong and electromag-
netic isospin breaking [32–34].
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and S. E. Weiner

Abstract This report introduces the multiconfigurational time-dependent Hartree
method for indistinguishable particles (MCTDH-X) high performance computation
project and its recent research results. We solved the many-particle Schrödinger
equation for time-dependent and time-independent systems using the software imple-
mentations of theories in the MCTDH-X family on high-performance computation
facilities. Going beyond the commonly applied semi-classical and mean-field pic-
tures, we unveil fascinating and fundamental many-body physics in the correlated
electron dynamics within the photoionization of neon, ultracold bosons’ hierarchical
superfluidity in a cavity, as well as the dynamics of fragmentation, entropy, angular
momentum, correlations, and fluctuations of interacting bosons and fermions in one-
and two-dimensional double-well potentials. Our present report illustrates how the
computational resources at the HLRS for our MCTDH-X applications enabled and
boosted our scientific research productivity in the field of many-body physics.

A. U. J. Lode (B)
Physikalisches Institut, Albert-Ludwigs-Universität Freiburg, Hermann-Herder-Str. 3,
79104 Freiburg, Germany
e-mail: auj.lode@gmail.com

O. E. Alon · A. Bhowmik · S. K. Haldar
Department of Mathematics, University of Haifa,
3498838 Haifa, Israel
e-mail: ofir@research.haifa.ac.il

Haifa Research Center for Theoretical Physics and Astrophysics, University of Haifa, 3498838
Haifa, Israel

M. A. Bastarrachea-Magnani · A. Buchleitner · L. de Forges de Parny · F. Schäfer
Physikalisches Institut, Albert-Ludwigs-Universität Freiburg, Hermann-Herder-Straße 3,
79104 Freiburg, Germany

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
W. E. Nagel et al. (eds.), High Performance Computing in Science and Engineering ’20,
https://doi.org/10.1007/978-3-030-80602-6_2

21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80602-6_2&domain=pdf
mailto:auj.lode@gmail.com
mailto:ofir@research.haifa.ac.il
https://doi.org/10.1007/978-3-030-80602-6_2


22 A. U. J. Lode et al.

1 Introduction

Themulticonfigurational time-dependent Hartreemethod for indistinguishable parti-
cles [1–11, 128, 129] (MCTDH-X) enjoys a growing amount of scientific interest and
activity greatly spurred by the availability of high-performance computation facilities
like the Hazel Hen and the just started Hawk clusters at the HLRS in Stuttgart.

Here, we report our research activities solving the many-particle Schrödinger
equation with the software implementations of methods in the family of MCTDH-
X theories: the MCTDHB, MCTDHB- LAB, and MCTDH- X software packages,
see [12–14].

With our computations we were able to reveal and describe novel and exciting
fundamental properties of the quantum many-body states of ultracold atoms that we
published in Refs. [15–20].

The research that we document in the present report is adding to our long and
prosperous series of results enabled and corroborated via our access to the HLRS
Stuttgart platforms for high-performance computation [21–27].

The structure of our report is as follows: in Sect. 2, we introduce the MCTDH-X
method, in Sect. 3 we collect the quantities of interest that we use to investigate the
many-body physics in Refs. [15–20], in Sect. 4 we analyze the photoionization of
neon hit by a laser pulse, in Sect. 5 we study the quantum phases of laser-pumped
bosons immersed in a high-finesse optical cavity, in Sect. 6we compare the dynamical
behavior of bosons and fermions in double-well potentials, in Sect. 7 we consider
the dynamical and spectral features and entropy of bosonic particles in double wells,
in Sect. 8 we consider the universality of fragmentation and resonant tunneling in
an asymmetric bosonic Josephson junction, in Sect. 9 we consider the tunneling
dynamics in a two-dimensional bosonic Josephson junction and the effects of the
transverse direction on it, and in Sect. 10 we conclude with a summary and outlook.
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2 MCTDH-X: The Multiconfigurational Time-Dependent
Hartree Method for Indistinguishable Particles

We now discuss the multiconfigurational time-dependent Hartree method for indis-
tinguishable particles for full [1–11] and restricted configuration spaces [28–32].

For the archetypical MCTDH-X with a complete configuration space, so-called
full configuration interaction (FCI), the wavefunction is represented as a time-
dependent superposition of all possible configurations of N particles in M time-
dependent orbitals:

|Ψ FC I 〉 =
∑

n

Cn(t)|n; t〉; n = (n1, ..., nM )T ;

|n; t〉 = N
M∏

i=1

[
b̂†

i (t)
]ni |vac〉. (1)

Here, ni , i = 1, ..., M are M integer occupation numbers, the total particle number
is

∑
i ni = N , and the normalization N is 1√

N ! (
1√∏M
i=1 ni !

) for fermions (bosons).

The annihilation operator b̂†
j are connected to the time-dependent orbitals Φ j (r, t)

as follows:
Φ j (r, t) = 〈r|b̂†

j (t)|vac〉. (2)

See Fig. 1 for a pictorial representation of |Ψ FC I 〉.
In this report we use r to collect the degrees of freedom (spin and space) of the

orbitals. The coefficients can be computed from the wavefunction by projecting it
onto a specific configuration |n; t〉:

Cn(t) = 〈n; t |Ψ FC I 〉. (3)
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Fig. 1 Sketch of the FCI configuration space of MCTDH-X for bosons (a) and fermions (b). The
depicted configurations are given as occupation number vectors |n1, n2, ...〉. Here, a 1̄ indicates
spin-down and 1 indicates spin-up for fermions in (b). The partitioning of Hilbert space into the
space P of occupied orbitals and its complement Q of unoccupied orbitals is indicated on the left.
Figure reprinted from [15].

The number of coefficients in the FCI space is
(M

N

)
for fermions and

(N+M−1
N

)
for

bosons. For large particle numbers N and/or a large number of orbitals M , the number
of coefficients can become prohibitively large for practical numerical computations.
In order to save numerical effort by reducing the number of coefficients, the restricted
active space (RAS) approach from quantum chemistry [33] can be used to provide a
recipe for selecting the configurations in the consideredHilbert spaceV . The resulting
RAS-MCTDH-X ansatz reads:

|Ψ R AS〉 =
∑

n∈V
Cn(t)|n, t〉. (4)

For a pictorial representation of the construction of the restricted Hilbert space V
and |Ψ R AS〉, see Fig. 2.
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Fig. 2 Sketch of the construction of the restricted active space MCTDH-X wavefunction |Ψ R AS〉
for bosons (a) and fermions (b). The P-space of occupied orbitals is partitioned into a P1-subspace
where all possible configurations are taken into account and a P2 subspace, for which the maximal
number of particles is restricted. The total restricted Hilbert space V is then a direct sum of the
spaces Vi = P1(N − i) ⊕ P2(i) with at most i particles in P2: V = V0 ⊕ V1 ⊕ V2 ⊕ · · · ⊕ Vi .
Figure reprinted from [15].

The above two ansatzes, Eqs. (1) and (4), yield different equations of motion
when combined with the time-dependent variational principle [34–36]: Eq. (1) yields
the standard MCTHD-X equations [1–3] and Eq. (4) yields the RAS-MCTDH-X
equations [28–32]. Both methods and further details on their generalizations [37–
40], applications [41–66], and verification with experimental results [67, 68] are
reviewed in Ref. [15].

3 Quantities of Interest

We discuss the quantities that are used in this report to analyze the many-body
physics in the following. In order to quantify the degree of condensation of a given
bosonic many-body state [69], we resort to the eigenvalues and eigenfunctions of the
one-body reduced density matrix (1-RDM), ρi and ϕi , respectively:
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ρ(1)(r, r′; t) = NTrr2,...,rN [|Ψ 〉〈Ψ |] =
∑

i

ρi (t)ϕ
∗
i (r′; t)ϕi (r; t). (5)

A bosonic state is condensed when a single ρi is macroscopic [69]. The state is
fragmented if multiple ρi are macroscopic [1, 70–82].

The Glauber correlation functions yield position-resolved information about the
coherence of themany-body state [83, 84].Wewill analyze the first-order correlation
function that can be obtained from the 1-RDM:

g(1)(r, r′; t) = ρ(1)(r, r′; t)√
ρ(1)(r, r; t)ρ(1)(r′, r′; t)

. (6)

In the illustrative examples to be discussed below, we use x instead of r to denote the
spatial coordinate whenever we study one-dimensional problems. The momentum-
space representations of the 1-RDM, ρ̃(1), and the first-order Glauber correlation
function, g̃(1), are obtained by replacing the state Ψ (r1, ..., rN ; t) by its momentum
space representation Ψ̃ (k1, ...,kN ; t) in Eqs. (5) and (6), respectively.

The eigenvalues of the 1-RDM can furthermore be used to characterize different
quantum phases in optical lattices. For this purpose, we define the occupation order
parameter Δ (see [85]):

Δ =
M∑

i=1

(ρi

N

)2
. (7)

For a condensed state, the single eigenvalue ρ1 contributes andΔ is close to unity. For
a Mott-insulator, the 1-RDM has as many (quasi-)degenerate eigenvalues as there
are sites in the lattice [86]. For an S-site N -particle Mott-insulator Δ = N/S [87].
In the crystal phase of dipolar bosons, each particle sits in a separate natural orbital
and, thus, Δ = 1/N , see [85].

Moreover, the eigenvalues of the 1-RDM can provide a measure for the entropy
and, therewith, the entanglement embedded in bosonic many-body states [18, 45,
86, 88, 89]:

S(t) = −
M∑

i=1

ρi (t)

N
ln

(
ρi (t)

N

)
. (8)

Whenever S(t) is close to 0, themany-body state is factorizable, amean-field descrip-
tion is close to exact, and entanglement is absent. When S(t) becomes large, the
many-body state is non-factorizable, mean-field description is not applicable [45],
and entanglement is present.

We will analyze the many-body state by simulating the conventional measure-
ment technique used for cold-atom systems: absorption or single-shot images. A
single-shot image s = (s1, ..., sN )T is a sample distributed according to the N -body
probability density P(r1, ..., rN ; t) = |Ψ |2 ≡ ρ(N )(r1, ..., rN ; t),

s ∼ P(r1, ..., rN ; t). (9)
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We use MCTDH-X to simulate these single-shot images [17, 85, 90, 91] and extract
the position-dependent density fluctuations:

V(r) = 1

Nshot

Nshot∑

i=1

B2
i (r) −

[
1

Nshot

Nshot∑

i=1

Bi (r)

]2

. (10)

Here,Bi (r) is the value of the i-th simulated single-shot image at position r and Nshot

is the number of considered images.
To analyze photoionization of many-electron atoms, the cross section σ1 can be

obtained from a solution to the time-dependent many-electron problem with an n p-
cycle laser-pulse of peak intensity I0 and angular frequency ω by extracting the
ionization probability P1 (see Refs. [92, 93]) as follows:

σ1(Mb) = 1.032 × 1014ω2 P1

n p I0
. (11)

The variance of an observable Â for a quantum system described by the state
|Ψ (t)〉 is associatedwith the resolutionwithwhich Â can bemeasured on |Ψ (t)〉. The
variance requires the evaluation of the expectation values of Â and the square of Â.
We refer for simplicity to structureless bosons, with a straightforward generalization
to indistinguishable particles with spin. Whereas Â = ∑N

j=1 â(r j ) consists of one-

body operators only, its square Â2 = ∑N
j=1 â2(r j ) + ∑N

j<k 2â(r j )â(rk) is a sum of
one-body and two-body operators. All in all, the variance can be expressed as [19]

1

N
Δ2

Â
(t) = 1

N
[〈Ψ (t)| Â2|Ψ (t)〉 − 〈Ψ (t)| Â|Ψ (t)〉2] =

= 1

N

{∑

j

ρ j (t)
∫

drϕ∗
j (r; t)â2(r)ϕ j (r; t) −

−
⎡

⎣
∑

j

ρ j (t)
∫

drϕ∗
j (r; t)â(r)ϕ j (r; t)

⎤

⎦
2

+ (12)

+
∑

j pkq

ρ j pkq(t)

[∫
drϕ∗

j (r; t)â(r)ϕk(r; t)

] [∫
drϕ∗

p(r; t)â(r)ϕq(r; t)

] }
,

where {ϕ j (r; t)} and {ρ j (t)} are, respectively, the natural orbitals and occupation
numbers, and ρ j pkq(t) the elements of the reduced two-body density matrix (2-
RDM), ρ(2)(r1, r2, r′

1, r
′
2; t) = ∑

j pkq
ρ j pkq(t)ϕ∗

j (r
′
1; t)ϕ∗

p(r
′
2; t)ϕk(r1; t)ϕq(r2; t). For

one-body operators which are local in position space Eq. (12) boils down to [15]
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1

N
Δ2

Â
(t) =

∫
dr

ρ(r; t)

N
â2(r) − N

[∫
ρ(r; t)

N
â(r)

]2

+

+
∫

dr1dr2
ρ(2)(r1, r2, r1, r2; t)

N
a(r1)a(r2), (13)

where ρ(r; t) is the density, i.e., the diagonal part of the 1-RDM Eq. (5). The density
is one of the most basic quantities of a bosonic system and used among others to
define the survival probability for the dynamics in double-well potentials, see below.

In the following, the variances of the position [â(r) = x̂ or â(r) = ŷ], momen-
tum [â(r) = p̂x or â(r) = p̂y], and angular-momentum [â(r) = x̂ p̂y − ŷ p̂x ] many-
particle operators are used. Via these variances, we analyze and classify correlations
in trapped finite BECs and at the limit of an infinite-number of particles [19, 53–58].
The latter case is in particular interesting since the bosons are known among other
properties to be 100% condensed [59, 60, 94–100].

4 Photoionization of Neon

Atoms and molecules interact with light. Matter-light interaction is a central topic
for technologies that affect our daily life, from energy production in solar panels to
X-ray imaging in medicine or simply a pair of sunglasses to enjoy the summer. At a
more fundamental level, matter-light interaction is at the origin of many biological
processes from the process of vision to the life of photosynthetic organisms. These
different examples have in common one physical process, namely, the absorption of
an electromagnetic field – the incident light – by an atom or molecule. The atoms
are made of a positively charged nucleus surrounded by a certain number of nega-
tively charged electrons, bound together by the Coulomb interaction; molecules are
a complex arrangement of atoms. The microscopic world follows the rules of quan-
tum mechanics, dictated by the Schrödinger equation, which has a known analytical
solution for only a handful of systems. Describing matter-light interaction at the
level of a single atom or molecule is a challenging numerical task; methods such as
MCTDH-X are developed to properly address this problem.

In this work [15], we discuss the specific case of photoionization, one of the
outcomes of matter-light interaction. In this process, the atom absorbs the electro-
magnetic field, and the gained excess of energy pulls out an electron which is freed
and escapes the atom. The probability that such an event happens is associated with
the photoionization cross section. This quantity, among others, has the advantage
to be accessible experimentally and numerically from methods in the MCTDH-X
family [1–11, 28–32, 101–103], for instance. Thus, photoionization cross section
is a testbed to assess the accuracy of numerical descriptions of matter-light inter-
action [68, 104]. An illustration of how accurate MCTDH-X-like methods can be
in comparison with experimental results [105, 106] is provided in Fig. 3 for Neon
atoms for different energies of the light.
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Fig. 3 Photoionization cross section (Eq. (11)) for neon computed using RAS-MCTDH-X for a
ten-cycle pulse with 1014 W

cm2 peak intensity in comparison with experimental results [105, 106].
The (N1, N2) legend indicates the RAS scheme applied: N1 and N2 orbitals are used to build the
P1 and P2 subspaces, respectively (see Fig. 2). Figure reprinted from [15] with data from [68].

5 Hierarchical Superfluidity in Bose-Einstein Condensates
Interacting with Light

From our daily life, we are familiar with three different states of matter: solid, liquid,
and gas. At very high temperatures, atoms and electrons form a soup of particles
known as plasma, the fourth state of matter. At very low temperatures, instead,
neutral atoms whose nuclei have an even number of neutrons (called ‘bosons’) can
reach a fifth state of matter known as a Bose-Einstein condensate (BEC) [107–109].
In a BEC, all the atoms are in the same coherent quantum state and therefore behave
as a whole entity. This coherence grants them superfluid properties: they can act as
a fluid with zero viscosity and friction.

Things become even more interesting when we let the BEC interact with light.
Experimentally, this can be achieved by placing the BEC inside an optical cavity (i.e.,
between two highly reflective mirrors) and shining a laser onto it. As the photons
from the laser bounce back and forth between the two mirrors, they can resonantly
couple to the atoms in the BEC and generate an effective optical lattice potential, an
energetic landscape of peaks and valleys that the atoms have to adjust to [90, 110–
112]. This can lead to a plethora of new phenomena, such as self-organization of
the atoms in lattice structures that can even break the superfluid coherence and push
the atoms into a different state called a self-organized Mott insulator (SMI) [110,
113–116].
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In this work [16], we use MCTDH-X [14] to calculate density distributions and
atomic correlations [84], and investigate the crossover between superfluidity and
Mott insulation for a setup in which both the atoms and the cavity are blue-detuned
(i.e., with their respective frequencies slightly lower than the resonant frequency)
from the external pumping laser (Fig. 4a). Previous studies [117, 118] had already
highlighted the emergence of dynamical instabilities in the blue-detuned regime. Our
results unveil the mechanism that leads to such dynamical instabilities: a hierarchi-
cal self-organization of the atoms, corresponding to a transition from a single-well
optical lattice to a double-well optical lattice (see Fig. 4c). This hierarchical self-
organization induces two new kinds of phases with local superfluid correlations,
but differing global properties (Fig. 4b). In the self-organized dimerized superfluid
(SDSF) phase, coherence is still retained across the double-well dimers (Fig. 5e–g).
In the second-order superfluid (2-SSF), instead, coherence persists only within each
double-well dimer (Fig. 5h–j). Both of these higher-order correlated phases eventu-
ally erupt into chaotic behavior either directly (SDSF) or via quasiperiodic attractors
(2-SSF) (Fig. 4b). Our results are able to explain the mechanism behind the same
dynamical instabilities observed in the experiments [119], and illustrate the potential
for blue detuning to realize exotic superfluid phases of matter.

6 Dynamical Behavior of Bosons and Fermions in a Double
Well

In our daily life, cities and towns are sometimes separated apart from each other by
hills and mountains. With a small hill, it is easy to build a pass or a tunnel to connect
the communities from both sides, and the residents can communicate easily; while
wide and tall mountains would prevent such communication. The same philosophy
also applies for a quantum double-well system. In this system, two quantumwells are
separated from each other by a barrier. Particles can hop from one well into another,
and the probability of such hopping decreases with a wider and taller barrier. In a
quantum system, the competition between the hopping strength and the particles’
repulsive interactions determines the difficulty of the “communication” between
distinct wells. When this communication is strong, coherence is established between
the particles on distinct sides of the barrier – the system is in a superfluid phase;
when there is no coherence, the system is in a Mott insulator phase [120–122]. The
level of “communication” can be quantified by, for example, the Glauber one-body
correlation function between the two wells [83, 84] (Eq. (6)). The transition between
these two phases can be described by the Hubbard model [122].

In this work [17], we provide a step-by-step tutorial on the MCTDH-X software,
and, as an example, we use it to investigate the dynamical behaviors of particles in a
double-well system.We prepare the systemwithout the central barrier and then ramp
it up at different paces to a desired value. By extracting the correlation function [84],
single-shot images [85, 90, 91], and occupation order parameter [85] of the system,
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Fig. 4 (a) Schematic of a trapped cavity-BEC. (b) Phase diagram. For cavity detuning 0 < δ < 1/2,
the system transitions from the normal phase to the dynamically unstable region via superradiance
with increasing pump rate A ∝ η. The strongly correlated phases are a self-organized superfluid
(SSF), a self-organized Mott insulator (SMI), a self-organized dimerized superfluid (SDSF), and a
self-organized second-order superfluid (2-SSF) phase. The orange line delineates superfluid phases
and globallyMott insulating phases, whereas the green line marks the hierarchical self-organization
to dimerized phases. Pronounced sensitivity to the ramping protocol is seen in the hatched dark
green region. At higher A, the system is dynamically unstable to the formation of quasiperiodic
attractors (QA), followed by chaos. The QAs only exist in the region represented by the thick gray
line, whereas the thin dashed section represents a direct transition to the chaos. (c) Sketch of the
SSF, SMI, SDSF, and 2-SSF phases. Figure adapted from [16]. (Color figure online)

we observe that the system undergoes different kinds of transitions depending on the
ramping protocol, and the number of particles.

With a slow ramp and an even number of particles, the correlation gradually
diminishes as the system slowly transitions from the superfluid to Mott insulator
phase (Fig. 6(a,c,f)). However, with an odd number of particles, quantum effects
kick in. One of the particles straddles across the two wells, having 50% probability
to be in either well. As a result, a large residual correlation remains between the two
wells even with a strong barrier, and the superfluid-Mott insulator transition becomes
of first order with a clear hysteretical characteristics (Fig. 6(b,d,e)).
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Fig. 5 (a)–(d) The momentum and position space density distributions ρ̃(k) (Eq. (5) for k′ = k)
and ρ(x) (Eq. (5) for x ′ = x) as a function of pump rate A ∝ η at two detunings δ = 0.14 and
δ = 0.28. At lower detuning δ = 0.14, the system starts from the normal phase and then enters the
self-organized superfluid (SSF) phase, the SMI phase, and the 2-SSF phase sequentially. At higher
detuning δ = 0.28, the system starts from the normal phase, then enters the SSF phase, and the SDSF
phase sequentially. The dotted lines are guides to the eye. (e)–(j) The position and momentum space
density distributions and the Glauber one-body correlation function g(1) (Eq. (6)) of a SDSF state
(first row) and a 2-SSF state (second row). In panels (g) and (j), the color code follows the function
− ln(1 − g(1)). Note that the double-well splitting is seen in the central lattice site but not in the
other two lattice sites because only M = 4 orbitals are used in the numerical simulations. Figure
reprinted from [16].
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Fig. 6 (a–d) One-body correlation functions |g(1)(x, x ′)| (Eq. (6)) of N = 5 weakly-interacting
bosons (a,b) and N = 5 weakly-interacting fermions (c,d). In (a,c) the ground states and in
(b,d) slowly evolving states are shown. (e,f) The one-body correlations between the two wells
|g(1)(1,−1)| as a function of barrier height (blue) in the ground state, when the barrier is ramped
up (orange) and ramped down (green) slowly, for a system with (e) N = 5 and (f) N = 6 bosons.
Hysteresis is clearly seen and marked in yellow in panel (e) but absent in panel (f). The ramping
time is chosen as τ = 100 for all cases in panels (b), (d), (e) and (f), and the correlation functions at
t = 100 are shown in panels (b) and (d). (g,h) Occupation order parameterΔ (Eq. (7)) of (g) N = 6
bosons and (h) N = 6 fermions as a function of time with different ramping times τ . The dynamical
behavior exhibits two different regimes, one for τ � 10 and the other for τ � 10 for bosons and
fermions alike, implying a dynamical phase transition at τ � 10. Figure reprinted from [17]. (Color
figure online)

More interesting phenomena can be seen when the ramping rate differs, even
with an even number of particles. In the slow ramping rate limit, the system becomes
steady immediately after the ramping stops (Fig. 6(g,h) and 7(c,f,i,l)). As the ramp
becomes faster, an oscillation of the system can be seen on top of this steady state,
whose magnitude increases with the ramping rate (Fig. 6(g,h) and 7(b,e,h,k)). How-
ever, the system undergoes a dynamical transition as the ramping rate becomes fast
enough, and instead of oscillating, the system becomes fluctuative (Fig. 6(g,h) and
7(a,d,g,j)). These transitions can be seen with particles of both statistics, i.e., bosons
and fermions.

Our tutorial [17] thus investigates two kinds of dynamical phase transitions in a
double well system. These physically intuitive examples provide a first-hand impres-
sion and understanding of the functionality of MCTDH-X.
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Fig. 7 One-body correlation functions |g(1)(x, x ′)| (Eq. (6)) (a–c) and variance over 10, 000 single-
shot experiments (Eq. (10)) (d–f) of N = 6 bosons at t = 80 with different ramping times τ =
1, 10, 50. At fast ramping, τ = 1, the correlations |g(1)| are fluctuative. In the bosonic system,
the distribution of the single-shot variance depends significantly on the ramping rate. The same
quantities as in (a–f), but for fermions (g–l). The one-body correlation functions have quite a similar
structure to those of the bosons [compare panels (g–i) and (a–c)]. Figure reprinted from [17].
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7 Spectral Structure and Many-Body Dynamics
of Ultracold Bosons in a Double-Well

During the last decades, the experimental manipulation of interacting quantum
many-body systems has seen astounding advances, in particular in ultra-cold atoms
setups, where a well-defined number of particles can be loaded in magnetic-optical
traps [123, 124]. The high tunability of the confinement potential and inter-particle
interactions has led to the investigation of out-of-equilibrium many-body phenom-
ena, like higher-order tunneling and the build up of quantum correlations. Studying
these features when excitations beyond the first energy band play a role becomes a
massive numerical challenge even if one considers text-book examples like a double-
well confining potential. In the specific case of a doublewell, the restriction to the first
energy band in the physical description is termed two-mode approximation. While
several extensions of the two-mode approximation have been investigated [126, 127],
ultimately more powerful numerical schemes relying on a much less restrictive basis
set must be employed to describe accurately the dynamics of the particles, such
as the time-dependent density matrix renormalization group [125] or MCTDH-X
methods [1–3, 15, 28–32].

In our contribution [18],we have analyzed the spectral and dynamical properties of
bosons in a switchable symmetric double-well, for a tunable inter-particle interaction
strength and different initial conditions. We employ the MCDTH-X method for the
investigation of the Hamiltonian of N ≤ 10 ultracold bosons with repulsive contact
interactions. The bosons are loaded into a one-dimensional double-well potential
with a time-dependent central barrier whose amplitude is ramped up linearly.

We explore how the well-understood single-particle spectrum is modified by
adding a second and, subsequently, a third identical particle, based on an exact diag-
onalization of the many-particle Hamiltonian. In contrast to previous studies [130,
131], we do not focus only on the low-lying spectrum, but also on higher excitations,
e.g., at the saddle-point of the confining potential.

When considering a time-independent potential, we showcase the breakdown of
the two-mode approximation for sufficiently large interaction strengths when two
particles are launched in one of the wells at the single-particle ground state. As
a result, we are able to characterize the nature of the correlated tunneling process
for weak interactions: While on first sight the detection probabilities in each well
seem to indicate a direct, first-order pairwise tunneling process, we find that the
tunneling is actually describedby a second-order process. This observation is possible
thanks to the numerical methods that allow for the examination of the time-integrated
probability current.

After the insightful study of the spectral properties of the system, we proceeded to
tackle the time-dependent scenariowithMCDTH-X.We focus on the dynamics of the
von Neumann entropy (8) for quantifying the non-separability of the many-particle
state and aim to understand how the excitations spread over the many-particle basis.
The MCDTH-X method lets us calculate the time evolution of the von Neumann
entropy when varying the ramping time of the potential barrier Tramp, for small and
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Fig. 8 Time evolution of the von Neumann entropy S(Tramp, t), Eq. (8), as a function of the
ramping time Tramp for increasing particle number from left to right, and two different values of
the interaction strength λ (rows). The red line in each panel indicates the full switching duration
t = Tramp for the ramp to reach its maximum. Large values of S indicate that many many-particle
states are populated. Coherent oscillations between the ground state and the first excited state are
observed for Tramp > 20. Figure reprinted from Ref. [18]. (Color figure online)

large interaction (λ = 0.1 and 1), and for an increasing number of bosons (N = 2, 3,
and 10), see Fig. 8. We have found a cross-over from diabatic to quasi-adiabatic
evolution when increasing the ramping time Tramp.

Based on our aforementioned characterization of the spectrum, we find that dia-
batic switching leads to an efficient energy transfer through the population of a large
number of many-particle excited states while a (quasi-) adiabatic ramp only popu-
lates lowest-lying excited states.As evident fromFig. 8, those coarse-grained features
emerging in the time evolution of the entropy are robust as the particle number is
increased from two to ten.

Our study exemplifies the potential and flexibility of the MCDTH-X method for
investigating the many-body dynamics of interacting bosons subject to a variety of
numerically challenging scenarios such as finite-time switching of the double well’s
potential barrier.
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Fig. 9 (a) Many-body time evolution of the survival probability p(t) in a symmetric double well
computedwith M = 2 time-adaptive orbitals. The number of bosons is N = 1000 and the interaction
parameter Λ = λ0(N − 1) = 0.1. The respective mean-field dynamics is shown in the inset. (b)
Many-body results for the left [pL (t)] and right [pR(t)] survival probabilities in an asymmetric
double well with a small asymmetry C = 0.01 and in panels (c) and (d) for different asymmetries.
Fragmented resonant tunneling is found for pR(t) and asymmetry C = 0.25 [51]. A common time
unit t0 is chosen for plotting the results for doublewells with different asymmetriesC . The quantities
shown are dimensionless. Figure panels reprinted from [51].

8 Universality of Fragmentation and Fragmented Resonant
Tunneling in an Asymmetric Bosonic Josephson Junction

The out-of-equilibrium quantum dynamics of interacting bosons trapped in a one-
dimensional asymmetric double-well potential is studied by solving the many-body
Schrödinger equation numerically accurately using the MCTDHB method [2, 4,
15]. Our aim is to examine how the gradual loss of the reflection symmetry of the
confining trap potential affects the macroscopic quantum tunneling dynamics of the
interacting bosons between the two wells. In our asymmetric double well, the left
well is deeper than the right one. This implies that the left, pL(t) = ∫ 0

−∞ dx ρ(x;t)
N , and

right, pR(t) = ∫ +∞
0 dx ρ(x;t)

N , survival probabilities, computed by initially preparing
the condensate in the left and right wells, respectively, are generally different. This is
unlike the case of the symmetric double well for which obviously pL(t) = pR(t) ≡
p(t).
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Fig. 10 Universality of fragmentation in an asymmetric bosonic Josephson junction. The interac-
tion parameter is Λ = λ0(N − 1) = 0.1 and the number of time-adaptive orbitals in M = 2. (a)
The natural occupation numbers n1(t)

N (upper curves) and n2(t)
N (lower curves) for BECs consisting

of a different number of bosons N in a symmetric double well. (b) [(c)] Same as panel (a) but for
an asymmetric double well with asymmetry C = 0.001 and for preparing the bosons in the left
[right] well. The universal fragmentation value increases (decreases) when the bosons are initially
prepared in the left (right) well for C = 0.001 [51]. The quantities shown are dimensionless. Figure
panels reprinted from [51].

The dynamics of the bosons is studied by analyzing physical quantities of increas-
ing many-body complexity, i.e., the survival probability, depletion and fragmenta-
tion, and the many-particle position and momentum variances. Explicitly, we have
examined the oscillatory behavior and decay of the survival probabilities, the pace of
development and degree of fragmentation, and the growth and differences to mean
field of the many-particle position and momentum variances. We find an overall sup-
pression of the oscillations of the survival probabilities in an asymmetric double well,
except for resonant values of the asymmetry, see Fig. 9d for asymmetry C = 0.25
for which the one-body ground state energy in the right well matches the one-body
first excited state energy in the left well.

As a general rule, we observe that pL(t) and pR(t) are affected differently by
the repulsive boson-boson interaction. For a sufficiently strong repulsive interaction,
the BEC fragments while oscillating in the asymmetric junction. The degree of
fragmentation depends in an intricatemanner both on the asymmetryC and the initial
well in which the BEC is prepared. Chiefly, we discover that resonant tunneling of
interacting bosons in accompanied by depletion and eventually fragmentation. Last
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Fig. 11 Time evolution of the survival probability of N = 10 bosons in the left well of a symmetric
two-dimensional double-well potential for the initial states (a)ΨG(r), (b) ΨX (r), (c) ΨY (r), and (d)
ΨV (r). The interaction parameter is Λ = λ0(N − 1) = 0.01π . Many-body results (curves in blue)
and corresponding mean-field results (curves in red). We used M = 6 time-adaptive orbitals for
ΨG(r) and ΨX (r) and M = 10 time-adaptive orbitals for ΨY (r) and ΨV (r). Objects which include
transverse excitations lose coherence faster although their density oscillations decay slower, see
[20] for more details. The quantities shown are dimensionless. Figure panels reprinted from [20].
(Color figure online)

but not least, we establish that the universality of fragmentation previously found in
symmetric double wells [61] is robust to the trap asymmetries, see Fig. 10b,c. The
universality of fragmentation implies a macroscopically-large fragmented BEC in
the junction whose many-particle position variance per particle, 1

N Δ2
X̂
(t), diverges

at the limit of an infinite number of particles [51].

9 Impact of the Transverse Direction on the Many-Body
Tunneling Dynamics in a Two-Dimensional Bosonic
Josephson Junction

Tunneling in a many-body system is one of the novel implications of quantum
mechanics where particles move in a region of space under a classically-forbidden
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Fig. 12 (a) Expectation value per particle of the angular momentum operator 1
N 〈ΨV |L̂ Z |ΨV 〉,

and (b) variance per particle of the angular momentum operator, 1
N Δ2

L̂ Z
(t), for the vortex state

ΨV (r) in a symmetric two-dimensional double-well potential. The number of bosons is N = 10 and
the interaction parameter Λ = λ0(N − 1) = 0.01π . Many-body (M = 12 time-adaptive orbitals;
curves in blue) and mean-field (M = 1 time-adaptive orbitals; curves in red) results. The decay of
the expectation value of the angular-momentum operator and the growth of its variance are seen to
accompany the fragmentation of the vortex state, see [20] for more details. The quantities shown
are dimensionless. Figure panels reprinted from [20]. (Color figure online)

potential barrier. In our investigationwe theoretically describe the out-of-equilibrium
many-body tunneling dynamics of a few structured bosonic clouds in a two-
dimensional symmetric double-well potential using the MCTDHB method [2, 4,
15]. The motivation for the research is to unravel how the inclusion of the trans-
verse y direction, orthogonal to the junction of the double-well along x direction,
influences the tunneling dynamics of the bosonic clouds.

Explicitly, in [20] we investigate the tunneling dynamics by preparing the initial
state of the bosonic clouds in the left well of the double-well either as the ground
[ΨG(r)], longitudinally [ΨX (r)] or transversely [ΨY (r)] excited, or as a vortex state
[ΨV (r)]. We elucidate the detailed mechanism of the tunneling process by analyzing
the evolution in time of the survival probability, depletion and fragmentation, and
the expectation values and variances of the many-particle position, momentum, and
angular-momentum operators. We find, as a general rule, that all objects lose coher-
ence while tunneling under the potential barrier and that the states which include
transverse excitations, ΨY (r) and ΨV (r), do so quicker than the states that do not
include transverse excitations, ΨG(r) and ΨX (r), respectively. This is despite the
slower decay rate of the density oscillations of the former with respect to the latter,
see Fig. 11 and [20] for more details.

Unlike our previous work on tunneling of a vortex state in a circular double-well
trap [62], for which the angular momentum is naturally a good quantum number,
in the standard two-dimensional double-well trap angular momentum is not a good
quantum number. For a mean-field dynamics of a vortex state in the later trap see
[132]. Our study puts forward preliminary results for exploring and identifying the
many-body rules of transport of angular momentum and its variance in trapped
matter-wave systems, see Fig. 12.
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10 Summary and Outlook

The wealth and reach of the contributions reporting results from the application of
the MCTDH-X software implementations [12–14] on the high-performance compu-
tation facilities at the HLRS in Stuttgart is increasing. We found and described the
exciting fundamental many-body physics of novel hierarchically-superfluid quantum
phases of bosons immersed in high-finesse optical cavities [16], of correlated bosons’
and fermions’ dynamics in double-well potentials [17], the dynamics and spectral
features of entropy resulting fromquenches for bosons in double-well potentials [18],
the universality of fragmentation in an asymmetric bosonic Josephson junction [19],
as well as the effect of the transverse direction on the tunneling dynamics in a two-
dimensional bosonic Josephson junction [20]. MCTDH-X, RAS-MCTDH-X and
the expanding field of their applications were reviewed in the Reviews of Modern
Physics [15]. The activities of our MCTDH-X project has delivered an enormous
boost of the toolbox to analyze the quantum many-body physics of indistinguish-
able particles. Our novel tools enable, for instance, investigations of the position
and momentum space variances, the density fluctuations, and the phase diagrams of
ultracold atoms with an unprecedented detail. We anticipate that another series of
significant and important findings will result from the application of our new set of
many-body analysis tools in the forthcoming years.
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Atomistic Simulations of the Human
Proteasome Inhibited by a Covalent
Ligand

Michal H. Kolář, Lars V. Bock, and Helmut Grubmüller

Abstract The proteasome is a large biomolecular complex responsible for pro-
tein degradation. It is under intense research due to its fundamental role in cellular
homeostasis, and tremendous potential for medicinal applications. Recent data from
X-ray crystallography and cryo-electron microscopy have suggested that there is a
large-scale structural change upon binding of an inhibitor. We carried out atomistic
molecular dynamics simulations of the native and inhibited proteasomes to under-
stand the molecular details of the inhibition. Here we describe the technical details
of the simulations and assess the quality of the trajectories obtained. The biochem-
ical aspects of the proteasome are under further investigation and will be published
elsewhere. This work was a part of the GSC-Prot project at the HLRS, run on the
Cray XC40 supercomputing system.

1 Introduction

Over the many years since the pioneering studies [1, 2], biomolecular molecular
dynamics (MD) simulations have become a valuable source of scientific data. They
capture functional motions of biomolecules with high spatial and temporal resolution
and bring information about dynamics and energetics. They complement classic
biophysical techniques for structure determination [3, 4], facilitate drug design [5]
or successfully tackle important questions of molecular biology [6–8].

Routinely, microsecond-long trajectories of systems up to few tens of thousands
atoms can be achieved on workstations equipped by the customer-class graphical
processor units [9]. However, simulating larger assemblies and multi-component
biomolecular complexes, such as ribosome [10] or proteasome [11], remains a chal-
lenge, and can only be done on high-performance supercomputers [12], or through
distributed computing [13, 14].
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Fig. 1 Anatomy of the
human proteasome. In the
legend, numbers of protein
subunits are given in
parentheses. Prepared from
PDB 5m32 [17].

Here, we present results of atomistic MD simulations of human proteasome on a
multi-microsecond time scale. The proteasome is a stochastic 2.5MDa nanomachine
responsible for protein degradation in eukaryotic cells via the ubiquitin-proteasome
pathway [15]. It helpsmaintaining the delicate balance of protein concentrations, and
thus plays a fundamental role in cell life cycle. Modulation of proteasome function
has a direct effect on cell homeostasis, disruption of which often leads to the cell
death [16].

The proteasome contains two major functional parts: a 20S core particle (CP)
and a 19S regulatory particle (RP), which together form the 26S particle depicted
in Fig. 1. The CP is a barrel-shape complex of several protein subunits organized
in four rings - two α-rings and two β-rings in a stacked αββα arrangement. Three
β-subunits (β1, β2, and β5) have been shown to catalyze the proteolysis. The RP
consists of a base and a lid. The base is formed by a ring of six distinct ATPases
associated with diverse cellular activities (AAA+), so called regulatory particle triple
A proteins. The AAA+works as an engine that pushes the substrate into the CP [18].
In addition, several non-ATPase subunits belong to the base and are involved in the
recognition of proteasome substrates. Overall, the RP lid consists of eleven different
subunits, which recognize and pre-processes protein substrate before it is transferred
into CP for degradation.

Large amounts of structural information have been gathered since the proteasome
discovery. Recently, several groups have determined the 26S proteasome structure
at atomic or near-atomic resolution [17, 19–21]. Despite the continuous efforts,
some parts of RP still remain unresolved, mostly due to their high inherent mobility.
Understanding the proteasome structure and function poses a fundamental scientific
challenge. However, the proteasome is under intensive investigation also due to a
tremendous potential for medicinal applications [22, 23].

Oprozomib (OPR) [24] is oneof the ligandswhichhave already reached themarket
as potent anti-cancer agents. The X-ray crystal structure of the CP-OPR complex,
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resolved at resolution of 1.8 Å, revealed two OPR molecules in the CP – one per
each of the two β5-subunits. Remarkably, the inhibited CP structure is highly similar
to the structure of native CP (at 1.9 Å) [25]. The protein backbone root-mean-square
deviation (RMSD) is only 0.4 Å, hence the inhibitors do not inducemarked structural
changes of the CP.

However, based on cryo-electron microscopy (cryo-EM) structures of the 26S
proteasome, it has been recently suggested that the RP undergoes a large conforma-
tional change upon inhibition [17]. When OPR is bound to the CP β5-subunits, the
RP rotates by about 25◦ into a non-productive state. Intriguingly, the drug binding
triggers an allosteric signal which is transferred and amplified over a distance larger
than 150 Å, while keeping the (average) structure of the CP almost intact. Our main
objective is to understand the atomic details of the CP-RP mutual motion possibly
triggered by the OPR binding.

Here we present the computational details of our MD simulations performed on
HLRS Hazel Hen, and assess the quality of the trajectories obtained.

2 Methods

2.1 Simulated Systems

We have built four proteasome constructs: native CP, inhibited CP, native AA, and
inhibited AA, where AA stands for a CP with one AAA+ ring (Fig. 2). The inhibited
AA structure was prepared from the available cryo-EM data (PDB 5m32 [17]). The
dangling N-terminal α-helices of the AAA+ regulatory subunits 6A, 6B, 8 and 10
(UniProt naming convention) were omitted. Where needed, the CP subunits were
completed by missing amino acids to keep the up-down sequence symmetry of the
pairs of α- and β-rings. By removing the two inhibitors from the inhibited AA, we
prepared the native AA structure. Experimentally determined coordinates of water
molecules, K+, Mg2+ and Cl− ions were taken from the X-ray data (PDB 5le5 [25])
and added after superimposing the backbone atoms of the CP. Each of the six AAA+
subunits contained one adenosine diphosphate as found in the cryo-EM model.

Each construct was placed into a periodic rhombic dodecahedron box of sufficient
size such that the distance between the solute and box faces was not shorter than
1.5nm. The system was dissolved in a solution of K+ and Na+ ions of the excess
concentrations of 139 mM and 12 mM, respectively, and neutralized by Cl− anions.
In total, the simulations contained about 0.8 and 1.6 million atoms, for the CP and
AA constructs, respectively.
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Fig. 2 A scheme of the four proteasome constructs simulated.

2.2 Simulation Setup

Molecular dynamics simulations were carried out using classical interaction poten-
tials. A standard version of the Amber force field was used for the proteasome [26].
The OPR was parametrized together with its covalently bound N-terminal threonine
in the spirit of the Amber family of force fields, using fitted partial atomic charges
from the Restricted Electrostatic Potential method [27], and General Amber Force
Field parameters [28]. The TIP3P water model [29] and ion parameters by Joung
and Cheatham [30] were used.

Newton’s equations of motion were integrated using the leap-frog algorithm. All
bonds were constrained to their equilibrium lengths using the parallel LINCS algo-
rithm of the sixth order [31]. Hydrogen atoms were converted into virtual sites [32]
which allowed using 4-fs integration time step in the production simulations. Elec-
trostatic interactions were treated by the Particle Mesh Ewald method [33] with the
direct space cut-off of 1.0nm and 0.12nm grid spacing. Van der Waals interactions,
described by the Lennard-Jones potential, used a cut-off of 1.0nm.

The systems were equilibrated in several steps. First, each system was thoroughly
energy minimized. In some instances, the virtual-site model caused crashes, thus for
the minimization a model with explicit hydrogen atoms and flexible water molecules
was used. Second after minimizing water molecules in roughly 50,000 steps of the
steepest descent algorithm, the water was heated from 10K to 300K in a 5-ns long
constant-volumeMD simulation, where two thermostats were used separately for the
solute and solvent. Velocities were selected randomly from the Maxwell-Boltzmann
distribution at the given temperature. Moreover during heating, the solute heavy
atoms were restrained by harmonic potential to their starting coordinates with the
force constant of 5000 kJmol−1 nm−2. Next, the density of the system was equili-
brated in a 20-ns long constant-pressure MD simulation at 300K and 1 bar, where
v-rescale thermostat [34] and Berendsen barostat [35] were used. During this step,
the solute was still restrained. Finally, the position restraints were gradually released
in a 50 ns-long simulation, where the force constant was interpolated between its
initial value and zero.

In production runs, the isobaric-isothermal statistical ensembles were generated
at 300K and 1 bar using the v-rescale thermostat and Parrinello-Rahman barostat
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Fig. 3 Performance of GROMACS 2016 on the Hazel Hen supercomputer.

[36], respectively. We simulated roughly 4µs per trajectory with the exception of
the CP-INH, where the length was increased up to 5.6µs. For validation of the
observed phenomena, another set of simulations was carried out. This started from
the final conformation of the inhibited proteasome simulations, where the inhibitor
was removed. Due to technical reasons, only the coordinates of the solute were kept,
whereas the water and ions were added from scratch in the same manner as with the
simulations initiated from the experimental conformation.

2.3 Software Details

The simulations were carried out in the GROMACS 2016 package [37]. It is a well-
established, highly-optimized C/C++ code released under Lesser General Public
License. Initially, we used the standard module available on HLRS Hazel Hen super-
computer. After removal of version 2016 from the list of supported modules, we used
a self-compiled version with very similar performance characteristics.

GROMACS uses a mixed MPI/OpenMP parallelization which may scale down
to “few tens of atoms per core” [37]. In our case, the scaling was better for the
larger AA than smaller CP construct (Fig. 3). For the production runs, we employed
128 or 256 nodes with two 12-core Intel Xeon (Haswell gen.) processors each. For
each system, four independent trajectories initiated with different velocities from the
Maxwell-Boltzmann distribution were generated. To improve scaling, bundles of the
four simulations were run as a single aprun argument.

Memory requirements were rather low, our system consumed about 600 MB of
memory per MPI task (for the AA construct) comprising several OpenMP threads.
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The simulations generated large amounts of data compressed to a highdegree at the
level of GROMACS output routines. GROMACS allows checkpoint-file dependent
restarts of the simulations so the simulations were run as chained jobs to fit the
maximum runtime of 24h on Hazel Hen. Due to our interest in the solute behavior
and limited disk space, we saved the water coordinates less frequently (100 ps)
than the coordinates of the solute (10 ps). Each chain step produced a portion of
solute trajectory of about 5.5 GB. Due to the limited disk space, these portions
were downloaded frequently to our local servers, and concatenated before the final
analysis.

3 Results and Discussion

For all trajectories, we calculated the root-mean-square deviations (RMSDs) of the
backbone atoms with respect to the starting proteasome conformation according to
Eq.1. The analysis was performed after a least-square alignment of the trajectory to
the starting conformation using the backbone atoms of the CP subunits.

RMSD(t) =
√
√
√
√

1

Na

Na∑

a

(ra(t) − ra(0))
2, (1)

where Na is the number of atoms in a trajectory, the ra(0) is position vector at time
0, i.e. the experimental structure, and ra(t) is the position vector at time t .

All of the trajectories appear stable within the limits of such a simple measure
as RMSD. Figure4 shows the RMSD profiles with the averages over respective
trajectories between 0.30 and 0.35nm. These values are expected, given the size
of the system (over 6,000 amino acids) and no significant drift. Similar plots for
AA constructs are in Fig. 5. Here the RMSD values averaged over the trajectories
are around 0.40nm, with two instances higher than 0.45nm. The profiles show no
significant drift. Higher RMSD values are related to the size of the system (over 8300
amino acids), and to the fact that only the CP subunits were used for the alignment.

The natural sequence symmetry of the CP allowed us to assess the convergence
of the simulations. The CP is free to move in the simulation box, so the structure and
dynamics of the subunits in the upper and lower halves should converge to common
values if the free-energy minimum is well defined.

For the CP constructs, we calculated the average conformation between 1600 and
3600 ns of each trajectory, i.e. the mean position vector x of all heavy atoms. We
aligned the upper and lower halves using the backbone atoms. Then for each pair
of equivalent subunits in the upper and lower half, the RMSDu−l was calculated as
follows.
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Fig. 4 Time evolution of the backbone root-mean-square deviation (RMSD) and the respective
probability density functions (pdf) obtained for the CP constructs. Four independent trajectories
of the inhibited constructs are shown in red, the native in blue. The pale blue traces started from
the experimental conformation, whereas the dark blue started from the final conformations of the
inhibited constructs. (Color figure online)

Fig. 5 Time evolution of the backbone root-mean-square deviation (RMSD) and the respective
probability density functions (pdf) obtained for the AA constructs. Four independent trajectories
of the inhibited constructs are shown in red, the native in blue. The pale blue traces started from
the experimental conformation, whereas the dark blue started from the final conformations of the
inhibited constructs. (Color figure online)

RMSDu−l =
√
√
√
√

1

Na

Na∑

a

(

ra,u − ra,l
)2

, (2)

where ra,u is the position vector of atom a in the upper half, the ra,l is the position
vector of the equivalent of atom a in the lower half, and the sum runs over Na

atoms on one proteasome half. If the mean structures were identical as proposed
by the sequence symmetry, the RMSDu−l would be zero. Non-zero values indicate
structural variation between equivalent subunits.

Figure6 shows the RMSDu−l of CP constructs obtained from the experimental
structure and from the simulations. Thenon-zero values in the experimental structures
may be related to crystal-packing effects. Moreover, there are number of surface pro-
tein loops and terminals which are flexible. Thus, the free-energy surface is expected
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Fig. 6 TheRMSDu−l of theCP constructs. Values from the crystal structure are shown in green. The
gray bars represent error bars represent standard errors of the mean obtained from four independent
trajectories. (Color figure online)

Fig. 7 Histogram of
distances between equivalent
backbone atoms of the upper
and lower halves in the
crystal structure (green) and
simulation (gray). Data from
various parts of one
trajectories are shown in
shades of gray. (Color figure
online)

to feature many shallowminima, so their conformation in the upper and lower halves
may vary. The RMSDu−l values from the simulations are higher, for β-units by factor
of about 3, for α-units by factor of about 2.

Further after the least-square alignment of the backbone atoms of the two protea-
some halves, we calculated distances du−l between equivalent atoms in upper and
lower halves. The histogram of du−l shows (Fig. 7) a maximum about 0.05nm for
the crystal. For simulation, the maximum lies slightly beyond 0.1nm and is broader.
This indicates that the proteasome conformations averaged over a trajectory are struc-
turally less symmetric than the crystal. A projection of the simulation du−l onto the
proteasome structure (Fig. 8) reveals that the largest structural variations are located
in the surface loops and terminal chains. In the course of simulation time, the du−l

profiles do not diverge (Fig. 7), or even slightly improve towards shorter values.
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Fig. 8 Projection of the distance du−l between equivalent atoms of the upper and lower halves onto
the crystal structure of the proteasome oriented towards the α-ring (A), front face (B) and β-ring
(C). Each sphere represents one amino acid and the color scale goes from blue (low du−l ) through
white to red (high du−l ). (Color figure online)

4 Concluding Remarks

Using the Cray XC40 supercomputer, we have performed atomistic MD simula-
tions of the proteasome, a multi-protein complex responsible for protein degradation
recently used as an anti-cancer drug target. We obtained trajectories totalling 100 µs
in length of several systems with 0.8 and 1.6 million atoms.

Here, we have presented a technical report focused on the simulation setup, run-
time performance and basic analyses. Next, we will focus on proteasome function
and its regulation and will present such biochemical aspects in future texts. The
trajectories obtained through the MD simulations are likely of sufficient quality to
explain at atomic level what changes the inhibitor OPR triggers and how these can
modulate proteasome function.
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Accreting Black Hole Binaries

Roman Gold, Luciano Rezzolla, Ludwig Jens Papenfort, Samuel Tootle,
Hector Olivares, Elias Most, Ziri Younsi, Yosuke Mizuno, Oliver Porth,
and Christian Fromm

Abstract We describe our utilization of HLRS resources in 2020. Chief among
this has been a generation of complete spacetime initial data and a completion of
a seamless interface between the BHAC code and the Kadath library. We can now
access Kadath routines directly from within BHAC crucially avoiding unnecessary
IO operations and enabling a spectrally accurate evaluation of metric quantities and
its derivatives on any grid (static or dynamic). These developments form a crucial
pillar for continued progress including follow-up work even after the BBHDISKS
project finishes. Second, the numerical treatment of the sensitive horizon region
has been successfully completed and is capable to handle evolutions on par with
single black hole evolutions. Additionally we have completed tests of some of our
algorithms that directly benefit the funded project.We have refinedGRMHD libraries
for an improved interpretation of the first black hole image. Lastly, we have started
preparatory work to set up a pipeline to convert our novel accreting black-hole binary
simulations into images and movies. The BHOSS code is now capable of producing
images in black hole binary spacetimes and remaining development tasks to fully
connect it to the matter evolutions obtained in this project are now modest.

Research field:
General relativity/Astrophysics

1 Introduction

The allocation “44149 BBHDISKS” on the system CRAY XC40 (HAZEL HEN) at
HLRS has been awarded to our research group in August 2018 and extended until
August 2020 and presents us with a significant computational resource to carry out
this project.
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The scientific research carried out in the group is broad, covering a number of
active topics in the field of general relativistic astrophysics and compact objects
most of which require substantial computational resources. Specifically these topics
include:

• the general behaviour of magnetized, turbulent gas moving around or falling onto
a black hole systems

• the observational appearance of said systems
• the predictions from alternative theories of gravity
• the predictions for systems with two black holes in magnetized gas
• advancing our computational tools to tackle the above systems in the contexts of
both ideal and resistive magnetohydrodynamics on non-homogenous and dynam-
ical grids.

Our studies exclusively probe systems governed by coupled, non-linear partial dif-
ferential equations of Magnetohydrodynamics in strong-field gravity both GR and
non-GR. In our research we therefore heavily rely on numerical methods and large
scale computational facilities such as the ones provided by HLRS, which are a very
important asset to us.

Due to various circumstances beyond our control such as the shutdown of Hazel-
hen and problems with setting up Hawk related to a cybersecurity incident we have
not been able to make use of our allocation in a crucial time of our project and had to
rely on other resources to execute our simulations on a smaller scale. This has been
a risk that we were prepared for as detailed in our proposal. A completion of our
research program as outlined does, however, rely on the utilization of Hawk and we
will start migrating our software over to Hawk once the system comes online. While
we were able to identify and cure more obvious and small bugs in our codes, we will
need to run a few last full tests on Hawk for both reliability and performance before
entering full production.

2 Numerical Methods

The simulations are performed using the recently developed code BHAC [15], which
is based on the public MPI-AMRVAC Toolkit [16]. BHAC was built to solve the
general-relativistic MHD equations in the ideal limit (i.e., for plasmas with infinite
conductivity) on spacetimes that are fixed but arbitrary and can therefore model
stationary BH spacetimes in any theory of gravity [11, 17]. The code is currently used
within the Event Horizon Telescope collaboration, and in particular, the ERC synergy
grant “BlackHoleCam” [8] tomodelmm-VLBI observations of the supermassive BH
M87∗ [2–7] and the candidate at the galactic centre Sgr A∗ to simulate plasma flows
onto compact objects [12, 15]. BHAC offers a variety of numerical methods, fully
adaptive block based (oct-) tree mesh refinement with a fixed refinement factor of
two between successive levels, and is already interfaced with many analysis tools or
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Fig. 1 Central rest-mass density (colour scale) of a gas cloud corotating with a black hole binary
evolved with BHAC and the four velocity (arrows). One can clearly see the black hole horizons
(dark blue), a pile-up of gas in front of the orbit of each black hole, a trailing wake of lowered
density, and a dense stream of gas between the black holes reminiscent of equipotential surfaces in
the tidal field of the binary.

external codes used by our group. In all the above studies so far the spacetime metric
is analytically given and manifestly stationary.

A key requisite to evolve accreting black hole binary systems is the generation of
a valid spacetime metric featuring two black holes orbiting around each other that
satisfies Einstein’s field equations of General Relativity. Such initial conditions can-
not be found by simply superimposing two known black hole solutions as would be
possible in Newtonian gravity. Instead, rather complex non-linear elliptic equations
have to be solved at very high accuracy. Another challenge is very similar but even
more challenging than for single black holes: The initial conditions for the matter
are found from initially well-defined but not realistic equilibrium condition, that are
evolved in time until the matter dynamically adjusts to the effects of the magnetic
fields and binary spacetime.

3 Ongoing Accreting Binary Black Holes Project

In the current project BBHDISKS we have now achieved matter evolutions in space-
time metrics of two black holes in orbit around each other, see e.g. Figures1 and 2.
Thanks to a novel and innovative approach we were able to exploit both symmetries
in the spacetime (preserve the corotating frame and spectral accuracy) as well as key
advantages of the full AMR, state-of-the-art code BHAC. Both of these features are
a first and present a fundamental and substantial advantage over any other study in
this field.
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Fig. 2 Lapse metric function (color scale) and shift vector (arrows) in the equatorial plane of the
irrotational binary black hole system. The spacetime is a full solution to Einstein’s equations and is
mapped onto an adaptive mesh refinement grid in BHAC (each grid block represents 16 grid cells
for visual clarity).

The first non-trivial step was to obtain valid and spectrally accurate (i.e. solving
Einstein’s field equations) initial data. Binary BH initial data are being computed
usingKadath [10],whichworkswithin the conformal thin-sandwich approximation
(CTS). In CTS it is assumed that the binary spacetime has a helical Killing vector
(i.e., the binary is stationary in a co-rotating frame) and is conformally flat [13].

The second step that we have achieved is that we have now linked BHAC to the
Kadath library [10] enabling a flexible, convenient, and efficient interface between
the spacetime metric solver and BHAC. With this coupling in place we can now eval-
uate the spacetime metric to spectral accuracy on any (e.g. non-uniform) numerical
grid without any tedious and unnecessary I/O operations.

Third, we have successfully initialized and evolved matter configurations within
a binary spacetime. Specifically, we were able to make the necessary adjustments to
handle the more complicated nature of the black hole horizons.

4 Job Statistics and Resources Usage

The typical job size for our projects is largely dependent on the type of physical
system we are modelling, the microphysical processes involved and of course the
level of accuracy needed, which sets constraints on numerical parameters such as the
resolution, domain size and order of the method. Nonetheless we can provide some
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estimates. A typical job can require the use of 50 nodes (1200 cores) for a period
of 24h at low resolution and twice as much (100 nodes/2400 cores) for several days
at mid-high resolution. In the hybrid MPI/OpenMP parallelization scheme that we
employ, this results in a total of 50 to 100 MPI processes (2 per node), each of them
spawning 12 threads each. We normally do not exploit hyperthreading and attempt
to bind each thread to a separate physical core.

A grand total of 51473420 RTh were awarded to us on HAWK, and we have
used 25472 RTh (6.3%) and 2694264 (5.2%) RTh on Hazelhen at this point into
our allocation as of 15/06/2020. The shutdown of Hazelhen and problems in setting
up Hawk related to the cybersecurity incident have prevented us from using the
allocation in an important point into the project. Instead, we resorted to smaller test
simulations on local resources where also faster iterations between runs is possible.
However a few full scale tests have to be run on Hawk once it becomes available and
we have ported out siftware over successfully.

At present 5 researchers within our group have access to computing resources at
HLRS.

We have participated three times in the HLRS code optimisation workshop
(recently in November) to achieve optimal performance on the Cray XC40 sys-
tem and plan to do so again in the course of this allocation when transitioning to the
new Hawk system.

4.1 Refining the Library of GRMHD Images for the EHT

Three-dimensional general relativistic magnetohydrodynamic simulations of accre-
tion onto supermassive black holes were performed at the HazelHen supercomputer
using the code BHAC, as part of the efforts to build a library of simulations and
images to aid in the interpretation of the first horizon-scale radio images of a super-
massive black hole candidate [2–7].

We are currently refining the library of GRMHD-based images for a more in
depth comparison to observational data. Key improvements are a better coverage of
the underlying parameter space and higher image resolution.

4.2 Preparatory Development on Ray Tracing in Binary
Spacetimes

While our production phase was delayed due to the shutdown of Hazelhen and the
delay in getting started on Hawk we have instead started other development earlier
than original envisaged. Once full production is underway we seek to form synthetic
images as they would appear to a distant observer. Such images require the solution
of a synchrotron radiative transfer problem along the trajectories of light rays in
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Fig. 3 Ray-traced images computed with the BHOSS code [18] through a single (left panel) and
binary (right panel) black hole spacetime. Note the peculiar lensing effects in the binary case that
are absent in the single black hole case.

Fig. 4 Comparisons of ray-traced images computed with the BHOSS code [18] and RAPTOR [1]

the underlying spacetime. For single black holes there are many codes capable of
doing this and many are used within the EHT, see Sect. 5.3. When it comes to binary
spacetimes the situation is very different. The BHOSS code is now capable of tracing
light paths in binary spacetimes, see Fig. 3 as an example.

5 Completed Projects and Publications

5.1 Completion of the Library of GRMHD Images for the
EHT

As discussed in Sect. 4.1, the construction of the GRMHD image library was suc-
cessfully completed and extensively used in the theoretical interpretations of EHT
results.
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Fig. 5 Comparisons of ray-traced images across all codes used within the EHT

5.2 GRMHD Code Comparison Project

In [14] we have published the results of an exhaustive comparison of various inde-
pendent GRMHD codes in an effort to quantify the degree of agreement among
different codes when evolving the same initial conditions. The main difficulty is that
the underlying dynamics features turbulent motion that is exponentially sensitive to
the initial data and therefore cannot give formally convergent results as each code
and each method will give a slightly different turbulent realization that can at best be
compared in an ensemble-averaged sense. Despite such complexities a quantitative
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comparison was achieved and models generated from codes within this comparison
show predictive power for actual radio VLBI observations [7]. A refinement of this
study is now underway and includes other physical regimes and a deeper analysis of
statistical properties.

5.3 Completion of the GRRT Code Comparison for the EHT

Another comparison of radiative transfer codes has now been accepted by the journal
[9]. This includes the BHOSS code that we will use in this project as well.

The comparison, see Figs. 5 and 4 indicates good agreement among codes and
confirms that in particular BHOSS has been a good choice for our project.

6 Conclusion

The relativistic astrophysics group in Frankfurt has a number of active projects ben-
efiting from the 44149 BBHDISKS allocation on the HazelHen cluster.

In project BBHDISKS we have now achieved matter evolutions in spacetime
metrics of two black holes in orbit around each other, see e.g. Figures1 and 2.

First, we obtain valid and spectrally accurate (i.e. solving Einstein’s field equa-
tions) initial data via Kadath [10].

Second, we have now linked BHAC [14] to the Kadath library [10] enabling
a flexible, convenient, and efficient interface between the spacetime metric solver
and BHAC. With this coupling in place we can now evaluate the spacetime metric to
spectral accuracy on any (e.g. non-uniform) numerical grid.

Third, we have successfully initialized and evolved matter configurations within
a binary spacetime. Specifically, we were able to make the necessary adjustments to
handle the more complicated nature of the black hole horizons.

In summary, despite some setbacks due to the shutdown ofHazelhen or difficulties
with Hawk, we have made major progress and achieved key milestones. This puts us
in an excellent position to execute our project BBHDISKS as soon as Hawk becomes
available.
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Molecules, Interfaces, and Solids

Holger Fehske and Christoph van Wüllen

The following chapter reveals that science in the field of molecules, interfaces and
solids has profited substantially from the computational resources provided by the
High Performance Computing Center Stuttgart and the Steinbuch Centre for
Computing Karlsruhe. As only one-third of the very interesting and promising
contributions could be captured in this part, we have selected rather diverse
activities, from both a scientific and methodological point of view, not least to
demonstrate that a great variety of techniques has been used to reach scientific
progress in various areas of chemistry, physics and material science research.

We start with the contribution of the Meyer group in Heidelberg, which is
interested in the Eigen cation (H3O) + (H2O)3. While this may appear as a “small
system” to many readers, its 33 degrees of freedom are a formidable challenge to a
full quantum mechanical treatment of its nuclear motion. The MCTDH (multi
configuration time-dependent Hartree) program developed in Heidelberg allows for
an efficient quantum mechanical treatment, but this can only be fully exploited if the
high-dimensional potential energy of the molecule (a function of 33 variables) is
transformed into a canonical tensor form. This has been achieved with a new
program written in this work, a program that made use of up to 19200 CPU cores.
With this, a detailed and complete quantum mechanical treatment of nuclear motion
in the Eigen cation has been performed for the first time, and this small system is a
test-tube for the dynamics of proton transfers in aqueous solutions.
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The contribution from Lesnicki and Sulpizi from the university of Mainz also
targets at dynamics in liquid water, but here we have a much larger system size and
consequently a much less detailed simulation method, a molecular dynamics
(MD) simulation in this case. Water at mineral interfaces behaves quite differently
from bulk water, mostly because the ionic interface leads to a preferred orientation
within the first few layers of water molecules and therefore makes the
hydrogen-bonding network stiffer. To investigate vibrational relaxation at the
mineral-water interface, the group used a new simulation protocol: kinetic energy is
put into the atoms close to the interface (this is easily done in the computer!) and it
is monitored how this excess kinetic energy “flows” into the bulk. While this is not
what happens in the 2D sum frequency generation experiment, the primary output,
namely the time constant for vibration energy relaxation, is the same. Interesting
details emerge from the analysis of the MD data, for example different timescales in
different (vibrational) frequency ranges, and these findings can directly be com-
pared to experiment.

A joint contribution from the universities of Marburg and Stuttgart investigates
confinement effects in molecular heterogeneous catalysis, using large-scale MD
simulations. The force field methods used here cannot model the catalytic trans-
formation, since this involves bond breaking and making. But everything happens
in a confined space (e.g. a mesopore) where the catalyst is immobilized, and the
transport of the substrate to and of the product from the catalyst is of prime
importance, and this is the main target of the MD simulations performed here. The
ring-closing metathesis of a large x;x

0
diolefin by a ruthenium-based

(Grubbs-Hoveyda) catalyst was investigated, and both dynamic (diffusion con-
stants etc.) as well as static (enrichment/depletion of substrate and product in dif-
ferent portions of the pore) properties have been extracted from the calculations.
For example, it has been found that the product enriches near the catalytic centers
which is detrimental to catalytic efficiency. These calculations therefore offer a
handle for a rational design of mesoporous systems with immobilized catalysts.

The physics projects introduced in the following will mainly address the striking
dynamical and transport properties of electronically low-dimensional systems:
zero-dimensional quantum dots, one-dimensional nano-wires and two-dimensional
(film) superconductors.

On outstanding example in this respect is the work by Philipp W. Schering and
Götz S. Uhrig from the Solid State Theory Group at Dortmund University who
discussed the spin dynamics of an (inhomogeneous) ensemble of GaAs quantum
dots subjected to trains of periodic optical pulses. Their study paves the way to a
better understanding of very recent pump-probe experiments, e.g., with respect to
the fascinating phenomenon of nuclei-induced frequency focusing, and even allows
to predict new effects, such as the emergence of resonant spin amplification in a
Faraday geometry. The latter gives access to the longitudinal g factor of the charge
carriers localized in the quantum dots. Another interesting result is that an increase
of the pumping strength leads to a decrease of the spin relaxation time in the
system. A prerequisite for all these findings are the large-scale simulations
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performed on Hazel Hen, making it possible to reach the non-equilibrium states for
the full range of magnetic fields used in experiments. Thereby the authors resort on
a well-established semiclassical approach to the problem, supplemented by a more
realistic description of the nuclear spin bath. Technically they performed an
adaptive integration of the system of ordinary differential equations by the
Dormand-Prince method, which is easily MPI-parallelizable with almost ideal
speedup.

Giessen’s University and Center for Materials Research group headed by S.
Sanna explored the subtle interplay between atomic structure and electronic states
in the process of wire-growth on high-index Si(hklÞ-Au (stepped) surfaces. The
investigations focus on the impact of H adsorption on the electronic structure with
the objective to tune the system’s metallicity. To come to the point: The study
reveals that the influence of atomic hydrogen goes far beyond simple charge
transfer. Thus it could be shown that H adsorption on the energetically most
favorable sites at the Si step edge not only leads to modifications in the electronic
structure due to adsorbate-to-substrate charge transfer, resulting, e.g., in a band shift
and gap widening, but also changes the character of the hybridization by affecting
the spatial distribution of the wave functions on the unoccupied states. As a result
the plasmonic excitations will be strongly influenced by the unoccupied band
structure. The presented first-principle calculations of the electronic band structures,
potential energy surfaces and squared wave functions are based on total energy
density functional calculations within the generalized gradient approximation, using
the VASP simulation package, where best performance was reached with pure MPI
parallelization.

Motivated by scanning tunneling microscope measurements conducted by the
Wulfhekel KIT group on the surface of superconducting Al(111) in the presence of
an adatom, F. Evers and M. Stosiek from the University of Regensburg investigated
thin film superconductors with a single impurity. Here the central issue is the
predicted enhancement of superconductivity (critical temperature, mean supercon-
ducting gap) by disorder, which could be verified by the authors analyzing the
statistical properties of the local density of states and the local gap function, as well
as the spatial distribution of the pairing amplitude within their self-consistent
numerical simulation scheme. Equally interesting the authors demonstrated that the
formation of superconducting islands is an indispensable ingredient in any theo-
retical approach aiming to describe the observed superconductor-insulator transi-
tion. This effect, however, was ignored in the analytical studies so far. The
many-body localization (MBL) transition is another ambitious, disorder-related
problem addressed in this project. With the help of the ForHLR2 computing
resources, Evers and Stosiek have analyzed dynamical signatures of this transition
for a one-dimensional quantum lattice model with random potentials contributions.
Combining very efficient Chebyshev expansion and Kernel polynomial techniques
with an optimized sparse matrix-vector-multiplication implementation finite-size
effects could be overcome. This allows to discuss the level-spacing distribution
more seriously and so a further (intermediate) MBL phase in addition to the actual
MBL state has been detected.
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In summary, almost all projects supported during the period under review, have
in common, besides a high scientific quality, the strong need for computers with
high performance to achieve their results. Therefore, the supercomputing facilities
at HLRS and KIT-SCC have been essential for their success.
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Calculation of Global, High-Dimensional
Potential Energy Surface Fits in
Canonical Decomposition Form Using
Monte-Carlo Methods: Application to the
Eigen Cation

Markus Schröder, Hans-Dieter Meyer, and Oriol Vendrell

Abstract We have implemented aMonte-Carlo version of a well-known alternating
least squares algorithm to obtain a sum-of-products representation of potential energy
surfaces, more precisely a so-called Canonical Polyadic Decomposition, for use
in quantum-dynamical simulations. Our modification replaces exact integrals with
Monte-Carlo integrals. The incorporation of correlated weights, and hence weighted
integrals, is straight forwardusing importance sampling.UsingMonte-Carlomethods
allows to efficiently solve high-dimensional integrals that are needed in the original
scheme and enables us to treat much larger systems than previously possible. We
demonstrate the method with calculations on the 33-dimensional Eigen cation.

1 Introduction

In the recent years there has been rapid developments in the field of molecular
quantum dynamics. In particular, many efforts have been made to treat ever larger
molecules with many degrees of freedom on a quantum mechanical level. To study
such a system one usually needs to solve the time-dependent Schrödinger equation

∂

∂t
Ψ (q1, ..., q f , t) = −i ĤΨ (q1, ..., q f , t) (1)

(� = 1) where Ĥ = T̂ + V is the system Hamiltonian with the kinetic energy T̂ and
a potential V . The state of the system is described by the wavefunction Ψ which
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depends on the physical coordinate qκ , where κ = 1 · · · f labels the f degrees of
freedom (DOF) of the system.

When the Schrödinger equation is to be solved for a system with many atoms,
as is the case in molecular systems, the main obstacle to overcome is the so-called
“curse of dimensionality”: usually the wavefunction is sampled on a product grid of
primitive basis functions, usually just grid points in coordinate space. One selects
a set of, say N , grid points for each of the f (physical) coordinates or DOF of the
system and then samples the wavefunction on the N f -dimensional product space of
the single coordinates. This implies that N f coefficients must be stored to represent
the wavefunction. The coefficients which represent the wavefunction in coordinate
space can then be interpreted as an f −way tensor.

One easily sees that this ansatz will quickly lead to an exhaustion of numeri-
cal resources even for small systems because of the exponential scaling law of the
required memory. Within the Heidelberg group, we therefore have developed the
multi-configuration time-dependent Hartree (MCTDH) algorithm [1–6] to compact
the amount of information that needs to be stored and processed while at the same
time maintain a closed set of equations of motion of the systems wavefunction. The
algorithm is based on a Tucker decomposition of the wavefunction tensor. To be
specific, the wavefunction is approximated as

Ψ (q1, ..., q f , t) ≈
n1∑

j1

· · ·
n f∑

j f

A j1··· j f (t) · φ
(1)
j1

(q1, t) · · · φ( f )
j f

(q f , t) (2)

or, when sampled on the primitive coordinate grids,

Ψi1,··· ,i f (t) ≈
n1∑

j1

· · ·
n f∑

j f

A j1··· j f (t)φ
(1)
j1,ii

(t) · · · φ( f )
j f ,i f

(t). (3)

Here, A j1··· j f is the Tucker core tensor, φ(κ) are time-dependent basis functions and
nκ are the expansion orders in the coordinates qκ . This ansatz shifts the exponential
scaling law to the core tensor, however, now with a smaller base nκ .

One can further compact the core tensor by combining a number of physical
coordinates into logical coordinates Qκ . This is equivalent to combining a few indices
of the f −way tensor into larger ones, thereby turning the tensor into a p−way tensor
with p ≤ f and then performing the Tucker decomposition:

Ψ (q1, ..., q f , t) = Ψ (Q1, ..., Qp, t) ≈
n1∑

j1

· · ·
n p∑

jp

A j1··· jp (t) · φ
(1)
j1

(Q1, t) · · · φ(p)
jp

(Q f , t),

(4)
where p is the number of modes or “logical coordinates”. The mode-combination
scheme now opens the path to a hierarchical tensor decomposition as onemay see the
now multi-dimensional basis functions φ(κ) again as tensors which can be decom-
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posed into Tucker Format. This gives raise to the multi-layer multi-configuration
time-dependent Hartree (ML-MCTDH) approach [6–11]) for which also a hierar-
chical set of coupled equations of motion can be derived which optimally resemble
the time-dependent Schrödinger equation Eq. (1).

Both, MCTDH and ML-MCTDH have in common that the equations of motions
are coupled through so-called “mean fields”. The mean-fields are contractions of the
wavefunction tensor and the system Hamiltonian over all but one (logical) indices.
Hence, ideally, the system Hamiltonian should also be represented in a compatible
format to the wavefunction tensor. Compatible here means that the Hamiltonian
should be in a sum-of-products form

Ĥ =
s∑

r=1

cr

p∏

κ=1

ĥ(κ)
r (Qκ), (5)

where the single-particleHamiltonians ĥ(κ)
r nowexclusively dependon the coordinate

Qκ . This is usually automatically fulfilled for the kinetic energy, but not for the
potential energy. The potential is usually provided to us as a numerical routine which
takes a coordinate vector as argument and returns an energy value. In this form it
cannot be used directly within the Heidelberg implementation of MCTDH. Realistic
potentialsmust therefore undergo a pre-processing step inwhich they are transformed
into a numerical sum-of-products representation. More precisely, the potential needs
to be transformed and stored in a tensor format prior to carrying out the dynamics
calculations.

One of best known algorithms to perform this transformation is the Potfit algo-
rithm [3, 12, 13] and its variants [14–17].WithinPotfit, the potentialV is decomposed
into a Tucker format, very similar to the wavefunction:

V (q1 . . . q f ) =
m1∑

j1=1

· · ·
mp∑

jp=1

C j1,..., jp v
(1)
j1

(Q1) · · · v(p)
jp

(Qp) . (6)

where C j1,..., jp is again the Tucker core tensor and v
(κ)
jκ

(Qκ) are orthogonal basis
functions. Obtaining this decomposition, however, is quite labor intensive if there are
more than 6 DOFs, as it requires multiple contractions over the complete primitive
grid. Recent algorithms therefore resorted to incomplete contractions via random
sampling [16, 17] or sparse grid techniques [14]. Random sampling will also be
used in the current contribution.

Apart from the Tucker format, however, there also exists the so-called Canoni-
cal Polyadic Decomposition (CPD) format, sometimes called “CANDECOMP” or
“PARAFAC” in the literature [18]. The CPD format promises a higher compression
rate than the Tucker format, however, is also much harder to obtain. Being able to
obtain a CPD form of the potential would therefore open the path to study very large
systems aswill be demonstrated below. Themain focus of this contribution hence lies
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in obtaining a decomposition of the potential in CPD form. The algorithm outlined
below has been recently published in Ref. [19].

2 Canonical Polyadic Decomposition

Using mode-combinations the potential in CPD form is given as

V (Q1 · · · Qp) ≈
R∑

r=1

crν
(1)
r (Q1) · · · ν(p)

r (Qp), (7)

where cr are expansion coefficients and ν(κ)
r are expansion functions. Unlike the

Tucker format, there are in general no restrictions on the expansion functions. In
particular, it is not demanded that the expansion functions form an orthogonal set.
Often, and also in this work, it is, however, demanded that the expansion functions
are normalized, which gives raise to expansion coefficients as in Eq. (7).

2.1 Alternating Least Squares

Given the expression, Eq. (7), for the decomposition of the Potential, the task is then
to find optimal expansion functions and coefficients such that the error with respect
to the exact potential is minimized. Due to the relaxed restrictions on the expansion
functions this is a highly nonlinear task.

In the literature, often the so-called alternating least squares method is used which
is outlined in a very basic form below. One starts with a functional that is to be
minimized:

J =
∑

I

(
VI − V CPD

I

)2 + ε
∑

r

c2r
∑

I

Ω2
r,I . (8)

Here I is the composite index {i1, . . . , i p} and Ωr,I = ∏
κ

ν
(κ)
r,iκ

with ν
(κ)
r,iκ

being the

r th basis function for the logical coordinate Qκ evaluated at the iκ ’th grid point of
Qκ . The first part of Eq. (8) measures the error of the expansion with respect to the
exact potential while the second part is called the regularization with regularization
parameter ε as will become apparent below.

To arrive at expressions for obtaining the basis functions and coefficients, one
calculates the functional derivative of J as

δ J

δcrν
(κ)
r

= −2
∑

I κ

VIΩ
κ
r,I κ + 2

∑

r ′
cr ′ν

(κ)
r ′ S(κ)

r,r ′ + 2εcrν
(κ)
r S(κ)

r,r −→ 0. (9)
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where the positive semi definite matrix

S(κ)
r,r ′ =

∑

I κ

Ωκ
r,I κ Ω

κ
r ′,I κ . (10)

denotes, with Ωκ
r,I = ∏

κ ′ �=κ

ν
(κ ′)
r,i ′κ

, the overlap of the product of all basis functions but

the κth one. Note, that the sum is now done over the index I κ which is the composite
index of all indices but the κth one. One can now define

x (κ)
r,iκ

= crν
(κ)
r,iκ

b(κ)
r,iκ

= ∑
I κ

VIΩ
κ
r,I κ

(11)

and arrive at the working equations for obtaining optimal coefficients and basis
functions for one logical coordinate:

b(κ)
r,iκ

=
∑

r ′

(
S(κ)
r,r ′ + εδr,r ′

)
x (κ)
r ′,iκ , (12)

where S(κ)
r,r = 1 has been used for the regularization part. After choosing the regular-

ization parameter, Eq. (12) can be solved with standard linear algebra tools.
Since the solution of Eq. (12) for one mode, however, depends on the solution of

the same equation for all other modes, one resorts to an iterative scheme: One starts
with an initial guess for the basis functions and coefficients, usually just random
numbers, and iterates until some stop criterion is met. This procedure is called the
Alternating Least Squares (ALS) method.

2.2 Monte-Carlo – ALS

In the simple form outlined above, the ALS algorithm already produces very usable
results. It exhibits, however, one serious drawback: The quantities S(κ) and b(κ)

both are formed through contractions over all but one degrees of freedom. While
the contraction is separable for S(κ), this is not the case for b(κ) such that here the
sum must really (and repeatedly) visit all combinations of primitive grid points.
This seriously limits the applicability of the ALS algorithm to approximately 8–10
DOF at most. To mitigate this drawback one can resort to a sparse sampling of the
contractions. In the following this will be achieved thought a Monte-Carlo sampling.

To this end, one needs to adjust the functional, Eq. (8) to account for the sampling.
Moreover, a slightly different functional is needed for every DOF because only the
modes over which the contraction is carried out need to participate in the sampling.
Hence, one introduces a functional for each mode κ as
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J W̃
κ =

∑

I

W̃ (κ)
I

(
VI − V CPD

I

)2 + ε
∑

r

c2r
∑

I

W̃ (κ)
I Ω2

r,I . (13)

The difference to Eq. (8) lies in the presence of a weight function W̃ (κ)
I with

W̃ (κ)
I = w

(κ)
iκ

W κ
I κ , (14)

i.e., the weight function W̃ (κ) is approximated by a weight function that depends only
on the coordinate κ times a weight function that depends on all but the coordinate κ .

Performing the functional derivative as before then leads to

δ JW
κ

δcrν
(κ)
r

= −2w(κ)
∑

I κ

W κ
I κ VIΩ

κ
r,I κ + 2w(κ)

∑

r ′
cr ′ν

(κ)
r ′ Z (κ)

r,r ′

+ 2εw(κ)crν
(κ)
r Z (κ)

r,r −→ 0, (15)

with
Z (κ)
r,r ′ =

∑

I κ

Ωκ
r,I κW κ

I κ Ω
κ
r ′,I κ . (16)

As in the previous subsection, Eq. (15) now leads to simplified expressions:

d(κ)
r,iκ

=
∑

r ′
Z (κ)
r,r ′

(
1 + εδr,r ′

)
x (κ)
r ′,iκ , (17)

where the quantities
x (κ)
r,iκ

= crν
(κ)
r,iκ

d(κ)
r,iκ

= ∑
I κ

W κ
I κ VIΩ

κ
r,I κ

(18)

have been used. Equation (17) again can be solved with standard linear algebra tools.
Note, that the weight function w(κ) drops out of the working equations and one is
left with the same contractions as before, but now with respect to a weight function
W κ . Note, that in this form the contraction still requires visiting all primitive basis
points. Moreover, the presence of the weight function spoils the separability of the
overlap matrix.

In the following, therefore, the weight functionwill be interpreted as a distribution
function of sampling points and the contraction is approximated by Monte-Carlo
sampling [20]:

∑

I

WI FI ≈ N
NC∑

s

Fs, (19)

where s labels the Monte-Carlo points and NC is the number of sampling points.
Applying Eq. (19) to Eq. (17) one arrives at the approximate expressions
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Z (κ)
r,r ′ ≈ ∑

sκ

Ωκ
r,sκ Ωκ

r ′,sκ ,

d(κ)
r,iκ

≈ ∑
sκ

Viκ ,sκ Ωκ
r,sκ .

(20)

Here, the index sκ denotes a Monte-Carlo index that denotes sampling points for all
DOF except the κth one. Note that the quantities d(κ) are constructed from 1-D cuts
(one index is complete) through the V -tensor and that the matrix Z (κ) is symmetric.
The matrix elements of Z (κ) are technically large dot-products.

3 Implementation Details

Equations (20) are in general the working equations that have been implemented
in a new program “mccpd” within the Heidelberg MCTDH package. The program
hast been used to obtain the CPD fit of the potential for the calculations on the
Eigen cation as outlined below. The size of the problem, and also the large numerical
demand of the numerical routine that was used to evaluate the potential energy made
it imperative to organize the program such that many quantities can be re-used and
the calculations are optimized.

There are twomajor blocks of work that need to be performed for obtaining a CPD
tensor with the method outlined above. The first block is to evaluate the potential
along the 1-D cuts through the sampling points as needed in the second line of
Eq. (20). This part has to be done only once and serves to collect data about the
potential. There are cases where molecular symmetries can be exploited, which is
outlined in detail in Ref. [19]. In this case symmetric CPD expansions can be created.
Symmetrically equivalent configurations and energies (and hence 1-D cuts) can be
constructed via symmetry operations (in practice just permutations of primitive basis
points) instead of calling the potential routine again. This could, however, only be
used to a very limited degree in the present case because symmetry adapted internal
coordinates could not be used.

The second major part of the work is performing the ALS iterations. One may
recognize that during the iterations all quantities, the Z (κ)- and d(κ)-matrices need
to be build anew for each mode. Here, a number of optimizations are possible as
outlined below.

Finally, after the ALS iterations are complete, the fit is tested on an independent
and usually much larger set of sampling points for accuracy. This requires calling
the potential routine once for each sampling point and comparing it to the value on
the tensor. This task is also performed in parallel by distributing the sampling points
among the MPI tasks. For the calculations inside the MPI rank again shared memory
parallelization can be used.
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3.1 Parallelization

The program supports both, shared memory parallelization with OpenMP and dis-
tributed memory parallelization with MPI. The latter is mainly used to distribute the
sampling points among the MPI ranks such that each rank possesses a local set of
sampling points. EachMPI rank, therefore, must also possess thematching set of 1-D
cuts. Both can either be read-in or created as needed. If the potential energy routine is
thread-safe, it can be called using shared memory parallelization for generating the
cuts. Unfortunately this was not the case for the potential routine used in the present
case such that pure distributed memory parallelization has been used.

The 1-D-cuts are stored as column major (Fortran order) such that, if shared
memory parallelization is possible, each thread calculates a chunk of columns where
the chuck size can be controlled with environment variables. The cuts and sampling
points are not communicated except for reading/writing on persistent memory, if
required.

Within the second major part, the ALS iterations, each MPI rank possesses a
fixed subset of sampling points (which is usually the same as for the first part).
Shared memory parallelization is here used to parallelize generating the Z (κ)- and
d(κ)-matrices from the local subset of sampling points. These quantities must then be
reduced among the MPI ranks. Also, shared memory parallelization, and optionally
distributed memory parallelization using Scalapack, can be used to solve the linear
system, Eq. (17) by linking to appropriate and optimized numerical libraries.

3.2 Pre-fetching and Re-using Sampling Points

The distribution function of the sampling points as given in Eq. (14) can be created
from a single weight function, or a single set of sampling points, according to

W κ
I κ =

∑

iκ

WI . (21)

As a consequence, all sets of sampling points for the various modes only differ in
the index that is left out. The sampling points of the common modes are the same.
This allows pre-fetching and storing the values of the basis functions at the sampling
points. Since one basis function ν(κ)

r usually fits into theCPUcache, picking sampling
points for a particular combination of r and κ is very efficient. These points can be
stored in a linearized and continuous sampling cache. Moreover, these sampling-
caches only need to be updated after an ALS sweep over the respective coordinate
but can be used for every mode during an ALS sweep. From the continuous sampling
caches the Ω-matrix, and from its transposed the Z (κ)- and d(κ)-matrices can then
be build very efficiently.



Canonical Decomposition Using Monte-Carlo Methods 81

Fig. 1 The Eigen cation: a
central, positively charged
hydronium is solvated in a
shell consisting of three
water molecules

3.3 Growing the CPD Tensor

Unfortunately, one of the major drawbacks of the ALS algorithm is that it converges
rather slowly. More precisely, it can be shown that the original algorithm improves
monotonically, butmaynever converge towards a limit [21]. TheMonte-Carlo version
of the ALS algorithm may only converge for an initial number of iterations until
non-monotonic behavior sets in. It seems to be very helpful, therefore, to start with a
rather small tensor, typically a few hundred terms, iterate the optimization routine a
number of times and subsequently grow the tensor by adding additional terms which
are initialized with random numbers but zero coefficient. This usually accelerates
the reduction of the fit error quite substantially. This strategy can be used repeatedly
until either a desired accuracy is achieved or a maximum number of terms has been
reached.

4 Application to the Eigen Cation

The protonated water tetramer H9O
+
4 , or Eigen cation, as depicted in Fig. 1, is besides

the Zundel cation one of the most important protonated water clusters. H9O
+
4 is an

extremely floppy molecule that is very hard to describe. Recently, experimental
absorption spectra [22, 23] have been obtained for the Eigen cation in the range of
200cm−1 and 4000cm−1. While some of the features of the spectrum have been
identified before, there is still an open debate about the origin of the broadening of
the peak at 2700cm−1. It is clear, that it is associated with the transfer of the protons
between the central oxygen and one of the water molecules. However, other states
must be involved as well.

To our knowledge, the quantum calculation of the infrared spectrum in the com-
plete spectral range of one-photon absorptions between 0 to 4000cm−1 and with full
inclusion of anharmonicity and coupling, has not yet been achieved for this very
challenging system. The difficulty lies in the high dimensionality of the system: the
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molecule consists of N = 13 atoms, and hence 3N − 6 = 33 internal DOF. While
the treatment of the systems wavefunction with help of the ML-MCTDH algorithms
has been in principle possible for a number of years, there has (to our knowledge)
so far been no tool to transform high-dimensional potential energy surfaces into a
sum-of-products form. With the help of the aforementioned techniques, in particular
with the global expansion of the potential according to Eq. (7), this goal could be
achieved such that an accurate modeling of the systems absorption spectrum was
possible.

The absorption spectrumwithin the linear response regime is given by the Fourier
transform of the dipole-dipole- correlation function Cμ(t) as

α(ω) ∝ ω

∞∫

−∞
eiωtCμμ(t) (22)

with

Cμμ(t) = 1

3

∑

i=x,y,z

〈ψ0| μi e
−i(Ĥ−E0)tμi |ψ0〉 (23)

and ψ0 being the ground state with energy E0, and μx , μy , and μz are the dipole
moment surfaces in the x-, y-, and z-direction in the laboratory system. Note, that the
μi are, like the potential, 33-dimensional surfaces as they depend on all 33 internal
coordinates. The averaging over the dipole components in Eq. (23) is performed to
model the random orientations of the molecules in the spectroscopic experiments.

4.1 Preparation of the Dynamical Calculations

Equation (23) now implies that in order to obtain the spectrum, one needs to solve the
time-dependent Schrödinger equation for the initial states

∣∣ψμi

〉 = μi |ψ0〉. To set up
a numerical Hamiltonian for solving the time-dependent Schrödinger equation one
first needs to chose a set of suitable internal coordinates. For the Eigen cationwe used
so-called polyspherical coordinates which have the advantage that the kinetic energy
operator T̂ is automatically given in a sum-of-products form, Eq. (5), as required
by the MCTDH implementation. Once having defined the internal polyspherical
coordinates, analytic expressions for kinetic energy can be calculated with the TANA
program package by D. Lauvergnat [24].

In a second step we combined the f = 33 physical DOF into p = 13 logical ones
where the combination was performed based on geometrical and physical consider-
ations, see Table1.
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Table 1 Mode combinations, grid size, and physical meaning of the internal coordinates of the
Eigen cation. The labels A, B, C refer each to one of the three “arms” of the molecule. In the last
line the size of the total primitive grid is given.

Mode Physical coord. No. points Remark

1 uAB, uAC, α 11 × 11 × 11 = 1331 Global O-O angles and pyramidalization

2 RA, zA 13 × 9 = 117 Distance Water A and proton A from center

3 RB, zB 13 × 9 = 117 Distance Water B and proton B from center

4 RC, zC 13 × 9 = 117 Distance Water C and proton C from center

5 R1A, R2A, θA 9 × 7 × 7 = 441 internal Water A

6 R1B, R2B, θB 9 × 7 × 7 = 441 Internal Water B

7 R1C, R2C, θC 9 × 7 × 7 = 441 Internal Water C

8 γA, uA 13 × 9 = 117 Wagging and rocking of water A

9 γB, uB 13 × 9 = 117 Wagging and rocking of water B

10 γC, uC 13 × 9 = 117 Wagging and rocking of water C

11 xA, yA, αA 9 × 9 × 11 = 891 Proton A in-/out-of-plane and water A rotation

12 xB, yB, αB 9 × 9 × 11 = 891 Proton B in-/out-of-plane and water B rotation

13 xC, yC, αC 9 × 9 × 11 = 891 Proton C in-/out-of-plane and water C rotation

2.1× 1032 Primitive grid size

In a third step one then needs to fit the potential energy V as well as the three
dipole surfacesμi in the form of Eq. (7). To this end we first created a set of sampling
points using a Metropolis-Hastings algorithm according to the weight function

W (Q1, · · · , Qp) =
∑

i

ai exp
(−βi V (Q1, · · · , Qp)

)
(24)

where the βi = 1/kBTi can be interpreted as inverse temperatures with kB being
the Boltzmann constant and ai is a coefficient that weights the different tempera-
ture contributions. Altogether, 7 × 106 sampling points have been created. 2 × 106

points for each kBT =500cm−1, kBT =1000cm−1 and kBT =2000cm−1 as well
as 7.5 × 105 sampling points for kBT =3000cm−1 and 2.5 × 105 sampling points
for kBT =4000cm−1. These points have been calculated as 9600 independent tra-
jectories (of which only one in 100 points was accepted as a valid sampling points to
reduce the correlation inside the trajectories) in parallel, one trajectory on one CPU
core with a wall-time of approximately one hour. The same set of sampling points
was used to fit all above mentioned quantities.

After the sampling is obtained, one of the major tasks is to calculate the 1-D
potential cuts as needed in Eq. (20). Here, a total number of 6.1 × 1010 calls to the
potential energy routine have been preformed. Note, that this is almost 22 orders of
magnitude less than the total number of primitive grid points, cf. Table1. This task
was performed using between 9600 and 19200 CPU cores in parallel, typically with
a wall-time below four hours. As all cuts can be calculated independently a re-start
of the calculation is easily possible at any time. For all three quantities, V and μx ,



84 M. Schröder et al.

μy , μz , the ALS optimization using Eq. (17) was done in one chunk on 9600 cores
for the potential (wall-time: 22h) and 4800 cores for the μi (wall-time: 4h). The
reason for the different amount of work is the number of terms (cf. Eq. (7)) in the
expansions where R = 2048 was used for the potential and R = 1024 for the μi .
The amount of work to construct the matrix Z in Eq. (17) is here dominating the
numerical efforts and scales as R2. For this reason, also fewer iterations have been
used to create the potential fit.

The fits where subsequently tested on an independent set of sampling points
generated as described before. It was found that the root-mean-square error for tem-
peratures kBT ≤2000 cm−1 was below 150cm−1 which is an extremely promising
value for this large a system. For the dipole surfaces, which have been fitted with
less accuracy because only spectral peak heights and not positions are influenced by
errors, the error obtained was below 2% for temperatures kBT ≤2000cm−1.

4.2 Numerical Results

Once all constituents to obtain the spectrum, Eq. (22) have been obtained, the cor-
relation function was calculated by first operating the dipoles on the ground state
of the Eigen cation and subsequently propagating the resulting states in time. These
calculations were performed on workstations outside the HLRS as solving the time-
dependent Schrödinger equation in a hierarchical Tucker format is highly involved
and distributed memory parallelization has not yet been implemented such that long
wall-times are needed. The resulting calculated spectrum is depicted in the lower
panel of Fig. 2 together with experimental spectra in the upper panel. The calculated
spectrum was shifted 60cm−1 towards lower energies to match the positions of the
two prominent peaks around 250cm−1 with the experimentally obtained ones.

One can see that all major features of the experimental spectrum are present also
in the calculated ones. In particular, the main features at 250cm−1 which have been
identified previously as wagging modes and O-O distance mode of the marginal
water molecules are clearly obtained, along with the broad feature between 2500
and 3000cm−1. This peak is associated with the motion of the three inner protons
along their respective O-O direction. Another prominent feature in the experimental
spectrum are the symmetric and antisymmetric stretching modes of the marginal
water molecules between 3500 and 4000cm−1. These were obtained at somewhat
higher energies and with different intensities as compared to the experiment.

Note further, that besides the main features a number of detailed features of the
experimental spectra could also be obtained, as for instance the rather broad peak
at 1000cm−1 and two of the three peaks between 1500 and 2000cm−1. The triple
peak at 2250cm−1 in the experimental spectrum seams also to be present in the
calculated spectrum, however, not completely resolved and shifted towards slightly
higher energies.
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Fig. 2 Spectrum of the Eigen cation. Upper panel: experimental data from Refs. [22] (red line)
and [23] (black line). Lower panel: calculated spectrum with MCTDH (shifted by 60cm−1 towards
lower energies to match peak positions below 500cm−1)

5 Summary

Wehave implemented a novel algorithmbased on an existing alternating least squares
algorithm for transforming high-dimensional potential energy surfaces into a canon-
ical tensor form for efficient use in the Heidelberg MCTDH software package. The
algorithm allows for the treatment of much higher dimensional surfaces than possi-
ble so far. This was demonstrated by calculating the linear absorption spectrum of
the Eigen cation. For this calculation, the 33-dimensional potential energy surface
as well as the dipole moment surfaces were fitted. The fit was obtained by utilizing
up to 19200 CPU cores in parallel on the HLRS Hazel Hen system.

The absorption spectrum of the Eigen cation obtained with help of these calcula-
tions is in very good agreement with the experimental results. All major features in
the experimental spectrum have been obtained in the model calculation. Especially
the prominent peaks associated with the water wagging, O-O-distance and proton
transfer are obtained at the correct relative position and with the correct shape.

In summary, our developments and calculations allow for the first time a detailed
and complete quantum mechanical modeling of the Eigen cation. Our calculations
will help to obtain a deeper understanding of the complex dynamical processes that
occur upon triggering a proton transfer and which are involved in the broad proton
transfer spectral feature. This subject is still under debate and further investigations
are underway.
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Ab Initio Molecular Dynamics Simulation
of Vibrational Energy Relaxation at the
Solid/Liquid Interface

Charge Defects at the Fluorite/Water Interface Allow
Very Fast Intermolecular Vibrational Energy Transfer

Dominika Lesnicki and Marialore Sulpizi

Abstract The water/fluorite interface is of relevance to diverse industrial, environ-
mental, and medical applications. In this contribution we review some of our recent
results on the dynamics of water in contact with the solid calcium fluoride at low
pH, where localised charge can develop upon fluorite dissolution. We use ab initio
molecular dynamics simulations, including the full electronic structure, to simulate
the vibrational energy relaxation and to quantify the heterogeneity of the interfacial
water molecules. We find that strongly hydrogen-bonded OH groups display very
rapid spectral diffusion and vibrational relaxation; for weakly H-bonded OD groups,
the dynamics is instead much slower. Detailed analysis of the simulations reveals the
molecular origin of energy transport through the local hydrogen-bond network. In
particular, we find that the water molecules in the adsorbed layer, whose orientation
is pinned by the localised charge defects, can exchange vibrational energy using just
half a solvation shell, thanks to the strong dipole-dipole alignment between H-bond
donor and acceptor.

Keywords Ab initio molecular dynamics · Vibrational energy relaxation ·
Non-equilibrium MD · 2D-Sum Frequency Generation · Solid/liquid interfaces

1 Introduction

In this contribution we review some of our recent results on the structural and dynam-
ical characterisation of calcium fluorite/water interfaces obtained from ab initio
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molecular dynamics simulations. Atomistic molecular dynamics (MD) simulations,
and in particular ab initio simulations can help to gain insight into the interfaces
between mineral surfaces and water, which is the key to understand a variety of
natural phenomena, including e.g., the weathering of rocks and corrosions, as well
as to advance technological/industrial applications [25, 26]. The specific case of the
calcium fluorite (CaF2)/water interface, which we present here, is of relevance to
industrial, environmental, and medical applications, e.g., for understanding fluorine
dissolution in drinking water.

At their meeting point, the interface, the properties of both liquid and solid are
expected to be different from those observed in the bulk. This is due e.g. in the
case of liquid water, to the fact that the hydrogen bonding network of water is inter-
rupted and strongly influenced by the solid surface. As a consequence of the different
structure, also the dynamics of the liquid is strongly affected and depending on the
specific interface, may result to be slower or faster than in bulk water. A selective
tool to investigate water dynamics and to address vibrational energy relaxation at
interfaces is time-resolved (tr) and two-dimensional (2D) sum frequency generation
spectroscopy (SFG), which has been extensively used in the last ten years to address
the water surface and obtain its molecular picture [2, 11, 12, 22, 31]. In tr- and
2D-SFG, a fraction of the water molecules (about 10%) is excited with an intense
infrared pulse and the subsequent energy relaxation can be selectivelymonitoredwith
the SFG probe, a combination of a broadband infrared pulse (which is resonant with
the molecular vibrations) and a narrow-band visible pulse. The strength of the SFG
spectroscopy resides in the fact that it selectively probes only the water molecules
at the interfaces, as its selection rule is such that no signal will be obtained from
centro-symmetric media like bulk water [14]. At the interface, where the symmetry
is broken, a signal is instead present and vibrational spectra can be experimentally
recorded. In the case of the water surface (or in other words the water-air interface),
an energy relaxation slower than in bulk water has been observed [24], as water can
reorient faster than in the bulk [10], thanks to a reduced hydrogen-bonding at the
interface.

tr-SFGhas beenused also employed to characterise thewater/mineral interface [3–
6, 20, 28, 29]. One of the most characterized mineral/water interfaces is certainly the
silica/water interface, possibly the most abundant in nature. The first femtosecond
tr-SFG experiments on the water/silica interface was performed by McGuire and
Shen [20]. They found a fast 300 fs time constant for the bleach relaxation. Further,
subsequent experiments by Eric Borguet and coworkers explored the effect of pH
and ionic strength on the vibrational dynamics of both silica/water and alumina/water
interfaces. In the case of the silica/water interface, the relaxation time scales of inter-
facial water were found to strongly depend on the local hydrogen bond network, the
local surface charge, and finally by the isotopic dilution [4–6]. On the other hand for
the alumina/water interface, the vibrational relaxation dynamics of H-bonded water
was found to be insensitive to surface charge and ionic strength. Additional inves-
tigation also showed that the relaxation dynamics of water at the charged alumina
interface is faster than for bulk water [28, 29]. If tr-SFG can provide information on
the vibrational lifetimes, 2D-SFG can additionally also provide the spectral diffusion
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dynamics, and therefore further information on structure, structural dynamics, and
interfacial energy transfer dynamics [31].

AlthoughMD simulations can, in principle, permit to calculate the experimentally
observed 2D-SFG spectra using the appropriate response functions [21], the overall
computational cost to obtain converged spectra is still prohibitive, in particular if
one aims to use electronic structure-based approaches. Instead of directly compute
response functions, an alternative approach can be to directly simulate the vibra-
tional excitation and the subsequent vibrational energy relaxation [16]. The results,
which we are going to present in this review are based on such an approach. Here
we therefore use non-equilibrium molecular dynamics simulations in order to cal-
culate both vibrational time relaxation and spectral diffusion, as well as to provide
a molecular interpretation of the experiments [16, 18]. Our approach includes an
atomistic description of the interface, where the interatomic potentials are deter-
mined by the full electronic structure at the density functional theory (DFT) level. In
our previous report for HRLS [17] we have shown how such models have been able
to successfully reproduce the static SFG spectra of the CaF2/water interface over a
wide range of pH [13, 17]. Here we go beyond the discussion of the static vibrational
spectra in terms of the structure of water at the CaF2 interface. Instead we show how
such description of the interfaces at the nanoscale is also accurate to reproduce the
time-resolved spectra and to address dynamical properties.

2 Computational Approach

2.1 Simulations Set-Up

To obtain molecular-level details of the relaxation mechanism, we use simulations of
the vibrational relaxation using ab initiomolecular dynamics simulations according
to the method reported in Ref. [16, 18]. Our starting point is the model for the low
pH interface with 0.64 vacancies/nm2 (1 vacancy per surface) [13]. The interface
between CaF2 (111) and water is composed of 88 water molecules and 60 formula
units of CaF2 contained in a 11.59Å× 13.38Å× 34.0 Å cell periodically repeated in
the (x, y, z) directions. The thickness of water slabs is around 20 Å along the z-axis,
which is a reasonable compromise between the need to achieve bulk-like properties
far from the surface and the computational cost. All the simulations have been carried
out with the package CP2K/Quickstep [30], consisting in Born-Oppenheimer MD
(BOMD) BLYP [1, 15] electronic representation including Grimme (D3) correction
for dispersion [8], GTH pseudo-potentials [7, 9], a combined Plane-Wave (280 Ry
density cutoff) and TZV2P basis sets (Fig. 1).
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Fig. 1 Model for the low pH interface with 0.64 vacancies/nm2 (1 vacancy per surface) [13]. The
vacancy is created by the dissolution of surface fluoride ions according to the formula shown here.
The interface between CaF2 (111) and water is composed of 88 water molecules and 60 formula
units of CaF2 contained in a 11.59 Å × 13.38 Å × 34.0 Å cell periodically repeated in the (x, y, z)
directions.

2.2 Vibrational Energy Excitation and Relaxation from
Non-equilibrium Trajectories

For the analysis of the vibrational energy relaxation we used the same approach
presented in our previous work [16, 18]. We start from an equilibrated trajectory
in the NVT ensemble with the Nose-Hoover thermostat where a time-step of 0.5 fs
for integrating the equation of motion was used. From this trajectory 82 snapshots
were extracted every 5 ps in order to ensure that velocities were decorrelated. These
snapshots were used as the initial coordinates and velocities for the non-equilibrium
AIMD runs. The average temperature in the NVT AIMD simulation was 330K
in order to reproduce the water liquid structure at 1g/cm3 [27]. We then ran 2 ps
AIMD simulations with a time-step of 0.1 fs for the excited and not excited case
in the NVE ensemble. Excitations were performed for the water molecules located
within 3Å away from the surfaces (composed of fluorine), leading to a total of
552 excitations. We excite each single water molecule such that the temperature
of the simulation box is increased by 1.5K. This is close to the increment in the
temperature of the sample which is measured in the experiments and also ensures that
the excitation is not strongly perturbing, or even disrupting, the local hydrogen bond
network. Figure2 shows the frequency distribution obtained from the simulations.
The extra kinetic energy, added to a given molecule, drives, instantaneously, the
system out of the equilibrium and the subsequent relaxation process can be followed
within NVE trajectories using descriptors, which we introduced in Ref. [16, 18] and
which permit to follow the excess energy redistribution among the given modes. The
time evolution of the excess vibrational energy can be obtained as difference between
the power spectrum calculated in the vibrationally excited (or non equilibrium) state
and that calculated in the ground (or equilibrium) state, according to:
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Fig. 2 (a) Scheme of the simulation procedure. Along an equilibrium trajectory excitations are
created adding a velocity component along a given normal mode. (b) Normalised distribution of
the stretch frequencies of the water located in the first layer (red) [18] and in the bulk (blue) [16] at
t = 0.1 ps. (Color figure online)

I (t) =
∫ ∞

0
Pex (ω, t) dω −

∫ ∞

0
Pgs(ω, t) dω (1)

where

P(ω, t) =
∫ t+Δt

t

〈∑
i

vi (t)vi (t + τ)

〉
e−iωτ dτ. (2)

is the Fourier transform of the velocity-velocity autocorrelation function calculated
at a given time t and vi (t) is the velocity of atom i at time t and Δt the time window
over which the correlation function is computed.

2.3 Spectral Diffusion from Equilibrium
and Non-equilibrium Simulations

The spectral diffusion can be directly obtained in the non-equilibrium simulations
from the time decay of the frequency-frequency correlation function (FFCF) defined
by

Cω(t) = 〈δω(t)δω(0)〉 /
〈
δω(0)2

〉
(3)

where δω(t) = ωmax (t) − ω̄max (t) is the fluctuation from the average frequency at
time t.Cω(t) can be calculated both in equilibrium, aswell as in non-equilibrium sim-
ulations, namely following the vibrational excitation. The results of the frequency-
frequency correlation are shown in Fig. 3 for both the equilibrium case (black dots)
and the non equilibrium case (red dots). For both cases a fast exponential decay of
140 fs and 100 fs, respectively, are found in agreement with the experiments and
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Fig. 3 Frequency-frequency
correlation function as
function of time for both the
equilibrium case (black dots)
and the non equilibrium case
(red dots). A single
exponential fit provides a
lifetime of 140 fs and 100 fs
for the equilibrium (black
curve) and non equilibrium
(red curve) cases,
respectively. (Color figure
online)
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the value reported for bulk water [16, 24]. For such calculations only the water
molecules in the interfacial layer with a thickness of 3.5Å are included, which are
those contributing most to the SFG signal, according to our previous analysis [13].

2.4 Mean Square Displacement

To quantify the dynamical properties of the water molecules in different environ-
ments, interfacial water and bulk, we have computed the mean square displacement
(MSD). The MSD is defined from the trajectories ri (t) of the diffusing particles,
labelled with the index i, in terms of the distance from their initial position ri (0):

〈
Δr(t)2

〉 = 1

Nw

〈
Nw∑
i=1

|ri (t) − ri (0)|2
〉

(4)

where Nw is the number of water molecules considered. For the calculation of the
MSD, we have used a sliding window of 10 ps over 50 ps trajectories of water at CaF2
interface [13] and bulk water [16, 18]. For the former trajectory, we have selected
water molecules up to 3.5 Å from the interface. The diffusion coefficient, D, was
then computed using the Einstein relation:

D = 1

6
lim

t→+∞
d

dt

〈
Δr(t)2

〉
(5)
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3 Results

3.1 A Very Fast Spectral Diffusion

In our recent publication [18] we have reported on a joint computational and exper-
imental effort to understand the water dynamics at the fluorite water interface. In
Ref. [18] the 2D experimental spectrum for the CaF 2 interface is reported. A first
interesting feature to notice is that at early delay times it shows a small tilt along
the diagonal between 2200 and 2500cm−1, indicating a very fast vibrational energy
transfer. With increasing delay time, the bleach becomes more horizontal due to
additional spectral diffusion. The time evolution of the slope permits to extract infor-
mation on the spectral diffusion, namely the time evolution of the instantaneous
frequency of the molecules in the systems. In the case of the fluorite/water interface
at low pH the slope decays with an exponential behaviour with a time constant below
100 fs [18], which is comparable to the decay observed in bulk water [16, 24], and
substantially faster than what has been observed at the water/air interface [31] and
water-positively charged lipid interfaces [19] with D2O as sub-phase.

The spectral diffusion can also be obtained from the ab initio molecular dynam-
ics (AIMD) simulations presented in Ref. [13, 18] by calculating the frequency-
frequency correlation functions (Fig. 3). For such a calculation only the interfacial
layer is used with a thickness of 3.5 Å, which is the layer contributing most to the
SFG signal, according to our previous analysis [13]. A fast exponential decay of the
order of 100 fs is found. This is in agreement with the experimental results and it is
also similar to the value obtained from the simulations of bulk water in Ref. [16]. It
is quite remarkable that the energy transfer dynamics at the interface is comparable
to that in bulk water, as in the bulk the density of OH (or, equivalently, OD) groups is
much higher. This very fast interfacial energy transfer, therefore, therefore suggests
and enhanced intermolecular coupling at the interface, which could be a result of
the surface-induced alignment of water molecules. We will come back to this point
when discussing the energy relaxation in the subsequent paragraph.

3.2 Vibrational Energy Relaxation: The Role of Charge
Defect on the Surface

Besides the time evolution of the slope, the time-dependent 2D plots also provide
information about energy relaxation. The details on the experimental results are
reported in our recent publication [18], here we would like to focus on the computa-
tional side of such study.

Starting from an equilibrated trajectory, we selectively excite the water molecules
in the first water layer in contact with the fluorite surface. Every single excitation
is obtained by adding, to a given water molecule, excess kinetic energy with the
symmetry of the stretching mode. After the vibrational excitation we can use NVE
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Fig. 4 (a) Snapshot from the simulation: the water molecules highlighted in black are those excited
in the non-equilibrium simulations. (b, c) Time evolution of the excess energy of the OH stretch
obtained from simulations at low pH (square) for the water ensemble with a pump frequency below
2515cm−1 (b) and above 2515cm−1 (c) normalised by the initial value and its exponential fit (plain
line).

Fig. 5 Vibrational relaxation time as function of frequency (black: experimental data; red: simu-
lation). For both experiments and simulations faster relaxation times at low frequency and slower
relaxation times at higher frequencies are observed [18]. Data are from Ref. [16, 18]. (Color figure
online)

trajectories, to follow how the excess energy added to the system leaves the orig-
inal excited water molecule and is eventually redistributed over the system. As an
example, the relaxation of vibrational energy out of the excited stretching state for
excitation frequencies below and above 2515cm−1 are reported in Fig. 4 (panels (b)
and (c) for an average excitation frequency of 2400cm−1 and 2590cm−1, respec-
tively).

In Fig. 5 we report the frequency-dependent relaxation times from the simulations
(red crosses) compared with those from experiments (black squares). For both exper-
iments and simulations faster relaxation times at low frequency and slower relaxation
times at higher frequencies are observed. As discussed in our previous work [18] we
should be careful in comparing the timescales from simulations and experiments as
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Fig. 6 (a) A snapshot of the model used in the simulations. The water molecules in the adsorbed
layer and excited in the simulation of the vibrational relaxation are highlighted in full color, while
the rest is depicted as transparent. (b) Time evolution of the dipole-dipole correlation function for
the adsorbed water in the first layer (red) and for water in the bulk (blue). Data are from Ref. [16,
18]. (Color figure online)

the simulations are performed in H2O and the experiments in D2O, as one would
expect slightly slower dynamics in the latter case.

To understand the molecular origin of the observed energy relaxation we analyse
the simulations in more detail. In particular, it is interesting to discuss the structure of
the adsorbed layer. Such a layer is highlighted in Fig. 6(a), while the rest of the water
molecules are rendered as transparent. At a difference with respect to bulk water, the
structure of the interfacial layer is well-ordered, as a result of the water interaction
with the positive charge defects localised in correspondence of the fluoride vacancy.

As we already pointed out in our previous work [13] such order extends over 4–5
Å. This was indeed inferred from the calculation from the convergence of the static
spectrum, in particular of the Im χ(2) part, as function of the increasing probing
thickness [13]. We should, however, note here that the high computational cost of
electronic structure based methods imposes severe limitations on the size of the
accessible models. In this respect, our model is expected to capture the contribution
to the spectra originating from the Stern layer (possibly the major contribution here),
but it cannot account for the full diffuse layer, which is expected to extend over a
few nanometers thickness. To capture this second contribution a mixed resolution
approach including both the Stern layer in the full electronic structure details, as well
as the diffuse layer, possibly at the force field level, could be considered in the future.
As also mentioned in our previous work [18], the experimental data indicate that the
contribution of the diffuse layer is small. Close inspection of the interfacial layer
reveals that the water molecules directly pinned by the surface defects do not move
for the entire length of the simulations, as e.g. can be also shown in the analysis of
the root mean square displacement (Fig. 7). The water molecules in the interfacial
layer diffuse slower, D = 2.197 10−10, than the water molecules in bulk water, D
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Fig. 7 Mean square
displacement of the water
molecules in the first layer
(red) and for water in the
bulk (blue). The plain lines
display the linear fit used to
compute the diffusion
coefficient. (Color figure
online)
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= 1.37 10−9 (see Fig. 7). Such “frozen” water molecules are also characterised by
only half of a solvation shell, as they only donate two hydrogen bonds while not
accepting any. The order imposed by the charge defects also extends to the other
water molecules which reside in the interfacial layer, and which, on average, form
only 2.45H-bonds (with 62% donors and 38% acceptors), which is one H-bond less
when compared to bulk water, where molecules form on average 3.48H-bonds (with
equal acceptor and donor contributions). If comparing to bulk water, the interfacial
water molecules have an incomplete first solvation shell. Interestingly, though, the
interconnecting H-bond network at the interface is also much more stable, and the
intra-layer H-bond dynamics much slower. This can be appreciated by calculating
the correlation function between the dipole moment of each water molecule in the
layer and its neighbouring, H-bonded water molecules. Such a curve is reported in
red in Fig. 6b). The correlation function is close to one when two molecules do not
re-orient with respect to each other, namely they maintain their reciprocal dipole
orientation as a function of time. This happens when the H-bond remains intact for
the entire length of the trajectory. The correlation function decays to zero, if the
reciprocal orientation is lost, or in other words, if the H-bond is broken. Looking
at Fig. 6b) we notice that for the water in the first adsorbed layer on the surface,
the dipole-dipole correlation function (red curve) decays very slowly, while for bulk
water (blue curve) it decays much faster.

The simulations permits to unveil a quite interesting behaviour of the interfacial
water and in particular of the layer directly in contact with the fluorite surface. Indeed,
the interfacial water molecules present a strongly ordered and an asymmetric H-
bond network. With respect to bulk water, they miss almost half of their solvation
shell. However, the increased order, produced by the localised positive charges on



Ab Initio Molecular Dynamics Simulation... 97

the surface, is somehow able to compensate for the missing H-bonds, enabling fast
vibrational energy transfer, despite the lower effective water density. It is interesting
to compare the behaviour of this adsorbed layer with that of the water molecules
in ice Ih. In case of ice strong, ordered H-bonds bonds can lead to relaxation time
constants as short as 80 fs [23], however the relaxation is possible through a complete
first solvation shell.Here, at thefluorite interface strong, orderedH-bonds can transfer
fast, but they only use half a solvation shell. As a consequence the resulting relaxation
time constants are still fast, as in bulk water.
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Computational Study of Confinement
Effects in Molecular Heterogeneous
Catalysis

Hamzeh Kraus, Julia Rybka, Ulrich Tallarek, and Niels Hansen

Abstract The properties of fluid mixtures composed of solvent, reactant and prod-
uct molecules within functionalized mesoporous materials and the local composi-
tion of reacting species around the catalytically active complex anchored covalently
inside the inner pore space are important factors determining the activity of catalytic
reactions in confined geometries. Here, a computational approach based on classi-
cal molecular dynamics simulations is presented, allowing to investigate a catalyst
immobilization strategy for a ring-closingmetathesis reaction ahead of its experimen-
tal realization. The simulations show that using epoxide groups as immobilization
sites leads to a spatial distribution of reactant and product molecules that appears to
be counterproductive to a desired confinement effect.

Keywords Mesopores · Confinement · Catalysis

1 Introduction

Recent advances in designing mesoporous silica materials with surface-anchored
functional groups have shown promising potential for applications with respect to
the activity and selectivity in molecular heterogeneous catalysis [20, 39, 51]. For
example, by immobilizing a Rh-complex on SBA-15 particles, a rate enhancement
for 1-octene hydroformulation was observed compared to the homogeneous ana-
logue, which was explained by the suppression of the formation of inactive forms of
the catalyst inside the pores [40]. Other examples include improved selectivity for
olefin or cyclooctane metathesis reactions carried out in mesoporous silica materials
[9, 45] or synergetic effects between multifunctional groups anchored in close prox-
imity in confined spaces [54]. Selectivity and conversion of reactions can be affected
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due to controlling the factors that influence the spatial distribution and the mobility
of reactants and products including molecular size, shape, configuration, degree of
confinement, pore topology, strength of adsorption on pore walls, and the possibility
of hydrogen bonding between reactants or/and products. Instrumental for the appli-
cation and rational design of functionalized mesoporous materials is the existence of
a model for predicting how pore dimension and surface functionalization influence
the properties of the fluid under confinement [8]. Fluids confined in mesoporous
materials present a particular challenge to empirical tuning, as it is difficult to exper-
imentally probe properties such as solvent composition and phase behavior within
the mesopores. Mass transport of molecular compounds through porous solids is a
decisive step in molecular heterogeneous catalysis. It is a multi-scale, hierarchical
phenomenon: Effective diffusion through the macro-mesoporous material is influ-
enced by parameters such as grain boundaries and particle packing on the macropore
scale (>μm), as well as by factors such as particle size and connectivity of pores
on the mesopore scale (>10nm, <μm). More importantly, meso-scale diffusion and
macro-scale diffusion are first and foremost determined directly by processes on the
molecular scale (<10nm), which depend on numerous factors like pore-size, inter-
actions of the diffusing species with the solid surfaces and with the solvent [29].
For reacting systems transport of the reactants to and products from the catalyti-
cally active complex is decisive as well as the interaction of the various species with
the solvent and the functional groups on the surface. Therefore, there is a growing
interest in computational modeling studies to provide a fundamental molecular-level
description of confinement effects [17, 23].

An important step towards this goal is to gain a detailed knowledge of physical
processes at the solid-liquid interface in porousmaterials. For chromatographic inter-
faces molecular dynamics simulations have been used to study both reversed phase
liquid chromatography (RPLC) and hydrophilic interaction liquid chromatography
(HILIC), in particular (i) the structure and dynamics of the bonded phase and its inter-
face with the mobile phase, (ii) the interactions of analytes with the bonded phase,
and (iii) the retention mechanism for different analytes [34, 41]. By simulations it
was shown, for example, that retention into octyl (C8) phases is best described as an
adsorption process, while for octadecyl (C18) phases both adsorption and partition
play a role for nonpolar analytes, whereas adsorption is always the major mechanism
for analytemoleculeswith polar groups that lead to an amphiphilic character.A recent
study investigated the surface diffusion of four typical aromatic hydrocarbon ana-
lytes in RPLC through molecular dynamics simulations in a slit-pore RPLC model
consisting of a silica-supported end-capped, C18 stationary phase and a 70/30 (v/v)
water/acetonitrile mobile phase. The results show that the lateral (surface-parallel)
diffusive mobility of the analytes goes through a maximum in the acetonitrile ditch,
an acetonitrile-rich border layer around the terminal part of the bonded-phase chains
[48].

In the present work we study confinement effects using the ring-closing metathe-
sis reaction of dec-9-en-1-yl undec-10-enoate (C11−10) to the monocyclisation prod-
uct oxacycloicos-11-ene-2-one (see Fig. 1) in benzene solvent over a 2nd-generation
Grubbs-Hoveyda-type catalyst immobilized inside an epoxy-functionalized [10, 19,
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Fig. 1 Reactant and product
molecules for an exemplary
ring-closing metathesis
reaction considered in the
present work.

42, 47] mesopore as example. Such a reaction is relevant for the production of
macrocyclic compounds that play an important role in pharmaceutical chemistry.

2 Methodology

2.1 Computational Model of a Functionalized Mesopore

Initial Pore. The cylindrical mesopore model consisted of a 6.02 nm diameter pore
carved through the (111) face of a β-cristobalite block (9.11 nm × 8.77 nm × 10.08
nm (x × y × z)) along the z-direction using the in-house python package PoreMS
[30, 32], following procedures reported previously [13, 41], resulting in 5.52 silanol
groups nm−2 on the inner pore surface. The cylindrical pore was flanked by two
solvent reservoirs with the outer surfaces bearing 4.98 silanol groups nm−2. Force-
field parameters for Si, O, and H atoms of the silica surface were taken from Gulmen
and Thompson [22, 49]. Examples of generated pores are shown in Fig. 2.

Surface Functionalization. All molecules used for functionalizing the surface are
shown in Fig. 3. Their topologies need to be supplied for single (silicon atomwith one
unsaturated oxygen) and geminal (silicon atom with two unsaturated oxygens) bind-
ing sites. These topologies were obtained using the Antechamber topology builder
based on coordinate files generated by the molecule builder functionality of the
PoreMS package. However, the topology builder does not include all atom types
needed such as silicon and ruthenium. Therefore, slightly altered structures were
passed to Antechamber, saturating the surface silicon atom and replacing unknown
atoms with similar ones such as carbon for silicon. In this way, an initial topology
could be generated, and the unknown parameters, or further needed ones, were added
manually.

When functionalizing the surface, the user can define the allocation, either as a
number of molecules, for example for a specific number of catalysts, or as a percent-
age of the surface. If a geminal oxygen is selected for functionalization, the other
oxygen is saturated with hydrogen.

Catalyst Anchored at the Inner Pore Wall. The catalytically active center is iden-
tical to the one studied previously [57], the only difference is the longer linker used
to attach the catalyst to the pore surface. The catalyst was modeled in its precursor
formwith an undissociated Ru-O bond due to the high degree of uncertainty involved
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Fig. 2 The top panels show the frontal views on the constructed pore systems. The color code
used is: red, oxygen atoms; yellow, silicon atoms; blue, single silanol groups; pink, geminal silanol
groups. The bottom panels display the number density of the oxygen atoms of single silanol (blue)
and geminal silanol (pink) molecules. A pore of diameter 6nm was carved in a 10nm silica block
through the x-axis (left), y-axis (center) and z-axis (right). (Color figure online)

Fig. 3 Chemical structure of molecules attached to the surface. (a) Grubbs-Hoveyda-type catalyst;
(b) epoxide group; (c) Trimethyl-silyl group.

in describing the interaction of the activated form of the catalyst with reactants and
products in the context of classical force fields and the focus of the simulations on
confinement effects. A DFT optimization was performed with the TURBOMOLE
program [1, 3] using five different functionals (B3LYP [6, 50], PW6B95 [55], M06
[56], M06-L [56], PBE0 [44]) and two different basis sets (def2-SVP and def2-
TZVP) [53]. Except for B3LYP these functionals and basis sets were among the
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recommended ones for the calculation of structural parameters in Ru-complexes
based on a comparison to MP2 calculations [33]. For both tested basis sets the
PW6B95 functional had the smallest deviation from the X-ray structure [57] based
on a comparison of selected bond lengths around the ruthenium atom.

To proceed with the parametrization most force field parameters were taken from
the GAFF force field [52] while for the Ru-complex geometric parameters calculated
in the presentworkwere used and combinedwith force constants reported byAhmadi
et al. [4]. Due to the rather rigid geometry of the precursor state the actual values
of the force constants e.g. for keeping the aromatic rings planar are not expected to
impact the simulation results significantly.

To model the nonbonded interactions Lennard-Jones parameters were taken from
theGAFF force field except for rutheniumwhichwas described using a 12-6 potential
fitted to the 9-6 form used by Ahmadi [4]. Compared to other molecular mechanics
parameters reported for ruthenium [5, 18] the energy parameter reported by Ahmadi
et al. [4] is rather large. Therefore, the interactions between the catalytic complex
and amethane probemolecule was calculated for representative configurations using
dispersion-corrected DFT [21] and compared to the force field calculations for dif-
ferent Lennard-Jones parameters of Ru. Since ruthenium is rather shielded the actual
LJ-energy parameter hardly affects the interaction with a methane probe molecule.
The strength of the interaction is in reasonable agreement with dispersion corrected
DFT results.

Partial charges of the catalytic complex were extracted from the electron densities
calculated with the PW6B95 functional and a def2-TZVP basis set using the DDEC
[36–38]method implemented in theDDEC6program [36]. This approachwas chosen
due to the compatibility of the DDEC partial charges with the GAFF force field as
demonstrated previously [7].

Configuration files of the equilibrated pore systems, corresponding topologies and
simulation parameter files are provided via the Data Repository of the University of
Stuttgart (DaRUS) [31].

2.2 Molecular Dynamics Simulations

Simulated Systems. In order to analyze the confinement effect, two different pore
sizes were simulated each with pure substrate, product and a mixture of both, with
benzene as a solvent. In anNPT-simulation, the target density of 6.38molecules/nm3

for the solvent benzene and 0.04molecules/nm3 for the solutes substrate and product
was determined,withwhich the pore simulationboxwasfilled.All pores had a surface
allocation of 5.71μmol/m2 inside the pore (epoxide) and 3.72μmol/m2 outside the
pore (TMS). Table1 shows the simulated system properties. The system containing
both product and substrate are filled equally towards the same total density.

Figure4 exemplarily shows a simulation system containing a 6 nm pore modified
with epoxide containing groups inside a mesopore at a grafting density of 3.44
groups/nm2 and TMS groups on the outside at a grafting density of 2.24 groups/nm2.
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Table 1 Pore diameter d, dimensions of the silica block D and number of solvent (benzene) and
solute (substrate and/or product) molecules used in the two simulated system sizes.

d (nm) D (nm) Nsolvent Nsolute

6 [9.10, 8.77, 9.66] 6333 44

9 [12.14, 12.28, 9.66] 12897 85

The inner pore surface additionally bears two catalyst groups which stick out from
the epoxide-modified surface (see front view on the cylindrical pore in panel a)).
Substrate and product molecules dissolved in benzene are distributed between the
solvent reservoirs outside of the pore and inside the cylindrical mesopore.

Simulation Parameters. Molecular dynamics simulations were carried out with
the GROMACS 2016.5 program package [2, 26] compiled in single precision. All
simulations were performed under minimum image periodic boundary conditions in
a rectangular simulation box with fixed dimensions containing the silica mesopore
between two bulk phase reservoirs. Initial velocities were randomly assigned accord-
ing to a Maxwell-Boltzmann distribution. The desired bulk phase concentration of
all species was achieved iteratively in a series of short simulations at constant volume
by adding or removing molecules. After a 100 ns equilibration period a production
simulation was run at constant volume and constant temperature at 300 K for 200
ns. The equations of motion were integrated with the leap frog scheme [27] applying
a time-step of 1 fs. The length of bonds involving a hydrogen atom were kept fixed
using LINCS [24, 25] with an order of 4. The number of iterations to correct for
rotational lengthening in LINCS was set to 2. The temperature was kept close to its
reference temperature by application of the Nosé-Hoover thermostat [28, 43] with
a relaxation time of 1.0 ps. Short range electrostatic and Lennard-Jones interactions
were treated within a cut-off radius of 1.4 nm. Analytic dispersion corrections were
applied for energy and pressure. The particle-mesh-Ewald (PME) method [15, 16]
was used for treating long-range electrostatic interactions.

Simulationswere run on the ForHLR ICluster. A short benchmark for 1 ps showed
an optimal ratio between efficiency and simulation time at core number of 200 (10
nodes) with 9 ns/24h. The speedup at this core number is 8 compared to 20 cores (1
node). Beyond this point the slope of the speedup curve is almost halved.

Analysis. Density profiles were calculated from the local number density ρn,i by
counting the number of molecules Ni in volume slices Vi . Inside the pore this is
done by creating a radial slicing such that the sub volumes are calculated by

V pore
i = π · zpore(r2i − r2i−1) (1)

with pore length zpore and radius ri of sub volume i . This yields the radial number
density inside the pore as
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Fig. 4 Cylindrical catalytic mesopore model generated with PoreMS. (a) Side view of the sim-
ulation box indicating the length of the central silica block and the solvent reservoirs. (b) Front
view, of the pierced silica block containing the 6 nm pore. The chemistry of the exterior surface
is based on the (111) face of β-cristobalite silica. The exterior planar and interior curved surfaces
are covered with randomly distributed TMS and epoxide groups, respectively. Two organometallic
catalyst groups are attached to the interior surface in point symmetry with respect to the pore centre.
Colour code: Si atoms, yellow line; O atoms, red line; Epoxide groups, blue; TMS groups, magenta;
catalyst, red; residual surface silanol groups, yellow; Benzene, grey beads; substrate, green; product,
orange. (Color figure online)

ρ
pore
n,i = Ni

V pore
i

= 1

π · zpore
Ni

r2i − r2i−1

. (2)

Outside the pore, the sub volumes are calculated along the distance orthogonal to the
front surface. If the pore was carved along the z-axis it follows

V out
j = z j (x · y − π · r2) (3)

with box width x , box height y, pore radius r and slice width z j of slice j . Thus, the
number density along the z-coordinate is

ρout
n, j = N j

V out
j

= 1

x · y − π · r2
N j

z j
. (4)

Note that outside refers to the reservoirs of the simulation box. Therefore, the slices
add up to the reservoir length zres. Due to the symmetry of the system the profiles
from both reservoirs were averaged. Since the outside density refers to the density
measured from the outside surface, it does not contain the cylindrical extension of
the pore inside the reservoirs. Finally, the mass density is calculated by

ρ = M

NA
ρn (5)

with molar mass M and Avogadro constant NA. For a more detailed representation,
density profiles are generated for particular atoms of a molecule. For the substrate
and product this includes the chain oxygen-atoms and the carbon atoms that form
the double bond in the reaction.
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Fig. 5 Radial number density profiles of benzene center of mass and the oxygen atoms of the
epoxide group at 300K in the (a) 6nm pore and (b) the 9nm pore.

The local diffusion coefficient in the direction parallel to the pore axis was calcu-
lated following an approach by Liu et al. [35]. To obtain a progression of the diffusion
coefficient along the radial coordinate, volume slices similar to the density calcula-
tion were implemented. In each slice j the mean square displacement 〈z2(r j , t)〉was
repeatedly recorded for molecules that remained in the specified space interval for
the whole observation time of 20 ps, giving the diffusion coefficient from

〈z2(r j , t)〉 = D||(r j )t (6)

if 〈z2(r j , t)〉 could be described by a straight line in the time interval 4 ps to 16 ps.

3 Results

3.1 Distribution of Solvent, Reactant and Product Molecules
Inside the Mesopore

Figure5 shows the density profiles of the solvent benzene as well as of the epoxide
groups within the inner pore volume for the two studied pore sizes in case of an
equimolar mixture of reactant and product molecules in the system. The epoxide
groups show well-defined density peaks close to the silica surface as expected. The
distribution function of benzene displays a typical shape with four well defined
maxima as has been observed also in other simulation studies on silica surfaces [11,
12, 14]. However, the density maximum close to the pore wall is less pronounced
compared to pure silanol surfaces. For the 9nm pore the uniform density is reached at
around 2.5nm from the pore center while for the 6nm pore small density oscillations
remain even close to the pore center. The number densities at the pore center are
slightly lower than the bulk values at the same temperature. Compared to the bulk
phase density distribution function (not shown) the fluid structure in the pore is longer
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Fig. 6 Radial number density profiles of the carbonyl oxygen (red) and vinylic carbon (blue) from
simulations at 300 K containing an equimolar amount of substrate (solid line) and product (dashed
line) molecules in cylindrical pores of 6nm (a) and 9nm (b) diameter. The shaded areas indicate
the configurational space accessible by the ruthenium atom of the catalyst (pink) and the oxygen
atom of the epoxide-group (brown). (Color figure online)

ranged since it shows a higher number of coordination shells, a consequence of the
fluid-wall interactions. The density profiles of benzene and the epoxide groups for
the other two studied system compositions are very similar and therefore not shown.

Figure6 shows the radial number density profiles of particular atoms of the sub-
strate and product molecules for both the 6nm pore and the 9nm pore analyzed in
the simulation containing an equimolar mixture of substrate and product molecules.
The shaded areas present in all panels indicate the configurational space accessible
by the ruthenium atom of the catalyst. The substrate molecules are relatively uni-
formly distributed over the pore cross section and show a depletion towards the pore
wall. By contrast, the product molecules show an enrichment close to the surface
which is particularly pronounced for the 6nm pore. This pattern is retained in case
of simulations containing either substrate or product molecules, respectively (data
not shown). This suggests that an epoxide functionalization is unfavorable for this
reaction because local enrichment of product molecules near the catalytic centers
increases the risk of back-biting reactions.

3.2 Mobility of Solvent, Reactant and Product Molecules
Inside the Mesopore

Figure7 shows the self-diffusion coefficient of benzene parallel to the pore axis
as function of the radial coordinate. The mobility decreases as expected monoton-
ically from the bulk region to practically zero at the surface. While in the 6nm
pore no distinct plateau is formed towards the pore center, such a plateau reaches
up to 2.5nm in the 9nm pore. The self-diffusion coefficients obtained at the cen-
ter of the pore are consistent with values calculated from independent bulk phase
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Fig. 7 Radial dependence of the axial self-diffusion coefficients at 300K of benzene as well as the
substrate and product molecules, respectively, in (a) the 6nm pore and (b) the 9nm pore.

Fig. 8 Mean residence time
of the centers of mass of
substrate and product
molecules around the
ruthenium atom as function
of the distance from the
latter. Only those molecules
contributed to the average
which stayed at least for 0.1
ns within the specified
distance.

simulations of mixtures of benzene with either reactant or product molecules, respec-
tively, resulting in Dbenz = 2.3 × 10−9 m2/s. Also shown in Fig. 7 are the self-
diffusion coefficients of the reactant and product molecules parallel to the pore axis.
The qualitative behavior is similar to that of benzene. The numerical values obtained
at the pore center are consistent with those resulting from independent bulk phase
simulations of mixtures of benzene with either reactant or product molecules, i.e.
Dreac = 0.9 ± 0.1 × 10−9 m2/s and Dprod = 1.0 ± 0.1 × 10−9 m2/s.

Finally, the residence times of substrate and product molecules around the ruthe-
nium atom have been analyzed. Figure8 shows that substrate and product molecules
have very similar residence times close to the catalytically active center. This shows
that in combination with the higher density of product molecules towards the pore
wall a risk of back-biting reactions is rather high with the epoxide-grafted surface.
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4 Discussion

Local enrichment of product molecules near the catalytic centers indicates that the
epoxide surface increases the risk of oligomerization and is thus not optimal for
the metathesis reaction. Apart from calculating the self-diffusion coefficients a fur-
ther important factor for the characterization of transport through a porous material
is the diffusion hindrance factor, which quantifies the degree to which diffusion is
hindered depending on λ, the ratio of solute size to mean pore size [46]. The corre-
lation between the hindrance factor and λ was established from simulations in the
physically-reconstructed mesopore space of three macro-mesoporous silica mono-
liths by Reich et al. [46]. For the systems studied here, λ is 0.22 in a 9 nm and 0.37
in a 6 nm pore. This leads to hindrance factors of 0.7 in a 9 nm pore and 0.45 in a 6
nm pore showing that below 6nm pore diameter severe diffusion limitation is to be
expected.

5 Conclusions

A computational approach is presented based on the generation of functionalized sil-
ica model pores for molecular simulation studies of confinement effects in molecular
heterogeneous catalysis. The method was used to study an immobilization strategy
for the catalyst based on an epoxide functionalization of the inner pore surface. The
spatial distribution of substrate and product molecules revealed that the epoxide sur-
face leads to a depletion of reactants and enrichment of product molecules close to
the surface which may be counterproductive to a desired confinement effect. There-
fore, molecular simulation studies allow to support the selection of suitable reaction
systems ahead of expensive and time-consuming experiments.
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Simulation of Nonequilibrium Spin
Dynamics in Quantum Dots Subjected
to Periodic Laser Pulses

Philipp Schering, Philipp W. Scherer, and Götz S. Uhrig

Abstract Large-scale simulations of the spin dynamics in quantum dots subjected
to trains of periodic laser pulses enable us to describe and understand related exper-
iments. By comparing the data for different models to experimental results, we gain
an improved understanding of the relevant physical mechanisms. Using sophisticated
numerical approaches and an efficient implementation combined with extrapolation
arguments, nonequilibrium stationary states are reached for parameter ranges close
to the ones in real experiments. With the help of high performance computing, we
can tune the experimental parameters to guide future experimental research. Impor-
tantly, our simulations reveal the possibility of resonant spin amplification in Faraday
geometry, i.e., when a longitudinal magnetic field is applied to the quantum dots.

1 Introduction

A localized electronic spin in a semiconductor quantum dot (QD) is considered a
promising candidate for the realization of quantumbits [1], which are at the very basis
of any quantum information processing [2]. Such an electronic spin in a QD loses
its coherence due to its interaction with the bath of nuclear spins of the surrounding
isotopes in III-V semiconductors. The number of substantially coupled nuclear spins
is very large of the order of 104 to 106 [3].

Considerable effort has been invested in the experimental investigation of the spin
dynamics in semiconductor nanostructures and the possibilities to manipulate it [3–
5]. It is particularly interesting that ensembles of QDs can be manipulated as well.
They can be made to respond coherently by subjecting them to long periodic trains
of laser pulses while applying a transverse magnetic field [6–8]. Experimentally,
the train of periodic pulses is applied for seconds to minutes which implies up to
1010 pulses because the generic repetition period TR of the pulses is of the order of
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10ns. Since the period of the electronic Larmor precession is of the order of 10 ps,
the theoretical simulations have to cover 13 orders of magnitude in time; this is a
tremendous computational challenge even for high performance computing (HPC).

It appears that the application of periodic pulses with repetition period TR syn-
chronizes the Larmor precessions of the spins in sub-ensembles of QDs, eventually
leading to constructive interference of the Larmor precessions before each pulse
accompanied by a revival of the spin polarization. The Overhauser field, i.e., the
magnetic field applied by all the nuclear spins together via the hyperfine interac-
tion on the electronic spin, changes slightly such that it compensates the fluctua-
tions in the g factor from dot to dot which otherwise would lead to fast dephasing
of the electronic Larmor precessions of different dots. This phenomenon is called
nuclei-induced frequency focusing [8] and it is the effect which we study by quanti-
tative simulations possible thanks to high performance computing. Thereby, we pave
the way for future experiments exploiting the electronic spin in QDs as a quantum
resource. The long-term goal is to generate coherent states including the nuclear spin
degrees of freedom in single and multiple QDs by suitable pulse protocols, thereby
lifting coherent control to another level.

Recent experiments on spin inertia and polarization recovery in QDs [9] revealed
results which could not be fully explained by the analytic theoretical model [10].
By utilizing the high performance facilities of the HLRS, we can perform improved
simulations of these experiments [11], which help us to gain a better understand-
ing of the underlying physics. Importantly, we find the emergence of resonant spin
amplification in the so called Faraday geometry, i.e., when a longitudinal magnetic
field is applied to the QDs. This new effect can be revealed experimentally using
optimized pulse protocols. Preliminary experimental results confirm its existence.

2 Nuclei-Induced Frequency Focusing in Quantum Dots

We investigate the spin dynamics of an inhomogeneous ensemble of GaAs QDs in a
transverse magnetic field (Voigt geometry). Each QD is singly charged by a localized
electron, whose spin couples to the surrounding nuclear spins via the hyperfine inter-
action. This electronic spin is excited optically by trains of resonant laser pulses with
repetition period TR = 13.2ns, generating negatively charged trion states (transition
energy ∼1.4eV [6]). The trion eventually recombines, inducing some electronic
spin polarization into the system due to the spin dynamics in combination with the
selection rules. This polarization dephases on a timescale of nanoseconds due to
the random nuclear spin bath, whose collective hyperfine interaction acts as Over-
hauser field on the electronic spin, and due to the spread of the electronic g factors,
which differ slightly from dot to dot. Experimentally, the spin polarization can be
probed using weak linearly polarized pulses by measuring the Faraday rotation or
ellipticity [12, 13].



Simulation of Nonequilibrium Spin Dynamics in Quantum Dots Subjected ... 117

Upon application of long pulse trains, the spin dynamics reacts in such a way
that a revival of the spin polarization emerges before the arrival of each next pulse.
This effect is known as spin mode locking [7]. It can be enhanced by the fascinating
phenomenon of nuclei-induced frequency focusing [8], which is one of the central
subjects of the present report. The periodic pumping of the electronic spin indirectly
drives the Overhauser field such that the effective Larmor frequency of the electronic
spin in each QD complies with a certain resonance condition. Generically, this leads
to an enhancement of the mode locked revival amplitude [8], but the dependence of
this amplitude on the magnetic field strength is complex [14–16].

Here, we report on the recent progress in the simulation of this type of experiment.
For a more detailed description of the simulations, the results, and the physics, we
refer the reader to Ref. [17]. In order to render the simulation possible, progress in
several key areaswas required. First, we enhanced the semiclassicalmodel describing
the physical system and the optical generation of spin polarization via the excitation
of a trion. The subsequent application of an efficient algorithm to the equations of
motion, reducing the dimension of the system, is mandatory to deal with large bath
sizes [18, 19]. In order to be able to make statements for the relevant number of total
pulses, i.e., after which the system is in a nonequilibrium stationary state (NESS)
as in the experiment, a very efficient and highly parallel implementation is required
to solve the equations of motion. Even then it is not possible to deal directly with
realistic bath sizes of up to 106 nuclear spins. We overcome this obstacle using
established scaling arguments by which we can extrapolate to an infinite bath size.

2.1 Hyperfine Interaction of an Electronic Spin with a
Nuclear Spin Bath

The dominant interaction in a GaAs QD singly charged by electrons is the Fermi
contact hyperfine interaction [3]. In each QD, the quantum mechanical behavior of
the spins is governed by the Hamiltonian

Ĥhf =
N∑

k=1

Ak Ŝ · Î k = Ŝ · B̂ov, (1)

in which the nuclear spins Î k weighted by their hyperfine coupling constant Ak form
the so called Overhauser field

B̂ov =
N∑

k=1

Ak Î k, (2)

which couples to the central electronic spin Ŝ.
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Solving the full quantum model is extremely restricted in the number of nuclear
spins N due to the exponentially growing Hilbert space. We resort to an established
semiclassical description of the problem, where the spins are considered as classical
vectors with random initial conditions [20–22]. In this approach, the spin dynamics
are governed by the classical equations of motion (� is set to unity) [17]

d

dt
S = (Bov + geμBBextex ) × S + 1

τ0
J zez, (3a)

d

dt
J = χ

(
Bz
ovez + 1

λ
B⊥

ov

)
× J + ghμBBextex × J − 1

τ0
J, (3b)

d

dt
I k =

[
AkS + χ Ak

(
J zez + 1

λ
J⊥

)
+ gnμnBextex

]
× I k, (3c)

where B⊥ := Bx ex + Byey and J⊥ := J x ex + J yey . These equations essentially
describe a precession of the classical spins. The electronic spin S precesses around
the effective magnetic field Beff := (Bov + geμBBextex )/(geμB), where Bext is the
strength of the external transverse magnetic field, ge = 0.555 [8] the g factor of the
electronic spin andμB theBohrmagneton. The sameholds for the trion pseudospin J ,
but its hyperfine interaction is weaker by a factor χ ≈ 0.2 and also anisotropic
(λ = 5) [9]. Moreover, the trion decays radiatively on the timescale τ0 = 400ps [6,
7]. According to the selection rules, a recombination of the trion component J z and
the ground state S takes place. Spin polarization in the ground state is generated
when this recombination does not occur with the exactly same spin quantum num-
ber, for instance in an applied transverse magnetic field inducing Larmor precessions
with different frequencies for S and J . The nuclear spins I k also precess around the
so called Knight field plus the external magnetic field. Due to the larger masses
of the nuclei, their gyromagnetic ratio gnμn is smaller than geμB by three orders
of magnitude. Nevertheless, the nuclear Zeeman term has a crucial impact on the
nonequilibrium physics since the energy scale of Ak and gnμnBext can be of simi-
lar magnitude for large magnetic fields. The hyperfine couplings are parameterized
according to

Ak ∝ exp(−kγ ), k ∈ {1, . . . , N }, (4)

which is a realistic choice for flat two-dimensional QDs [18, 23, 24].
The ordinary differential equation system has the dimension 3N + 6, where N is

the total number of bath spins. Note that N is practically infinite in any solid state
system. The number Neff of effectively coupled spins within the localization volume
of the electronic spin is much smaller, but still very large. For realistic bath sizes
of at least N = 104, the numerical simulation of the desired properties is unfeasible
even on a HPC system. We resort to the efficient approach established in Ref. [18],
where sums of bath spins define auxiliary vectors. It is sufficient to track Ntr of these
auxiliary vectors in a simulation. This reduces the dimension to 3Ntr + 6, where
Ntr = O(75) is a discretization parameter, while allowing us to treat an infinite spin
bath N → ∞with an effective number Neff ≈ 2/γ of sizeably coupled nuclear spins.
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The complexity of the equations does not increase. For details, we refer the interested
reader to Ref. [18], where this approach is established, and to Refs. [17, 19], where
it is applied to study nonequilibrium spin dynamics in quantum dots.

Due to the large number of nuclear spins, the Overhauser field and the auxiliary
fields essentially behave like classical fields. Furthermore, the large number of con-
tributing spinsmeets the precondition to use the central limit theorem to conclude that
the Overhauser field and the auxiliary fields are initially normal distributed so that the
initial auxiliary vectors can be sampled from normal distributions. The correspond-
ing mean values and variances are chosen such that they mimic quantummechanical
properties [18]. The theoretical foundation for this approach is the truncated Wigner
approximation [25]. First order quantum fluctuations are taken into account through
the correct sampling of the initial conditions for the classical equations of motion.

Moreover, ensembles of QDs are not homogeneous. This leads to a slight spread
of the g factors of the electronic spin and the trion pseudospin. We account for this
spread by sampling the g factors from a normal distribution around their mean values
with appropriate variances (�g)2.

The trion is excited by resonant circularly-polarized laser pulses; we consider so
called π pulses with helicity σ− here. They have a typical duration of 1.5ps [6–8],
which is one order of magnitude smaller than the Larmor period at a magnetic field
of Bext = 9T. Hence, we can describe the action of a single pulse as an instantaneous
mapping of the spin components before (Sb, Jb) and after (Sa, J a) the pulse [12,
15]

Sza = 1

4
+ 1

2
Szb, Sx

a = Sy
a = 0, (5a)

J z
a = Szb − Sza , J x

a = J y
a = 0. (5b)

In order to mimic the quantum properties of the spins, we must consider each pulse
as a quantum mechanical measurement. According to the uncertainty principle,
the semiclassical description of the pulses becomes nondeterministic. We model
this uncertainty for S by normal distributions with mean values given by Eq. (5a)
and appropriate variance such that quantum mechanical property 〈(Ŝα)2〉 = 1/4,
α ∈ {x, y, z}, holds, see Ref. [17] for details. The pulse relations for the trion pseu-
dospin (5b) remain unchanged.

2.2 Spin Dynamics, Spin Mode Locking, and Nuclei-Induced
Frequency Focusing

The time evolution of the spin dynamics is given by the ensemble average over
M = 4800 independent classical trajectories with random initial conditions. For this
purpose, we use 2400 − 4800 CPU cores on Hazel Hen, parallelized using pureMPI,
i.e., we calculate 1 or 2 trajectories per core.
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Fig. 1 (a) Spin dynamics after a long train of periodic pulses with repetition period TR for various
magnetic fields Bext for an effective bath of Neff = 500 nuclear spins. The oscillating spin polar-
ization initially dephases, but a revival appears due to SML in combination with NIFF before the
arrival of the next pulse. The amplitude of the revival signal does not change significantly anymore
upon application of further pulses, i.e., the system is in a NESS. (b) Limiting values of the revival
amplitude Slim as a function of the magnetic field Bext for various effective bath sizes Neff . The
horizontal dashed line represents the revival amplitude which emerges even without NIFF. The
vertical dashed lines represent values of Bext fulfilling the nuclear resonance condition (6). Further
parameters: gh = 0.66, �ge = 0.005, �gh = 0.016. Similar figures are shown in Ref. [17], but for
different parameters.

Examples for the spin dynamics for different magnetic fields after a long train of
periodic pulses are shown in Fig. 1a. The initially created spin polarization precesses
around the transverse magnetic field while dephasing occurs on a timescale of 1ns
due to the fluctuations of the Overhauser field and due to the g factor spread. The
dephasing is faster for larger magnetic fields since a g factor spread �g implies a
term proportional to �gBext in the dephasing rate [6]. Modulations of the signal
are discernible in the time-dependence of the combined quantity Sz − J z , which is
proportional to the signal measured in experiments [12]. The modulations stem from
the different Larmor frequencies of the electronic spin S and trion pseudospin J .

After the initial dephasing, a revival appears before the arrival of each next pulse
due to spin mode locking (SML). An initial buildup of this revival happens already
withinO(10) pulses. After a long train of pulses, the SML can change due to nuclei-
induced frequency focusing (NIFF). Its amplitude depends on the strength of the
external magnetic field due to its influence on NIFF, see Fig. 1. Note that for the data
shown in Fig. 1a, the revival amplitude does not change noticeably anymore upon
further application of pulses because the NESS is already reached. To be precise, a
quasistationary state is reached which becomes apparent when studying the system
stroboscopically at specific instants of the time interval between consecutive pulses,
e.g., before the arrival of a pulse to study the revival amplitude.

This saturated revival amplitude Slim as a function of the magnetic field shows
an interesting nonmonotonic dependence on the magnetic field which is depicted in
Fig. 1b. Two pronouncedminima are visible at positions corresponding to the nuclear
resonance condition [16, 17, 26]
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Fig. 2 Nuclei-induced frequency focusing: Probability distribution of the effective magnetic
field p(Beff ) as a function of the number of applied pulses np. Initially (np = 0), the effective mag-
netic field follows a simple normal distribution. Equidistant peaks emerge in the distribution due to
the application of periodic pulses. The peak positions correspond to the values of Beff which fulfill
the even resonance condition (7). Parameters: Bext = 1T, Neff = 500, gh = 0.66, �ge = 0.005,
�gh = 0.016.

gnμnBextTR = πk, k ∈ Z. (6)

The values of Bext fulfilling this condition are highlighted as vertical dashed lines in
Fig. 1b. The condition describes the number of half-turn revolutions of the nuclear
spins in the external magnetic field Bext between consecutive pulses. Note that we
consider only a single type of isotope for the nuclear spins here. Since generically
there are several present in GaAs QDs, they can be viewed as an average isotope.
This simplification is lifted later in Sect. 2.3. The horizontal dashed line represents the
SML revival amplitude which emerges already without any NIFF. The comparison
between the caseswith andwithout NIFF is an important physical question addressed
in Ref. [17].

The application of long trains of pulses leads to the emergence of a comblike
structure in the probability distribution p(Beff) of the effective magnetic field. This
frequency focusing in the nuclear spin bath is what causes the NIFF in the spin
dynamics. The buildup of the comblike structure is illustrated in Fig. 2. The peak
positions are found at the values of the effective magnetic field Beff which fulfill the
resonance condition

geμBBeffTR = 2πk, k ∈ Z. (7)

This condition describes full-turn Larmor periods of the electronic spin between
consecutive pulses. We refer to it as the even resonance condition because 2k is an
even integer. In some cases, e.g., for Bext ≈ 7.8T, we find peaks at values of the
effective magnetic field which fulfill the so called odd resonance condition
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geμBBeffTR = (2k + 1)π, k ∈ Z. (8)

It describes half-turn Larmor periods between consecutive pulses and leads to a
reduced revival amplitude in comparison to the case without nuclei-induced fre-
quency focusing, see Fig. 1 for Bext = 7.8T. Further insight into the importance of
the two different resonance conditions is presented in Refs. [15–17, 26].

Furthermore, we find that the probability distribution of the effective mag-
netic field can shift as a whole; this effect is known as dynamic nuclear polariza-
tion (DNP) [17]. This polarization can be larger than the typical fluctuations of the
Overhauser field, leading to a certain increase of the coherence time. Reaching the
correspondingNESS in the simulations requires two orders ofmagnitudemore pulses
than reaching steady values of the revival amplitude. This renders the reliable sim-
ulation of the DNP unfeasible for magnetic fields much larger than 2T and imposes
an important challenge for further improvements of the employed algorithms.

Generally, simulating large effective bath sizes and large magnetic fields is a
tremendous challenge. The number of pulses required to reach the steady values of the
revival amplitude scales with B2

ext and linearly with Neff [17, 19]. Moreover, in order
to track the fast Larmor precession the integration step size decreases approximately
with B−1

ext so that we are facing a cubic scaling in the computational complexity for
larger fields. Developing performant approaches to mitigate this problem is part of
our current research. A first approach of this kind, which is already applied in the
present simulations, is briefly discussed in Sect. 4.

2.3 Role of the Nuclear Spin Bath Composition

Real QD ensembles studied in experiments do not consist of a single isotope but of
many, e.g., they are GaAs or InGaAs QDs. This can be accounted for in the equations
of motion (3), but it increases the dimension of the ordinary differential equation
system and becomes intractable when studying the exponential parameterization (4)
of the hyperfine couplings. A common simplification is the so called ‘box model’,
where all couplings are chosen to be equal [27]. Then, the full dynamics of the
Overhauser field can be described by a single equation of motion for the subfield
made up of each different isotope in the system. For brevity, we omit the precise
equations here.

We apply a simpler pulse model than in the previous Sect. 2.1 based on Ref. [19],
where we completely neglect the excitation of the trion state and instead describe
the pulse action by the simple relation

Sza = 1

2
, Sx

a = X, Sy
a = Y, (9)

with X and Y being random numbers sampled from a normal distribution around
zero with variance 1/4, i.e., we still consider each pulse as a quantum mechanical
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n = 1ns. The horizontal dashed lines indicate the values of Bext which

fulfill the nuclear resonance condition (6) for the various isotopes.

measurement. We point out that this pulse model does not show SML without NIFF,
i.e., for a small number of pulses no revival amplitude prior to the next pulse occurs.
Only long trains of pulses leading to NIFF engender a revival amplitude. This is
a fundamental difference to the more elaborate pulse model used in Sect. 2.1 and
the main downside of neglecting the generation of spin polarization by means of
an intermediate trion state. Still, the nondeterministic description of the pulse is
essential to mimic the quantum mechanical behavior [16, 17, 19]. In contrast to the
previous Sect. 2.1, we omit the g factor spread here, but it barely affects the NIFF
behavior [17].

When studying nuclear spin baths consisting of various isotopes, we expect addi-
tional nuclear resonance conditions (6) to play a role because each isotope has a
different gyromagnetic ratio gnμn. Figure3 shows the magnetic field dependence of
the revival amplitude for three different compositions of the nuclear spin bath. In
the upper panel, we compare the result for a GaAs QD with the case where a GaAs
QD with an average Ga isotope is considered (GaAs). In the lower panel, we show
the result for an In0.3Ga0.7As QD. A quantitative comparison of both panels is not
possible yet because the dephasing times T ∗

n , which determine the variance of the
random Overhauser field, are chosen differently. The main conclusion is that not
all nuclear resonance conditions play a major role as we still mainly find a broad
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minimum around Bext = 4T and a sharper minimum at larger magnetic fields. Some
additional structure is visible around Bext = 5.8T, but further more accurate calcu-
lations are required for a better resolution. Due to the increased complexity of the
physical situation, the degree of NIFF is reduced when the number of different iso-
topes is increased. Furthermore, indium dominates the behavior of the system even
for very small concentrations because it has spin 9/2 whereas the other isotopes have
spin 3/2, and its hyperfine coupling constant is also larger [28].

3 Spin Inertia and Polarization Recovery in Quantum Dots

In the previous sections, we considered the application of a transverse magnetic field
(Voigt geometry). In a different class of pump-probe experiments on QD ensembles,
a longitudinal magnetic field (Faraday geometry) is applied. Here, we consider QDs
charged by either electrons or holes. Typical experiments study the occuring spin
inertia and polarization recovery effects [9–11, 29]. Periodic circularly-polarized
laser pulses are applied with repetition period TR = 13.2ns, but their helicity is
modulated between σ+ and σ− with frequency fm. Studying the spin polarization as
a function of this modulation frequency shows the so called spin inertia effect: when
the modulation frequency is increased, the spin polarization decreases. This can be
understood as an inertia of the spin which prevents it from following the switching
of the pulse helicity arbitrarily quickly. This effect enables the measurement of slow
relaxation times O(μs) of the system. The polarization recovery effect consists of
the increase of the spin polarization upon an increase of the longitudinal magnetic
field. Hence, the polarization recovery curve is the graph of the spin polarization as
a function of this magnetic field. We report on the influence of the pumping strength
on these experiments; for details see Ref. [11].

The simulation of this setup is less demanding than the one of Sect. 2 because
the dynamics of the Overhauser field plays a minor role so that it can be considered
as frozen [27], i.e., as static, but still random according to a normal distribution to
account for its quantum mechanical fluctuations. Then, the spin dynamics of the
localized charge carrier in the ground state of each QD is described by

d

dt
S = (

�N,g + �L,g
) × S − S

τs,g
+ J z

τ0
ez, (10)

where �N,g is the frequency of the spin precession caused by the Overhauser field,
�L,g = 
L,gez = ggμBBextez is the Larmor frequency, with gg being the effective
longitudinal g factor of the ground state, and Bextez the external longitudinalmagnetic
field. Furthermore, the phenomenological term−S/τs,g describes the spin relaxation
unrelated to the hyperfine interaction with the nuclear spins in the QD. The dynamics
of the trion pseudospin between the pump pulses is described similarly to Eq. (10)
by the equation of motion



Simulation of Nonequilibrium Spin Dynamics in Quantum Dots Subjected ... 125

Fig. 4 (a) Spin inertia effect for localized holes in quantum dots: spin polarization L as a function of
themodulation frequency fm for amagneticfieldof Bext = 300mTandvarious pumping efficiencies
Q. The vertical dashed lines represent the typical cut-off frequencies 1/(2πτ ∗

s ). The inset shows
the inverse of the effective spin relaxation time τ ∗

s as a function of the pump power P and of
the pump efficiency Q. The dashed curves are calculated analytically for the limit Bext → ∞.
(b) Illustration of resonant spin amplification in Faraday geometry: the spin polarization increases
as a function of the phase 
LTR ≡ 
L,gTR ∝ Bext with periodic oscillations at positions fulfilling
the resonance condition (12). Both figures are taken from Ref. [11], lincensed under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/), with slight modifications to the layout.

d

dt
J = (

�N,t + �L,t
) × J − J

τs,t
− J

τ0
. (11)

The Overhauser field again follows a normal distribution, but it can be anisotropic
for hole spins [30], and the spin polarization of the QD ensemble is calculated by
averaging over all trajectories stemming from random initial conditions. Details of
the simulation for QDs charged by either electrons or holes can be found in the
original publication [11]. The computations are not as expensive as in the previous
sections because we only need to study magnetic fields up to 300mT and overall a
smaller number of pulses. The periodic laser pulses are described by a similar but
more general relation than given by Eq. (5), which includes possible rotations of
the transverse spin components and also allows us to consider various pump pulse
efficiencies [11].

Our main results from Ref. [11] are the following. In accordance with experi-
ments [9], we find that applying a larger pump power leads to a decrease of the
effective spin relaxation time in the system. This behavior is visualized in the inset
of Fig. 4a for the case of localized holes in the QDs. The inverse of the effective spin
relaxation time is plotted as a function of the pump power P and of the pumping
efficiency Q for a magnetic field of Bext = 300mT. The best pumping efficiency
is achieved for Q = 0, which describes so called π pulses reached at the pump
power Pπ . Weak pulses are described by the limit Q → 1. A linear extrapolation to
zero pump power yields the equilibrium spin relaxation time τs,g. The main panel
of Fig. 4a shows the spin inertia effect for various pumping efficiencies Q. Upon
increasing the modulation frequency fm, the spin polarization decreases. Analytical
results for the limit Bext → ∞ (dashed curves) support our findings. The effective
spin relaxation time can be extracted from the dependence of the spin polarization
on the modulation frequency.

https://creativecommons.org/licenses/by/4.0/
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Furthermore, we analyze the role of the saturation of spin polarization in polar-
ization recovery measurements. We find that approaching the saturation limit of the
spin polarization leads to a broadening of the typical V-like shape of the polarization
recovery curves (the curves are symmetric with respect to the magnetic field Bext),
similar to what is observed experimentally [9].

Most importantly, we find the emergence of resonant spin amplification in Fara-
day geometry [11]. It is a well established effect in Voigt geometry [31, 32] and
also known for a tilted magnetic field [33], but it is to our knowledge not yet dis-
covered in a pure longitudinal field configuration. It can emerge purely due to the
transverse fluctuations of the Overhauser field in the QDs under certain conditions
and it can be exploited to measure the longitudinal g factor gg of the localized charge
carriers in the QDs. We stress, however, that the longitudinal fluctuations of the
Overhauser field may not be too large since the effect is smeared out otherwise. A
typical polarization recovery curve illustrating this effect is shown in Fig. 4b. The
spin polarization increases for larger magnetic fields Bext, which is proportional to
the phase 
LTR ≡ 
L,gTR ∝ Bext displayed on the abscissa. Periodic oscillations
are found whenever the resonance condition


L,gTR = 2πk, k ∈ Z, (12)

is fulfilled. This effect is caused by the slight tilt of the effective magnetic field
�L,g + �N,g from the z axis due to the transverse components of the Overhauser
field�N,g ≡ �N in each QD, see the sketch in Fig. 4b for a graphical illustration. We
estimate that resonant spin amplification in Faraday geometry can be observed under
the condition ωn,g �

√
2π/TR, where ωn,g is the typical fluctuation strength of the

Overhauser field, when sufficiently strong pump pulses are applied. This condition
implies that reducing the pulse repetition period TR can help to reveal this new effect.
In the experiments of Ref. [9], the effect is not observed because the condition is not
fulfilled and pump pulses of low power are used.

Note the similarity to the resonance conditions discussed in Sect. 2. The resonance
conditions are central to understanding the nonequilibrium spin dynamics in QDs
subjected to trains of periodic pulses whenever an external magnetic field is applied.
Preliminary experimental results indicate that the effect depicted in Fig. 4b can indeed
be measured.

4 Efficient Simulations

Solving ordinary differential equations (ODEs) is straightforward, especially if no
stability problems occur as in our case. We apply the Dormand-Prince method as
ODE solver, which is an adaptive fifth-order Runge-Kutta algorithm, using the imple-
mentation provided in Ref. [34]. The simulation of realistic experimental setups is
extremely challenging because the relevant time scales govern several orders of mag-
nitude. For this reason, on the one hand, the integration error must be small enough
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so that errors do not add up significantly after up to millions of pulses. On the other
hand, one cannot aim at reducing it too much by very small time steps because this
would spoil the performance.

Reaching a NESS as required in Sect. 2 for large magnetic fields to study the
NIFF behavior is extremely demanding because the computational complexity scales
with B3

ext. Simulating large spin baths is an additional challenge due to a linear scaling
with Neff of the numbers of pulses required to reach the quasistationary states. In
Ref. [11], we also established scaling laws which allow us to extrapolate to infinite
bath sizes Neff → ∞. The direct simulation of such bath sizes is not possible even
by high performance computing.

4.1 Spectral Density and Rotating Frame Approach

As discussed in Sect. 2.1, the application of an efficient approach [18] to theODE sys-
tem (3) reduces its dimension from3N + 6 to 3Ntr + 6,with the truncation parameter
Ntr � N , by replacing sums of bath spins by auxiliary vectors. In a typical scenario,
Ntr = 75 for an effective bath size of Neff = 200 with N → ∞ is used. If we solved
the normal ODE system (3) for N = 200 nuclear spins, the dimension would be
about 2.5 times larger, eventually requiring the usage of the slower L2 and L3 caches
for large spin baths.

Further performance improvements are gained by solving the ODE system (3) in
a rotated frame. The electronic spin S and the trion pseudospin J mainly precesses
around the large transverse external magnetic field, and this precession is by far the
fastest frequency in the system. Thus, it determines the integration step size in a
linear manner, i.e., it is proportional to B−1

ext . However, this precession motion can be
easily described analytically. The application of such an ansatz to the ODE system
yields modified equations of motion, and the integration of the ODE system is about
three times faster while maintaining the same numerical accuracy. Unfortunately,
the step size still decreases linearly when increasing the magnetic field strength: the
nuclear spins also show the fast oscillations due to their coupling to the precessing
electronic spin, which need to be resolved numerically.

Establishing even more efficient approaches is part of our current research. One
particular goal is an approach in which the integration step size is not determined
linearly by the magnetic field strength since this would render the simulation of large
magnetic fields much more efficient.

4.2 Single Thread Performance

Vectorization is the key to achieve good single thread performance. The applied
Runge-Kutta algorithm is easily vectorized by any modern compiler. For the ODE
system (3), a long loop must iterate over all nuclear spins, but the structure of their



128 P. Schering et al.

equations of motion is identical. By using a structure of arrays for the data lay-
out, good vectorization is accomplished. Due to the rather small dimension of the
ODE system (about 230 equations), the calculations are operating on the L1 cache.
We measure a double performance of 11.2 GFLOPS per core on a dual socket
Intel Xeon Broadwell E5-2680 v4 (2x14 cores, 2.4GHz) without hyperthreading,
with a vectorization ratio of 91%.

Vectorization is not straight forward when we apply the box model to the nuclear
spins as in Sect. 2.3 because there is no long loop which iterates over the nuclear
spins. The typical dimension of a single ODE system of 9 to 18 is small. But we
have to solve the ODE system for O(104) independent initial conditions and thus,
we can group them together and solve their equations of motion simultaneously, i.e.,
we consider the group as a single combined ODE system. Again, using a structure
of arrays for the data layout, good vectorization of the code is accomplished. The
maximal group size is limited by the size of the L1 cache; the precise group size is
chosen to optimize the performance.

The same principle is applied when solving the ODE sytem of Sect. 3 with a
dimension of 6. When building groups of 64 independent random initial configu-
rations, we measure a double precision performance of 9.7 GFLOPS per core on a
dual socket Intel Xeon Broadwell E5-2680 v4 (2x14 cores, 2.4GHz) without hyper-
threading, with a vectorization ratio of 99%. Without the grouping procedure, the
performance decreases to mere 2.0 GFLOPS per core with a vectorization ratio of
only 13%.

4.3 Parallelization

The semiclassical simulation of the spin dynamics is easily parallelizable using pure
MPI since the calculation of a single trajectory does not depend on the other ones.
Minor communication takes place only at the end of the simulation where ensem-
ble averages are calculated and the Overhauser fields are stored for the subsequent
statistical analysis. The influence of the minor I/O on the performance is negligible.

Figure5 shows a typical scaling behavior of our simulation code used for the
simulations presented in Sect. 2.2. Very good scaling is achieved up to 12288 cores
when calculating M = 24576 trajectories. In this extreme scenario, two trajectories
are calculated per core. Due to the adaptive integration of the ODE system, some
integrations finish sooner than others, which leads to a slightly reduced parallel
efficiencywhen only few trajectories are calculated per core. In practice, we typically
use 2400 cores to calculate 4800 independent trajectories, i.e., we calculate two
trajectories per core. For large magnetic fields combined with large bath sizes, it is
required to use 4800 cores for the same number of trajectories such that the simulation
finishes within 24h.

In caseswhere a deterministic pulsemodel is applied, a slightly better load balance
can be achieved by running a short benchmark of about ten pulses for the calculation
of each trajectory in the beginning, i.e., before the actual simulation. Then, slow
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Fig. 5 Logarithmic plot of
the scaling behavior of our
code used in Sect. 2.2 on
Hazel Hen
(2x Intel Xeon Haswell E5-
2680 v3 (2.5GHz, 12 cores)
per node) at HLRS. The
relative speedup normalized
to 24 cores is shown and
compared to the ideal case.
In this benchmark, a total of
M = 24576 trajectories are
calculated.
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and fast calculations can be grouped together to improve the load balance. This
procedure does not work reliably when the pulses are nondeterministic because the
short benchmarks are not representative anymore for the full integration. Generally,
when more than one trajectory is calculated per core, the load balance improves
automatically due to a self-averaging effect.

As demonstrated in Fig. 5, the number of total cores can be increased well beyond
the 4800 cores typically used in our simulations if a better statistical accuracy, accom-
plished by a larger ensemble size M , is desired. The statistical errors of the ensemble
averages are proportional to 1/

√
M .

5 Conclusion

Our large-scale simulations of the nonequilibrium spin dynamics in quantum dots
(QDs) subjected to trains of periodic laser pulses pave theway for a better understand-
ing and description of related pump-probe experiments [6–9, 14, 16]. By combining
sophisticated efficient approaches with the computation power of Hazel Hen pro-
vided by the HLRS, we are able to reach nonequilibrium (quasi)stationary states
for the full range of magnetic fields studied in the experiments for large bath sizes.
Further scaling relations are established which enable us to extrapolate to infinite
bath sizes, which is the physical limit of interest.

Meanwhile, we explore the influence of the nuclear spin bath composition and find
that for InGaAs QDs, indium plays the most important role due to its large spin 9/2
and its larger hyperfine coupling. The degree of nuclei-induced frequency focusing
is reduced when more complex compositions are considered. The combination of
this enhanced and more realistic description of the nuclear spin bath with our more
elaborate model of Sect. 2.1 comprising the generation of spin polarization via trion
excitation is an imminent part of our current research.

Thedirect numerical simulationof the spin inertia andpolarization recovery exper-
iments for arbitrary pumping strength yields a better understanding of the experi-
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mental results presented in Ref. [9]. The existing analytic theoretical description [10]
is only valid in the low pump power limit. We identify the influence of large pump
powers leading to saturation effects in the measurements. Importantly, we find the
emergence of resonant spin amplification in Faraday geometry. It allows for measur-
ing the longitudinal g factor of the localized charge carriers in the QDs. Preliminary
results from our experimental colleagues suggest that they can indeed detect the
predicted effect. The quantitative description of their measurements requires the
extension of the current model to account for the inhomogeneous broadening of
the trion transition energy [12], which is present in any real QD ensemble. This
extension adds another stochastic component to the simulation, leading to a further
increase of the computational complexity which we will address with the help of
high performance computing.
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Tuning the Conductivity of Metallic
Nanowires by Hydrogen Adsorption

Kris Holtgrewe, Ferdinand Ziese, Johannes Bilk, Mike N. Pionteck,
Kevin Eberheim, Felix Bernhardt, Christof Dues, and Simone Sanna

Abstract Nearly one-dimensional metallic nanowires can be grown by Au depo-
sition on semiconducting substrates. Although the wires are basically decoupled
from the substrate, their conductivity can be tuned by modifications of the environ-
ment, such as the adsorption of foreign species. In this work, we present a detailed
theoretical investigation of the metallicity modifications in a system consisting of
self-assembled Au atomic wires on a stepped Si(557) surface upon hydrogenation.
Our first-principles calculations within density functional theory (DFT) reveal chem-
ically different favorable adsorption sites of similar energy for H. TheH adsorption at
all sites leads to strongmodifications in the electronic structure, due to the adsorbate-
to-substrate charge transfer. Interestingly, the whole electronic system, including the
Au related electronic states, is modified by H adsorption, without direct interactions
of H and the Au chains. Changes in band order as well as a band gap opening nicely
explain recent plasmon spectroscopy experiments.

1 Introduction

Metallic nanowires grown on semiconducting surfaces are highly anisotropic objects
characterized by peculiar physical properties that closely resemble those of one-
dimensional (1D) objects [1, 2]. The semiconducting substrate stabilizes the atomic
chains and affects to some extent the 1D properties. Thus, the coupling between the
inherently 1D atomic chains and their 2D or 3D environment determines the system
properties.

The interactions between the wires and their environment can be exploited to
control the physics of the wires. Stepped substrates can be used, e.g., to separate the
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wires, as the terrace width determines the distance between parallel wires and thus
their coupling. The adsorption of gases leads to the formation of chemical bonds
and is known to affect the wire conductivity, as revealed by transport experiments
and plasmon spectroscopy [3]. Concerning the latter, 1D wire plasmons with their
intrinsic directionality of energy transport are particularly interesting for a multi-
tude of applications [4–6]. The tunability of plasma frequencies makes atomic wires
attractive for novel electric circuits on the atomic scale [7, 8]. Different studies, both
theoretical and experimental, have been dedicated to this topic [9–12]. However, the
precise knowledge of the effect of the environment on the electronic band structure
is required to control the plasma frequency.

Among the semiconducting substrates employed for the wire growth, high-index
Si(hhk) surfaces, are among the most investigated systems, as they provide tunable
terrace size and local structural motifs, which can be exploited to control the wire
coupling with higher dimensions [9, 12–15]. In this work, we use the Si(557)-Au
stepped surface to reveal the subtle intertwinement between atomic structure and
electronic states and demonstrate how to they can be manipulated by H adsorption.
The latter can thus be employed to modify the system metallicity. In particular, we
show how the H adsorption leads to modifications of the metallicity by affecting
the bands between the Au states in the unoccupied part of the band structure. The
modifications of the band structure furthermore explain the plasmon localization
measured in recent experiments [16].

2 Methodology

Total energy density functional calculations have been performed within the gener-
alized gradient approximation (GGA) [17], as implemented in the VASP simulation
package [18, 19]. The package offers highly customizable parallelization schemes
to exploit the full capability of massively parallel supercomputers such as the Cray
XC40 system (Hazel Hen) at the HLRS. In order to separate the discussion about
the computational setup and the discussion about the algorithm performances, we
divide the present section in two parts.

2.1 Computational Details

Projector augmented wave (PAW) potentials [20, 21] with projectors up to l = 3 for
Au (valence 5d106s1), l = 2 for Si (valence 3s23p2), and l = 1 for H (valence 1s1)
have been used for the calculations. k-point meshes of different sizes are employed,
depending on the size of the investigated system. Corresponding information is given
in Sect. 3. The electronicwave functions are expanded into planewaves up to a kinetic
energy of 410 eV. We chose the PBE formulation [22] of the generalized gradient
approximation for our calculations. PBE is a well-tempered balance between com-
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putational efficiency, numerical accuracy, and reliability. Modified GGA functionals
such as PBEsol have been recently proposed, which are specifically developed to
improve the description of the lattice properties [23, 24]. As we mainly focus on
the description of the electronic band structure, the choice of PBE as xc-functional
seems to be appropriate. We model the system at the experimentally measured lat-
tice constant, which strongly reduces possible uncertainties arising from the typical
PBE-overestimation of about 1% of the lattice parameters. Our approach thus prag-
matically combines a reliable description of the electronic properties (within the
accuracy of DFT with (semi)local xc-functionals) and a reasonable description of
the system geometry. The described approach is on the same footing of recent inves-
tigations of metallic Au nanowires on semiconducting substrates [3, 25].

2.2 Computational Performance

The parallelization of the computational algorithms is usually achieved via the Mes-
sage Passing Interface (MPI). OpenMP or hybrid MPI/OpenMP parallelization is
also possible. However, our tests show that best performance is reached with pure
MPI parallelization (one MPI task for each physical core). The speed-up depends on
the size of the problem. For the problem sizes in our project (several 100 atoms per
unit cell), the wall time scales very well up to several 1000 MPI processes, as we
will show in the following.

There are different levels of code parallelization, which can be controlled by the
code input. The most important ones are the number of k-points treated in parallel
(KPAR), and the subsequent number of bands treated in parallel (NPAR) in thematrix
diagonalization process. They may be set independently from each other, however,
they strongly influence thewall time needed for the job.Our experience shows that the
performance is maximized when KPAR is a divisor of both the number of allocated
computer nodes and the total number of k-points of the system. This can be explained
by the fact that this choice distributes the workload over the nodes optimally, which
prevents idle times. The fine tuning is done by setting NPAR, which also should be
a divisor of the number of bands. The optimal parallelization setup depends on the
host machine and its peculiar architecture. Hence, when running the code on a new
machine, we have to do a performance test with varying number of MPI processes,
KPAR and NPAR. From the test results, we can derive rules of thumb, which enables
the guessing of optimal parameters for all other calculations.

Performance Test
In the following, we present the results of a performance test performed on the Cray
XC40 (Hazel Hen).

As test problem,we set up a large supercell modelling ErSi2 nanowires. It contains
500 atoms and its size is thus comparable to the supercells needed to model the
systems investigated in this project. The performed task was the calculation of the
electronic ground state (total energy calculation), which is the main undertaking
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Fig. 1 Results of the performance test; left panel: test results for different parallelisation setups,
right panel: speed-up of the best guess and Amdahl fits, asymptotic fit errors in parentheses

in the DFT framework. We chose the average wall time, which elapses for each
electronic iteration TLOOP, as target quantity. This choice makes the computational
demand for every test run comparable.

We tested different parallelisation setups (varying number of nodes, KPAR, and
NPAR). Thereby, we used complete nodes and one MPI task per physical core (24
MPI tasks per node). Figure1, left panel shows the test results. One immediately sees
that the wall times TLOOP depend strongly on the choice of KPAR and NPAR (empty
circles on vertical line at given number of cores). The setup with the minimum TLOOP
for given number of MPI tasks is called the “best guess”.

As we are interested in the scalability of the code, we calculated the speed-up as
the ratio between the loop wall time T1536 for 1536 employed cores and the loop wall
time TLOOP(N ) for N cores as we used 64 nodes at 24 cores at the minimum.

S1536(N ) = T1536
TLOOP(N )

(1)

Then, we fitted a function to the speed-up for the best guess (green circles), which
we derived from Amdahl’s law.

S̃(N ) = 1

s + p
N

, s, p ∈ (0, 1) (2)

S̃1536(N ) = S̃(N )

S̃(1536)
= T̃1536

T̃LOOP(N )
= ts + tp

1536

ts + tp
N

= s + p
1536

s + p
N

= s + 1−s
1536

s + 1−s
N

(3)
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s denotes the serial portion and p = 1 − s the parallel portion of the code. So,
the only fit parameter is s and we are able to derive the serial portion of the problem.
The corresponding results may be found in the right panel of Fig. 1.

For the present case, the serial portion is s = 0.000023(8), so if 1536 cores (≡ 64
nodes) are employed for the job, the scale efficiency (η = S̃(N )/N ) is still 97%.
Increasing the number of employed cores to 18600 (≡ 775 nodes) results in a scale
efficiency of ∼70%. In summary, the code performed excellently on the Hazel Hen
cluster on several 100 nodes.

We typically employ complete nodes, so that the number of cores is generally
a multiple of 24. Concerning calculations on Hazel Hen, experience has shown
that very long queue times are necessary for runtimes larger than 4–8h. We have
therefore optimized most of our jobs for a 4h walltime, although longer runs would
be desirable.

Memory Demand
The codes we typically use make use of shared memory, so the required amount of
RAM does not grow strongly with the number of MPI processes. There is however
one exception: When setting up k-point groups the problem has to be copied to each
group, so the RAM amount increases almost linearly with the number of k-point
groups (KPAR). Typical calculations of the size of test above needed about 35GB
RAM per computer node. This translates to 1430MB per MPI task. On order to
reduce the RAM demand, we can reduce KPAR, which increases the execution time,
though.

3 Results

The results of our calculations are presented as follows: at first, we describe the
investigated system and its band structure. This allows to relate morphological fea-
tures with electronic states. In a second step, we investigate the H adsorption and the
H-induced modification of the electronic states.

3.1 Pristine Si(557)-Au Surface

The Si(557) surface is a so called vicinal Si(111) surface, with an inclination of 9.5◦
from the (111) surface toward the [1̄1̄2] direction [9, 26, 27]. Evaporation of 0.18ML
Au onto this surface leads to the formation of a single atomic Au strand per terrace.
The (111) nanoterraces are 19.1 Å wide. We employ here the commonly accepted
stable surface model proposed in Ref. [28] and shown in Fig. 2. According to this
model, the Si(557)-Au surface consists of a single row of Au atoms that substitute
Si surface atoms, and forms a honeycomb-like chain of Si reconstruction at the step
edge. A Si adatom chain (in blue), surrounded by threefold coordinated restatoms
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Fig. 2 Top and side view of
the Si(557)-Au surface. Si
honeycomb chain atoms are
represented in red, Si
adatoms in blue, Si restatoms
in green, while other
fourfold coordinated Si
atoms are white. The Au
chain is represented in
yellow. The (5 × 2) unit cell
is highlighted in gray.

(in green) runs parallel to the Au chain. Both the adatom and the restatom chains
have twice the substrate periodicity and feature unoccupied orbitals. These make this
surface chemically more reactive with respect to other similar surfaces [12, 28]. As
a result, metallic surface states of different origin characterize the electronic band
structure, as we will discuss in the following.

The model shown in Fig. 2 is used as a basis for the investigation of the H adsorp-
tion. Thereby, we use slabs consisting of 5 Si atomic bilayers and the surface ter-
mination within a (5 × 2), (5 × 4) or (5 × 8) periodicity (147, 294 and 588 atoms)
to model different H coverages. Such large cells are needed both to model realis-
tic H depositions and to identify concentration-dependent trends on the electronic
band structure. We remark that systems of this size, in connection with the number
of investigated configurations, can be reasonably modeled only in supercomputer
systems such as Hazel Hen.

The bottom surface is saturated with hydrogen atoms. A vacuum region of about
11 Å separates periodic images of the slabs. A �-centered 4 × y × 1 k-point mesh
was used to carry out the integration in the Brillouin zone, with y = 12 for slabs with
the (5 × 2) and (5 × 4) periodicity and y = 3 for slabs with the (5 × 8) periodicity.
The first 3 Si bilayers (including H saturation) are frozen at the bulk positions, while
the remaining atoms were allowed to relax until the forces acting on each atom were
lower than 5 meV/Å.

The electronic band structure of the clean Si(557)-Au surface is shown in Fig. 3.
We show only the path in the Brillouin zone corresponding to the Au chain direction
in real space, i.e. the line joining the zone center (�) with the zone edge at Y’. The
direction perpendicular to the wires indeed features nearly dispersionless bands [3].
The states with strong Si adatom, step edge or restatom character are colored corre-
spondingly, according to the color coding defined in Fig. 2. According to previous
calculations, the band structure of the Si(557)-Au surface is characterized by two
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Fig. 3 DFT-PBE band structures of the clean Si(557)-Au surface modeled with a (5 × 2) surface
unit cell. The left panel shows the total band structure. In the remaining panels the projection of the
electronic states into atomic orbitals are represented. The surface projected bulk bands are shaded in
gray and shown in the first panel. The color coding of the surface states denote their localization in
real space: bands with strong Si adatom character are blue, bands with strong Si restatom character
are green, while states related to Si step edge atoms are red.

states that cross the Fermi level [3, 29]. AnAu-adatom hybrid band crosses the Fermi
level close to the Brillouin zone boundary (blue and yellow band). A restatom band
crosses the Fermi level with an extremely flat slope close to the � point (green band).
The H adsorption can thus tune the system metallicity by saturation of one or more
partially occupied orbitals.

In the outmost right panel of Fig. 3 the electronic states with strong Au character
are highlighted. At the Y′ point, in the unoccupied part of the band structure, at about
1.9eV a band gap between the Au states can be observed. This gap and its bridging,
observed experimentally [10], plays an important role in our further argumentation
(see below).

3.2 H Adsorbed Si(557)-Au

In order to investigate the impact of the H adsorption on the electronic structure
of the Si(557)-Au surface, the adsorption configuration has to be determined at
first. Therefore, we have calculated the potential energy surface (PES) for atomic H
adsorption, which gives an approximate idea of the stable adsorption sites and a map
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Fig. 4 (a) PES for the
adsorption of atomic H on
the clean Si(557)-Au surface.
Darker regions mark
favorable adsorption sites.
The atomic structure of the
surface termination is
overlaid, color code as in
Fig. 2. (b) PES for the
adsorption of atomic H,
assuming a H atom is already
adsorbed at the Si step edge,
in the position marked by a
cross.

of the different energy minima on the surface. The PES is calculated constraining
the surface and the lateral coordinates of the adsorbate, and allowing the remaining
degrees of freedom to relax. We evaluate the corresponding energy for 90 possible
positions in a regular raster, and interpolate the results for the positions in between.

The potential energy surface (PES) for the adsorption of atomic H on the clean
Si(557)-Au surface is plotted in Fig. 4 (a). It shows a corrugated energy landscape,
with global minima close to the Si step edge atoms and local minima close to the
adatom and restatom chains. The PES furthermore suggests, that H adsorption on
the Au chain is not energetically favorable.

Due to the constraints on the atomic relaxation, the PES does not represent the
adsorption energy. The latter is obtained starting a structural optimization without
any constraint from the minima of the PES. Thereby, we start with the adsorbate
in several of the favored adsorption sites as obtained from the PES calculation. The
adsorption energy at the lattice site X is then estimated as

Eads = EH@Si(557),X
slab − ESi(557)

slab − Egas(H). (4)

Both the adsorption at the Si step edge (Eads = −4.55eV) and at the restatom
site (Eads = −4.65eV) are very stable and characterized by a very similar energy.
H deposition at the Si adatom also leads to a strong bond with the substrate
(Eads = −3.91eV). H adsorption close to the Au chain is about 1.5eV less sta-
ble than adsorption at the restatom and therefore much less probable. Moreover, the
H adsorption deeply influences the PES for the adsorption of a second H atom. The
PES calculated for the adsorption of atomic H on the Si(557)-Au surface with H
adsorbed, e.g., at the Si step edge is shown in Fig. 4 (b). The global minimum for the
adsorption of a second H atom is clearly close to the restatom, with much shallower
local minima at the Si step edge and at the Si adatom. Again, the H adsorption on
the Au chain is not energetically favorable. The deep modification of the energy
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Fig. 5 (a) DFT-PBE band structures of the clean Si(557)-Au surfacemodeled with a (5× 4) surface
unit cell. The left panel shows the total band structure, while in the remaining panels the projection
of the electronic states into atomic orbitals are represented. Color coding as in Fig. 3. (b) Surface
Brillouin zone of the Si(557)-Au surface with (5 × 2) and (5 × 4) periodicity.

landscape upon H adsorption suggests that no ordered adsorption (e.g. at the Si step
edge, until full coverage of the step edge) might be expected. From these calculations
we conclude that atomic H is adsorbed close to the restatom site and at the Si step
edge. However, since adsorption is a random process, and the H adsorption modifies
the energy landscape, transient, i.e., metastable occupation of the adatom sites may
be occupied with some probability. Adsorption at the gold chain, on the other hand,
can be excluded, since the energy difference to the most favorable sites is large.

We now turn to the effect of the H adsorption on the band structure, and first
discuss the influence of adsorption on selected surface sites. We use a unit cell of (5
× 4) periodicity to model the influence of the H adsorption on the electronic states,
as it allows to model more realistic H concentrations. However, doubling the unit
cell causes a folding of the band structure that makes its interpretation less direct.
Figure5 shows the band structure of the clean Si(557)-Au surface, calculated for the
slab with doubled periodicity in the chain direction. Comparing the band structure
with Fig. 3, both the band folding as well as the origin of the states can be recognized.
Again, we observe (now at �, due to the folding) the relatively large band gap of
0.33eV between the Au bands (labeled as (1) and (5) in Fig. 5). This gap would not
allow the plasmon propagationmeasured in Ref. [16] without presence of the adatom
and restatom states labeled by (2) and (3) in Fig. 5). Although these states do not
close the gap, they reduce it to an extent that the life-time broadened bands overlap
sufficiently to allow a continuous plasmon propagation [12]. In fact, they are also
spatially close to the gold states and partially hybridize with them, so that they can
act as a “bridge” for the plasmons, and reduce the effective gap to 0.09eV.
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Fig. 6 Squared wavefunctions at the Brillouin-zone center associated with the Au bands (1) and
(5) in Fig. 5.

Fig. 7 Squared wavefunctions at the Brillouin-zone center associated with the bands (2), (3) and
(4) in Fig. 5.

In order to underline these arguments, we plot in Figs. 6 and 7 the squared wave-
functions at the Brillouin-zone center associated with the bands (1) to (5). The two
Au bands are strongly surface localized and very similar (Fig. 6), mirroring the fact
that they are two parts of the same original band (in the (5 × 1)-periodicity), in
which a gap is opened at the zone edge. It can be also observed that the bands we
address as gold bands are indeed a hybrid involvingAu and adatom states. The spatial
extension of these states thus includes both the Au and the adatom-restatom chains.
The only difference between band (1) and band (5) is a slightly different degree of
hybridization with the adatom states.

In order to bridge the band gap for the plasmons, the electronic states not only
need to be energetically within the band gap between the Au bands, they also have to
spatially share the same region. Adatom and, to a lesser extent, restatom levels satisfy
this requisite. Figure7 shows the squaredwavefunctions at the zone center associated
with the bands (2) to (4). As mentioned, the adatom states strongly hybridize with
the Au states, while hybridization with the restatom states is smaller. However, the
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Fig. 8 (a) Electronic band structure calculated for clean Si(557)-Au surface using a (5 × 4) unit
cell. (b) Band structure after adsorption of one H per (5 × 4) unit cell at the step edge, together with
the projections of the bands onto the individual structural elements, indicated at the top. (c), (d) as
in (b), after adsorption of the same amount of H at the restatom and the adatom chains.

step edge states are localized at a different surface region. Thus, they are not suited
to bridge the gap between the Au bands, even if they would have a suitable energy.

The H adsorption at all investigated sites modifies the electronic band structure
by electron transfer from H to the surface. This modifies mainly the occupation of
states spatially close to the adsorption site. In turn, it has the principal effect to open
(or widen) the band gap between the Au bands in the unoccupied part of the band
structure and, most important, between adatom and restatom states. However, the
magnitude of this effect is site specific, since different bands are involved, as shown
in detail in Fig. 8.

Figure8(a) reproduces the band structure of the clean surface, which is only shown
for comparison. Panels (b), (c) and (d) show themodification of the bands of the clean
surface upon hydrogenation of step edge, restatom and adatom chain, respectively.
In order to emphasize hybridization and the changes introduced by atomic hydrogen
on the single bands, we also show the main character of the bands close to EF in
the same color code as in Figs. 3 and 8. As seen from the energetic considerations
described above, the occupation of restatom and step edge sites by atomic H should
play the dominant role.

The by far largest effect on the band structure is due to H adsorption at the Si
step edge atoms, shown in panel (b). Due to charge redistribution, not only the states
related to the Si step edge, but also the states related to the restatom are shifted
downwards, leading to the opening of the original, indirect gap of 0.092eV between
adatom and restatom states by about 0.171 eV. The occupation of this site alone,
however, cannot explain the experimental finding that plasma frequency is strongly
limited at large k‖ [16].

H adsorption close to the restatom, illustrated in panel (c) of Fig. 8, has the main
effect to shift downwards the bands related to the rest atoms. The electron transfer
to the restatom bands is counterbalanced by an upward shift of the step edge bands,
as the system has to remain charge neutral. Moreover, the adsorption at the restatom
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site does not heavily affect the position and dispersion of the adatom bands and, due
to the upwards shift of the step edge bands, the widening of the band gap is merely
about 0.086eV. However, there is a significant redistribution of electronic states:
upon hydrogenation the character of the unoccupied band at about 1.9eV (0.3 eV
above EF at �) switches from being mainly located at the restatom to being located
at the step edge.

The consequence for the excitation of the plasmons is a frequency cut-off, because
there is no overlap of this band with the states of the gold chain. Since the restatom
site is the most favorable adsorption site, its occupation by H, together with further
upward shifts of other bands, blocks the bridging functionof the gap in the unoccupied
states strongly hybridized with the gold chain. This explains why a clear upper
boundary of plasmon excitation appears on the H covered surface [16].

Finally, H adsorption at the adatom causes an important electron transfer to an
empty adatom band, which is downshifted in the valence band. Correspondingly, as
the system has to remain neutrally charged, the filling of the previously occupied
bands is reduced, resulting in an upward shift of the bands as shown in panel (d).
Also in this case the widening of the band gap is minor, and amounts to 0.096eV.
Since this state is occupied only to a small fraction, it should not have any dominant
influence on the excitation spectrum.

Common to all investigated cases is that the strongly dispersive Au bands are not
really affected by the H adsorption. This is not surprising, as the adsorption occurs
spatially separated from the Au chains, and as the metallicity of this system is not
due to the Au chain.

In order to estimate the coverage dependence of the gap opening, we repeated the
calculations with very large supercells of (5 × 8) periodicity, which allow to model
the H adsorption stepwise by increments of 0.25h per (5 × 2) unit cell. Increasing
the H presence at equivalent surface sites shows that the opening of the band gap is
directly proportional to the H coverage. In reality, the adsorption does not proceed
in an ordered manner. Figure4 (b) shows, e.g., that the restatom site is the favored
site once an H atom is adsorbed at the Si step edge. In other words, an averaged
and concentration-dependent effect of all the adsorption induced modifications of
the band structure discussed so far should be expected.

The limiting case is represented by the adsorption of two H atoms per (5× 2) unit
cell, saturating each band crossing the Fermi energy for the clean surface. Modelling
this case, e.g., with one H atom adsorbed at the step edge and one at the restatom,
leads to the downward shift of all the half filled states related to the Si step edge and
the rest atom. No band crosses the Fermi energy, and the system becomes insulating.
This coverage, however, is never reached in experiments [16]. We estimate that in
experiments a maximum coverage 1h atom per (5 × 2) unit cell is achieved, which
is close to the scenarios described above.
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4 Conclusions

The impact of H adsorption on the electronic structure of the Si(557)-Au system has
been investigated by atomistic calculations within DFT. Our study reveals that the
influence of atomic hydrogen goes far beyond simple charge transfer.

As Si surface bands are strongly hybridized with those of Au, H adsorption on
the energetically most favorable sites at the Si step edge and the restatom chain does
not only cause significant shifts of bands with a tendency of widening band gaps in
the unoccupied part of the band structure, but it also strongly changes the character
of hybridization. The rehybridization causes redistribution not only of charge in real
space and bands in reciprocal space, it also affects the spatial distribution of wave
functions for the unoccupied states. Thus, the relevant bands lose their function as
effective interpolation points for plasmons to bridge the gap in the Au-related band.
These findings again underline the close coupling between unoccupied band structure
and plasmonic excitations, and show how complex is the intertwinement between
atomic nanowires and their environment.
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Anderson Transitions and Interactions

Final Status Report

Matthias Stosiek, Felix Weiner, and Ferdinand Evers

Abstract In this report we present our study of disordered interacting systems. Our
interest here is two-fold: we want to study superconductor-insulator-transition in
disordered thin film superconductors and the many-body localization transition in
interacting one-dimensional wires. Our main topic, disordered thin film supercon-
ductors, were modelled within a mean-field framework. We investigate the effect
of full self-consistency (sc) on local observables within the Boguliubov-deGennes
(BdG) theory of the attractive-U Hubbard model in the presence of on-site disor-
der; the sc-fields are the particle density n(r) and the gap function Δ(r). For this
case, we reach system sizes unprecedented in earlier work. They allow us to study
phenomena emerging at scales substantially larger than the lattice constant, such as
the interplay of multifractality and interactions, or the formation of superconducting
islands. For example, we observe that the coherence length exhibits a non-monotonic
behavior with increasing disorder strength already at moderate U . In our study of
the many-body localization (MBL) transition, we integrate the Schrödinger equa-
tion exactly by means of a Chebyhsev expansion of the time evolution operator. The
dynamics of such systems is probed via a density-density correlation function. Care-
ful analysis of our numerical data gives evidence that the MBL-phase splits into two
subphases. In addition to the conceptual relation of the two topics we profit from
shared methodology in our kernel polynomial method(KPM) approach in describing
these systems.

1 Scientific Work Accomplished and Results Obtained

The project that has been performed here was a very ambitious one. The reason is
twofold. On the computational side we implemented substantial optimizations of the
Chebyshev expansion.On the physics-side that data analysiswas highly complicated,
because the strong system size dependence had to be understood before statements
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on the thermodynamic limit became feasible. Only our massively parallel setup has
allowed us to achieve the very large sample numbers required to do this extrapolation
reliably. As a consequence, only relatively recentlywewere able to harvest the results
that go into several publications [1–4].

In order to give evidence for the status of the computational methodology devel-
oped in this project, we would like to mention that in recent time we have been asked
to join two new collaborations, with Prof. Burmistrov (Landau Institute) and Prof.
Wulfhekel (KIT), that embark on our achievements.

In the interest of brevity, we report a selection of the results that were already
published and the ones that will be published in the near future.

Adetailed introduction to ourmodel andmethodology can be found in our recently
published papers on disordered thin film superconductors [1] and disordered inter-
acting 1D wires [2].

1.1 Superconductors with a Single Impurity

In a collaboration with the Wulfhekel group, we study the response of the supercon-
ducting gap to a Fe impurity on the surface of an Al(111) surface. The Wulfhekel
group was conducting STM experiments, whereas we provided theoretical insight
employing numerical simulations. Numerical simulations are necessary, as analytical
formalisms are only available for specific cases [5], due to the complications brought
about by the self-consistency requirement in the mean-field description of a super-
conducting system. We find an excellent agreement in the response at the impurity
site and provide an explanation in terms of the density response in the normal state
[4].

1.2 Enhancement of the Critcal Temperature by Disorder

The enhancement of superconductivity by disorder has long been predicted analyt-
ically within a partial self-consistency approach [6, 7]. Recently this effect could
be demonstrated experimentally as well [8]. We for the first time find a substan-
tial increase in the zero temperature gap in a fully self-consistent approach in the
mean-field description of the Hubbard model. In Fig. 1a clear local maximum for
intermedia disorder strength (W = 1.25) can be seen. The mean-field critical tem-
perature is dramatically enhancedwith respect to the clean critical temperature T BCS

c .
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Fig. 1 Temperature (T)
dependance of the
disorder-averaged mean
superconducting gap for
various values of disorder
(W). (Parameters: n = 0.3,
U = 2.2).

Fig. 2 Distribution of the local density of states (LDoS), ρ(E, r). Left: Spatial distribution for
a typical sample at the coherence peak energy of DoS (E = 0.11, L = 96) Right: Corresponding
distribution function of LDoS at energies E = 0.11, 1.0, 3.0 illustrating the flow of the distribution
with E . (Parameters: W = 1.5, U = 1.5, L = 96, n = 0.875).

1.3 Mesoscopic Fluctuations of LDoS and Local Gap
Function

LDoS Distribution

To characterize the statistical properties of the local density of states and the local gap
function we analyzed distribution and autocorrelation functions [1]. We compared
numerical findings with predictions from analytical theories. In Fig. 2 (left) we dis-
play a spatial map of the LDoS, ρ(E, r), of a typical sample with moderate disorder
at interaction W � U � 1 and linear size L = 96 lattice constants. The logarithmi-
cally broad distribution is readily identified. The log-normal shape of the distribution
is already known from non-interacting disordered systems [9]. The corresponding
distribution function is displayed in Fig. 2 (right).
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The LDoS-distribution has been investigated analytically by the team based at
the Landau-Institute [10]. At temperatures above the critical temperature Tc. Our
observations are broadly consistent with these results, since it is reported that the
distribution develops a pronounced non-Gaussian character upon decreasing the tem-
perature.

LDoS Fluctuations

In a collaboration with Igor Burmistrov of the Landau Institute we compare an ana-
lytical theory for the variance of the LDoS with our fully self-consistent numerical
simulations. We find an excellent agreement between our simulations and the ana-
lytical description in the low disorder limit, where it is applicable to [3].

Autocorrelations of Gap Function and Coherence Length

We investigated the disorder averaged spatial autocorrelatorΦlg(q) = |Δ(q)|2 of the
pairing function Δ(r) in Fourier space. Notwithstanding anisotropy at q ≈ a−1, in
the limit of small wavenumbers q � a−1 the correlator Φlg(q) is isotropic and with
good accuracy we have

Φlg(0)

Φlg(q)
= 1 + (qξ)2 + . . . (1)

where Φlg(0) := Φlg(q → 0). Both the increase of Φlg(0) (as approximated by
Φlg(π/L , 0)) with disorder and the characteristic length ξ have been displayed in
Fig. 3 (right).

ξU (W ) exhibits a local non-monotonicity on its way from the clean to the dirty
limit; the non-monotonic decay is readily seen also from the original data Fig. 3
(left). This peculiar behavior should be interpreted in connection with the formation
of superconducting islands. It occurs in the same parameter range and may relate to a
percolation transition. We mention that the non-monotonous shape, Fig. 3 right, has
been observed before in [11], however, at unrealistically strong interactions U = 5.
Our work shows that island formation carries over all the way into the physically
relevant regime of intermediate parameter values.

We therefore have demonstrated in this work that an understanding of the
superconductor-insulator transition (SIT) as it is observed in experiments must
include the formation of islands as an indispensable ingredient. In present analytical
studies, the effect is still ignored.
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Fig. 3 Left: The non-trivial part of the inverted normalized gap autocorrelation functionΦ−1
lg (q) =

|Δ(q)|2−1
evolving with W at fixed U . Φlg is shown along directions (π/a, 0) (full symbols) and

(π/a, π/a) (open). (Parameters: U = 1.5, L = 192) Right: Variation of Φlg(π/L , 0) and Φlg(0)
(red) and the correlation length, ξ (blue) with increasing disorder (left,U = 1.5). Φlg(0) coincides
with Φlg(π/L) within the symbol size as portrayed here. (Parameters: L = 192)

Fig. 4 The spatial distributions of the pairing amplitude as calculated from different self-
consistency schemes are compared. Left: full self-consistency. Center: energy-only self-consistency
with inhomogeneous Hartree shift. Calculation is done with the single-particle (“screened”) poten-
tial as it results from the full scf-calculation, left. Right: energy-only scheme. Left: Typical 2D
sample for high disorder. (Parameters: U = 1.5 , W = 3.5) Right: 2D slice of a typical 3D sample
at the Anderson transition. (Parameters: U = 2.5, W = 4.0)

1.4 Impact of Self-consistency

Effects of Self-Consistency Schemes on the Local-Gap Distribution

We compared the results of full and energy-only self-consistency schemes for the
local pairing amplitude Δ(r) for the Anderson Problem in 2D and 3D. Energy-only
self-consistency refers to a approximate self-consistency scheme, in which only the
energies but not the eigenfunctions are renormalized during the self-consistency
cycle [1]. Since localization is sensitive to spatial dimensionality, we discuss 2D and
3D separately.

2D
Figure4 (left) shows a spatial distribution of Δ(r) as obtained for typical 2D sample
at intermediate interaction and high disorder values. The calculation with full self-
consistency, Fig. 4 (left) exhibits a clear tendency towards the formation of super-
conducting islands. In contrast, with energy-only self-consistency, a rather homoge-
neous speckle pattern is found missing any indications of island formation. Hence,
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already by inspecting individual samples we expect that distribution functions of
physical observables will depend in a qualitative way on the applied scf-scheme
in broad parameter regions. In order to highlight the effect of screening, we have
displayed in Fig. 4 also the results of an intermediate scf-scheme. It operates in an
energy-only mode, but adopts for the disorder the effective single particle potential
(“screened” potential) as it is obtained as a result from the full scf-calculation. As
is seen from Fig. 4 (left,) first indications of islands emerge, but the contrast is still
largely underestimated. This result underlines the importance of full consistency in
the scf-procedure.

3D
Figure4 (right) shows a 2D slice of the spatial distribution of Δ(r) as obtained for
typical 3D sample at intermediate interaction and intermediate disorder. The param-
eters are chosen, so that the corresponding non-interacting Anderson problem is
critical. As in the 2D case, the field obtained within the fully self-consistent calcula-
tion shows a pronounced formation of islands. The energy-only scheme in analogy
to our 2D results exhibits a rather homogeneous spatial distribution. The results of
the energy-only scheme with “screened” potential again show first indications of
island development with dramatically underestimated contrast. This highlights the
importance of full self-consistency also in 3D.

To what extent the conclusions of earlier theoretical works that consider this
scenario [6, 12] are affected remains to be seen.

Effects of Self-consistency on Gap Autocorrelator

Figure5 shows data analogue to Fig. 3, now with energy-only self-consistencies.
The most striking and perhaps unexpected feature is a qualitative difference. In

the full scf-calculation, Φlg(q) follows Eq. (1) and exhibits a well defined parabolic
shape in the vicinity of small wavenumbers. This feature is not reproduced within

Fig. 5 Gap autorcorrelation functionΦlg(q) = |Δ(q)|2 calculated employing two different energy-
only self-consistency schemes. Φlg is shown along directions (π/a, 0) (full symbols) and
(π/a, π/a) (open); traces for four different disorder values are shown, W = 0.05, 0.5, 1.5, 2.5,
from bottom to top. Left: energy-only self-consistency with screened potential. Right: energy-only
self-consistency. (Parameters: U = 1.5 L = 96)
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energy-only schemes. The bare scheme does not exhibit an appreciable curvature
up to q ≈ a−1, so ξ ≈ 0. In contrast, within the screened schemePlg does not show
clear saturation at small wavenumbers within the range of q-values accessible. We
thus interpret these results as a strong indications that wavefunction renormalization
as it occurs within the full scf-scheme is crucial for understanding those aspects of
qualitative physics that hinge on long-range spatial correlations.

1.5 Dynamical Signatures of the Many-Body Localization
Transition

The second part of this project was concerned with the study of the so-called Many-
Body Localization (MBL) transition. The MBL transition has attracted considerable
attention over the last decade due to its novel character, which is very different
from conventional equilibrium phase transitions or Anderson transitions on finite-
dimensional lattices (see e.g. [13] for a review). The understanding of its critical
properties is far from complete. From a computational point of view, the difficulty lies
in solving the Schrödinger equation for many-body problems. As the corresponding
Hilbert spaces grow exponentially with the number of particles, it is very demanding
to obtain exact numerical results for large systems.Within the present project, sparse-
matrix techniques have been used to obtain state-of-the art numerical data. Such
data allowed us to present a comprehensive analysis of the finite-size effects with
important conclusions regarding the dynamical signatures of the transition and the
critical disorder strength.

The prototypicalmodels for studying this phenomenon are one-dimensional quan-
tum lattice models with a random contribution to the potential, which models the
disorder in the system. It is well understood that, in the absence of interactions, such
models are fully localized already for an arbitrarily small degree of randomness. This
means that quantum particles cannot propagate through such a system, irrespective
of their energy. The situation changes, however, if the particles interact among each
other. Then, a large body of evidence has been accumulated in favour of the exis-
tence of a phase transition, the Many-Body Localization transition. This transition
separates an ergodic/metallic phase at weak disorder and localized phase at strong
disorder. The results obtained within this project aim at understanding the dynamical
signatures of this transition. The reason for studying dynamical quantities is twofold:

1. the observables evaluated here are related to experimentally measurable quanti-
ties, such as the conductivity of the system

2. dynamical simulations can be performed for larger system sizes as compared to
the evaluation of spectral quantities, such as eigenstate statistics. This is due to
the existence of memory-efficient sparse-matrix algorithms for such problems.

The latter point is important because of the strong finite size effects that plague vir-
tually all computational studies of the MBL transition. The strong finite-size effects
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that are presence in dynamical quantities have been already examined in our previ-
ous work focusing on the ergodic, i.e. weakly disordered side of the transition [14].
With the help of computing resources on ForHLR2, we have extended these results
focusing on larger disorder strengths. In this regime, the level spacing distribution of
the system is close to Poissonian, which is widely seen as a signature of many-body
localization.We demonstrate in Ref. [2] that a slow dynamics is present in the system
at such disorder strengths. More specifically, we study the width Δx(t) of a certain
correlation function. Δx(t) can be interpreted as a root mean-squared displacement
corresponding to the spreading of excess charge on top of a thermal background. In
a (many-body) localized system, it is expected that Δx(t) reaches a value at long
times Δx(t→∞) = ξ , where ξ is a measure of the localization length. However,
we cannot observe such a saturation of Δx(t) on the largest system sizes available.
Instead, Δx(t) diverges in time but with a growth weaker than any power. Based
on this observation, we propose a scenario involving an intermediate phase, which
we refer to as MBLA in contrast to the actual many-body localized phase, MBLB.
We would like to emphasise that the difference between the two phases can only be
observed on sufficiently large systems, which requires considerable computational
effort. In Ref. [2], we show results for system sizes up to L = 32 sites, corresponding
to a Hilbert space dimension of ∼ 6 · 108.

2 Realization of the Project

Simulations Performed, Codes Used

To compute our self-consistent fields, we devised an algorithm based on the kernel
polynomial method (KPM) [15]. With a KPM based code, we were able to reduce
the asymptotic runtime from a cubic to a quadratic dependence on the size of the
lattice compared to conventional full-diagonalization approaches. Through this we
were able to achieve system sizes unprecedented in the literature. We achieved an
approximately ideal inter-node parallelization both through the computation of mul-
tiple impurity configuration and also the computation of the self-consistent fields on
different points in spacewith negligible communication between processes. A bench-
mark of the intra-node parallelization is shown in Fig. 6 (left). Our code is written in
a combination of Python and C, combining the performance of a highly optimized
C-kernel with the adaptability and convenience of a high-level language for the non
performance critical sections. It is computationally expensive to find a single solution
of the self-consistent fields (≈100–1000 core-h) for one disorder configuration. We
need a large number (≈100000) of these configurations to achieve a reliable disorder
average and to investigate different regimes of disorder strength, interaction strength,
filling fraction and system size. In total we used 9,672,794 core-h. The full extent
of the 10 mio core-h was not used so far, because of the service interruption by the
security incident at the SCC. We produced approximately 1 TB of self-consistent
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Fig. 6 Benchmarking intra-node parallelization and code performance. Nbf denotes the number of
basis functions of the underlying system. Left: Speedup with the number of cores per process for
different system sizes. The performance dips (green, blue: near 16; red: near 7,14,21,25) with rising
number of cores we assign to a hardware issue related to caching. (Parameters: Nbf = 18432 (blue),
Nbf = 73728 (green), Nbf = 165888 (red).) Right: Performance check comparing the matrix-free
implementation (orange) with standardmkl_sparse_d_mmof theMKLSparse BLAS library (blue).
One iteration corresponds to one sparse matrix-vector product. The ratio of the timings of the MKL
and matrix-free algorithms is shown in red at Nbf = 73728, 294912.

mean-field Hamiltonians across the parameter and impurity configuration space. We
generated ≈20000 hdf5 files, where multiple parameter configurations can be saved
in the same file for the same impurity configuration. For a typical job we used≈5000
cores.

Code Modifications

Tospeedupa single self-consistency iterationweoptimized theChebyshev expansion
during the project. Its performance critical part constitutes of the recursive action of
the Hamiltonian on a basis vector. An implementation of the sparse-matrix vector
product custom-tailored to our system is crucial for an optimal performance. The
sparse-martrix vectormultiplication ismemory-bound, i.e. the performance is limited
by the time it takes to fetch data from memory. For this reason we devised a self-
written “matrix-free” matrix vector product that outperforms standard state of the art
sparse-matrix vector multiplication libraries.

The idea is the following: Conventional sparse matrix packages keep all non-zero
elements, i.e. value and index, in memory. Matrix-free implementations become
efficient if many of the non-zero elements have identical values storing only the
different values that occur.

With matrix-free implementations the graph of the Hamiltonian has to be hard-
coded in the matrix-vector product routine. For our Hamiltonian the amount of mem-
ory load operations of matrix data is reduced by a factor of 6 reflecting the number
of non-zero elements per row of our matrix. In addition, the integer indices corre-
sponding to the matrix graph do not have to be loaded. Altogether, this leads to a
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reduction of data to be loaded by a factor of 9. The datatype for values is double and
for the indices is integer. Note, that the speed-up to be expected from the matrix-free
implementation is less than a factor of 9. This is because not only the matrix but
also the basis vectors have to be loaded from memory, so the reduction of memory
load operations also depends on how many basis vectors are acted on in parallel. A
benchmark comparing a conventional implementation with the MKL library and our
matrix-free implementation can be found in Fig. 6 (right).

3 Third-Party Funded Projects that Used ForHLR2
to a Relevant Degree

DFG-funded projects: EV30/11-1; EV30/12-1; SFB-1277 (Projects A03 and B01).
Future use by RFBR-DFG.

4 Co-operations that Used ForHLR2

4.1 Co-operations with External Partners

Prof. I. Burmistrov (Landau Institute of Theoretical Physics); Prof. W. Wulfhekel
(Institute of Physics and Institute of Nanotechnology, KIT); Prof. B. Lang (Institute
of Applied Informatics, BU Wuppertal).

4.2 PhD Theses Completed Within the Project

Matthias Stosiek (MSc) at University of Regensburg, submitted June 2020, defended
July 2020.
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Materials Science

Johannes Hötzer and Britta Nestler

This chapter contains demonstrations of research results obtained from efficient
simulation software solutions with high scalability properties for different appli-
cation fields. Materials and processes are to be designed and optimized in an
accelerated manner through the use of high performance simulations. The appli-
cations include battery materials, tribological systems and the prediction of skeletal
muscles motions.

The first paper illustrates research results for the design of new electrode
materials for lithium and post-lithium ion batteries based on highly parallelized
quantum mechanical calculations using the density functional theory (DFT) code
VASP. The first part of this contribution deals with Fe- and Co-doped CeO2 as new
insertion-type electrode in order to achieve fast charging properties, high volumetric
and gravimetric capacity. The second part, density functional theory computations
are performed to investigate intercalation mechanisms in aqueous Zn batteries. The
computations determine a phase diagram in an electrochemical environment.

In the second contribution, large scale atomistic simulations are used to inves-
tigate nearsurface grain refinement in tribologically sheared metallic sliding sur-
faces. The simulations shed light on mechanisms of refinement and coarsening of
the grain structure evolution and on the dynamics of these processes near the
surface. A reduction in grain size near the surface yields hardening and material
flow is minimized.

The last project gives insights into simulations of skeletal muscles as a neuro-
muscular system. The simulation methods involve multi-physics and multi-scale
models which are solved on high performance computing architectures. The model

J. Hötzer � B. Nestler
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Karlsruhe Institute of Technology (KIT)
Straße am Forum 7, 76131 Karlsruhe, Germany
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combines different physical, biochemical and electrical-signal processes on tem-
poral and spatial scales. Optimized scalability and runtime is achieved by choosing
appropriate compilers, by structuring the system of equations and by elaborating
AVX vectorization techniques for code generation of CPUs.

Projects face the difficulty that some results are not completed and not fully
proven due to the substantially reduced availability of Hazel Hen and Hawk during
the project duration time. Verifications of the performance are hence the goal of
forthcoming research.
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Atomistic Modelling of Electrode
Materials for Lithium and Post–lithium
Ion Batteries

Holger Euchner

Abstract The first part of this report is about Fe- and Co-doped CeO2 as new
insertion–type electrode for lithium and post–lithium ion batteries. Alternative anode
materials with high volumetric and gravimetric capacity, moreover, allowing for fast
charging are of utmost importance for next-generation lithium and post-lithium ion
batteries. Keeping this in mind, we have investigated a new insertion-type electrode
material, metal-doped CeO2. While CeO2 shows limited capacity, the introduction
of a small fraction of carefully selected dopants, results in a significant capacity
increase. Interestingly, this capacity increase is accompanied by an off-centering of
the dopant in the crystalline lattice and, moreover, results in the dopant atoms being
reduced to their metallic state under alkaline metal insertion.

In the second part of this report the H+/Zn2+–intercalation in V2O5 for aque-
ous Zn batteries is discussed. Vanadium oxides are a promising class of cathode
materials for aqueous zinc metal batteries with a still debated intercalation mecha-
nism. To corroborate the experimentally observed intercalation of both H+ and Zn2+
into δ-Ca0.24V2O5 (CVO) and to furthermore identify a possible H+/Zn2+-exchange
intercalation, this phasewas investigated by density functional theory (DFT). For this
purpose, the concept of the computational hydrogen electrode (CHE) was exploited
to determine the phase diagram in an electrochemical environment.

1 Introduction to the First Part

The steadily increasing demand for better battery materials calls for the investigation
of newelectrodematerials [1, 2]. To achieve rapid charging, this also aims at replacing
graphitic anodes, with materials that have high capacity, high structural stability and
fast kinetics [3–5]. These requirements may be best met by insertion-type materials
such as CeO2. This compound has not been investigated in detail, which is due to the
increased price as compared to e.g. titanates and, moreover, due to the rather limited
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capacity (about 155 mAh/g for a maximum lithium uptake of one Li per CeO2).
Surprisingly, the introduction of carefully selectedmetal dopants was shown to result
in a dramatic increase in capacity by more than 200%. However, the reasons for this
capacity increase were so far unclear and have been tackled by a computational
approach.

2 Computational Methods

For quantitative evaluation of Fe-free and Fe-doped CeO2, we have conducted quan-
tum mechanical calculations, using the density functional theory (DFT) code VASP
[6]. VASP is a highly parallelized plane wave code, which describes the electron-
ion interaction via pseudopotentials and uses the projector-augmented wave (PAW)
method [7]. Exchange and correlation were accounted for by the general gradient
approximation as introduced by Perdew, Burke and Ernzerhof [8]. To guarantee for
sufficient accuracy, spin-polarized calculations with an energy cutoff of 600 eVwere
conducted using a 5×5×5 k–point mesh for the 2× 2× 2 CeO2 supercell with 64
atoms and its doped derivatives. To investigate the impact of alkaline metal insertion,
different numbers of alkalinemetal atomswere added to the structure. For the relaxed
structures, the atomic arrangements of alkaline metals and dopants were investigated
and the charge distribution was analyzed by Bader analysis as well as by investigat-
ing the localized magnetic moments on the dopant species. For the above described
structural optimization of the unit cells with different doping elements (Fe, Co) and
the different alkaline metal concentrations (for Li, Na and K) atoms, typically two
nodes with 20 cores each were used. The convergence of the electronic steps turned
out to be rather slow, which is essentially due to Cerium. Similarly, for Bader analysis
two 20 core nodes were used.

3 Results and Discussion

The cubic structure of CeO2 and Fe-doped CeO2 is shown in Fig. 1. The substitution
of a Ce by an Fe atom results in an off-centering of the Fe atom.While in the pristine
structure it is located in the center of an oxygen cube, the DFT calculations show
a shift of the Fe atom towards a cube face. This can be understood in terms of the
Ce–O distances inside this cube. They are significantly larger as the typical Fe–O
distances in Fe–oxides, such that the Fe prefers to move toward the cube faces to
decrease some Fe–O distances. This off–centering moreover results in more space
in the structure that may be one of the reasons for the increased capacity. It has to be
noted that so far only doping by one Fe atom was considered, while the arrangement
of Fe atoms with respect to each other may further enhance this effect.

Apart from the off-centering a further, even more surprising effect is observed.
First, the insertion of alkaline metal atoms in the direct vicinity of the dopant atom is
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Fig. 1 The crystal structure of pristine and Fe-doped CeO2, together with the local environment of
the Fe/Ce site are shown in a), whereas the local environment after Li insertion is shown in b). In c)
the successive insertion of Li and the reduction of Fe are schematically depicted. Figure reprinted
from [9].

preferred and also results in adaption of the alkaline metal positions. They are shifted
towards the Fe dopant as also depicted in Fig. 1b). Finally, an analysis of the charge
distribution for increasing alkaline metal contents, as depicted in Fig. 1c), shows
an unexpected behavior. Both, Bader analysis and investigation of the Fe magnetic
moments, clearly indicate that the inserted alkaline metals first transfer their charge
to the metal dopant. In fact, both measures point to the Fe dopant being reduced
to its metallic state, i.e. Fe3+ is reduced to Fe0. With this theoretical finding, the
interpretation of experimental XANES data is corroborated, which indicated such an
unexpected behavior. Indeed, the qualitative picture for the different alkaline metals
is the same, such that in call cases the preferential reduction of Fe3+ seems to be
the driving force for an increased capacity. Finally, the substitution of Fe by Co is
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currently investigated. Here, the off–centering is also clearly observed, whereas the
alkaline metal insertion is currently still under investigation.

4 Conclusion and Outlook

The study clearly shows that the increased capacity in Fe-doped CeO2 is a conse-
quence of the off-centering of the dopant. Moreover, a surprising reduction of Fe to
its metallic state can be confirmed. Apart from the further investigation of the Co
systems, other metal dopants will be investigated, to further optimize the capacity of
CeO2 based anodes. Moreover, an investigation of higher dopant concentrations is of
great interest. In the above discussed results only isolated dopants were considered.
The investigation of clustering of dopant atoms and the computational insertion limit
are also of interest for further studies.

5 Introduction to the Second Part

Due to the high abundance and sustainability of zinc, aqueous Zn metal batteries
are expected to reduce cost and environmental impact, thus making it a promis-
ing complementary technology to Li-ion batteries [10, 11]. Experimentally, the δ–
Ca0.24V2O5 derived V2O5 (CVO) shows a high capacity of more than 350 mAh/g,
going along with a good capacity retention [12, 13]. However, the origin of this
large capacity is strongly debated. In particular, the question arose which species are
intercalated. Experimental data clearly indicate that both Zn2+ and H+ can be stably
intercalated between the layers. Moreover, an observed pH change during the dis-
charge can be interpreted as a Zn2+/H+ exchange mechanism. The structure of CVO
is complicated by structural water between the layers (see Fig. 2), such that standard
methods are not able to identify the intercalated species. In particular, additional H+
ions are not directly detected (only the just mentioned pH change in the aqueous
solution indicated H+ intercalation).

6 Computational Methods

To gain insights into the underlying mechanism, we have performed density func-
tional theory (DFT) calculations. For this purpose, a large number ofmodel structures
with different intercalation chemistry were optimized by applying the VASP code
[6]. Within the VASP code the electron-ion interaction is effectively described by
the pseudopotential approach, which was applied in the generalized form of the pro-
jector augmented wave method [7]. For this work, spin polarized calculations were
performed and the generalized gradient approximation in the formulation of Perdew,
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Fig. 2 The crystal structure of the investigated, layered V2O5 phase without (left) and with (right)
structuralwater between the layers. Adaptedwith permission from [14].Copyright (2020)American
Chemical Society.

Burke and Ernzerhof (PBE) was applied to account for exchange and correlation [8].
Starting point for our computational study was the structure of the δ–Ca0.24V2O5

phase. As a first step, a water-free V2O5 layer structure with 28 atoms in the unit
cell was optimized with respect to lattice parameter and atomic positions, using an
energy cutoff of 600 eV and a 3× 9× 3 �–centered k–point mesh. In subsequent
calculations different numbers of H and Zn atomswere inserted in between the layers
of the structure, allowing for the investigation of the respective intercalation process.
Furthermore, to check the impact of the structural water, the different structures were
reinvestigated by adding four water molecules between the layers.

For the computational study, typically two nodes with 20 cores each were used
for the geometry optimization. The complicated structure for the water containing
case needed a large number of ionic states to converge to the energetic minimum
(due to the rather shallow potential for the water molecules in between the layers).

7 Results and Discussion

In a first approach,we have neglected structuralwater only regarding the intercalation
of H+ and Zn2+ ions in CVO. Interestingly, it is observed that H+ and Zn2+ prefer
different positions in the layer and moreover a structural stability limit of 0.5H+/f.u.
exists, whereas the intercalation of one Zn2+/f.u. is still possible. Accessing the
respective stability of intercalation compounds in an electrochemical environment,
can be achieved by adapting the concept of the computational hydrogen electrode
(CHE) [15, 16]. By this approach, the phase diagramwith respect to the electrochem-
ical potential of zinc and hydrogen (�μ̃Zn and�μ̃H respectively) can be constructed
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Fig. 3 Calculated phase diagram for hydrogen and Zn intercalation in water-free V2O5 as function
of the respective chemical potential. The stoichiometries of the stable phases are denoted in the
corresponding area of the phase diagram. Structure images, depicting hydrogen intercalation, Zn
intercalation and hydrogen-Zn co-intercalation are exemplary shown next to the respective regions
of the phase diagram. The dashed red box is a rough estimate of the chemical potential range
relevant for the experiment. The yellow arrows point in the direction of increasing Zn and hydrogen
concentration (i.e., decreasing pH). The areas marked by a star have been increased for better
visibility. Adapted with permission from [14]. Copyright (2020) American Chemical Society.

from standard DFT calculations (i.e. without having to account for solvation ener-
gies). The phase diagram obtained with this approach is depicted in Fig. 3. Indeed,
depending on the electrochemical potential, different intercalation compounds are
stable. For understanding this phase diagram one has to keep in mind that in this
graph, an increasing H+ concentration (decreasing pH), corresponds to a displace-
ment along the y–axis. This means that there are many regions in the phase diagram
where H+ will move out of the structure and Zn2+ moves in when the pH value
increases. This corresponds exactly to the situation that is observed in experiment
and hence strongly corroborates an exchange mechanism.

Next, we have increased the complexity of our model structures by including
structural water. In the presence of structural water additional protons either form
H3O+ ions with the structural water or adsorb on the V-O layers (this is what was
also observed for the water-free case). Interestingly, the water containing structure
can accept more than 1H+/f.u. Moreover, at high Zn contents, even a dissociation
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Fig. 4 Calculated phase diagram for hydrogen and Zn intercalation in water-containing V2O5 as
function of the respective chemical potential (details are given in the caption of Fig. 3). Adapted
with permission from [14]. Copyright (2020) American Chemical Society.

of structural water is observed in our model system, which is a consequence of
the formation of O-H groups. For the phase diagram, the structural water results
in changed phase fractions and potential ranges. However, the qualitative picture
remains valid. Indeed, there are still several phase boundaries which will promote
an exchange of H+ and Zn2+ when they are crossed. While the details of the phase
diagram will depend on the water content and the exact arrangement of the water
molecules, the occurrence of phase boundaries that result in H+/Zn2+ exchange are
expected to be independent of the exact structural model, and therefore our findings
strongly corroborate the proposed exchange mechanism Fig. 4.

8 Conclusion

A DFT based investigation of the Zn2+/H+ intercalation in CVO could nicely show
that an exchange mechanism is possible. Applying the CHE concept allows to take
the electrochemical environment into account and enables the determination of the
phase diagram as a function of the electrochemical potential.
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Shear Induced Dynamic
Grain-Refinement in Sliding
Polycrystalline Metal Surfaces

Pedro A. Romero, Angelika Brink, Matthias Scherge, and Michael Moseler

Abstract Tribological shearing of conventional polycrystalline metal surfaces typ-
ically leads to grain refinement near the sliding interface, however, how and why
grain refinement occurs in metallic surfaces under tribological shear remains poorly
understood. Here, employing large scale atomistic simulations (∼5 to ∼44 million
bcc iron atoms on 100 to 500 HPC cores) and ultra high vacuummicrotribometry, we
capture the mechanisms leading to the formation and evolution of the refined-grain
layer and discuss its implications on the ongoing sliding motion. For pure bcc iron,
the simulations showed that fundamentally the initial grains are refined through the
generation of numerous dislocations and twin boundaries that quickly agglomerate
and start forming non-crystalline walls, which eventually leads to the formation of
relatively stable grain boundaries. As in the simulations, experimentally sheared pure
iron surfaces showed significant grain refinement in the near surface region within
the first two reciprocating sliding cycles with only minor changes in grain structure
and very slow growth of the refined layer into the rest of the substrate for increasing
number of sliding cycles. The simulations, more importantly, revealed that the evolu-
tion of the refined-grain structure is a dynamic continuously evolving process where
after the initial grain structure is refined and a nanocrystalline layer is established, the
refined grains are then continuously coarsened and refined by creating and moving
grain boundaries, twin boundaries and other lattice defects. The motion of the grain
boundaries is the main shear accommodating mechanism in the refined layer as the
sliding motion continues. In essence, the generated refined layer hardens the surface
and minimizes plastic flow towards the surface. Simultaneously, the dynamic coars-
ening and refining of the grains in the refined layer via grain boundary migration,
allows the near surface material to undergo the necessary plastic shear deformation
to be able to accommodate the imposed sliding motion by the counter surface.
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1 Introduction

Despite their important technological implications, the underlying microscopic
mechanisms controlling tribological processes in metallic polycrystalline solids
remain widely unexplained [1–6]. Consequently, one has to frequently resort to
empirical relations such as Amontons’ friction law [7] (including its later refinement
[8]) and Archard’s wear law [9] in order to make engineering decisions about fric-
tional resistance andwear. Awidely observed phenomenon is that when conventional
metallic surfaces are tribologically sheared, grain refinement [10–12] occurs near the
sliding interface. Keeping theHall-Petch strengthening curve inmind (i.e. increase in
shear strength with decreasing grain size), it might seem counterintuitive, that metal-
lic surfaces undergo grain refinement in order to decrease frictional resistance. Nev-
ertheless, experimental post-mortem ex-situ examination of polycrystalline metallic
substrates repeatedly shows that tribological shear leads to grain refinement near the
sliding interface [10, 13, 14].

Unfortunately, the in-situ evolution and monitoring of the grain structure during
tribological shearing of metallic surfaces remains experimentally inaccessible. Con-
sequently, the underlying mechanisms leading to tribology induced grain refinement
in metals is still unclear. It is not clear why and how exactly the originally microcrys-
talline near surface grains are transformed into a refined-grain (often nanocrystalline)
layer near the sliding interface. Additionally, it is not clear how the generated refined
layer facilitates the sliding motion. On the one hand, it is known that fine-grained
nanocrystalline metallic surfaces exhibit in general higher hardness levels but lower
ductility levels relative to conventional microcrystalline metals. On the other hand, it
is expected that a highly deformable layer ofmaterial has to exist between two sliding
counter bodies [15, 16]. Furthermore, due to the enhanced hardness of fine-grained
nanocrystalline [17–19] metals, there is interest in using fine-grained nanocrystalline
surfaces in order to reduce wear during tribological applications. However, it is not
clear if nanocrystalline surfaces can accommodate severe plastic shear since they
are known to be less ductile [20] than conventional polycrystalline metals. There
is also no clarity on the stability of a fine-grained nanocrystalline surface during
sliding and consequently there is no certainty on whether the nanocrystalline layer
will recrystallize and/or undergo thermal [21] and/or mechanical [22] grain growth
or grain refinement.

Metal surfaces are typically rough with contact only occurring at specific asper-
ities. During sliding of metallic surfaces, it is at these contacting asperities where
plastic deformation is mainly concentrated. The size of some of these asperity con-
tacts can be small enough (tens or hundreds of nanometers) that they could be stud-
ied with large scale classical atomistic simulations, (i.e. molecular dynamics). Such
simulations would allow direct in-situ observation of the generation and evolution of
the refined-grain layer during tribological shearing. For polycrystalline metals, such
atomistic simulations can provide a fundamental understanding of the mechanism
responsible for the emergence and evolution of the observed grain refinement in clean
ultra high vacuum (UHV) microtribometry experiments using equivalent high purity
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metallic substrates. Here, motivated by the widespread use of iron (and its related
alloys) in tribological applications, we have performed large scale molecular dynam-
ics (MD) tribology simulations (∼5 to ∼44 million atoms on 100 to 500 HPC cores)
and UHV microtribometry tribology experiments using pure bcc iron substrates as
a model material in an effort to improve our understanding of the generation, evo-
lution and consequences of the refined-grain layer near the sliding interface during
tribological shearing.

2 Methodology

2.1 Experimental Set-Up

Microscale sliding experiments in ultrahigh-vacuum (UHV) conditions were per-
formed using a spherical indenter on a flat substrate setup. The designed microtri-
bometer, which is described in Ref. [23], bases the force measurements on the prin-
ciple of the double leaf cantilever [24]. The substrate consisted of a 200 µm deep
galvanic layer of pure iron bonded to an aluminum solid base. Before the sliding tests
were performed, the iron surface was polished and sputtered until XPS of the surface
exhibited a pure iron composition without any pollution (i.e. detectable iron-oxides).
Figure1(a) shows the initial microstructure after polishing and sputtering. The pol-
ishing procedure has no influence on the grain size, however sputtering causes a
specific and reproducible roughness. The RMS roughness of the sample after sput-
tering was 3nm on a scanning area of 5 µm2. The indenter counter body was a ruby
sphere with a 500 µm radius and a RMS roughness of 11nm on a scanning area of 5
µm2. Roughness measurements were performed with an Atomic Force Microscope.
The sphere was cleaned with aceton and isopropanol separately before the sliding
tests. During the entire process, the sample remained in high vacuum as it was trans-
ferred from the XPS chamber to the UHV tribometer via a manipulator. Only the
transfer of the sample to the focused ion beam (FIB) (Zeiss-XB 1540) Microscope
required exposure to environmental air. Different sliding friction experiments were
performed at a normal load of 16 mN and a velocity of 8.3 µm/s or 100 µm/s for
a sliding distance of 100 µm in each scan direction. The different experiments con-
sisted of either 1, 10, 100 and 1000 reciprocating cycles on different wear tracks. In
order to expose the crystal mircrostructural changes under the wear track, FIB cuts
were performed through the wear track in the sliding direction after 1, 10, 100, 1000
cycles and for the initial substrate. Additionally, to detect the smaller grains sizes
(∼30nm), transmission electron microscropy (TEM) was performed for the 1000
cycle sliding test.
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Fig. 1 Experimental and numerical observation of grain refinement near the surface of high purity
iron substrates after being sheared with a hard spherical indenter. The initial grain structure of the
microcrystalline iron substrate used in the experiments is shown in (a). The starting grain structure
is significantly refined after just one sliding cycle as shown in (b). Further sliding up to 10, 100 and
1000 cycles resulted in slower refinement deeper into the substrate as show in (c). The sliding cycles
were performed at Fn = 16 mN at either v = 8.3 µm/s or v = 100 µm/s. The average friction force
after every cycle for the first 10 cycles is shown in (d). Relative to the first cycle, the friction force
only shows small changes after the first cycle. A similar numerical setup using a pure iron single
crystal substrate (100nm×51.5nm×100nm) (∼44 million atoms) along with a rigid spherical
indenter exhibited a similar surface grain refinement. The initial numerical set-up is depicted in
(e). The 3D monocrystalline substrate was first indented to a depth of ∼10nm at 20m/s as shown
in (f). Subsequently the 3D monocrystal is sheared by sliding the rigid indenter at 20m/s over the
indented surface at constant height. This simulated shear deformation results in grain refinement
near the sliding interface as shown in (g) after ∼15.1 ns (∼300nm) of sliding. The evolution of the
average shear and normal stress for the simulated time is shown in (h).

2.2 Numerical Models

Massive molecular dynamics [25] simulations were carried out on three different
atomistic models while employing an embedded atom method (EAM) interatomic
potential for iron [26], which reliably models plastic deformation in pure iron for the
applied loading and boundary conditions [27]. First a system composed of a massive
3D defect-free single crystal substrate along with a rigid 3D spherical indenter/slider
was used to demonstrate that grain refinement can occur in 3D defect-free single
grains. Second a model composed of a large scale quasi 3D bi-crystalline substrate
along with a rigid cylindrical indenter/slider was used to reproduce the refined layer
observed in FIB cuts through the length of the wear track produced by sliding exper-
iments on pure polycrystalline iron surfaces. Lastly, a Lees-Edwards like uniform
shear model was employed to demonstrate the dynamic equilibrium of the grain size
during the refinement process.

A typical experimental set-up for tribology experiments is a ball on a substrate
set-up with back and forth repetitive sliding. To mimic the experimental set-up, a 3D
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atomistic model was constructed with a 1000× 515×1000 Å3 (∼44 million atoms)
bcc ironmonocrystalline substrate and a rigid spherical indenter with a 515 Å diame-
ter as depicted in Fig. 1(e). The constructed monocrystalline substrate is first relaxed
to 300K for ∼8 ps with periodic boundary conditions along the x- and y-direction
with a fixed boundary at the bottom and a free surface at the top along the z-axis. The
rigid indenter is then displaced∼10nm into the substrate at 20m/s. Subsequently the
3D single crystal substrate is sheared by sliding the rigid spherical indenter at 20m/s
over the indented surface at constant height and temperature (300K) for ∼15.1 ns
(∼3000 Å). For the stages of the simulation a 300K dissipative particle dynamics
(DPD) [28] thermostat with a dissipation constant of 0.05 eV ps Å−2 and a cutoff
of 5.0 Å was applied to all non-rigid atoms in the system in order to reflect ambi-
ent temperature. Additionally, there is adhesion between the substrate and the rigid
indenter.

To capture the evolution of grain structure directly underneath the center of the
indenter as observed in FIB cuts under the wear track, an atomistic set-upwas created
with a bi-crystalline bcc iron substrate and a rigid cylindrical indenter as depicted
in Fig. 2(a). The bi-crystalline substrate has x, y, z dimensions of 2000× 40×1000
Å3 and can therefore be considered to be a quasi three-dimensional substrate. The
initially fully periodic crystalline substrate contains two 0.1 µm size grains with a
45o difference in lattice orientation and totaling ∼5 million atoms. The constructed
substrate is relaxed as a fully periodic systembyminimizingwith a conjugate gradient
minimizer, then heating and holding at 500K for 76 ps, then quenching from 500 to
300K within 76 ps and finally holding at 300K for 38 ps. All temperature changes
during the annealing process are performed with a Berendsen thermostat [29] while
relaxing the pressure in all directions with a Berendsen barostat [29]. This procedure
resulted in a system with relaxed grains and grain boundaries. This quasi three-
dimensional substrate is relaxed and held at 300K during indenting and shearing.
As in the massive model in Fig. 1(e), there is adhesion between the indenter and the
substrate. The substrate is indented to a depth of ∼8nm prior to shearing at constant
height. Both the indentation and scratching are performed at 20m/s. Finally, in order
to reduce thermal effects during sliding, the non-rigid atoms in the substrate are
held at 300K using a DPD [28] thermostat with a dissipation constant of 0.05 eV
ps Å−2 and a cutoff of 5.0 Å.

Lastly, in order to investigate the stability of the generated refined grain structure, a
uniform shear model was created using Lees-Edwards [30] like boundary conditions,
which allows for the application of uniform shear deformation along the height
of the specimen while maintaining 3D periodic boundary conditions. This model
corresponds to a controlled volume within a micron-size grain directly underneath
the sliding interface where the grains are expected to undergo uniform shear during
sliding. As shown in Fig. 6(a), the simulations were conducted on a quasi three-
dimensional 1000× 30×1000 Å3 (∼2.5 million atom) monocrystalline block of
bcc iron in order to investigate the dynamic evolution of the refined grain structure.
The initial 0.1 µm sized monocrystalline box is uniformly sheared at a strain rate of
9.969096e-4 s−1 (or 100m/s) at a constant temperature of 300K using a DPD [28]
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thermostat in order to minimize thermal effects and to expose the effects of shear
deformation on the grain structure evolution.

3 Results

3.1 Experiments

Post-mortem examination of FIB cuts along the wear track after different numbers
of sliding cycles in the UHV micortribometer clearly reveals refinement of the grain
structure underneath the sheared iron surface. As a reference, the FIB cut image
in Fig. 1(a) presents the initial grain microstructure of the pure iron substrate used
in the UHV microtribometry experiments. Initially the grains contain sizes on the
order of micrometers in the vertical direction and on the order of 300nm in the
horizontal direction. The FIB cut image in Fig. 1(b) presents the post-mortem grain
structure underneath the wear track after the first cycle of reciprocating sliding at 8.3
µm/s. Comparison of Fig. 1(a) with Fig. 1(b) clearly shows refinement of the initial
grain structure underneath the sliding interface. The subsurface microstructure in
Fig. 1(b), after just one sliding cycle, shows significant refinement in the subsurface
grain structure down to a depth of ∼200nm with the grains in this zone exhibiting a
refined elongated shape along the sliding direction and ranging in size from 50nm to
200nm. The degree of grain refinement after the second cycle of reciprocating sliding
is less drastic, nevertheless the refined layer continues to grow into the substrate with
increasing number of cycles up to 10, 100 or 1000 cycles. The FIB cut image in
Fig. 1(c) shows a clearly thicker refined layer (down to approximately 300nm) for
a sliding test up to 1000 sliding cycles at 8.3 µm/s. TEM images after 1000 sliding
cycles reveal that the smallest grains in the upper 50nm of the refined layer in
Figs. 1(c) contain sizes on the order of 30nm.

Figure1(d) presents the evolution of the instantaneous lateral force during the
first 3 sliding cycles for the sliding test at 8.3 µm/s. The main changes in the friction
force occur during the first cycles. The friction force quickly increases during the
first cycle and almost reaches its eventual steady state friction force value at the
end of the retrace part of the first cycle. The drastic changes in friction force during
the first trace of sliding can be related to surface plowing (i.e. flattening of initial
roughness) and subsurfacemicrostructural changes (i.e. refinement of the initial grain
structure as discussed above). The inset in Fig. 1(d) presents the average friction and
normal force for the first 10 sliding cycles where the average friction force per cycle
was evaluated as the average lateral force during steady state sliding (i.e. between
positions 30 to 70 µm on the wear track).
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3.2 Simulations

Experiments similar to the ones presented above have repeatedly shown that tribo-
logical shearing of conventional microcrystalline metals leads to grain refinement
near the sliding interface. Figure1(c) is the typical ex-situ post-mortem experimental
finding where the initial grain structure underneath the sliding interface is refined to
a smaller grain size after the initial cycles of sliding. However, images like the one in
Fig. 1(c) leads to questions such as: How is the refined layer formed?Why is a refined
grain structure formed during sliding shear? How does a refined grain structure help
or hinder the sliding motion between the sliding partners? How does sliding shear
occur in the presence of the refined grain layer? Here, we try to address some of
these questions using large scale classical molecular dynamics simulations of pure
bcc iron, which closely resembles the metal used in the experiments presented above.

First, to verify the validity of our material model and to see if grain refinement
occurs in fully three-dimensional perfect iron single crystals, simulations were con-
ducted using the fully 3D atomic model of a bcc iron perfect single crystal and a rigid
spherical indenter as depicted in Fig. 1(e). This numerical model closely resembles
the experimental set-up of a spherical hard indenter sliding over a pure iron flat sub-
strate. After indenting the free surface of the monocrystalline substrate to a depth of
∼10nmwith the rigid spherical indenter as shown in Fig. 1(f), numerous dislocations
and other lattice defects are generated which propagate down into the substrate. As
the spherical indenter slides over the free surface, it imposes severe shear on top of
the substrate, which generates numerous additional dislocations that propagate into
the substrate. Eventually these dislocations entangle and agglomerate until they form
grain boundary walls. As shown in Fig. 1(g), significant grain refinement within the
sheared surface material is generated by the sliding motion of the rigid indenter.
The evolution of the average normal and shear stress resistance displayed by the
monocrystalline substrate is displayed in Fig. 1(h). As expected, the normal stress
reaches its highest value of∼1.9 GPa at∼600 ps while the shear stress stays close to
zero during indentation. As sliding begins, the shear stress quickly increases to∼1.7
GPa as the substrate is pushed to plastic slip to accommodate the imposed sliding
shear. The gradual drop in shear stress, which occurs after about 2 ns, is accompanied
by an increasing degree of grain refinement and by a reduction of undeformed mate-
rial in front of the indenter as material flows to and around the sides of the spherical
indenter as the wear-track is carved out. In total, the indenter slides over the free
surface for only ∼15.1 ns, which corresponds to a sliding distance of about 3020
Å. Already within this small time window, sliding shear induced grain refinement
occurs in an initially perfect single crystal. This results indicates that even in the
absence of initial grain boundaries or other lattice defects, grain refinement can still
occur.

Now, that we have seen that grain refinement can occur even in the case of a
perfect three dimensional initial single crystal, we will investigate the evolution of
the refined grain structure directly underneath the wear track and the deformation
accommodation capability of the refined layer using a quasi-3Datomisticmodel. This
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Fig. 2 Numerical atomistic observation of grain refinement on a pure iron quasi-3D bi-crystal with
an initial grain size of 0.1 µmwhile indenting and shearing with a rigid cylindrical indenter (shown
in yellow) at 20m/s. The different snapshots show bcc atoms in blue, grain boundaries/lattice defects
in white, and twin boundaries are depicted in red. The snapshot is (a) to (g) show the evolution
of the initial grain structure from (a) the initial state to (b) the indented state to (c) the onset of
shearing to the state of the grain structure after (d) one cycle, (e) two cycles, (f) three cycles, and
(g) four cycles of sliding. The evolution of the normal stress, shear stress, and the non-bcc/bcc ratio
percentage during the entire simulated indenting and sliding time is shown in figure (h).

model allows us to run the simulations for longer sliding times, which can show the
growth of the refined layer into the initially unrefined part of the substrate. Using the
model in Fig. 2(a), we have been able to capture the initial stages of grain refinement
by indenting and scratching the top surface of the substrate. Figure2(a) presents
the initial relaxed bi-crystalline substrate along with a rigid cylindrical indenter. As
shown in Fig. 2(b), indentation already causes the formation of a few initial grain
boundary walls directly underneath the indenter. This initial boundaries contain high
amounts of twin boundary atoms as indicated by the red colored region in Fig. 2(b).
Scratching the surface of the substrate with the indenter, while holding the vertical
position of the indenter constant, creates many more plastic dislocation defects and
twin boundary atoms, which cause the grain structure of the substrate underneath the
indenter to be refined as shown in Fig. 2(c). Continued sliding of the rigid cylindrical
indenter up to one full cycle (0.4µm) extends the initial grain refinement to the entire
upper surface as shown in Fig. 2(d). As shown in Fig. 2(e), continued sliding of the
indenter up to 2 sliding cycles (0.8 µm across the horizontal length of the substrate)
only resulted in minor additional refinement into the substrate. Further sliding of the
rigid indenter up to 3 (1.2 µm), and 4 (1.6 µm) cycles extends the refined layer a bit
further down into the substrate as shown in Fig. 2(f) and Fig. 2(g) respectively. The
refined grain structure at the top surface is partly formed as nucleated twin boundaries
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propagate leaving amorphous grain boundaries behind. The grain boundaries of the
generated grains are also created by plastic lattice defects which obstruct each other,
entangle, and agglomerate to formwalls with some of these walls eventually forming
relatively stable grain boundary walls. Sometimes the more stable grain boundaries
serve as nucleation sites for new grains.

Figure2(h) presents the evolution of the average shear and normal stress resistance
along with the nonbcc to bcc ratio percentage exhibited by the bi-crystalline iron
substrate in Fig. 2(a) as it is indented and sheared. The normal stress reaches its
highest value of ∼1.8 GPa at ∼500 ps while the shear stress stays close to zero
during indentation. As scratching begins, the shear stress resistance quickly increases
to ∼1.4 GPa as the substrate is pushed to plastic slip. After this initial increase the
shear resistance drops to ∼0.8 GPa and then oscillates around ∼0.8 GPa while
sometimes reaching values as low as ∼0.6 GPa and values as high as ∼1.2 GPa. The
jumps and drops in shear stress are due to the fluctuating resistance to plastic slip
exhibited by the substrate as the indenter marches forward. The fluctuations in plastic
shear resistance are accompanied by fluctuations in the degree of grain refinement.
Similar to the shear stress, the non-bcc to bcc ratio percentage increases significantly
to around 6.2% after about 15 ns of sliding (between 1 and 2 sliding cycles), then
the ratio fluctuates between 5% and 6% for the reminder of the simulated sliding
time. Sometimes the decreases in shear resistance correspond with increases in the
non-bcc to bcc ratio percentage. Notice that unlike the model in Fig. 1(e), the model
in Fig. 2(a) does allow for a clearing of the wear track since the indenter is cylindrical
and there are periodic boundary conditions along the thickness (y-direction) of the
substrate. This means that the fluctuations in shear resistance are directly related to
the fluctuations in degree of grain refinement underneath and in front of the indenter.

To expose the composition of the non-bcc (i.e. non-crystalline) atoms and to try to
elucidate the formation of grain boundary walls, Fig. 3 presents the snapshots from
Fig. 2 with all the bcc (i.e. crystalline) atoms removed. Figure3(a) clearly shows that
prior to indentation, the substrate was in a perfect bi-crystalline state. As shown in
Fig. 3(b), the indentationprocess createdgrain boundarywallswhich extended almost
the entire vertical dimension of the substrate. The form of these initial grain boundary
walls comes from the type of plastic deformation imposed by the indenter. Indentation
causes the substrate to deform mainly in the vertical direction and therefore causes
plastic slip which propagates downwards. The scratching motion, on the other hand,
pushes the material in the vicinity of the upper surface to deform and undergo plastic
slip mainly in the horizontal direction. This is evident in Fig. 3(c)–(g), where the
majority of grain boundaries are located near the scratched surface. Keep in mind
that these surface grain boundaries are formed as the indenter nucleates plastic slip
and twin boundaries which propagate and obstruct each other eventually forming the
grain boundarywalls seen inFig. 3(g).Due to the concentration of plastic deformation
near the sheared upper surface, there is a clear higher density of lattice defects within
the refined layer. Figure3(h) clearly depicts that while the fraction of twin boundary
atoms remains relatively constant after the onset of sliding, the fraction of non-bcc
atoms continues to increase during sliding due to the growing fraction of atoms
in non-crystalline lattice positions up to ∼14 ns. After ∼14 ns, the total fraction of
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Fig. 3 Evolution of the non-crystalline atoms for the grain refinement case presented in Fig. 2. The
snapshots in (a) to (g) show the evolution of non-crystalline atoms from (a) the initial state to (b) the
indented state to (c) the onset of shearing to the state of the grain structure after (d) one cycle, (e)
two cycles, (f) three cycles, and (g) four cycles of sliding. The evolution of the twin boundary atoms,
the amorphous atoms, and the total (Non-bcc) of all twin boundary and amorphous non-crystalline
atoms are shown in (h).

atoms in a non-crystalline state fluctuates between∼4.9% and∼5.8%. This indicates
that the degree of surface grain refinement reaches a dynamic equilibrium within 1
to 2 sliding cycles as in the experiments. The fluctuations in the fraction of non-bcc
atoms after ∼14 ns are due mainly due to grain growth and grain refinement directly
underneath and in front of the indenter (see Fig. 3(e)–(g)).

As shown in Figs. 1 and 2, even though grain refinement can extend down into the
substrate as sliding continuous, the most significantly refined layers remain close to
the sliding interface. This phenomenon is shown in Fig. 4 where the quantification
of the vertical variation of the crystalline and non-crystalline atoms for an exam-
ple snapshot (at 17.2 ns) is depicted. The localization of the refined region near
the sliding interface is already clearly visible in Fig. 4(b). Figure4(a) displays the
variation of bcc and non-bcc along the height of the specimen in Fig. 4(b), and the
plots clearly confirm the localization of grain refinement near the upper sliding inter-
face. Figure4(c) further indicates how the twin boundary atoms and the atoms in
amorphous (i.e. non-crystalline) states (which compose the total fraction of non-bcc
atoms) are concentrated near the sliding contact interface.

After a large number of plastic deformation lattice defects are accumulated within
large perfect grains, as shown in Figs. 2 and 3, the agglomeration of the these lattice
defects can lead to grain refinement.However, once thenear surface grains are refined,
they can not accommodate as much plastic deformation as in their unrefined initial
crystal structures. Nevertheless, these refined surface grains still need to accommo-



Shear Induced Dynamic Grain-Refinement … 179

Fig. 4 Quantification of the localization of grain refinement near the sliding interface after more
then one of cycle of sliding (17.02 ns) for the case presented in Fig. 2. (a) Variation of the fraction of
bcc and non-bcc atoms along the height of the (b) sheared iron substrate after 17.02 ns. (c) The twin
boundary atom and the amorphous atom contribution to the non-crystalline atom variation along
the height of the substrate.

Fig. 5 Snapshots during the first sliding cycle indicating the grain boundarymobility during indent-
ing and shearing for the bi-crystalline quasi-3D pure iron substrate presented in Fig. 2. Blue repre-
sents atoms with ∼0m/s horizontal velocity and red represents atoms with a horizontal velocity of
20m/s. All bcc crystalline atoms have a ∼0m/s horizontal velocity and have been removed from
every snapshot here. The snapshot in (a) shows that during indentation, the motion of the grain
boundaries propagates deep into the substrate underneath the indenter. However, the snapshots in
(b) to (f) show that during shearing, only the grain boundaries directly underneath and in front of
the indenter exhibit high mobility. Grain boundaries far in front of the indenter on the surface do not
exhibit mobility, which indicates that the shear deformation required to accommodate the sliding
motion is generated by the migration and sliding of the grain boundaries directly underneath and in
front of the indenter.

date extremely large amounts of plastic shear in order to accommodate the sliding
motion of the indenter. To demonstrate how plastic deformation is accommodated
within a refined surface grain structure, Fig. 5 shows the grain boundary mobility
during the first cycle of sliding motion. Keep in mind that all crystalline atoms have
zero relative mobility and have been removed to improve the visualization in Fig. 5.
After indentation of the substrate as shown in Fig. 5(a), which show grain boundary
mobility downwards into the substrate, the snapshots in (b) to (f) show that during
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Fig. 6 Evolution of the crystal structure for a uniformly sheared 0.1 µm quasi-3D pure iron single
crystal. Snapshot (a) shows the perfect single crystal structure at the beginning. The inset in (a)
shows the completely bcc state of the sample at the beginning. Snapshots (b) to (i) show the
fluctuating nature of the crystal structure (through the non-crystalline atoms) during continuous
uniform shearing of the sample. Sometimes the sample can reach extremely refined states such as
those in (c) and (h) or moderately refined states such as those in (d) and (f) or virtually single crystal
states such as those in (e), (g) and (i). The quantification of the evolution of the shear stress and the
ratio percentage of non-bcc to bcc atoms clearly shows the dynamic fluctuating nature of the grain
refinement process.

shearing, only the grain boundaries directly underneath and in front of the indenter
exhibit high mobility. Grain boundaries far in front of the indenter near and under-
neath the surface do not exhibit mobility. This indicates that the shear deformation
required to accommodate the sliding motion is generated mainly by the migration
of the grain boundaries directly underneath and in front of the indenter. Therefore
grain boundary migration is the main source of shear deformation in refined metallic
surfaces under tribological shear loads.

We also investigated grain refinement via uniform shear of a fully periodic quasi
three-dimensional monocrystalline specimens with a 0.1 µm initial grain size. This
approach allows us to investigate the dynamic equilibrium of grain refinement under-
neath the sliding interface within the bulk of an iron polycrystalline metal where the
grains are expected to be uniformly sheared by the sliding motion. Figure6 presents
an example simulation where a perfect iron single crystal undergoes grain refine-
ment by simply being uniformly sheared along the horizontal direction using Lees-
Edwards like boundary conditions. The grain refinement process is the same as that
described in Fig. 2 and Fig. 3, where the generated dislocations and twin boundaries
interact until relatively stable grain boundary walls are formed. Interestingly, the
different snapshots, from Fig. 6(a) to (i), reveal how the degree of grain refinement
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fluctuates as the initial monocrystal is increasingly sheared up to ∼38 sliding cycles
(i.e. ∼38 times the horizontal length of the specimen). The specimen can reach
extremely refined states such as those in Fig. 6(c), (f) and (h), but the specimen can
also acquire states with very low grain refinement such as those in Fig. 6(e), (g) and
(i). Figure5(f) presents the evolution of the nonbcc to bcc atom ratio along with the
shear stress along the shear direction. The nonbcc to bcc atom ration clearly dis-
plays a fluctuating seesaw evolution around ∼10%, which demonstrates that grain
refinement is a dynamic process where every time the grains are refined, they are
subsequently coarsened and then refined again. Interestingly, the peaks and valley
for the shear stress respectively correspond to the valleys and peaks of the nonbcc to
bcc ratio percentage. This indicates that in general the surface of a material undergo-
ing tribological shear exhibits a lower resistance to plastic shear in its most refined
states because the mobility of the instantaneous grain boundaries is able to more
easily accommodate the sliding shear relative to dislocation nucleation and motion.
This perhaps counterintuitive point, can be understood if we recall that the grain
boundaries formed directly underneath the surface undergoing shear can have high
mobility (as depicted ins Fig. 5 for the bicrystalline model).

Finally, Fig. 7 clearly shows the fluctuating nature of the grain refinement process
by counting the number of grains as the subtrate in Fig. 6 is uniformly sheared.
This analysis also indicated that counting the number of grains in the systems is
virtually equivalent to counting the ratio of non-bcc to bcc atoms in our bcc iron-

Fig. 7 Evolution of the grain size for the uniformly sheared iron single crystal in Fig. 6. Snapshot
(a) show the perfect single grain at the beginning. Snapshots (b) to (i) show the fluctuating nature of
the grain-size during continuous uniform shearing of the sample. Sometimes the sample can reach
extremely refined states such as those in (c) and (h) or moderately refined states such as those in
(d) and (f) or virtually single crystal states such as those in (e), (g) and (i). The quantification of
the evolution grain count and the ratio percentage of non-bcc to bcc atoms clearly shows that both
the non-bcc to bcc ration or the grain are good and identical indications of the dynamic fluctuating
nature of the grain refinement process in sheared metals.
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substrates. Figure7 also clear shows that once a single crystal or a coarse grained
system is initially refined through generation and agglomeration of lattice defects
that are necessary to accommodate the imposed shear deformation, the newly refined
grain structure will then be coarsened by the migration of grain boundaries, which is
necessary to continue to accommodate the large amount of plastic shear deformation
that is being imposed on the system. Once the refined grain structure is sufficiently
coarsened, it will again be refined through the generation of new lattice defects.
Therefore, as long as the system is continuously being sheared, it never reaches
a steady state refined grain structure, but fluctuates continuously between highly
refined and highly coarsened grain structures.

4 Conclusion

Post-mortem examination of tribologically shearedmetallic surfaces typically reveals
a refined nanocrystalline layer near the sliding surface. This article provides an atom-
istic observation and explanation for this commonly observed near-surface grain
refinement phenomenon in sliding metallic surfaces. Using large scale atomistic
simulations (∼5 to ∼44 on 100 to 500 HPC cores), we capture the process of grain
refinement on initially crystalline high purity bcc iron substrates. The simulations
show that the initial near-surface grain structure is refined through the generation of
dislocations and twin boundaries, which agglomerate into boundary walls with some
of thesewalls eventually forming stable grain boundaries. As frequently shown by the
experiments, the simulations displayed a very slow growth of the refined layer into
the substrate after the initial sliding cycles.Most importantly, the simulations showed
that the generated near-surface grain refinement is a dynamic ongoing process where
once a refined nanocrystalline layer is established, the grains in this layer are sub-
sequently coarsened and then refined again. This grain refinement and coarsening
process repeats itself as the sliding motion continues without reaching a steady-state
grain size. We have to keep in mind that surfaces under tribological shear loads
need to allow the counter surface to slide over with minimal material flow towards
the surface while still generating the necessary plastic shear deformation to accom-
modate the sliding motion. Therefore, by reducing the near surface grain size, the
surface becomes harder and minimizes material flow towards the surface. However,
the near-surface region still needs to undergo a significant amount of shear plastic
deformation in order to accommodate the imposed sliding motion. The necessary
plastic shear is generated through the localized mobility (i.e. migration) of the grain
boundaries and twin boundaries (and other lattice defects) directly underneath and
in front of the moving counter surface. For this reason as grain boundaries form and
migrate during shearing, the refined layer fluctuates in a dynamic fashion between
a highly refined and a significantly coarsened layer as the sliding motion continues.
Grain boundary migration in the refined layer is therefore the main mechanism for
the accommodation of the imposed shear deformation by tribological shear loads on
polycrystalline metal surfaces.
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Abstract We present a highly scalable framework for the simulation of skeletal
muscles as a neuromuscular system. Our work is based on previous implementations
of a complexmodel coupling different physical phenomena on different temporal and
spatial scales, in particular bio-chemical processes on the cellular level (as ordinary
differential equations), electrical signal propagation along muscle fibers (as many
one-dimensional diffusion equations), and the EMG signal in the three-dimensional
muscle at organ scale. Our contribution is a new software toolbox that allows to
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generate simulation code suited for the execution on a supercomputer from the com-
monly used XML-based model-description used in the respective community. We
present different variants of this code generation for CPUs, specific optimizations for
our muscle model, and our in situ visualization approach that allows us to minimize
data transfer between simulation, and the visualization front-end (such as the Power-
wall at VISUS (https://www.visus.uni-stuttgart.de/)) alongwith results for numerical
experiments on up to approximately seven thousand cores of the CRAY XC40 sys-
tem Hazel Hen (https://www.hlrs.de/systems/cray-xc40-hazel-hen/) for more than
180,000 muscle fibers. The original implementation was limited to 4 cores. Com-
pared to our previous work in [4], we further enhanced scalability, but in particular
also node-level performance.

Keywords Neuromuscular system · Code generation · Equation coupling ·
Performance optimization · In situ visualization

1 Introduction

The human musculoskeletal system can support many different actions, from apply-
ing strong forces to very tactile movements. Even ‘simple’ tasks like grabbing an
object involve highly coordinated actions, i.e., voluntary contractions of skeletal
muscles. Understanding the underlyingmechanism of neuromuscular control is chal-
lenging and subject to active research. Besides obtaining new insights into the basic
understanding of the neuromuscular system itself, a detailed understanding paves the
way to many highly beneficial applications, including but not limited to personalized
rehabilitation, patient-specific prosthesis design, passenger safety in crash scenarios,
surgical planning tools, human-computer interfaces, ergonomic assessment of the
workplace and the design of assistive tools. The desired degree of detail and complex-
ity within models for (parts of) the neuro-musculoskeletal system requires the cou-
pling of different physical phenomena on different temporal and spatial scales, e.g.,
models describing the mechanical or electrical state of the muscle tissue on the organ
scale and the bio-chemical processes on the cellular scale (cf. Sect. 2.1). One of the
few non-invasive and clinically available diagnostic tools to obtain insights into the
functioning (or disfunctioning) of the neuromuscular system are electromyographic
(EMG) recordings. They measure the activation-induced potentials on the skin sur-
face, and rely on the direct connection between the discharge of spinal motorneurons
and the resulting action potentials of the associated muscle fibers. Due to the high
complexity of the neuromuscular system, conclusions from the EMG signals to the
behavior of the motorneurons are notoriously difficult, in particular, as methods to
decode the activation mechanisms cannot be fully validated based on experimental
data.

Using synthetically generated simulation data can provide important contributions
to the analysis of EMG signals. However, being able to take into account all these
different processes on different scales requires a flexible multi-scale, multi-physics

https://www.visus.uni-stuttgart.de/
https://www.hlrs.de/systems/cray-xc40-hazel-hen/
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computational framework and significant compute power. Over the past years, we
have worked towards this goal, see [4] for intermediate results that we update here.
We emphasize that only the joint development ofmodel improvements, changes to the
mathematical algorithms, suitable HPC techniques and, often forgotten, appropriate
visualization techniques to generate a feedback loop with the domain scientist can
lead to true progress.

In this chapter, we describe and analyze the HPC-related improvements we
achieved, both in terms of runtime and scalability, but also in terms of an in situ
visualization on Hazel Hen, the Tier-0 system installed at the HLRS in Stuttgart, that
peaked at position #8 in the TOP500 in November 2015. In particular, we demon-
strate techniques that enable the efficient simulation ofmuscles comprising a realistic
number of 100,000s of muscle fibers. The remainder of this chapter is organized as
follows: In Sect. 2 we present the multi-scale model and the associated numerical
schemes. Section3 covers the implementation and the optimizations we framed.
Results are discussed in Sect. 4, and we conclude with a summary of the most impor-
tant findings and an outlook to future work in Sect. 5.

2 Model and Discretization

A skeletal muscle consists of millions of sarcomeres which are arranged in series as
a myofibril. Many myofibrils arranged in parallel then form a muscle fiber. About
10.000 to 1.000.000 muscle fibers form the active tissue of a muscle, depending on
the type of muscle. Muscle fibers are much longer than wide. Also, action potentials
which initiate the force generation in selected fibers only spread along these fibers,
not transversely. Thus, all sarcomeres across a muscle fiber behave similarly, and
we can represent all sarcomeres of such a muscle fibers’ cross section as a zero-
dimensional subcell. This is a common procedure in skeletal muscle modelling. In
addition to a diffusive spreading of the action potential, there is a reactive subcellular
behavior which can have both a supporting and a suppressive effect on the action
potential propagation.

2.1 Model Formulation

Our muscle model describes the evolution of intra-cellular bio-chemical composi-
tions, the propagation of action potentials and EMG signals. Action potentials are
treated by modelling the physical quantity of transmembrane potential. A detailed
description of the underlying bio-physical view on this subject is given in [15]. The
interplay of the three components—bio-chemical compositions y, transmembrane
potentials Vm, and extracellular potential φe—is governed by a multi-scale coupling
of the following differential equations, each on different domains:
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∂ y
∂t

= G ( y, Vm, Istim) on Ω i
s , (1)

∂Vm

∂t
= 1

ACm

(
∂

∂x

(
σeff

∂Vm

∂x

)
− AIion

(
y, Vm, Istim

))
on Ω

j
f , (2)

0 = div
(

(σe + σi ) grad (φe)
)

+ div
(
σi grad (Vm)

)
on Ωm . (3)

Here, Ω i
s , i = 1, . . . , Ns are locations of Ns zero-dimensional subcells. Ω

j
f with

j = 1, . . . , N f are the one-dimensional representations of muscle fibers, and Ωm is
the three-dimensional muscle domain. It holds Ω i

s � Ω
j
f for any subcell belonging

to muscle fiber j , and Ω
j
f � Ωm for any muscle fiber.

Equation (1) was originally formulated by Hodgkin and Huxley [12]. We refer to
their article for amore detailed presentation of the right-hand side G. G is a nonlinear
function, depending on the subcellular state y, on the muscle fibers’ transmembrane
potential Vm, and the stimulation current Istim stemming from one of many motor
units of the central nervous system. Equation (1) forms a closing condition for the
Monodomain Equation (2), which describes the evolution of the transmembrane
potential Vm along amuscle fiber. Themuscle fibers’ surface to volume ratio is called
A, Cm is the capacitance of its membrane, σeff its effective conductivity. The ionic
current passing across the membrane is described by Iion. By Eq. (3) a description
of the extracellular potential φe is given throughout the three-dimensional tissue. We
refer to it as stationary Bidomain Equation. The conductivity tensors in the extra-
and intra-cellular domains are denoted as σe and σi . The solution variable of Eq. (3),
φe, corresponds to EMG signals over time at any spatial point of interest.

2.2 Discretization and Solution

The discretization and solution of Eqs. (1)–(3) follows the method described in [4]
and will be summarized briefly in the following.

We discretize the spatial operators of the Monodomain Equations (2), by one-
dimensional (1D) Finite Elements with linear ansatz functions, yielding 1D muscle
fiber meshes. We use three-dimensional Finite Elements with linear ansatz functions
to discretize the stationaryBidomainEquation (3) in themuscle volumeΩm .Multiple
1D muscle fiber meshes are embedded in the 3D domain of the muscle volume.
The value of the transmembrane potential Vm, is linearly interpolated and mapped
between the 1D and the 3D meshes discretizing Ω

j
f and Ωm .

The time discretization is visualized in Fig. 1.We apply a Strang operator splitting
with time step dtsplitting to the Monodomain system, Eqs. (1) and (2), and, thus, solve
the diffusion (1D) and reaction (0D) terms alternatingly. For the reaction term, we
use (multiple) time steps of Heun’s method with time step dt0D. For the diffusion
equation, we use (multiple) time steps of a second order consistent Crank-Nicolson
scheme with time step dt1D. We couple the stationary Bidomain Equation (3) uni-
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Fig. 1 Overall time stepping for the solution of the system of Eqs. (1)–(3). The diagram shows
a sequence of Strang splitting steps for Eqs. (1) (yellow) and (2) (red) followed by a solution of
Eq. (3) (green). Since Eq. (3) is stationary, it holds tn + dt3D = tn+1. The complete sequence is
called a global time step

directionally to the Monodomain system, Eqs. (1) and (2). After the sequence of
Strang splitting steps the coupling variable Vm gets transferred from Ω

j
f to Ωm . By

solving the stationary Bidomain Equation (3), a new approximation for the extracel-
lular potential φe is found, which represents the current EMG signal.

3 Implementation and Optimizations

We solve the model in our open-source software framework opendihu.1 It allows to
compose a nested structure of solvers and numerical schemes, and thus serves as a
playground tool to identify optimal schemes for the problem at hand. It consists of a
core C++ library that builds on various data management and solver packages, such
as MPI, ADIOS2,2 PETSc [2], MUMPS [1] and Hypre [5].

Formulated models, e.g., for subcellular kinetics, can be integrated using the
community standard CellML [8], an XML based description. A simulation program
for a specificmodel comprises compile-time and runtime code. A short C++main file
defines the graph of solvers by means of C++ templates at compile time, whereas at
runtime, a Python script gets interpreted. It defines parameters and callback functions
to modify them during the simulation. More details on the software structure are
available in a previous publication [14].

The solution of the governing equations is suited for parallel computation, as has
been discussed more detailed in [14]. The Monodomain Equations on all the muscle
fibers are independent of each other. Furthermore, all instances of the subcellular
Eq. (1) are independent of each other and can be computed concurrently. Only the
computation on the 3D domain, Eqn. (3), involves information in the whole domain

1 https://github.com/maierbn/opendihu/.
2 https://github.com/ornladios/ADIOS2.

https://github.com/maierbn/opendihu/
https://github.com/ornladios/ADIOS2
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Ωm .We partition the computational domain into disjoint subdomains for the available
processes. As we use a structured 3D mesh, this can be done easily by defining
appropriate index sets in x , y and z direction. The 1D muscle fiber meshes for Ω

j
f

are partitioned in the same way as the 3Dmesh forΩm , such that every process owns
a distinct part of the overall spatial domain.

In this section, we focus on the compute-node level performance of the Mon-
odomain system, Eqs. (1) and (2), as well as efficient in situ visualization.

3.1 CellML

CellML is an XML based description, established in the bioengineering commu-
nity for subcellular models. Any CellML model abstracts the right hand side of a
differential-algebraic equation by formulating the following function:

(
rates

algebraics

)
= cellml (states,constants) . (4)

The input consists of the vector of constants as well as the vector of states
for which the corresponding vector of rates are computed. The vector of
algebraics contains additional output values. Each scalar has a unique name
in the CellML description, by which it is also identified by opendihu.

Various tools exist to manipulate and solve CellML models. A programming
interface (API) aswell as theCellMLwebsite providemeans to useCellMLmodels in
various programming languages such as C, MATLAB and Python. The open-source
tool OpenCOR [9] can be used to edit, simulate and analyze such models in a user-
friendly graphical user interface. It focuses on single-cellmodels and, thus, is not able
to simulate the Monodomain Equation. In the domain of cardiac electrophysiology
simulations, Chaste [7] is a popular software framework. It provides a utility to
convert CellML models for the use in the framework. A tool with similar purpose
is Myokit [6]. Another software environment is OpenCMISS [3] which also can be
used to simulate the Monodomain Equation.

Our solution differs from existing tools in that it is targeted at skeletal muscle
simulations at high resolution on supercomputers. Through the tight integration in
opendihu, specific optimizations are possible such as explicit vectorization. In our
system comprising Eqs. (1) and (2), the states vector contains the transmembrane
potential Vm as well as the subcellular state y. All parameters such as the stimulation
current Istim are part of the constants vector. The algebraics part is empty for
the presentmodel of EMGsimulation. It contains values in other scenarios, e.g., when
muscle contraction is considered. If required, our tool is also capable of handling
algebraics. Figure2 summarizes the steps starting from a given CellML file to
solving Eqs. (1) and (2) carried out by our software opendihu.



Multi-physics Multi-scale HPC Simulations of Skeletal Muscles 191

3.2 General Optimizations of the Code Generator

As shown in Fig. 2, a code generator produces optimized C code from a CellML
problem description. The naive way to solve all the instances of a CellML problem
on a process required for Eq. (2) leads to storing the state vectors in an Array-of-
Struct (AoS) memory layout, where all state variables for a 0D unit or a 1D mesh
point are close in memory. This approach is used, e.g., in OpenCMISS [3].

Using a Struct-of-Array (SoA) memory layout instead, where all instances of a
state variable are contiguously stored, and additionally modifying the iteration loops
such that the outer loop is over instances and the inner loop over the states allows
cache-efficient memory access and to make use of the single-instruction multiple-
data (SIMD) paradigm. We provide two specific types of code generation, “comp”
and “vc”. Bothmake use of the SIMD paradigm. The comp-code generator relies on
the compilers capability of auto-vectorization by employing the available instruction
set, e.g., leading to simultaneous computations of 4 double values with AVX2 or 8
double values with AVX-512. The Hazel Hen system uses the AVX2 instruction set
with 4 double values.

Experiments show that relying on the compilers auto-vectorization does not lead to
optimal results. I.e., for a systemwithAVX2, ourmeasurements show that the runtime
decreases approximately by a factor of two. Therefore, we additionally implement
explicit vectorizationwithin thevc-codegenerator.Weuse theC++ libraryVc3 which
abstracts SIMD instructions and compiles code that uses the respective instruction
sets. The used memory layout for this implementation is Array-of-Vectorized-Struct
(AoVS) and the outer loop iterates over the CellML instances in groups according

Fig. 2 Schematic
representation of information
flow for the CellML
subsystem of opendihu. First,
the command line interface
of OpenCOR is used to
convert the model to a C
code file. The initial values
for all states get parsed from
this file and will be used later
to initialize the state vector.
Additionally, all compute
instructions are parsed into
an internal syntax tree. Then,
the code generator produces
optimized C code that can
solve as many independent
instances of the CellML
model as are assigned to
each MPI rank by the global
domain decomposition

3 https://vcdevel.github.io/Vc-1.4.1.

https://vcdevel.github.io/Vc-1.4.1
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to the vector register length. Where the computation in the CellML model branches,
i.e., for piecewise-defined functions, all cases have to be computed and the inactive
values have to be masked out.

Profiling the code for different CellML models shows that about half the time is
spent in evaluating the exponential function. Therefore we approximate

exp(x) ≈ exp∗(x) =
(
1 + x

n

)n
, n = 1024 = 210.

This computation can be performed using only 1 addition and 11 multiplications. In
the considered CellML models, the values for x are bounded by |x | < xmax = 12,
for which the relative error is |(exp∗ − exp)(xmax)/ exp(xmax)| < 0.07. Furthermore,
we found that potentiation only occurs with exponents that are whole numbers. We
replace the generic pow function by a more efficient, recursive implementation.

3.3 Specific Optimizations for the Monodomain Equation

Further specific performance improvements in opendihu are employed within the
FastMonodomainSolver class. As shown in Fig. 2, the class also uses the code
generator and replaces the CellmlAdapter. The implementation exploits the par-
ticular structure of the Monodomain Equation.

When using the general CellmlAdapter, the solution of the 1D diffusion
problem in Eq. (2) is done using a parallel conjugate gradient (CG) solver of PETSc,
which requires costly communication betweenprocesses. TheFastMonodomain-
Solver exploits the fact that, for thewholemuscle,we solvemany1Dproblems (one
for each muscle fiber), each of them small enough to be solved sequentially with the
simple linear complexity Thomas’ algorithm. Since the 3D problem requires a three-
dimensional domain decomposition as described in [14], all data required to solve
the 0D-1D system for a given fiber have to be first communicated to one particular
MPI rank (within a node). This rank then performs the 0D/1D computations serially
for a time span of dt3D . Afterwards, all data are communicated back to the original
location, as needed for the subsequent computation of the 3Dmodel. The selection of
the process to do the respective computation for a given fiber follows a round-robin
fashion such that all processes receive the same amount of workload.

The code for this computation is again generated by the code generator using the
Vc library allowing arbitrary subcellular CellML models. Thus, the whole algorithm
uses vector instructions and avoids unnecessary data copies.On the software side, this
‘shortcut’ algorithmpartially specializes the sameC++class templates as the baseline
version and therefore integrates well with the encompassing coupling scheme to the
stationaryBidomain Equation. Also the samePython settings file can be used for both
variants. This means that the change between the two schemes appears user-friendly
in one line of code.
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3.4 In Situ Visualization

As the large volume of simulation output in our envisaged research questions poses a
challenge for a posteriori analysis by domain experts (see Sect. 1), we implemented
and tested an in situ visualization setup. Besides reducing the data output, our setup
has the capability to produce the image data on- or off-site as well as connecting
the visualization to the VISUS Powerwall for interactive exploration of the high
resolution visualization while the simulation is still running. We focus on the on-site
visualization.

This means that one visualization instance is spawned on the same nodes the
simulation is running on. The visualization instance collects all data produced on
this node and renders a part of the final image. All partial images are then depth-
correctly composited using IceT [16]. The nonexistence of GPUs onHazel Henmade
it necessary to rely on the CPUs for rendering. Thus, we implemented a new pipeline
into the visualization framework MegaMol [11] that uses the ray tracing engine
OSPRay [20] for rendering [17]. The original OpenGL-based rendering inMegaMol
is performed in the corresponding renderer modules and implicitly composited via
the default framebuffer. The new CPU rendering path processes data in the geometry
modules and gathers all data in a single rendering module that owns the complete
scene graph and therefore is able trigger a single render, global pass. Using ray
tracing or optionally path tracing, global lighting and shading are available. These
novel geometrymodules can also be daisy-chained to easily compose complex scenes
using a normal MegaMol project graph. However, in a distributed rendering scenario
each instance of the visualization still generates a partial image from local data,
which makes a composition step necessary to obtain the final image.

In general, we prefer the loosely-coupled in situ scheme [13], because this scheme
increases the robustness of the joint simulation and visualization. Therefore, they do
not run in the sameMPIworld and just communicate via small notificationmessages.
However, this kind of scheme could not be realized on Hazel Hen, because execut-
ing two different programs on the same nodes is deactivated. As a fallback solution
we run the setup in a single MPI world, where the simulation starts a visualization
instance on each node (see Fig. 3). During initialization opendihu requests a con-
nection with the local MegaMol instance via ZeroMQ4 and checks if MegaMol has
already initialized the module graph and is therefore ready for rendering. Depending
on the communication pattern, each instance of opendihu that runs on the same node
has to register at the MegaMol instance.

The connection uses MegaMol’s built-in LUA interface [10] for notification and
acknowledgments. After that, opendihu performs several simulation steps and writes
data to the shared memory of the node. Upon finishing this, MegaMol gets notified
with the explicit virtual ‘file name’. MegaMol then maps the shared memory and
processes the data for rendering. Note that a time step is synchronized in MegaMol,
which means that MegaMol uses the information how many opendihu instances

4 https://zeromq.org/.

https://zeromq.org/
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run on a node to synchronize changing the displayed data to the latest complete
simulation step.

Thefile format used for all transactions is basedonbp-files aswritten byADIOS2.5

This offers a lot of flexibility to the setup and also enables parallel I/O. For example,
the simulation can either handle every opendihu instance on a node independently
or write a single file and limit the communication with MegaMol to a single instance
per node. This reduces communication overhead, avoids potential connection issues
and reduces the module graph overhead of MegaMol.

Connecting from anywhere to the head node of the visualization with another
MegaMol instance starts the image transfer to the remotely connected instance. The
on-site and off-site MegaMol instances also communicate via the LUA interface,
enabling the user to interact with the visualization that is running on-site and trans-
porting only images off-site.

Fig. 3 Schematic of the in situ coupling. On each node a visualization instance is started and all
opendihu processes communicate availability of their data once that is written into shared memory.
The communication is a short message about new data from one or multiple simulation processes.
To avoid rendering mixed images of old and new data, the visualization puts the new data on hold
until all processes have signaled the availability of new data. Additionally, a connected client can
send visualization parameters such as camera manipulation commands to the on-site visualization
application, which is used for an interactive exploration of the data

5 https://github.com/ornladios/ADIOS2.

https://github.com/ornladios/ADIOS2
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4 Results and Discussion

In our evaluation, we use a realistic geometry of a Biceps Brachii muscle, which was
extracted from the Visible Man dataset [19]. Figure4 shows a simulation result with
colored electric transmembrane potential Vm on multiple muscle fibers. Different
improvements are analyzed in detail in the following.

The performance measurements are carried out on the supercomputer Hazel Hen
at HLRS in Stuttgart. Per compute node, it contains two Intel Haswell E5-2680v3
CPUs at 2.5GHz with 24 cores.

4.1 Choice of Compiler

At first, we investigate the auto-vectorization performance of the GNU, Intel and
Cray compilers, and vary optimization levels both for the program and in the
CellmlAdapter. We compute the system of Eqs. (1) and (2) with the subcellular
model of Shorten et al. [18] for one muscle fiber with n p = 2400 nodes, time step
widths dt0D = 10−3ms, dt1D = dtsplitting = 3 · 10−3ms and end time t = 20ms. 24
processes are used on one compute node of Hazel Hen. The total runtimes for the
0D and 1D parts are depicted in Fig. 5.

It can be seen, that for all compilers computation times for the 0Dmodel decrease
if the optimization level is increased from O1 to O2 or O3 and further to Ofast.
The optimization levels O2 and O3 behave similarly for the given program. This
shows that vectorization, which is already enabled by the O2 flag, contributes most
to the decrease in runtimes. For the same reason, the computation of the 1D model
does not profit from a higher optimization level of the compiler. When using Ofast,

Fig. 4 Simulation result for multiple muscle fibers. The color represents the value of the electric
transmembrane potential Vm
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Fig. 5 Runtime of the 0D
and 1D models with different
compilers and optimization
levels. The data is averaged
over 120 runs

compliance regarding the IEEE and ISO rules for floating-point arithmetic and math
functions gets disregarded, which means for example that infinite math is not sup-
ported. This is not an issue for our simulation code.As can be seen in themeasurement
of the GNU and Intel compilers, this optimization level yields a further increase in
performance with more than 2 times faster code for the GNU compiler. Comparing
the compilers, it can be seen, that, for the same optimization level, the Cray compiler
produces faster code than the Intel compiler, which in turn produces faster code than
the GNU compiler. The best result is achieved with the Cray compiler and the O3
flag. However, the compile time increases to over 2h compared to approximately
10min with the other two compilers.

4.2 Monodomain Solver Improvements

In a small scale preliminary study, wemeasure the performance of the code generator
and its explicit vectorization. We solve the Monodomain system, Eqs. (1) and (2),
using the FastMonodomainSolver with the vc-code generator on the same
scenario as in Sect. 4.1.We use two processes on an Intel Skylake I5-6300Udual-core
processor with 2.4GHz base frequency, which has hardware counters for scalar and
vectorized floating point operations. During computation, wemeasure a performance
of 19.6 GFlops which corresponds to 25.5% of the theoretical peak performance of
76.8 GFlops for this processor. This is an indication of good performance and results
from the explicit SIMD instructions employed by the code generator.

The next study compares weak scaling runtimes for the Monodomain system
solved with the CellmlAdapter and the FastMonodomainSolver with the
subcellular model of Hodgkin-Huxley [12]. The results are depicted in Fig. 6. The
number of processes increases from 2 to 6728, and the number of muscle fibers
from 49 to 182,329. The spatial resolution within the fibers stays constant, with a
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number of n1D = 1480 elements per muscle fiber. We solve the complete model
including the EMG, which requires communication of the respective quantities
between the 3D and 0D/1D domains. For the sake of this study, only the run-
times of the 0D-1D solution as well as the additional time for communication in
the FastMonodomainSolver are shown. The baseline solvers (dashed lines in
Fig. 6) use the CellmlAdapter with the vc-code generator and a parallel CG
solver of PETSc for the 1D diffusion along fibers. The improved method (solid
lines) uses the FastMonodomainSolver.

We use time step widths of dt0D = 10−3 ms, dt1D = 2 · 10−3 ms, dtsplitting =
2 · 10−3 ms and dt3D = 10−1 ms and simulate one and two time steps of the 3D
and 0D-1D problems, respectively. To obtain the correct relation of these runtimes,
we consider a simulation end time of 10−1 ms and scale the measured durations
according to the number of time steps in this simulation time span.

The results show a sharp increase in runtime for the 1D baseline solver which
is due to increased communication. The computation of the 0D subcellular model
which involves no communication is constant for both schemes. Compared to the
baseline, the improved algorithm shows a runtime speedup of approximately 8 for
the 0D solver and between 2 and 19 for the 1D solver.

Additionally, the 1D baseline solver shows large variations betweenminimum and
maximum solution times on different processors. The wall time of the simulation
would correspond to themaximum solution times which contributes to an even larger
speedup for our new solver. For the improved solver, these variations are effectively
eliminated. The data transfer time is also part of the runtime for the new solver, but
it is negligible as it occurs only twice in the large time interval of dt3D.

Fig. 6 Comparison of runtimes for solving the Monodomain system, Eqs. (1) and (2), using the
CellmlAdapter (dashed lines) and the FastMonodomainSolver (solid lines). Depicted is
the runtime in a weak scaling setup as well as indications for minimum and maximum values over
all processes for each data point
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4.3 Bidomain Solver Improvements

The weak scaling of the CG solver for the 3D stationary Bidomain Equation (3) has
also been improved by updating the PETSc version used by opendihu. We mainly
profit from an improved communication implementation in the newer PETSc version
which affects the CG solver performance. Figure7 shows the runtime of the CG
solver on Hazel Hen for a fixed number of solver steps. The number of unknowns
per process is relatively small, so that the runtime is dominated by communication
time. With the new PETSc version, the increase in runtime with larger number of
processes that initially followed approximately a square root function is replaced by
the expected logarithmic growth.

Fig. 7 Improvements in the CG solver due to newer PETSc version. Runtimes are shown for 3 CG
iterations on Hazel Hen with approximately 248 unknowns per process. Each process is assigned
to an unique core where all cores in a node are utilized. The peak at 162 processes is a reproducible
outlier which we currently cannot attribute to a specific reason. To illustrate the different scaling
behavior the dashed reference lines show fitted algebraic and logarithmic functions
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4.4 Weak Scaling of the Overall Model

Taking into account all improvements, in Fig. 8 we present weak scaling results with
the same setting as in the weak scaling study in Sect. 4.2. It shows the relation of
runtimes for the 0D, 1D and 3D models as well as initialization time for a realistic
simulation with end time 1 s. For the CG solver for the 3D problem, we prescribe
a fixed number of 104 iterations. The 3D time step width of dt3D = 10−1 ms corre-
sponds to a sampling frequency of a simulated EMGmeasurement device of 10kHz.

It can be seen that the 0D solver consumes most of the runtime, despite exten-
sive use of SIMD instructions, whereas the 3D solver has the lowest runtimes. The
duration for initialization which mainly consists of reading the geometry data from
input files increases with higher problem sizes, but remains significantly lower than
the 0D and 1D solvers.

For the 3D solver, large spans between minimum and maximum runtimes can be
seen, which are due to a very small number of processes that receive a remainder
subdomain that is smaller than the average. In total, the 0D, 1D and 3D components
of the simulation exhibit good weak scaling properties.

Fig. 8 Weak scaling results, runtimes of components of the simulation scaled to match a simulation
time of 1 s. The mean runtime of the 0D,1D and 3D solvers as well as the duration for initial loading
of the fiber geometry is shown, with bars indicating minimum and maximum over all processes
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Table 1 Measurement of the I/O performance using three different filewriters available in opendihu

Format File size [Mb] Output duration [s]

Exfilea 8800 311.06

VTKb 65 1.3

bp (ADIOS2) 33 0.68
ahttp://opencmiss.org/
bhttps://vtk.org/

4.5 In Situ Visualization

As a first step, we improved the I/O of the simulation to be compatible with the
visualization framework and improve the parallel I/O performance. We simulate
1,369 fiber meshes and use 13,200 nodes in the 3D EMG mesh using 64 processes
on an Intel XeonE7-8880 v3 processorwith 72 physical cores and SSD. The 3Dmesh
is written in parallel and at 40 time steps using the output file formatsExfile,VTK and
bp. The Exfile format is a text-based format used by the OpenCMISS community.
VTK is a base64-encoded, convenient format that can be visualized, e.g., by the
program ParaView. The bp format of ADIOS2 is optimized for parallel output.

The total durations ofwriting the output and the resulting file sizes are summarized
in Table1. It can be seen that ADIOS2 clearly outperforms the other two formats
both in file size and runtime. In the in situ scenario, where data is only communicated
via shared memory in our loosely-coupled setting (see Sect. 3.4), the output time is
expected to be even shorter.

Previous setups show thatMegaMol runs stable on 128nodes,more nodes have not
been tested yet. However, on Hazel Hen only single-node proof-of-concept runs have
been conducted. To test the setup for the scale of a full-sized simulation, we have to
prepare further tests.Whilewaiting for availability of the new supercomputer Hawk,6

we recreated a small-scale setup with currently available hardware and adopted sev-
eral new features from current MegaMol development, for example new interaction
and abstraction patterns for camera control, a completely overhauled remote visual-
ization component and a significantly extended ADIOS2 integration. Furthermore,
the internal OSPRay data structures and internal communication patterns have been
significantly improved. These features have been developed in parallel, but have not
been tested at scale on an HPC system yet. In Fig. 9 a basic visualization is shown,
while running in situ with the simulation. The small-scale setup consists of two Intel
Xeon Phi 7210 that run the simulation and the visualization on-site. Thememory that
the simulation maps for rendering depends completely on the system size, the paral-
lelization of the simulation and the number of buffered time steps. The visualization
framework’smemory overhead varies slightly, depending on the framebuffer size, the
number of ranks because of the image composition and the communication pattern.
In this particular case, we measured a memory overhead of 660Mb for the on-site

6 https://www.hlrs.de/systems/hpe-apollo-hawk/.

http://opencmiss.org/
https://vtk.org/
https://www.hlrs.de/systems/hpe-apollo-hawk/
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Fig. 9 In situ visualization of muscle fibers in the proof-of-concept in situ test case. In this case,
we use a built-in opendihu simulation scenario with multiple muscle fibers and the mapped electric
transmembrane potential, Vm . The simulation is connected to the visualization frameworkMegaMol

running visualization using a full HD resolution and a single communication channel
per node. We consider this to be reasonable to do an on-site visualization, since we
also expect no significant deviations at a larger scale. However, for optimization we
need to conduct further tests on the new system.

5 Conclusion

Wehave presented scalability results for our new implementation of a neuromuscular
system simulation. In particular, we could improve runtimes by up to a factor of 25
compared to previous results by optimal choices of compilers, optimized code gener-
ation exploiting AVX vectorization as well as the particular structure of the system of
equationswe are using.We enhanced the simulation by a communication-minimizing
in situ visualization with MegaMol. Some results are preliminary due to the substan-
tially reduced availability of Hazel Hen and Hawk during the transition to the new
system Hawk throughout the last six months. Since the HLRS systems have become
available again shortly before the submission deadline, we will perform full runs and
include performance results and discussion for the camera-ready deadline. In partic-
ular, we will verify stability and performance of different communication patterns in
the in situ visualization approach at scale on Hawk and make measurements of the
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performance impact on the simulation and the additional memory consumption of
the on-site visualization.
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Reactive Flows

Dietmar Kröner

In this section we have two contributions:
“Implementation of an Efficient Synthetic Inflow Turbulence-Generator in the

Open-Source Code OpenFOAM for 3D LES/DNS Applications”
by Flavio Cesar Cunha Galeazzo, Feichi Zhang, Thorsten Zirwes, Peter

Habisreuther, Henning Bockhorn, Nikolaos Zarzalis, and Dimosthenis Trimis
and
“Implementation of Lagrangian Surface Tracking for High Performance

Computing”
by Thorsten Zirwes, Feichi Zhang, Jordan A. Denev, Peter Habisreuther,

Henning Bockhorn, and Dimosthenis Trimis
Both papers are related to software which is based on OpenFOAM. They have

added some own software tools to the OpenFOAM code and could improve the
performance compared to the standard OpenFOAM tools.

In the first paper a new Synthetic Turbulent Inflow (STI) boundary condition in
the framework of OpenFOAM is presented. It turns out that this new inflow
boundary condition can generate a realistic turbulent flow field at a given inlet
plane. The method is based on convolution of digital random data series. The bulk
flow rate, turbulence intensity, turbulent length and time scales can be specified.
Compared to previous implementations, the new turbulence generator is compu-
tationally more efficient by using coarse virtual grids and can be used for arbitrarily
shaped inlets. While the OpenFOAM’s native turbulence generator, shows some
anomalies during parallel runs, the new implementation gives consistent results
even for large-scale parallel simulations. The new boundary condition has been
applied to turbulent combustion with Large Eddy Simulation (LES) and Direct
Numerical Simulation (DNS). The main advantage of this new STI is first , that the
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computational efficiently is greatly increased by using coarse virtual grids for the
generation of the inlet boundary velocity field, second, arbitrarily shaped inlets can
be trearted in the simulation and third, that OpenFOAM’s native turbulence gen-
erator shows inconsistencies in parallel simulations. The parallel scaling is
super-linear up to about 8,000 computational cells per MPI rank on Hawk.

This paper is supported by the Helmholtz Association of German Research
Centers (HGF).

In the second contribution about “Implementation of Lagrangian Surface
Tracking for High Performance Computing” a Lagrangian tracking algorithm is
applied to the direct numerical simulation of 3D turbulent flames. The algorithm
performs the tracking of material points on iso-surfaces and is implemented in
OpenFOAM. The use of an automatically generated, highly optimized code for the
computation of chemical reaction rates implies, that the code performs up to 20
times faster than the best settings for the standard OpenFOAM solver without loss
of accuracy. The tracking method works on unstructured meshes with arbitrary cell
shapes. The code is written in a general way and not restricted to reacting flows but
can be used to track any iso-surface. The parallel scaling of the combustion solver is
nearly ideal with and without Lagrangian tracking.

This work was supported by the Helmholtz Association of German Research
Centres (HGF) and the DFG (“Deutsche Forschungsgemeinschaft”).
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Implementation of an Efficient Synthetic
Inflow Turbulence-Generator in the
Open-Source Code OpenFOAM for 3D
LES/DNS Applications

Flavio Cesar Cunha Galeazzo, Feichi Zhang, Thorsten Zirwes,
Peter Habisreuther, Henning Bockhorn, Nikolaos Zarzalis,
and Dimosthenis Trimis

Abstract A new inflow boundary condition (BC) has been implemented into the
open-source CFD code OpenFOAM, which generates synthetic turbulent fluctua-
tions at the inlet boundary for 3D transient simulations. The method is based on
convolution of digital random data series. The filter coefficients of the convolution
process prescribe a two-point correlation function that possesses the basic properties
of real turbulent flow. In this way, spatially and temporally correlated flow fields with
specified bulk flow rate, turbulence intensity, turbulent length and time scales can be
generated. Compared to previous implementations, the new turbulence generator is
computationally more efficient by using coarse virtual grids and can be used for arbi-
trarily shaped inlets. Compared to OpenFOAM’s native turbulence generator, which
shows some anomalies during parallel runs, the new implementation gives consistent
results even for large-scale parallel simulations. The inlet BC has been applied to two
turbulent combustion cases with Large Eddy Simulation (LES) andDirect Numerical
Simulation (DNS), using up to 8192 CPU cores on Hazel Hen at HLRS. The results
reveal the significance of the inflow turbulence for reproducing the correct flame
structure. A performance analysis of intra and inter-node performance on the Vulcan
and Hawk clusters shows that the OpenFOAM solver is memory bound. Therefore,
higher performance is reached when only half of the AMD CPU cores per node are
utilized on Hawk because the L3 cache is shared by a core complex (CCX) and each
core has a relatively low bandwidth. The simulation scales super-linearly on Hawk
and reaches ideal speedup down to 8000 computational cells per MPI rank, which
is consistent with scaling results on the previous system Hazel Hen. The implemen-
tation of the BC is described in full detail.
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1 Introduction

Properly chosen Boundary Conditions (BC) are of great importance in the simulation
of flow systems. In the particular case of turbulent flows using the Direct Numeri-
cal Simulation (DNS) or Large Eddy Simulation (LES) approaches, a time-resolved
velocity field is required for the inlet BC [1]. Because DNS and LES are transient
simulation techniques by nature, in which all or a large part of the turbulent fluctua-
tions are directly solved, DNS and LES require a transient, fluctuating velocity field
to be prescribed at the inlet flow.

The simplest solution would be to use only a mean velocity, without fluctuations.
Unfortunately, this method leads to unphysical flow behaviour with a much-delayed
transition to turbulence [2]. An elegant way is to use periodic boundary conditions,
where a plane is selected inside the computational domain and the resolved fluctua-
tions from this plane are extracted and rescaled before being finally reintroduced as
fluctuations to the mean velocity profiles at the inlet [3]. The turbulence generated by
thismethod is very accurate; however, it is limited to simple geometries. Furthermore,
the computational costs of this method are often higher than other alternatives [4].
Another simple method is to use a mean velocity profile with superimposed random
fluctuations, where a random signal is added to the averaged velocity profiles to
mimic fluctuations [5]. Although being very simple, in this method the energy of the
fluctuations is equally distributed over the whole wavenumber range, which results
in far too much energy in the high wavenumber, under-resolved scale and a lack of
energy in the low wavenumber, resolved range. The fluctuations generated in this
way are almost immediately dampened and the results are almost identical to using
a mean velocity profile without fluctuations, i.e., laminar.

To avoid these problems, Klein et al. [2] proposed the use of digital filters and
to rescale the random noise to generate fluctuations with a given spectrum. The
technique has been successfully applied in many LES and DNS [6–11]. However,
implemented in the way proposed by Klein et al. [2], the method suffers from some
drawbacks, as very high computational cost at high resolutions, limitations of the
inlet geometry due to the requirement of an equidistant, structured grid and spurious
pressure fluctuations. These drawbacks are important for the applications we are
interested in, i.e., LES and DNS using the compressible formulation of the governing
equations of complex flows with a focus on turbulent mixing, combustion, acoustics
and noise prediction, in which the geometries are often complex and the added
computational cost often can reach prohibitive levels.

Some attempts in addressing these points can be found in the literature. Kempf
et al. [12] propose modifications in the filtering operation and the generation of the
random noise, reducing the computational cost and the memory requirements of
the original version. Di Mare et al. [13] extended the method of Klein et al. [2] to
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reproduce specified statistical data. The current work follows the same objectives,
i.e., to reduce the computational cost and the memory requirements of the method,
although using an alternative method. Also, the reduction of the unphysical pressure
fluctuations generated by the original method has been investigated. The focus of
the work is to introduce a new implementation of the inflow turbulence generator
proposed by Klein et al. [2] in the open-source CFD code OpenFOAM, which is
efficient and simple to use for LES and DNS simulations and gives consistent results
for large-scale parallel simulations.

2 Mathematical Description

The Synthetic Inflow Turbulence (SIT) generator is based on the filtering procedure
proposed by Klein et al. [2]. The filter uses a series of uncorrelated, random data rm
which has a mean value of zero and a standard deviation of one:

um =
N∑

n=−N

bnrm+n, with
M∑

m=1

rm = 0 and
1

M

M∑

m=1

rmrm = 1 (1)

where um defines a convolution or a digital linear non-recursive filter of the series
with the filter coefficient bn . M and N are the length of the series and the number
of support points used for the filter. Applying a two-point correlation function to um
leads to:

Ruu(k) = umum+k

umum
=

N∑

j=−N+k

b jb j−k/

N∑

j=−N

b2j (2)

with · defining an ensemble averaged value. In order to calculate the filter coefficients
bn in Eq. (1), the correlation function for Ruu in Eq. (2) is set to have a presumed
shape with

Ruu(r) = exp(−πr2

4L2
) (3)

where r is the distance and L the length scale. If the distance r and the length scale
L in Eq. (3) are replaced by the grid space Δx , i.e. r = kΔx and L = nΔx , Eq. (2)
and Eq. (3) lead to:

umum+k

umum
= Ruu(k) = exp

(
−πk2

4n2

)
(4)

In this way, an explicit representation of the filter coefficients can be found by a
multi-dimensional Newton method [2]:

bk = b̃k/(
N∑

j=−N

b̃2j )
1
2 with b̃k = exp(−πk2

4n2
) (5)
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Fig. 1 Correlation function
for determining the filter
coefficients of the random
data

This selected functional dependence by Eq. (3) fulfills the basic properties of a
realistic two-point correlation function for homogeneous turbulence, i.e.:

Ruu(r = 0) = 1, Ruu(r = ∞) = 0, and
∫ ∞

0
Ruu(r) dr = L (6)

As an example, Fig. 1 plots the profile of Ruu(r) against r by using L = 10, where
the shaded area corresponds to the area under the curve. The predefined value with
L = 10 is reproduced exactly by the integration

∫ ∞
0 R(r) dr . A three-dimensional

filter can be obtained by convolution of three one-dimensional filters to find the
coefficients:

bi, j,k = bib jbk (7)

The filter operation over a three-dimensional random field R can then be calculated
by

U ( j, k) =
Nx∑

i ′=−Nx

Ny∑

j ′=−Ny

Nz∑

k ′=−Nz

b(i ′, j ′, k ′) ∗ R(i ′, j + j ′, k + k ′) (8)

leading to the correlated data U with respect to the three spatial coordinates. The
final velocity fluctuations for each spatial component are calculated as:

ui = um + Tu · ubulk ·Ui (9)

where um is the time-mean velocity field, which can assume arbitrary profiles such
as flat-top or parabolic. ubulk is the bulk flow velocity, which is evaluated from the
time-mean velocity field. Tu is the turbulence level. The product of Tu and ubulk
provides the time-mean turbulence intensity (in m/s).Ui is the correlated data series
produced by the introduced algorithm for the i-th spatial direction.
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This technique for generating the inflow-turbulence synthetically has been imple-
mented to the OpenFOAM flow solver [14] and issued for the current work. The
reader is referred to the original work by Klein et al. [2] for more details regarding
mathematical basics of the method.

3 Implementation

The algorithm proposed by Klein et al. [2] suffers from some drawbacks:

1. the computational cost can be very high at high resolutions;
2. the geometry of the inlet has to be of quadrilateral shape (because of the equidis-

tant, structured grid);
3. spurious pressure fluctuations can affect the convergence negatively.

As pointed out in the introduction, some attempts of addressing these points can
be found in the literature [12, 13]. Our approach, although very simple, has the
advantage of addressing at the same time the computational cost and the utilization
of the method in complex geometries. Instead of creating the fluctuations in a grid
that exactly resembles shape and resolution of the numerical domain, a new grid is
created which encompasses the inlet geometry, no matter how complex it is. The
fluctuations are generated in this new grid, which can have an arbitrary resolution,
and then interpolated onto the inlet grid. Figure2 illustrates as an example the grid
where the fluctuations are generated and an arbitrary corresponding inlet grid.

Using this method, the fluctuations can be generated with a coarser resolution,
without compromising the quality of the artificial turbulence, which can reduce sig-
nificantly the computational cost, as long as the coarse grid resembles the fluctuations
by the Nyquist sampling theorem.

Fig. 2 Illustration of the interpolation method. The fluctuation velocity generated in the structured
grid a is interpolated to the inlet boundary condition of the LES, regardless of its geometry b
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1. Choose a length scale for each in-
let BC coordinate (Ly and Lz), a time
scale t and the turbulence level Tu

2. Define the number of discretization
points Ny, Nz, Nt for the filters, observing

that Ny ≥ 2ny, Nz ≥ 2nz and Nt ≥ 2nt

3. Initialize and store 3 random fields
R(i, j,k) with dimensions [−Nt : Nt ,−Ny +

1 : My −Ny,−Nz + 1 : Mz +Nz] in
order to accommodate the filter supports

4. Calculate the filter co-
efficients bi jk using Eq. 7

5. Calculate the filter op-
erations using Eq. 8

12. Fill the plane R(Nt , j,k)
with new random numbers

6. Calculate velocity
components using Eq 9

7. Interpolate velocity
components on inlet BC

11. Discard first y,z-plane of R
and move the matrix one step
back R(i, j,k) = R(i+ 1, j,k)

8. Enforce constant mass flow

9. Solve governing equations

10. Last time step?

13. End

yes

no

Fig. 3 Flow diagram of the algorithm

The spurious pressure fluctuations observed when applying the original algorithm
are caused by small fluctuations of the mass flow induced by the method, which has
been also observed by other authors [12]. These mass flow fluctuations are present
even if the synthetic fluctuations have zero mean when the mean velocity profile
is not constant. The solution is to apply a correction to the velocity field in every
time step, to ensure constant mass flow. Some pressure fluctuation remains, as the
synthetic turbulence field is not divergence-free. The amplitude of these pressure
fluctuations is nevertheless small and they are usually readily dissipated.

Figure3 shows the flow diagram, representing the implementation of the code in
OpenFOAM. Observe that Ly , Lz and τt are the desired length and time scales in
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physical space, Dy and Dz the size of the BC,Umean the mean velocity perpendicular
to the BC and Δt the time step. The filter frame has a resolution of My × Mz × Nt

elements. A restriction of the method is that the parameters Ny , Nz and Nt have to be
at least twice their respective filter lengths, given by ny = MyLy/Dy , nz = MzLz/Dz

and nt = τt/(UmeanΔt), approximated to the closest integer.

3.1 Validation

Figure4 shows a comparison of the axial velocity component Ux and its auto-
correlation Ruu using different filter frame resolutions and different generators.
A simple incompressible LES has been set up, with a cubic domain with size
0.1 × 0.1 × 0.1 m3 and resolution of 64 × 64 × 64 hexahedral elements. The inlet
(Umean = 1 m/s and Tu = 10%) and the outlet conditions are along the x-direction,
with periodic conditions otherwise. The subgrid-scale fluxes are modelled using the
Smagorinsky model [1]. A monitor point recorded the axial velocity component Ux

at the centroid of the domain for 10 s, where the first 2 s have been discarded from
the analysis. The synthetic turbulence has been generated with filter frame reso-
lutions My = Mz = 64 and 32, both with the same input for integral length scale
L = 0.009375 m, marked by the grey area in Fig. 4. Using our Synthetic Inflow Tur-
bulence generator (SIT), the agreement of the profiles is good, indicating that most
of the quality of the turbulence is preserved when using coarser filter support for the
turbulence generation. For comparison, results using the OpenFOAM native gener-
ator with the same parameters are also shown (turbulentDigitalFilterInlet, marked
OpenFOAM in Fig. 4). The results are in good agreement with our proposed algo-
rithm. It should be noted that our SIF model requires far less input information than
the OpenFOAM implementation, making it easier to use.

One interesting result is that, when using the OpenFOAM generator in a parallel
run, the pattern of the turbulent structures follows the partitioning of the domain

Fig. 4 Axial velocity component Ux and its autocorrelation Ruu using the new SIT and Open-
FOAM’s (OF) native synthetic turbulence generators.
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Fig. 5 Comparison of turbulent structures generated by serial and parallel computations using the
new SIT and OpenFOAM’s (OF) model.The arrows show the position of the parallel partitions

decomposition (process borders are indicated in Fig. 5 by the arrows), which may
indicate a bug in the parallel implementation of the native OpenFOAM BC. Our
algorithm implements its own interpolation routines and therefore the results are
independent of the way the computational domain is decomposed.

3.2 Performance

The performance of the code has been assessed in the High Performance Computing
(HPC) systems Vulcan and Hawk from the High Performance Computing Center
Stuttgart (HLRS) [15]. Vulcan is a general-purpose system with nodes with differ-
ent architectures. In this benchmark, nodes using CPUs Intel Xeon Gold 6138 at
2.0 GHz (Skylake, SKL) and 40 cores per node have been employed. Hawk is the
supercomputer of HLRS and its nodes have AMD EPYC 7742 at 2.25GHz (Rome)
CPUs summing up to 128 cores per node. For this benchmark, the same simulation of
Sect. 3.1 with an increased resolution of 128 × 128 × 128 elements has been used,
employing OpenFOAM 7 compiled with gcc 7.3 (Vulcan) and gcc 9.2 (Hawk), and
OpenMPI as MPI package.

In this simple simulation, using a filter frame resolution of 32 × 32, the time
penalty using the SIT BC is 11% in comparison with using a periodic BC. The
penalty is frequently lower in more complex simulations e.g. with combustion, as
much more computational time is spent on computing chemical reaction rates and
solving additional equations for the chemical species.

Figure6a shows the intra-node performance relative to using all cores of the node.
The Vulcan nodes exhibit the expected behaviour of Intel CPUs, with the highest
performance obtained using all cores. On the other hand, the Hawk node shows the
best results using 64 MPI ranks (half of the total available cores) by a good margin
of over 40% more performance. Because OpenFOAM applications are typically
memory bound, the limiting factor is the memory bandwidth, which is lower per
core compared to e.g. the previous system Hazel Hen. In addition, the L3 cache
on the AMD CPU type is shared among four cores or one core complex (CCX),
respectively.
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Fig. 6 Assessment of intra-node performance a and inter-node performance of the Vulcan b and
Hawk c HPC systems

The inter-node performance of Vulcan relative to one single node can be seen
in Fig. 6b, where the results show a poor scaling efficiency. The interesting results
with Hawk are shown in Fig. 6c for two setups: using 128 and 64 ranks per node (all
or one half the cores, respectively). Both configurations show super-linear speedup
(relative performance above 100%) using 2 nodes, and using 64 ranks per node the
speedup is super-linear even using 4 nodes. The efficiency is still approximately 50%
using 8 nodes and 64 ranks per node, however, drops significantly using all core of
the nodes.

As shown in a previous work [16], the simple flow solvers of OpenFOAM tend to
scale reasonably well up to about 10000 computational cells per MPI rank. Because
this is a small test case, this limit is reached at two full nodes or four half nodes on
Hawk, which correspond to about 8000 cells per MPI rank. There, the parallel effi-
ciency is nearly ideal, confirming the resultsmeasured of the previous supercomputer
Hazel Hen.

4 Applications

4.1 Numerical Setups

In order to demonstrate the capability of the method described in Sect. 2 and Sect. 3,
it has been applied to simulate two turbulent combustion cases within the framework
of Large Eddy Simulation (LES) and Direct Numerical Simulation (DNS).

• LES of a premixed Bunsen-type flame [17]: A natural gas flame operated at
atmospheric pressure and a thermal load of Qth = 275.6 kW is used, where the
unburnt mixture has an equivalence ratio of Φ = 0.57 (lean premixed) and is
preheated to T0 = 400 oC. The Reynolds number based on the nozzle diameter
(D = 0.15m) and bulk velocity (vbulk = 20.7m/s) is Re ≈ 48, 000. As illustrated
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Fig. 7 Schematic drawing of the setups used for LES of a premixed Bunsen-type flame (left) and
DNS of a synthetic freely-propagating flame (right).

in Fig. 7 on the left, fresh gasmixture enters the domain from the inlet at the bottom
and is ignited, leading to a turbulent jet flame stabilized at the burner nozzle. The
computational grid used for the LES case consists of approx. 6.3 million finite
cells, which are systematically refined towards the shear layer of the jet and the
flame surface, having a smallest grid resolution ofΔmin = 0.5mm. The inlet plane
is located 1D upstream of the burner exit.

• DNS of a freely-propagating flame: The second case for DNS is given by a 3D
synthetic flame front which propagates freely in a cubic domain with the size of
1 × 1 × 1cm3. As shown in Fig. 7 on the right, the setup can be considered as a
small segment of a real flame front, which is sustained by a continuous flow of
fresh gas. Along the streamwise direction, methane/air mixture enters the domain
from the left at the inlet with Φ = 0.9, T = 300 K and p = 1 bar. The product
gas leaves the domain on the other side (outlet). The lateral faces are defined as
symmetry planes to avoid a loss of mass. An equidistant computational grid with
64 million cells and a resolution of Δx = Δy = Δz = 25 μm is used for the DNS
case, which can resolve the flame thickness (≈0.5mm)with approx. 20 grid points.

For both cases, the balance equations for total mass, momentum, energy are solved
in their compressible formulation in OpenFOAM [14], employing the finite volume
method and a fully time-implicit solution procedure [18]. For the LES case, the
Smagorinsky model is used to model the unresolved or subgrid-scale (SGS) momen-
tum and scalar fluxes [1]. A turbulent flame-speed closure (TFC-class) combustion
model is used there to account for flame-turbulence interaction, coupled with a tech-
nique of tabulated chemistry to include chemical species [19, 20]. For the DNS case,
the reaction zones and the turbulent flow are fully resolved, therefore, turbulence
and combustion models are not required in this case. An in-house developed solver
in OpenFOAM for calculating detailed molecular transport and chemical reactions
is used in this case [21–26]. The methane/air combustion is described by a reaction
mechanism with 17 species and 58 elementary reactions, together with the mixture-
averaged model for transport coefficients.
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The SIT generator BC is applied at the inlet boundary for both cases. The turbu-
lence parameters (Tu = 15% and Lx,y,z = 8 mm) for the LES case have been set
according to measured homogeneous turbulence generated by a matrix within the
nozzle [17]. In the DNS case, the bulk flow velocity and the turbulence properties
at the inlet are adjusted to keep the flame front within the computational domain.
Comparing both LES and DNS cases, the LES method on a coarse grid resolves
the flame front only down to the cut-off scale, whereas the reacting flow is fully
resolved by the DNS method on a sufficiently fine grid. Nonetheless, LES is suitable
for dimensionally large-scale simulations. On the contrary, DNS allows accessing
more realistic details of the turbulent flame, which, however, is restricted to small
domains due to the large computational cost.

4.2 LES of a Turbulent Jet Flame

On the right of Fig. 8, the instantaneous streamwise velocity component ũ at the
inlet BC calculated by the inflow generator is illustrated, which forms unsteady,
non-uniformly distributed flow fluctuations. The influence of the inflow turbulence
can also be identified by the contours of ũ (left of Fig. 8) and vorticity ω = |∇ × ũ|
(middle of Fig. 8) on a meridian cutting-plane passing through the symmetry axis.
The flame surfaces are depicted by the solid lines, which are strongly corrugated and
torn by the intense turbulence. The turbulent fluctuations are attenuated by passing
through the flame surface due to the increased fluid viscosity and thermal expansion.
The hot products mix thereafter with incoming cold air which again enhances the
turbulence. The temperature increases rapidly in the reaction zone and decreases then

Fig. 8 Instantaneous contours of streamwise velocity u (left) and vorticity ω (middle) on a slice
passing through the centerline axis; right subplot shows contours of u generated by the turbulence-
generator BC at inlet
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Fig. 9 Comparison of
temperature contours with a
laminar (left) and turbulent
(right) inflow BC

by mixing with the ambient air, which is shown on the left of Fig. 9 in the contour
plot of instantaneous temperature.

It is important to note that the precise setting of the turbulence conditions at the
inlet boundary plays a decisive role in the current case. Enhanced turbulence leads to
a higher turbulent flame speed or an increased overall burning rate. To demonstrate
the importance of this effect, another LES simulation is conducted for the considered
flame configuration by using the same numerical conditions, however without the
inflow generator. As shown in Fig. 9 on the right, LES with a steady-state (laminar)
inflow velocity exhibits a rather undisturbed flame front, which is attributed to the
missing turbulent fluctuations from the inflow. As a result, it predicts a significantly
longer flame than the previous LES with a turbulent inflow. In the latter case, the
intense turbulent fluctuations corrugate and wrinkle the flame front, leading to an
enhanced flame-turbulence interaction and higher burning rate, so that the flame
front propagates more strongly towards the fresh gas mixture. Although not shown
here, the simulation results with the laminar inflow do not agree with the measured
time-mean and time-rms (root mean square) values for the flow and chemical scalar
fields downstream of the burner.

4.3 DNS of a Turbulent Freely Propagating Flame

Figure10 depicts the flame front calculated by DNS, which is identified by the
isotherm of T ≈ 1500 K. A strongly wrinkled flame surface caused by the turbulent



Implementation of an Efficient Turbulence-Generator in OpenFOAM for 3D LES/DNS 219

Fig. 10 Instantaneous flame surface contoured by reaction rate of CH4 a and its curvature b, and
joint probability density function (PDF) between flame speed and flame curvature c

flowcan be detected.Note that the overall dimension and resolution used for thisDNS
case is 1cm3 and 25µm. Therefore, the flame structures shown in Fig. 10 cannot be
reproduced byLESusing grid resolutions generally in the range ofO(0.1mm). In this
way, theDNSallows an in-depth analysis of the combustionmechanismdependingon
the flame wrinkling due to turbulent flow. For instance, a strong correlation between
the reaction rate of CH4 and flame surface curvature is clearly found in Fig. 10. This
behaviour is further illustrated in Fig. 10 on the right by the joint probability density
function (JPDF) between the flame speed and flame curvature, where the flame
speed is calculated through integration of the reaction rate of CH4 along the normals
at each element of the flame surface. The flame speed decreases with increasing
flame curvature, which is also confirmed by previous experimental and numerical
works [27]. The scattering of these quantities is caused by multi-scale interactions
of the flame with the turbulent flow both in space and time. The results may be
used to develop advanced concepts for turbulent combustion modelling. The study
of flame-turbulence interaction considered in this DNS case has been accomplished
employing the implemented BC, confirming its validity and usefulness.

5 Conclusion

The implementation, validation and application of a Synthetic Turbulent Inflow (STI)
boundary condition (BC) in the framework ofOpenFOAMare presented in thiswork.
The approach can generate a realistic turbulent flow field at a given inlet plane,
creating temporally and spatially correlated velocity fields. Therefore, it is suited
for LES/DNS applications of turbulent flows. The implementation of the BC in
OpenFOAM has been described in a detailed way. The importance of such turbulent
inflow BC is further demonstrated through LES and DNS combustion simulations,
the latter using 8192 CPU cores on Hazel Hen. The proposed implementation of the
BC is easier to use compared with the native implementation in OpenFOAM due to
a smaller set of necessary input parameters. In contrast to the original concept, the
computational efficiently is greatly increased by using coarse virtual grids for the
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generation of the inlet boundary velocity field. As a side-effect, this also enables the
use of arbitrarily shaped inlets in the simulation.

A performance analysis on the Hawk supercomputer at HLRS demonstrates that
the OpenFOAM simulation is memory bound by looking at the intra-node and inter-
node performance metrics. Because of this, the highest efficiency is observed when
only half the available physical CPU cores per node are utilized. This is because
compared to the previous Intel-based cluster Hazel Hen, the memory bandwidth
per CPU core is reduced and the L3 cache is shared among a core complex (CCX)
on the AMD CPUs of Hawk. The parallel scaling is super-linear up to about 8000
computational cells per MPI rank on Hawk, beyond which sub-linear scaling is
obtained. This is consistent with scaling results obtained at the previous systemHazel
Hen. Another problem addressed by the new implementation is that OpenFOAM’s
native turbulence generator shows inconsistencies in parallel simulations. Because
of this, new interpolation routines have been implemented to achieve fully consistent
results for large-scale parallel simulations. In conclusion, the new inlet turbulence
generator is well suited for large-scale simulations using thousands of CPU cores.
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Abstract In almost all technically relevant combustion applications, flames occur
in turbulent flows. The interaction of turbulent flows with flames is still not fully
understood due to the large range of time and length scales which govern combustion
processes. One method of studying this interaction is by tracking thermo-physical
trajectories of material points on flame surfaces. These trajectories give insight into
the local flame dynamics and help to understand the influence of turbulence on flame
properties. In thiswork, a Lagrangian tracking algorithm is presentedwhich performs
the tracking of material points on iso-surfaces. Because this tracking method is used
in large-scale direct numerical simulations of combustion processes, the focus of
the implementation lies on performance. By tracking the position of the Lagrangian
particles in barycentric coordinates, efficient algorithms for spatial interpolation and
the intersection of particle trajectories with iso-surfaces can be utilized. The code is
written in a generalway andnot restricted to reactingflowsbut canbeused to track any
iso-surface. Additionally, the algorithm works by decomposing the computational
cells into tetrahedra. This allows the trackingmethod towork on unstructuredmeshes
with arbitrary cell shapes. The tracking method is implemented in OpenFOAM and
applied to the direct numerical simulation of a 3D turbulent flame.The simulations are
conducted with a custom solver which makes use of automatically generated, highly
optimized code for the computation of chemical reaction rates, which performs up to
20 times faster than OpenFOAM’s implementation. For the turbulent flame, applying
the tracking method increases simulation times by less than 5%, so that the current
implementation is well suited to be used during large scale simulations.
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1 Introduction

Due to the current climate goals and increasingly stringent emission limits, there is
a strong need for novel and more efficient energy devices. While the world’s energy
consumption increases, carbon emissions have to decrease drastically. At the same
time, combustion will provide most of the energy for the global primary energy
consumption, transport sector and power generation at least until the year 2040 [1].
It is therefore mandatory to study combustion processes in greater detail to enable
the development of more efficient combustion devices.

One powerful tool for studying combustion is direct numerical simulation (DNS).
In this simulation technique, all relevant time and length scales of both the flow and
the flame have to be resolved. However, these time and length scales can span ten
orders ofmagnitudes. For example, the residence time of the flow inside a combustion
device may be in the order of seconds while the fastest chemical reactions take place
i the order of 10−10 s. Likewise, the physical dimensions of a combustion device
might be of the order of meters, while the thickness of the reaction zone of the flame
or the smallest eddies in a turbulent flow field might be in the order of micrometers.

Apart from this discrepancy in length and time scales, the combustion chemistry
itself constitutes a challenge for direct numerical simulation. During the combustion,
many intermediate chemical species, such as radicals, are produced which interact
through a large number of chemical reactions. For complex fuels, many hundred
chemical species and thousands of chemical reactions have to be taken into account
if a detailed result of the flame dynamics is desired [2]. It is therefore evident that
the direct numerical simulation of turbulent combustion is only possible on modern
supercomputers. Even then, simulations are mostly limited to flames of laboratory
scale.

Although DNS is one of the best tools to study combustion processes, it gener-
ates large amounts of data. This means that it is unfeasible to store the full three-
dimensional information of the flame andflowfield at a high time-frequency. Because
of this, it is valuable to perform analysis of the flame-dynamics in-situ to decrease
post-processing times and avoid the storage of excessive amounts of data.

A promising approach for studying the interaction of the turbulent flow with
flames is the flame particle tracking (FPT) method [3]. In this method, an iso-surface
of e.g. temperature or a species concentration is chosen, which represents the flame
front. Special mathematical points on that iso-surface, so called material points, are
tracked over time by using virtual Lagrangian particles, called flame particles (FP).
These particles are massless and have no size and do not interact with the flow field.
They merely serve as markers for the surface tracking. Because these particles co-
move with the flame, their trajectories allow to analyze the local flame dynamics in a
time resolved manner. Another useful property of these flame particles is, that their
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movement is directly linked to the flame stretch [4], which is an important quantity
in combustion technology.

Although the method of flame particle tracking has been used before in the liter-
ature [3, 5–8], is has always been done as a post-processing step, mostly in Matlab.
This required the aforementioned storage of large amounts of data and also strongly
limited the utilization of parallel hardware. Because of this, the number of concur-
rently tracked flame particles was strongly limited.

In this work, a fully parallelized implementation [4] of the flame particle track-
ing method is presented, which can be used directly during the simulation. Another
advantage of this implementation is the use of barycentric coordinates. Instead of
tracking the position of the flame particles in Cartesian coordinates, which is usually
a three-dimensional vector, their position is tracked in barycentric coordinates. The
computational cells are decomposed into tetrahedra so that each barycentric coordi-
nate is a four-dimensional vector. Each component is the normalized weight of one
of the four points of the tetrahedron of which the flame particle is inside. This has
several advantages:

• the method can be used with arbitrary cell shapes because any polyhedron can be
decomposed uniquely into tetrahedra

• interpolation in barycentric coordinates is computationally very efficient
• geometrical operations like finding the intersection of particle trajectories with the
iso-surface are computationally efficient as well.

In Sect. 2, the mathematical basics of the flame particle tracking method are
explained and the details of the implementation are provided. Section3 gives a brief
overview of the in-house [9] OpenFOAM [10] combustion solver and compares the
computational performance with OpenFOAM’s default solvers. Section4 presents
the numerical setups of the flame simulations and shows some preliminary results
from the flame particle trackingmethod. Finally, Sect. 5 discusses the performance of
the Lagrangian tracking implementation in terms of computational overhead, mem-
ory consumption and parallel scaling.

2 Tracking Algorithm

2.1 Mathematical Basics

As explained in the introduction, the goal of the flame particle tracking (FPT)method
is to track material points on iso-surfaces with Lagrangian particles (flame particles).
The movement of any iso-surface, that is a material surface, consists of two compo-
nents: convection with the fluid flow velocity �u and an additional intrinsic velocity.
In the case of flames, this intrinsic velocity is called the burning velocity, or more
accurately the displacement speed sd of the flame or iso-surface. Additionally, a
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flame only propagates normal to itself. Therefore, the movement velocity vvecw of
a material point on the flame iso-surface is given by

�w = �u + sd �n (1)

�n is the unit normal vector of the iso-surface. If Φ is the iso-scalar, which might be
temperature or the concentration of a chemical species, and Φ = Φiso defines the
iso-surface, the unit normal vector can be computed by:

�n ≡ ±
( ∇Φ

|∇Φ|
)

Φ=Φiso

(2)

The sign depends on the convention, e.g. if a reactant or product specie is chosen [4].
The displacement speed sd can be computed from

sd = −
(

1

|∇Φ|
DΦ

Dt

)
Φ=Φiso

(3)

which is an exact expression. D/Dt is the substantial derivative. If a balance equa-
tion for the quantity Φ is solved during the simulation, the evaluation of Eq. (3) is
computationally cheap because the time derivative is already known. This forms the
mathematical basis for computing the movement speed �w of material points on the
iso-surface and the flame particles.

2.2 Tracking Algorithm

After seeding the flame particles on an initial iso-surface, the implemented tracking
algorithm is comprised of the following steps:

1. compute movement velocity �w and interpolate it at each FP position
2. using �w, compute the position of each flame particle at the next time step
3. move the flame particles towards the new destination
4. if the particle crosses a domain boundary between different MPI processes, move

the particle to the neighboring process
5. after the tracking, correct the particle position to make sure that it is located

exactly on the iso-surface.

Figure1 demonstrates steps 1–3. It shows two computational cells that are cut by
the iso-surface. The blue spheres are the cell centers, which become important in the
last step of the algorithm. The flame particle (FP) (red sphere) in the cell on the right
was located on the iso-surface at t = t0. In the new time step t = t1, the flame and
therewith the iso-surface has moved. Therefore, in a first step, the movement speed
�w from Eq. (1) is computed and interpolated to the particle position. In the most
simple case, the new position of the flame particle at t = t1 can be computed from
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Fig. 1 Example for the tracking. Depicted are two hexahedral cells in the computational mesh,
where the cell centers are illustrated by blue spheres. The red sphere in the cell on the right is a
flame particle at a previous time step (t = t0) which is moved to its new position in the left hand
side cell on the iso-surface at t = t1. In this case, the particle has to cross the face between the cells,
which might be a sub-domain boundary between different MPI processes.

�xFP(t1) ≈ �xFP(t0) + �wΔt (4)

whereΔt is the simulation time step. The accuracy of this can be further improved by
using a predictor-corrector approach [3]. In the scenario depicted in Fig. 1, the flame
particle has to move from its original cell into another cell. The cell face in-between
these two cells (shown as gray area)might actually be the boundary between different
parallel processes.

Since this method is implemented into OpenFOAM [11], the existing infras-
tructure of the Lagrangian framework can be used to handle the parallelization: In
OpenFOAM, the computational mesh is decomposed into different sub-domains and
assigned to different MPI processes. Therefore, every time a Lagrangian particle hits
a cell face, it is checked if this cell face is a process boundary. If it is, the tracking
is stopped. Then, all particles that have hit a process boundary are deleted on the
current MPI process and sent to the MPI process which owns the neighbor cell.
This is repeated until all particles have reached either their destination or a physical
boundary.

After the tracking, the particles have reached a point that is very close to the iso-
surface. However, due to numerical errors, they are most likely not located exactly
on the iso-surface. This is not a problem immediately, but over the course of many
time steps, the numerical errors accumulate and the particles drift away from the
iso-surface. Because of this, the last step of the tracking is a correction procedure
which ensures that the particles end up exactly on the iso-surface.

The correction procedure starts by identifying which tetrahedron of the decom-
posed cell the flame particle is located in, in order to utilize barycentric coordinates.
Figure2 illustrates this situation: The goal is to find the shortest distanceΔC between
the flame particle (red sphere) and the iso-surface. In OpenFOAM, the position of the



228 T. Zirwes et al.

Fig. 2 After moving the
flame particle (red sphere) to
its new position, the shortest
distance between the particle
and the iso-surface ΔC is
computed to correct the
particle position. This is
done using barycentric
coordinates relative to the
cell tetrahedron the flame
particle is located in,
comprised of three corner
points of the cell and the cell
center.

particle λ̂FP is stored in barycentric coordinates relative to the current tetrahedron.
The vector λ̂FP is a four-dimensional vector, where each component represents how
near the position is to each corner of the tetrahedron. We choose the notation where
�v denotes a 3 × 1 vector with Cartesian coordinates and v̂ denotes a 4 × 1 vector
with the barycentric coordinates. When decomposing the cell into tetrahedra, one
of the corners is always formed by the cell center, and the other three corner points
of the tetrahedron are formed by three corner points of the cell. This is true for any
polyhedral cell shape, e.g. a hexahedral cell is split into 12 tetrahedra (two tetrahe-
dra per cell face), as shown by one of the twelve tetrahedra in Fig. 2. For example,
the barycentric coordinate of the cell center in the tetrahedron is λ̂1 = (1, 0, 0, 0)T ,
because it has the shortest possible distance to the first corner point of the tetrahedron
(itself) and the maximum distance to the other corner points. Therefore, all corner
points are identified by a λ̂, where one component is unity and all other components
are zero. Another property of any barycentric coordinate λ̂ = (λ1, λ2, λ3, λ4)

T is that

4∑
i=1

λi = 1, λi ≥ 0 (5)

For any barycentric coordinate λ̂ inside that tetrahedron, the value of Φ can be
found by interpolation:

Φ(λ̂) =
4∑

i=1

λiΦi (6)

Here,Φi , is the value ofΦ at the corner point i of the tetrahedron. Because of this, any
quantity can be interpolation computationally very efficiently inside that tetrahedron,
e.g. at the position of the flame particle. Based on Eq. (6), the iso-surface that cuts
this tetrahedron can be parameterized by
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Φiso =
4∑

i=1

λiΦi (7)

Any point λ̂ that fulfills this equation lies on the iso-surface. In previousworks [3], the
intersection of the particle trajectorywith the iso-surfacewas found by reconstructing
the whole iso-surface and performing ray tracing. This can be avoided entirely when
using the barycentric coordinate approach. The shortest distance d between a point �p
and a plane can be computed from

d = ( �p − �q) · �n = �p · �n − �q · �n (8)

where �q is an arbitrary point that lies on the plane. In this case, the point �p is the
position of the flame particle �pFP. However, this position is stored in barycentric
coordinates in OpenFOAM λ̂FP. The conversion from barycentric to Cartesian coor-
dinates is done by

�p(λ̂) = λ1�x1 + λ2 �x2 + λ3�x3 + λ4 �x4 = T λ̂, T = (�x1 �x2 �x3 �x4) (9)

�xi are the coordinates of the four corner points of the tetrahedron in Cartesian coor-
dinates. T is a 3 × 4 matrix whose columns are formed by �xi . Combining Eq. (8) and
Eq. (9) to find the shortest distance between the flame particle and the iso-surface

yields d =
(
T λ̂FP

)
· �n − �q · �n. The only unknown is the point �q . A very efficient

way of finding a point �q that lies on the iso-surface is identifying any edge of the
tetrahedron that is cut by the iso-surface. Any point on the edge expressed in barycen-
tric coordinates will have two components that are zero, which correspond to the two
points that are not part of that edge. For example, assume the edge from the corner
point 1 to the corner point 3 is cut by the iso-surface (see e.g. Fig. 2). Then the point on
that edgewhich also lies on the iso-surfacemust have the form λ̂edge = (λ1, 0, λ3, 0).
Because of Eq. (7), this point also has to fulfill Φiso = ∑4

i=1 λiΦi , which for this
example reduces to

Φiso = λ1Φ1 + λ3Φ3 (10)

And because of Eq. (5), the sum of the components of the barycentric coordinate
vector has to be unity. In this example, this yields

λ1 + λ3 = 1, λ1, λ3 ≥ 0 (11)

The two unknowns λ1 and λ3 can be found with help of the two Eqs. (10) and (11).
In this way, a point on the iso-surface can be found efficiently by choosing an edge
and finding the point of that edge that is cut be iso-surface λ̂edge, which has the
special property that two of the four components are zero.With Eq. (9), the Cartesian
coordinate of that point is found by �q = T λ̂edge. Substituting this into Eq. (8) finally
yields the equation for efficiently finding the shortest distance between the flame
particle and the iso-surface (see also [4]):
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ΔC = (T λ̂FP) · �n − (T λ̂edge) · �n =
(
T

(
λ̂FP − λ̂edge

))
· �n (12)

The normal vector �n can be computed fromEq. (2). After correcting the flame particle
position by ΔC �n, it exactly lies on the iso-surface.

It can happen that the intersection point of theflameparticle and the iso-surface lies
in another tetrahedron. If this is the case, the flameparticle is iterativelymoved toward
the iso-surface until it reaches the correct tetrahedron. The distance Δx between the
flame particle and the iso-surface can be found by using the approximation ∂Φ/∂n ≈
(Φiso − ΦFP)/Δx → Δx ≈ (Φiso − ΦFP)/(∂Φ/∂n). The correction is done in the
direction of the local normal vector Δx �n. Using the definition of the directional
derivative ∂Φ/∂n ≡ ∇Φ · �n together with the definition of �n from Eq. (2) therefore
yields

Δx �n ≈ Φiso − ΦFP
∂Φ
∂n

�n = Φiso − ΦFP

∇ΦFP · �n �n = Φiso − ΦFP

∇ΦFP · ∇ΦFP
|∇ΦFP|

∇ΦFP

|∇ΦFP| (13)

= ε(Φiso − ΦFP)
∇ΦFP

|∇ΦFP|2 (14)

ΦFP is the value ofΦ interpolated at the particle position and∇ΦFP its gradient at the
particle position. ε in the last step is introduced as an underrelaxation factor, which
is usually set to 0.9. In this way, computing the exact location on the iso-surface can
be done with little computational effort and without the need of reconstructing large
portions of the iso-surface or performing ray tracing.

3 Reacting Flow Solver for Large Scale Simulation

The flame particle trackingmethod is implemented in the framework of OpenFOAM.
In order to perform direct numerical simulation of turbulent flames, a custom solver
for reacting flows has been created, which improves several aspects of OpenFOAM
necessary for combustion DNS and has been validated by many different flame
configurations [9, 12–29].

The second major difference to OpenFOAM’s standard combustion solvers is,
that the computational performance is drastically improved. As mentioned in the
introduction, the combustion process comprises many chemical species and a large
number of chemical reactions. The chemical reaction rates depend exponentially on
temperature so that the underlying equations are numerically very stiff. Therefore, the
custom solver is coupled to a highly-optimized solver for stiff ordinary differential
equations called CVODE by Sundials [31]. In addition to this, a converter tool has
been developed which generates C++ source code that is optimized for different
chemical systems. More details about this can be found in [15, 16]. Together, these
two developments increase the performance of the chemistry calculations by on order
of magnitude. For example, in a simple test-case for 0D auto-ignition of hydrogen



Implementation of Lagrangian Surface Tracking... 231

Fig. 3 Comparison of the time spent on chemistry computations for the 0D auto-ignition of hydro-
gen in air [30] of OpenFOAM’s standard solver reactingFoam using three different ODE solvers
(rodas34, Rosenbrock and seulex) with the new solver, which uses Sundials CVODE. A speedup
of about 20 is achieved between the new solver and the best settings for the standard OpenFOAM
solver without loss of accuracy.

in air, the computation of chemical reaction rates is 20 times faster in the new solver
compared to the best configuration in OpenFOAM (Fig. 3).

4 Turbulent Flame Case

The new flame particle tracking algorithm is applied to the direct numerical simula-
tion of a turbulent flame. A typical model flame is the so called synthetic flame in a
box, where a flame is placed in a rectangular domain. A turbulence generator at the
inlet creates a turbulent flow, which interacts with the originally planar flame front.
The computational domain consists of 64 million cells and the mesh is equidistantly
spaced with a total side length of 1cm. The reaction mechanism by Li et al. [30] is
used to described the oxidation of hydrogen, which comprises 9 chemical species
and 21 chemical reactions. The time step is set to 5 × 10−7 s, which corresponds to
a Courant number of 0.2. The governing equations are solved with the finite volume
method. Temporal derivatives are discretized with a second order backward Euler
scheme, and a fourth order interpolation scheme is chosen for spatial discretization.
This case serves as a test case for the flame particle tracking. Figure4 shows results of
a simulation where the flame particles are seeded onto an iso-surface of the hydrogen
mass fraction. At the beginning of the simulation (left), one particle is seeded at every
cell that is cut by the iso-surface (only a random sub-set of those particles is visual-
ized). After the simulation is run for some time, the particles stay on the iso-surface
but change their distribution: Some parts of the flame collect the flame particles while
other parts of the flame repel them. Because the flame particles are seeded onto the
flame surface only once at the start of the simulation, studying the distribution of the
flame particles over time identifies regions on the flame where flame surface area is
created (low concentration of flame particles, positive flame stretch) and destroyed
(high concentration of flame particles, negative flame stretch).
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Fig. 4 Iso-surface of the hydrogen mass fraction at the beginning of the simulation (left) and at a
later time (right). Black dots show the position of flame particles.

5 Performance

Since the flame particle tracking is done in-situ, it is important that its impact on simu-
lation performance staysminimal. Because direct numerical simulation is only possi-
ble on supercomputers, an efficient utilization of the parallel hardware is mandatory.
In this section, three aspects of the implementation are discussed: memory overhead,
computational overhead and parallel performance. The basis for the performance
analysis is the flame in a box from the previous section, but using amethane/air flame
instead of a hydrogen/air flame. The number of computational cells in the domain is
64 million. At the beginning of the simulation, one flame particle is seeded onto the
iso-surface for every cell that is cut by the iso-surface. This is the common use-case
for the flame particle tracking. In this specific case, the total number of flame particles
at the start of the simulation is 500000.

One concern for the simulation is the memory consumption. As modern super-
computers move toward systems with larger numbers of computing cores per node,
the available memory per core typically reduces. Therefore, it is important that the
flame particle tracking implementation does not add a significant memory overhead.

Because the flame particles are virtual particles, they do not need to store any
physical properties like diameter or velocity. Therefore, the memory required to
represent a flame particle is very low compared to other Lagrangian particle types.
Table1 shows the memory consumption for one particle.

In total, the size of one particle object (including padding) is usually 128 Bytes.
In comparison, the amount of data that has to be stored per cell in the computational
mesh is much larger. Just storing the mass fractions of each chemical species (18 in
this case) for two time steps (second order time discretization) results in 288 Bytes.
In addition to this, information about the mesh topology, transport coefficients for
each chemical species and thermo-physical properties like heat capacity have to be
stored as well.
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Table 1 Memory required to store one flame tracking particle (assuming 32bit integers and 64bit
floating points).

Information Size (Bytes)

Position in barycentric coordinates 32

Information about tetrahedron 24

MPI rank of process 4

Unique ID 4

Coordinate of new position 24

Additional bookkeeping 24

Fig. 5 Incremental speed-up of a simulation without flame particle tracking (left) and with flame
particle tracking (right).

Because the flame particles only exist on a 2D (iso-)surface by definition, the
number of flame particles is much smaller than the number of cells in the computa-
tional mesh (500000 particles vs. 64 million cells). Therefore, the memory overhead
introduced by using the flame particle tracking during the simulation is negligible.

The parallel scaling behavior was tested on the ForHLR 2 cluster at the Steinbuch
Centre for Computing at the Karlsruhe Institute of Technology with 120 CPU cores
to 1000 CPU cores. Figure5 shows the scaling.

On the left of Fig. 5, scaling results without Lagrangian particle tracking show
that parallel efficiency with 1000 cores is > 90%. The scaling results with 500000
particles on the right are very similar, reaching parallel efficiency of over 90% too.
One consequence of having the particles track the iso-surface is, that they only exist
on processes where the flame is located. This technically leads to load imbalances
between the processes. However, the load imbalance due to the computation of
chemical reaction rates is much more severe and has been addressed in the past [16,
21].

Similar to the memory overhead, the computational overhead per particle is very
low. In contrast to other Lagrangian particle types, which require the computation of
forces or thermo-chemical effects and utilize sub-time stepping for time integration,
the flame particles can directly be moved to the computed destination.
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Table 2 Time for one simulation time step with 1000 CPU cores.

Particles Time per time step (s)

0 14.8

500000 14.9

5000000 15.0

50000000 18.5

500000000 57.9

Figure6 shows the average time required to compute one time step with and with-
out particle tracking. On average, the computational overhead in terms of simulation
times is about 5% (Table2).

Although the case with 500000 particles constitutes the usual use-case, simula-
tions with much larger number of particles have been conducted as well. Increasing
the number of particles by a factor 10 does not affect the overall simulation time.
With this amount of particles, the tracking itself is not the limiting factor, but the
computation of �w. Even using 100 times as many particles as in a reasonable use-
case, the simulation time increases by less than 30%. Therefore, the implementation
is able to handle a large number of particles efficiently on highly parallel systems.

6 Summary

A new flame particle tracking method with focus on high performance computing
has been implemented into OpenFOAM. It allows to track the movement of material
points on iso-surfaces for studying the local flame dynamics during flame-turbulence
interaction. The code is written in a general way and can be used to track any iso-
surface, not limited to reactive flows, e.g. to study the correlation of flow velocities

Fig. 6 Time for one
simulation time step with
and without particle tracking.
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and streamline curvature. In contrast to other works from literature, which applied
the flame particle tracking method as a post-processing step in serial, the presented
implementation is fully parallel. The use of barycentric coordinates enables compu-
tationally efficient interpolation of arbitrary quantities to the flame particle’s position
and allows to find the intersection of the particle trajectory with the iso-surface with
an algebraic expression instead of using expensive ray tracing.

A 3D DNS of a turbulent flame serves as a test case for the flame particles. Study-
ing the distribution of flame particles on the flame can identify regions of flame
surface creation and destruction. Both the performance and memory overhead of
using the implemented particle tracking method are negligible. The parallel scaling
of the combustion solver is very good and unaffected by the new tracking method. In
conclusion, the newly implemented flame particle trackingmethod is suited for appli-
cation in high performance computing and will help to gain a deeper understanding
of the complex interplay of turbulent flows and flames.
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Computational Fluid Dynamics

Ewald Krämer

The following chapter presents a selection of research projects that were conducted
in the field of Computational Fluid Dynamics (CFD) during the reporting period.
Numerical simulations were performed on the CRAY XC40 Hazel Hen of the High
Performance Computing Center Stuttgart (HLRS) as well as on the ForHLR II of
the Steinbuch Centre for Computing (SCC) in Karlsruhe. Preliminary tests could
also be carried out on the new HPE Apollo 9000 system “Hawk” at HLRS, which
went into operation in 2020 and is expected to exceed the performance of its
predecessor by more than a factor of three.

As in previous years, CFD had the strongest demand for supercomputing
resources of all disciplines. 72% of the available computing power of Hazel Hen
and 45% of ForHLR II were provided to researchers in this field, helping them to
expand scientific knowledge in fundamental flow physics or to better understand
complex flow behaviour in technical applications. Many important results and new
scientific findings have been achieved and remarkable progress has been made.
Research has focused on the simulation of fluid dynamic phenomena, which can
only be detected by extremely fine temporal and spatial discretization, often in
combination with high-order methods, as well as on the optimization of the
employed numerical codes with respect to computational performance.

This year, 39 annual reports were submitted and subjected to a peer review
process. Research groups from various institutions all over Germany took advan-
tage from the opportunity to utilise the supercomputer resources offered by the two
centres. From a large number of excellent reports, the 13 best contributions were
selected for publication in this book. The spectrum of projects presented in the
following covers fundamental research as well as application-oriented problems of
industrial relevance. Challenging fluid dynamic problems are addressed in the fields
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of aircraft, rotorcraft and wind turbine aerodynamics, fuel injection, flows over
porous and rough surfaces, to name but a few. Different numerical methods, such as
Finite Difference, Finite Volume, Smoothed Particle Hydrodynamics,
Discontinuous Galerkin, and Lattice Boltzmann, were employed using in-house,
commercial or open-source codes.

The first four articles describe the results of so-called Gauss Large Scale
Projects, i.e. these projects were granted more than 35 million core-hours per year
from the Gauss Centre for Supercomputing (GCS).

Against the backdrop of advancing climate change, a strong focus in aviation
research is on the reduction of CO2 emissions. One means to achieve this goal is to
decrease the aircraft’s friction drag. A broad variety of passive and active measures
has been investigated over the last decades. One technique that has proven to reduce
the viscous drag in a turbulent boundary layer is the introduction of spanwise
travelling transversal surface waves. In their contribution, Albers, Meinke, and
Schröder from the Institute of Aerodynamics, RWTH Aachen University, applied
this method to two airfoils with different loadings of the boundary layers at a
chord-based Reynolds number of 400.000. The airfoil surfaces were actuated in a
way that a sinusoidal deflection of the solid walls in wall-normal direction travelling
in the spanwise direction was obtained with the actuation parameters chosen time-
and chord-dependently. Unsteady highly resolved implicit Large Eddy Simulations
were performed to evaluate the impact of the actuation on the aerodynamic effi-
ciency. For both airfoils, viscous as well as pressure drag were reduced signifi-
cantly, and lift was slightly increased, which resulted in a noticeable improvement
of the lift-to-drag ratio. The authors employed their in-house LES code using the
MILES approach, which avoids additional explicit modelling of the smallest tur-
bulent scales. The simulations were run on 4,800 cores of Hazel Hen with grid sizes
of more than 400 million cells.

A multiphysics solver based on the same approach was applied together with a
fully coupled Lagrangian particle tracking model for fuel-spray applications by
Wegmann, Berger, Meinke, and Schröder from the same institute. Their aim was to
study the injection and the mixing behaviour of two biofuels (ethanol and
2-butanone) in an internal combustion engine. The simulations were first validated
with experimental Particle Image Velocimetry (PIV) data obtained in a pressure
chamber. While the flow and spray formation structures of the two fuels are almost
identical in the pressure chamber arrangement, the mixing in the internal com-
bustion engine setup reveals larger differences. The fuel distributions at ignition
crank angle are more favourable for a clean combustion for ethanol compared to
2-butanone, because ethanol has a greater axial penetration due to its slower
evaporation rate.

Wenzel, Peter, Kloker, and Rist from the Institute of Aerodynamics and Gas
Dynamics, University of Stuttgart, and Vogler from the HRLS present a perfor-
mance analysis of the BigWhoop data compression library derived from the
JPEF-2000 standard. The compression was applied to DNS data obtained from the
simulation of a compressible turbulent boundary layer. The typical size of the
output data for the case considered is about one TB per time step on a mesh with 20
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billion grid points. Special features of the BigWhoop compressing library are a
floating-to-fixed point transform, a discrete wavelet transform to derive a
time-frequency representation from the transformed data samples, and an entropy
encoding. Different compression rates were tested unveiling a maximum error of
0.2% for a compression of 1:200, which is accurate enough for flow field inves-
tigations in the outer boundary layer. For near-wall investigations, the authors
recommend to limit the compression rate to 1:100.

The helicopter group at the same institute has long time been successfully
engaged in high performance computations of rotorcraft aerodynamics, aeroelastics
and aeroacoustics. Since the flow solver FLOWer and the overall toolchain have
meanwhile reached a high level of maturity, the main focus has shifted from
algorithmic developments to gaining physical understanding of most complex
configurations and flight conditions. In their report, Keßler, Frey, Letzgus, Öhrle,
Thiemeier, and Krämer exemplarily present high-fidelity results for the prediction
of pitch-link loads caused by dynamic stall on a full-scale helicopter in turn flight,
aeromechanic simulations of compound helicopters taking into account the com-
plex flow interactions as well as the aeroelasticity of the airframe, and a helicopter
in manoeuver flight. It is worth noting that the results could partially be validated
with flight test data. The detailed analysis of the highly accurate temporal flow
fields is a most valuable complement to flight tests (and can replace them in some
cases) and helps mitigate the development risks of new configurations. Typically,
the employed grids had 100 to 200 million cells and the code was run on up to
7,000 cores. On Hazel Hen, the FLOWer code had demonstrated excellent weak
scaling up to 100,000 cores and strong scaling down to less than 10,000 cells per
core. Initial tests on the new Hawk system, however, showed that memory band-
width is a bottleneck due to the higher number of cores per node compared to Hazel
Hen, which will likely require substantial reorganisation of data handling.

Steigerwald, Ibach, Reutzsch, and Weigand from the Institute of Aerospace
Thermodynamics, University of Stuttgart, used their multiphase DNS solver FS3D
to study the impact of a drop onto a film with differing liquid properties with the
aim of determining a splashing threshold above which secondary droplet are gen-
erated. The discussion of the results in terms of various crown parameters focuses
on a detailed, carefully conducted grid study, which shows that a very high grid
resolution (1024³ cells) is required to prevent non-physical generation of secondary
droplets. In contrast to many publications on splashing or sloshing, where an
“optimal” grid resolution exists (which actually indicates inconsistencies of the
models and/or the numerical methods), the results presented by the authors con-
verged towards a consistent solution with increasing mesh refinement. It is par-
ticularly noteworthy that the authors present in their report a very comprehensive
and detailed analysis of the computing performance showing a significant
improvement compared to the last reporting period. This was achieved by opti-
mizing the implemented multigrid solver using an advanced tree structured com-
munication during the solution cycles.

At the same institute, Chu, Wang, Müller, von Schöning, Liu, and Weigand
study turbulent flows over porous media using DNS. In their contribution, they
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focus on a channel whose the lower half is filled with a porous medium. This case is
representative for rivers flowing over a porous riverbed, for wind flow over forests,
or for technical applications like heat exchangers. Contrary to the standard
approach, i.e. the volume-averaged modelling of the porous wall, the microscopic
pore structure was fully resolved. The open source high order spectral/hp element
solver Nektar++ had been adopted to solve the incompressible Navier-Stokes
equations. A low and a high porosity case was considered for two Reynolds
numbers and the fluctuations inside the porous wall were analysed by POD. The
mesh sizes for these four cases ranged from 250 and 1,100 million cells. The
investigations focused on the turbulence modulation and on the energy exchange
across the porous surface. The relation between the geometrical characteristics of
the porous media and the turbulent structures of the flow field can enable the design
of porous structures that generate specific flow properties. Scalability tests on Hazel
Hen for the cases under consideration show a maximum efficiency at 10,000 MPI
ranks and an efficiency of 70% at 96,000 MPI ranks (the latter corresponding to
5,000 mesh nodes per core).

Yang, Stroh, and Forooghi from the Institute of Fluid Mechanics at the
Karlsruhe Institute of Technology performed DNS to study the turbulent flows over
a series of irregular rough surfaces in periodic plane channels. It is well known that
roughness, in comparison to smooth surfaces, changes the behaviour in the
near-wall region resulting in, e.g., a higher skin friction or a higher heat exchange.
The generation of the roughness is based on a mathematical algorithm that delivers
pseudo-random rough surfaces. The pseudo spectral flow solver SIMSON in con-
junction with an immersed boundary method was applied, which is well established
for these types of application. One emphasize was on the influence of the channel
size, i.e. the reduction of the original size towards the so-called minimal channel,
which considerably reduced the computational effort (down to 5–10% CPU-hrs)
without deteriorating the quality of the results. The simulations provide a high
quality database, e.g. for the development of models that prescribe the effects of
roughness on the near-wall flow structures and on the entire flow field. The com-
putations were performed on the ForHLR II.

A simplified approach for the simulation of gusts impacting an aircraft is subject
of the article byMüller, Hillebrandt, Schollenberger, Ehrle, Lutz, and Krämer from
the Institute of Aerodynamics and Gas Dynamics at the University of Stuttgart. The
method called Disturbance Velocity Approach superposes the velocities of atmo-
spheric disturbances to the flux balance, thereby neglecting the influence of the
aircraft on the gust. Simulations of an airfoil encountering different “1-cos” gusts
were performed with simulations in which the gust is fully resolved and propagates
with the flow field and which took all interactions into account. Gust wavelength,
angle of attack and airfoil shape were varied to identify the respective influences on
the accuracy of the method. Additionally, its applicability to gust signals consisting
of different superimposed wavelengths was evaluated. The authors show that the
simplified approach gives satisfactory results for gust wavelengths larger than the
airfoil chord, while significant deviations occur for smaller wavelengths, especially
in the pitching moment. Furthermore, the accuracy of the method decreases at high
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angles of attack. The simulations were performed on Hazel Hen using the
unstructured Finite-Volume Code TAU developed by the German Aerospace
Center in unsteady RANS mode. The authors present a very interesting scaling test
of the code on the new supercomputer Hawk. Excellent strong scaling is shown up
to 256 nodes (32,768 processes), which corresponds to 3,380 grid points per core
for the used mesh. Furthermore, they investigated whether the memory bandwidth
limits the performance of the code. By using only every second and every forth core
on a node, respectively, they found out that there is actually an increase in com-
putational speed when the same number of processes is distributed over more
nodes. However, the gain is higher when all cores on a node are used and the
number of parallel processes is increased accordingly.

The Wind Energy group of the same institute has been working on a project that
studies the effects of wind turbine wakes on the flight dynamics of helicopters
during maintenance operations. Under these conditions, the wind turbine is turned
out of the wind and rotor and nacelle are encountering wind from the side. This
results in a large separation area on leeward side of the nacelle and a big-scale
turbulent wake. An approach of the helicopter from this side could cause a sig-
nificant deterioration of the flight conditions. Cormier, Letzgus, Lutz and Krämer
present the results of fully-resolved Delayed Detached Eddy Simulations of a
stand-still multi-MW offshore wind turbine for different crosswind velocities and
analysed the resulting flow fields in the approach and the hovering area.
Additionally, the far-wake influence of an operating wind turbine upstream of the
target turbine was investigated. While the turbulent kinetic energy and the flow
inclination angles do not show particularly high perturbations for the rated wind
speed, high variations are observed in the wake of the nacelle for the cut-off wind
speed. The predicted flow fields are used in the DLR’s real-time flight simulator and
in desktop simulations of the project partners at the Technical University of Munich
to identify reaction of the helicopter and the pilot. For the time being, the influence
of the helicopter on the flow field has not yet been taken into account, but a
two-way coupling shall be considered in the future. The simulations were per-
formed on the Hazel Hen with the flow solver FLOWer, using a 5th order WENO
scheme in the region of interest. For the code, a good scaling behaviour down to
8,192 cells per core, i.e. 32,000 cores on a mesh with 270 million cells, was
demonstrated.

A numerical analysis of the mixing of coolant flows at high temperature dif-
ferences in a vertical and a horizontal T-junction is presented by Evrim and Laurien
from the Institute of Nuclear Technology and Energy Systems. Wall-resolved
Large-Eddy Simulations were performed using OpenFOAM v5.0, and the results
were validated with in-house experimental data showing a very good agreement.
Near-wall flow characteristics in terms of the circumferential distribution of the
mean normalized temperature as well as of the temperature fluctuations are shown.
For the horizontal T-junction, a wavy stable stratification was detected, whereby the
upper part of the pipe remains warm during the mixing process. In contrast, the
vertical T-junction displays enhanced mixing due a stronger buoyancy effect.

Computational Fluid Dynamics 241



Additionally, the report includes an investigation of the influence of the weld seam
on the mixing process. The simulations were run at both the HLRS and the SCC.

Bretl, Trunk, Nirschl, Thäter, and Krause from the Karlsruhe Institute of
Technology and Dorn from the Federal University of Rio Grande do Sol, Brazil,
investigated the settling behaviour of individual randomly shaped particles under
extremely high gravity forces. Their aim was to determine the influence of various
shape parameters on this behaviour, which can help improve separation processes.
For their study, they applied a homogenized lattice Boltzmann method, and it is the
first time that a group was able to simulate the sedimentation of a large number
(50) of particles with shapes of varying complexity. They used a particle-fluid
coupling which is not yet widely used, but appears very promising. Although the
particle’s mass should be the dominant parameter under the high gravity conditions,
they can show that a simple single-parameter regression based on mass cannot
successfully describe the observed complex sedimentation and, obviously, shape
parameters have to be taken into account. Each simulation ran on 120 cores of
ForHLR II at the SCC with a computational domain of 88.5 million cells.

The primary breakup of liquid fuel close behind a spray nozzle typically used in
aeroengines was investigated by Dauch, Chaussonnet, Keller, Okraschevski, Ates,
Koch, and Bauer of the Institute of Thermal Turbomachinery at the Karlsruhe
Institute of Technology. They used their in-house weakly compressible Smoothed
Particle Hydrodynamics (SPH) method, whose suitability for simulating multiphase
flows in technically relevant applications has already been proven by numerous
publications. The results presented provide, for the first time worldwide, insights
into the film flow on the prefilmer, the associated wetting effects, and the
time-dependent formation of ligaments downstream of the atomizing edge. The
report focusses on HPC aspects, i.e. the domain decomposition for efficient load
balancing and the weak and strong scaling behaviour of the code for the specific
application case under consideration. The code is known to have an excellent
parallel performance in general, but the authors found that in the present application
the performance decreased (but was still very good up to 2,000 cores) due to void
spaces inside the bounding box around the fluid domain. This requires a more
general domain decomposition method to improve parallel performance. The
simulations were run on the ForHLR II of the SCC.

The FLEXI framework for scale resolving fluid dynamics simulations has been
developed over the last years by the group of Prof. Munz at the Institute of
Aerodynamics and Gas Dynamics, University of Stuttgart. It is based on a
high-order Discontinuous Galerkin (DG) method and can treat compressible flow
and associated problems like aeroacoustics and particle-flow-interaction. In their
article, Beck, Gao, Kempf, Krais, Kurz, Zeifang, and Munz from this institute and
Kopper from the Institute of Aircraft Propulsion Systems report on the progress of
the capabilities of the framework towards robust and flexible industrial applications.
Three use cases and developments are presented: An implicit time integration
scheme for the split DG formulation to solve stiff problems more efficiently
(demonstrated for the aeroacoustics of a flow over a cavity), a comparison of LES
with DNS data for a compressible turbulent boundary layer, and results of a
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1.5-stage turbine simulation with wall-resolved LES using sliding mesh interface.
The treatment of the moving mesh causes a decrease in parallel performance of
about 20%. Initial tests on the new Hawk system have indicated that the scaling of
FLEXI remains stable, but further work is needed to investigate the influence of the
reduced memory bandwidth at node level.

The presented selection of projects reflects the continuous progress in High
Performance Computing in the field of CFD. Numerical simulations on super-
computers are crucial to gain insight into the often complex, time-dependent flow
physics. Some of these flow phenomena occur only on very small scales and can
only be brought to light by an extremely fine discretization of the physical domains.
Increasingly, unsteady and transient flows are coming to the fore. To make such
simulations possible in a reasonable time frame, the most powerful high perfor-
mance computers are indispensable. But also in industrial design processes, the use
of high-fidelity numerical methods on modern supercomputers is becoming more
and more important in order to increase the reliability and the efficiency of the
simulations, mitigate development time, risks and costs and, thus, increase indus-
trial competitiveness. With the commissioning of the new supercomputer at the
HLRS, the computer power available for the users has increased considerably
offering them new possibilities. However, initial tests have unveiled that the new
architecture requires code adaptations in order to make optimal use of the available
resources. A new supercomputer will also be installed at the SCC in the near future.
The continuation of the very fruitful collaboration of researchers with experts from
the HLRS and the SCC is key to successfully mastering the challenges associated
with the transition to the new systems. In this respect, the staffs of both computing
centres deserve thanks for their individual and tailor-made support. Without their
dedication, it would not have been and will not be possible to maintain the high
scientific quality we see in the projects.
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Preliminary Study of Particle Settling
Behaviour by Shape Parameters via
Lattice Boltzmann Simulations

Colin Bretl, Robin Trunk, Hermann Nirschl, Gudrun Thäter, Marcio Dorn,
and Mathias J. Krause

Abstract The settling behaviour of 50 generated particle shapes with varying com-
plexity is investigated. The shapes are constructed by randomising parameters of a
formula describing solid shapes symmetrical to the axis planes. The simulations are
performed with a homogenized lattice Boltzmann method within the framework of
the open-source lattice Boltzmann package OpenLB, which proved to be capable
of handling arbitrary particle shapes. The setup considers particles in a size range
of 100nm up to 10µm, for which an efficient separation process can be challeng-
ing. Therefore, the case of ultra-centrifugation is considered with 80, 000 times the
force of gravity. Although in this setup mass should be the predominant parameter to
describe the average settling velocity, an influence of the shape is clearly visible in
the results. In particular, the rotational behaviour of the particles is observed showing
notable differences in the time it takes for a particle to orient itself towards a stable
angle and in the fluctuations around this angle even for similar Reynolds numbers.
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Particle sedimentation
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1 Introduction

The influence of a particle’s shape on the flow and settling behaviour has been studied
by researchers for decades [16, 31]. In the past investigations had to be experimental
orwere restrained to shapes that are easy to handle.Current studies can take advantage
of today’s available computing power. New methods are developed and contribute
for example to the improvement of processing machines. Fu et al. [4] investigated
the influence of particle shape on the behaviour of lactose powder. White andWalton
[31] on the other hand studied the influence on the packing density. Especially for
particle systems showing a low selectivity in a separation process, simulations of
particle dynamics can help to gain knowledge to improve a process. This is for
example the case for particles which are too small to be retained by inertial forces
and too large to be retained by diffusion [1]. This leads to a size region with a low
separation efficiency, usually described as the most penetrating particle size for a
filter system. Classification and reduction of this separation gap has been topic of
various studies [9, 14, 20]. The aim of this work is the investigation of the influence
of various shape parameters on the settling behaviour. This additional information
can be utilised to improve the separation processes.

A first challenge is the definition and selection of appropriate shape parameters.
Also the feasibility of measuring these parameters for real particle systems is rel-
evant [6]. E.g. Blott and Pye [2] describe the efficiency of a parameter based on
the elongation and flatness. However, the use of a single one-dimensional parame-
ter has been shown to be insufficient [15]. Sommerfeld and Qadir [23] considered
the sphericity of 8 irregular particles for a Reynolds number between 1 and 200 to
derive an improved drag law for non-spherical particles.While the result was in good
agreement with experimental data, still effects not described by their model were vis-
ible. This implies that a multidimensional approach considering more parameters is
required. Therefore in most publications two parameters are considered like spheric-
ity and aspect ratio by vanWachem et al. [28] or the sphericity tangential and normal
to the particle’s main axis by Hölzer and Sommerfeld [7]. While this work aims at
showing the feasibility and necessity for such investigations for arbitrary particles
with a size between 100nm and 10µm, it is to be seen as a step in the effort to create a
model depending on a larger amount of shape parameters and evaluating their impact
on the flow behaviour. In addition to the average settling velocity also the orientation
of the particle is observed, as the rotation behaviour can change depending on the
Reynolds number. This has e.g. been shown by Mandø and Rosendahl [15] for discs
and also been investigated by Sheikh et al. [22].

As it is a topic of current research there are various approaches available for simu-
lations of particles in their actual shape without simplifications, except for a discreti-
sation error. Well known is for example the Discrete Element Method (DEM). Its
standard form usually considers spheres, however an arbitrary shape can be approx-
imated by gluing several spheres together [3]. Another approach is the immersed
boundary method, which depicts the particle by several Lagrangian points on a Eule-
rian background grid. This however requires interpolations between the particle and
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the fluid points [26]. A more comprehensive discussion can be found in [25]. The
statement that most publications still only consider particle shapes, which can be
easily described by an analytical equation still holds [8, 21, 24, 28, 28], with some
exceptions, e.g. Sommerfeld and Qadir [23] considering 8 irregular particle. How-
ever, the number of particles is usually low (<20). In addition the gradient smoothed
method can be named, which has been applied e.g. by Shao et al. [21], or Grains3D, a
package originally meant for the simulation of powders applying a DEM-Distributed
Lagrange Multiplier/Fictitious Domain, which has been extended for the simulation
of non-convex particle submersed in a fluid [19, 29, 30]. For the lattice Boltzmann
method applied here, often a partially saturated cells method [18] is chosen, e.g.
applied by Gardner and Sitar [5] for the simulation of settling breakable cubes.

For the simulations the authors apply theHomogenisedLatticeBoltzmannMethod
(HLBM) which has been proposed in [11, 25]. It was chosen as it provides excellent
scalability on computing cluster, not affecting the ability to depict arbitrary particle
shapes. In comparison to the partially saturated cells methode, it also avoids the chal-
lenge of re-initialising cells which change from solid to fluid state since it considers
the particles as moving porous media. The simulations are based on the framework
of OpenLB [10], an open-source lattice Boltzmann C++ package.

This article is structured as follows. In Sect. 2 the model is described along with
the generation of particle shapes.While the discretisation is covered in Sect. 3, Sect. 4
starts with the simulation setup as well as a performance analysis and presentation
of the numerical results. In Subsect. 4.4 and 4.5 the results of further statistical
investigations of the simulation results are given. A conclusion to the findings is
finally given in Sect. 5.

2 Mathematical Modeling

To describe the settling process of a single particle, mainly two components are
required. The first one is the fluid it is submersed into, which is described by the
Navier–Stokes equation

∂uf

∂t
+ (uf · ∇)uf − νΔuf + 1

ρf
∇ p = Ff in Ω × (t0, t1), (1)

for a domain Ω and a time interval (t0, t1). In this equation uf represents the fluid
velocity, ν the kinematic viscosity, ρf the fluid’s density, p the pressure and Ff the
total force acting on the fluid. The latter is given as the force exerted by the particle
in the here considered case.

The particle trajectory as well as rotation is described by Newton’s second law of
motion

mp
∂up

∂t
= Fp, Jp

∂ωp

∂t
= Tp. (2)
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Here mp is the particle mass, Jp the moment of inertia, up the particle velocity, ωp

the angular velocity and Fp and Tp are the force and torque acting on the particle.
In the setup given the force consists of an external homogeneous gravitational force
and the hydrodynamic forces exerted by the fluid.

2.1 Particle Shape Generation

Usually, particles are approximated by simpler geometries like cubes and spheres,
omitting some information which is relevant for the sedimentation process. Since
nowadays simulation methods are capable of simulating complex shapes, methods
have to be found to describe them. An approach was described by Vogelgesang [27].
Here a slightly modified version of his equation is used, restricting to shapes which
are symmetric regarding the principal planes. Thereby, the surface of a 3D particle
is described by ( 3∑

i=1

(Δi (μθ, λφ)

di

)p
)λ/p

= 1 , (3)

withΔ(θ, φ) being the unit vector according to the spherical coordinates θ andφ. The
distance vector d, the exponent p as well as the parameters for rotational symmetry
μ and λ have been randomized within appropriate intervals for particle generation.

3 Lattice Boltzmann Method

In this work the open source lattice Boltzmann framework OpenLB [10], which
is developed by the group of the authors, is used. The simulations are performed
utilizing the HLBM first published by Krause et al. [11] and developed as well as
implemented by the author’s group. In this method the particle is depicted as moving
porous media and the acting hydrodynamic forces are computed at the surface of
the particle via a momentum exchange algorithm, as proposed by Ladd [13]. For
further information on the method and implementation details, like the depiction and
handling of arbitrary particle shapes, the authors refer to Trunk et al. [25]. Also the
implementation has been extensively tested and validated regarding accuracy and
large scale simulations, at the author’s group [11, 25].

4 Results and Discussion

4.1 Simulation Setup

The previously described adaption of the approach by Vogelgesang [27] was used to
generate 150 different particles, of which a subset of 50 is considered in this study.
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Fig. 1 Some of the particles generated showing both more simple and more complex morphology

He showed that a broad range of polyhedrons can be generated with this approach
including convex and star-like particles. The adaptions include restrictions for the
occurring parameters di ∈ (0.15, 0.45), p ∈ {2, 4, 8}, λ ∈ {1, 1.5, 2, 3} andμ = 1 if
λ = 1 and μ ∈ {1, 1.5, 2, 3}. This was done to simplify the generation process and
achieve a more homogeneous set of particles regarding the shape. Additionally, the
particles were voxelized for simulation purpose. Some exemplary particles of the set
can be seen in Fig. 1. The parameters for the whole set can be found in Appendix A.

Particles generated this way are connected and homeomorph to the R3 standard
sphere, i.e. no particle is porous, and have a homogeneous density of 2650 kg

m3 . During
the process of generating particles, care was taken that the particles generated were
not too similar in terms of shape. However, this does not guarantee a representative
subset of particles. It avoids simulating the settlement of too similar particle though.
As the simulation process is computationally expensive, this leads to more insights
further evaluating the data.

All sedimentation processes were conducted under the same conditions in a
cuboidal simulation area of height 2.8 · 10−4 m and both width and depth 0.7 ·
10−4 m. The simulated time of each simulation was 3.5 · 10−4 s. For comparison,
each particle fits in a box with edge length 1 · 10−5 m. Fluid density was set to
998 kg

m3 and kinematic viscosity to 1.0034 · 10−5 m2

s . For gravitational acceleration,
the 80, 000-fold acceleration due to gravity was chosen to shorten computation time.
This corresponds to an acceleration in ultra-centrifugation. No other initial forces
were applied to the particles. For discretisation the parameters δx = 2.5 · 10−7 and
δt = 3.114 · 10−9 were used with a lattice relaxation time of τ = 0.65.
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Fig. 2 Parallel scalability of the given setup depicted by million lattice site updates per second and
processing core over the number of processing cores

4.2 Performance

The given setup leads to a computational domain of 88, 515, 281 cells with the parti-
cle being represented by 4, 664 cells. The performance is measured in million lattice
site updates per second and processing core (MLUPps). Utilizing MPI-parallelism
a single simulation takes about 5.36h on 120 CPU-cores on a system equipped with
Intel Xeon Silver 4114 CPUs. The scaling given in Fig. 2 shows a behaviour similar
to previous performance tests of OpenLB considering the case of a lid driven cavity
[12].

For the calculation of the speedup Sp = t (1)/t (p) on p processors, the time of a
run on 20 cores was multiplied by 20 and used as reference time t (1), as the duration
for a run on a single core would exceed a week. In Fig. 3 a comparison between the
speedup of the HLBM implemented by the author’s group and a theoretical code, of
which 99.5% can be run in parallel, is shown. For the latter the speedup is computed
according to

Sp = t (1)

t (1) · ((1 − 0.995) + 0.995
p )

. (4)

It will remain challenging to improve the speed of a single simulation. However,
larger HPC systems may allow the simulation of particle swarms instead of single
particles in the future [17].
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Fig. 3 The speedup observed in the code implemented by the authors is compared to a theoretical
code which is 99.5% parallelisable

4.3 Numerical Results

The results of the simulations of settling particles suggest that a particle undergoes
several phases during sedimentation as one would expect. During a phase of accel-
eration the particle starts tumbling, depending on the shape. Not all particles reach a
phase of stable fall afterwards, which then lasts until impact, see Fig. 4. For example,
the vector of orientation θ of particle 41 stabilises pretty fast and it sediments almost
steadily in terms of |ω| where ω depicts the angular velocity of the particle. Particle
36 on the other hand seems to trundle and does not become stable in terms of |ω|. The
decrease of |ω| also is less smooth compared to the one of particle 41. Comparison of
those two particle shows the importance of an investigation of the early stabilisation
phase during sedimentation, as frequent collisions in suspensions deflect the particle
from their equilibrium state.

A particle was declared to be stable, if the difference of |ω| in two consecutive
time steps, falls below 0.1 · |ω|max with |ω|max being the maximal angular velocity
norm before impact. The point of impact was declared to be the point, when a particle
was less than 1 · 10−5 m above the ground to mask out wall influences.

4.4 Statistical Investigation

A linear regression was performed to investigate whether the terminal velocity of
the particle can be predicted only by their volume. Without considering buoyancy
effects the terminal velocity of a particle
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Fig. 4 Aspects of sedimentation during the simulated fall of two particles. Stability was determined
both regarding the angles and the angular velocities. The dark blue line depicted with “Stable” is
the maximum of both expressing a conservative understanding of stability

vt =
√

2mpg

ρACd
, (5)

can be expressed via the mass of the particlemp, the gravitational acceleration g, the
drag coefficient Cd, the density of the fluid it is falling through ρf and the projected
area A of the particle.

Geometrical influences put aside, the terminal velocity should mainly be deter-
mined by the square rooted mass of a particle. The reason being that sedimentation
of nano-particles was simulated at 80, 000g, thus the numerator in Eq.5 dominates
vt .
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Fig. 5 Linear regression predicting terminal velocity by square rootedmass. Althoughmass should
be dominant, the model considers 3 particles (6%) as outliers

A linear regressionwith
√
mp as single regressor is therefore able to detect volume

as a highly significant regressor with a p-value below 2 · 10−16. Figure5 pictures the
regression curve of said model where the maximal velocity before impact was used
as terminal velocity. Shown along with the regression curve is the 99.5% prediction
band of the model.

According to the one in ten rule, the 50 observations should be sufficient to reliably
fit a linear model with

√
mp as single regressor if they are a representative subset of

particles.
A Kolmogorov-Smirnov test however rejects the hypothesis of the particles being

uniformly distributed regarding volume on a 5% level. Besides them being generated
randomly, there are more small particles. Yet, even more conservative rules like a
one in 20 or one in 50 rule would not suggest that there is too little data for fitting a
single regressor. We therefor consider the set of 50 particle to be adequate for fitting
a least square model.

Statistical tests whether the assumptions of a linear model are fulfilled were per-
formed. A Shapiro-Wilk test regarding the distribution of the standardised residuals
would not reject the hypothesis of them not being normally distributed with a p-
value of 0.80. Furthermore, a Durbin-Watson-Test with an outcome of 1.96 does
not detect any first order autocorrelation among the residuals. What appears to be
an issue though is the heteroscedasticity notable in Fig. 5: the scattering of larger
particles seems to be higher than the scattering of smaller particles.

A usual approach in such a situation includes transforming the data by taking their
logarithms or square roots. From Eq. (5) we have a physically motivated relationship
at hand, thus transforming the data appears to be inappropriate. From a statistical
point of view, this has the following consequence: the least square model used is not
the best linear unbiased estimator for the regression coefficients any longer. This can



254 C. Bretl et al.

help to understand why the terminal velocity of several particles differs notably from
the one the model would predict.

There ought to be other aspects determining vt even if it is investigated in a setting
as ours, where volume should be the dominant factor. From Eq. (5) we expect them
to be associated with the overall shape of a particle. Thus, an outlier analysis was
performed.

4.5 Outlier Analysis

Regarding the linear regression approach in Subsect. 4.4 particle 8, 31 and 49 appear
to be outliers based on the absolute values of their corresponding standard residuals
being larger than 2. Among them, particle 31 has the largest residual, it is depicted in
Fig. 6 along with a snapshot of the velocity field. When referring to them as outliers,
we implicitly refer to them as statistical outliers. All data involved in the regression
are the result of numerical simulations and computer-aided analysis, so there is no
reason to expect measuring errors or the like for single particles.

It should be mentioned that it is common to consider observations with standard
residuals larger than 3 as outliers. However, theoretical insights like Eq. (5) give us

Fig. 6 Geometric representation of particle 31 within the simulation (left) and velocity field around
the settling particle at t ≈ 10−4 s (right)
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Fig. 7 Box plots of several shape parameters. The outlying particles are highlighted in green
(particle 8), blue (particle 31) and red (particle 49)

a clear idea of what the model should look like. Moreover, we have an appropriate
number of observations for fitting a single regressor as briefly discussed in Subsect.
4.4. Therefore we work with the stricter characterisation of outliers.

Figure7 shows the shape of particle 8, 31 and 49. How several aspects of shape
are distributed is displayed via box plots. The outlying particle 8, 31 and 49 are high-
lighted. It also shows a comparison of the terminal velocity of the particle compared
to the one expected from a sphere with the same volume as the particle.

One has to be careful with particle 31, because it is the largest one generated.
It is expected to be a leveraging observation, especially since the particles are not
uniformly distributed regarding volume and classical linear models being sensitive
to outliers. One also should have in mind that classical linear regression is known to
be prone to overfitting. With only a single regressor and 50 observations considered,
overfitting should be less of an issue in our case.

Particle 49 on the other side belongs to a group of nine similar-sized particles.
When discussing it as an outlier, the fact that the region of similar-sized particles is
sub-scanned (as for particle 31) is less relevant.

Particle 8 stands out as being one of the two most spherical and convex particles.
Compared to other particles, there is no big difference between the terminal velocity
of a sphere with the same mass as particle 8 and the terminal velocity observed
(within both quartiles). This seems to be reasonable since particle 8 is closer to a
sphere as the large value for sphericity indicates.
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Particle 31 is the heaviest of the 50 particle investigated. It is slightly less con-
vex and spherical but does not stand out in terms of aspect ratio, sphericity and
convexity. However, it looks way more irregular than for example particle 8. The
difference between its terminal velocity and the one an equivalent sphere of particle
31 would have is the largest among all particle. Additionally, the point it becomes
stable expressed via the angular velocity lies pretty close to its impact point.

Particle 49 is more spherical and convex than 75% of the particles and it also has
a lower aspect ratio than 75% of the particle.

5 Conclusion

In this article, the simulated settling behaviour of 50 particles was studied with
80, 000 times the force of gravity. Although in this setup mass should be the pre-
dominant parameter to describe settling velocity vt , influence of the overall shape
is still visible in the results. A linear regression model with

√
vt as single regressor

should be able to explain the settling behaviour due to what is physically known
about sedimentation, however, three of the 50 particle have shown up as statistical
outliers.

The results show the need for further studies. On one hand the data pool has to be
improved by consideration of a larger set of particles, whose shape parameters are
distributed more homogeneously. On the other hand appropriate shape parameters
have to be selected and considered as regressors. It has to be investigated which
aspects of shape ormorphology cause the deviation.Moreover, there are other aspects
of sedimentation like spinning and stabilisation during fall which are influenced by
aspects of shape. For example, our results indicate that particle 36 and 41 show some
notable differences in their sedimentation behaviour though they are very similar in
terms of mass.
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A Appendix: Parameter for Particle Shape Generation

ID p λ μ dx dy dz
0 2 1 1 0.391 0.279 0.230
1 8 1.5 1.5 0.157 0.346 0.435
2 2 1 1 0.356 0.242 0.313
3 8 1 1 0.261 0.363 0.367
4 4 1.5 2 0.385 0.448 0.261
5 2 1 1 0.434 0.205 0.304
6 2 3 1.5 0.403 0.285 0.389
7 4 2 2 0.207 0.329 0.241
8 4 1 1 0.301 0.350 0.267
9 4 3 1.5 0.252 0.304 0.155
10 4 1.5 1.5 0.231 0.341 0.393
11 8 1.5 2 0.258 0.441 0.410
12 8 1 1 0.233 0.414 0.365
13 2 1 1 0.245 0.156 0.211
14 8 3 1.5 0.298 0.233 0.444
15 2 1.5 2 0.237 0.302 0.278
16 2 3 1.5 0.321 0.158 0.255
17 2 3 1 0.422 0.332 0.238
18 4 2 1 0.307 0.160 0.181
19 8 2 2 0.188 0.421 0.238
20 4 1.5 1.5 0.167 0.190 0.214
21 2 1.5 1.5 0.301 0.157 0.228
22 8 3 1 0.422 0.421 0.247
23 4 1.5 1 0.342 0.245 0.428
24 4 1.5 1 0.437 0.433 0.205
25 2 2 1 0.267 0.417 0.215
26 8 2 1.5 0.316 0.330 0.223
27 4 3 1.5 0.324 0.239 0.169
28 4 2 2 0.286 0.152 0.183
29 2 1 1 0.163 0.185 0.311
30 4 3 1.5 0.450 0.328 0.171
31 8 2 1.5 0.275 0.412 0.422
32 4 3 1 0.196 0.210 0.181
33 2 3 2 0.174 0.376 0.167
34 8 3 2 0.258 0.232 0.195
35 2 3 1 0.398 0.300 0.409
36 8 3 1.5 0.446 0.367 0.291
37 2 1.5 1.5 0.150 0.252 0.216
38 8 1.5 1 0.153 0.168 0.278
39 2 2 2 0.306 0.222 0.426
40 8 2 2 0.161 0.152 0.199
41 4 1 1 0.251 0.431 0.406
42 2 1 1 0.243 0.185 0.400
43 8 3 1.5 0.427 0.381 0.290
44 4 3 1.5 0.391 0.390 0.181
45 2 1 1 0.298 0.161 0.354
46 2 3 1 0.162 0.397 0.154
47 2 3 1.5 0.171 0.179 0.427
48 8 2 1 0.428 0.394 0.151
49 2 3 2 0.436 0.358 0.423
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Towards the Numerical Determination
of the Splashing Threshold of
Two-Component Drop Film Interactions

Jonas Steigerwald, Matthias Ibach, Jonathan Reutzsch,
and Bernhard Weigand

Abstract The scenario of an impacting drop onto a film is highly relevant in many
natural and technical systems. A fundamental and often required parameter of these
interactions is the so called splashing threshold above which secondary droplets
are generated. For interactions with differing liquid properties for the film and the
impacting drop a general splashing threshold is, however, still unknown because an
experimental determination is difficult to achieve. For this reason, we investigate
the suitability of a numerical determination of this threshold by means of direct
numerical simulation using the multiphase flow solver Free Surface 3D (FS3D).
Simulations across an already existing splashing threshold are performed stemming
from an empirical correlation. In order to determine the necessary grid resolution
for accurately reproducing the corresponding impact regime, all interactions are
simulated for several grids. A detailed grid study shows that only by using very high
grid resolutions the threshold can be reproduced with a sufficient accuracy, whereas
the use of coarser resolutions leads to a significant underestimation of the threshold.
Additionally, simulations of highly resolved impact phenomena on thin films depend
heavily on the efficient solution of the problem with most of the computational costs
affiliated to solving the Pressure Poisson Equation within the FS3D framework.
Therefore, the implementedmultigrid solverwas optimized employing advanced tree
structured communication during coarsening and refinement on the levels during the
solution cycle. A performance analysis of FS3D using the original and the improved
multigrid solver shows that the implemented tree structured communication leads to
a remarkable speed-up.

1 Introduction

The interaction of a drop with a wetted surface is a fundamental process in many
natural systems and technical applications. The outcome of such interactions is often
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decisive like for the quality of ink-jet printers or for the environmental impact in
automotive engines. In diesel engines with implemented post-injection technology,
for example, fuel drops impact onto the cylinder wall wetted with lubrication oil. Its
removing from thewall due to impacting fuel drops increases the pollutant emissions,
since oil is becoming part of the combustion process. Therefore, a precise knowledge
of the threshold impact energy at which new secondary droplets are generated, which
is called splashing, is of crucial importance for both one- and two-component drop
film interactions.

A schematic setup of a drop film interaction with its fundamental process parame-
ters is depicted in Fig. 1 on the left-hand side, where D denotes the drop diameter,U
the impact velocity, h the film thickness and g the gravitational acceleration. Further
relevant physical properties are the density ρ, the dynamic viscosityμ and the surface
tension σ , where the subscripts D, F and g denote the liquid of the drop, the liquid
of the film and the surrounding gaseous phase. Figure1 also illustrates the impact
outcomes deposition (middle; no generation of secondary droplets) and splashing
(right). Geometrical crown characteristics like height HCR , base diameter DBase and
angle α are shown as well. The regime in between deposition and splashing, which
is not shown here, is called transition zone.

For one-component drop film interactions with a density ratio χ = ρD/ρF = 1,
a viscosity ratio λ = μD/μF = 1 and a surface tension ratio γ = σD/σF = 1, there
exists a large amount of empirical splashing threshold correlations. An overview can
be found e.g. in [10, 15]. An often used definition first proposed by Mundo et al.
[17] reads

K = Oh−1/4 We5/8, (1)

where Oh = μ/
√

ρσD denotes the Ohnesorge number and We = (
ρDU 2

)
/σ the

Weber number. The same functional relationship was also derived by Gomaa [11]
by means of dimensional analysis. Since the threshold is also influenced by the film
thickness h, the critical value Kcrit is typically defined with an additional depen-
dence Kcrit = Kcrit (δ), where δ = h/D denotes the non-dimensional film thickness.
Therefore, splashing takes place if K > Kcrit . Besides experimental investigations,
numerical studies were performed as well by Maichle [16] and Gomaa [11] in order

Fig. 1 Schematic setup of drop film interaction (left) and schematic sketch of the impact outcomes
deposition (middle) and splashing (right)



Towards the Numerical Determination of the Splashing Threshold ... 263

to determine the threshold for specific parameter spaces. Both employed the CFD
multiphase flow solver Free Surface 3D (FS3D), which has already been used suc-
cessfully for simulating drop film interactions for more than 20 years (Rieber and
Frohn [24]). Thus, this in-house code of ITLR is also used in the presented study.

In contrast to one-component interactions, there have been very few studies for
two-component interactions, where the liquids of drop and film differ. A first empir-
ical threshold correlation of a two-component system was proposed by Geppert et
al. [9]. In their correlation

Ohμ
−1/4 WeD

5/8 = 114 + 163δ6/5 (2)

they used for Oh and We the properties of the drop liquid with the exception of the
dynamic viscosity, which is chosen as arithmetic mean μ = 0.5 (μD + μF ). Since
they used only two liquids in their experimental campaign, the correlation is only
valid for binary systems with a specific χ and γ . The correlation

Oh Re
1.29 = (

4400 + 8900δ1.44
)0.625

, (3)

where Re = √
We/Oh denotes theReynolds number,was proposed byBernard et al.

[2], who tried to derive from own experimental data and already existing correlations
a single threshold correlation for both one- and two-component dropfilm interactions.
They defined Oh and Re with averaged physical properties.

The missing property ratios χ , λ and γ in both correlations mentioned above
demonstrate the impossibility of an experimental determination of the threshold for
general two-component drop film interactions, simply due to the limited amount
of available liquids and their fixed physical properties. A determination of such a
threshold can, therefore, only be achieved by means of a numerical parameter study.

The first study about numerical determination of the splashing threshold using two
different liquidswas performed byCopplestone [3], who used FS3Dwith a simplified
multi-component extension.However, the results showed discrepancies of up to 50%.
In this paper, we want to clarify the question of suitability of FS3D to determine the
splashing threshold of two-component drop film interactions by using an improved
multi-component extension by Kaufmann et al. [13]. Therefore, simulations with
impact outcomes across the above mentioned splashing thresholds, equations (2)
and (3), are performed. For all simulations the numerically challenging case of a
density ratio χ > 1 is used, something that, to the best of our knowledge, has not been
investigated in the literature before. A grid study of the case close to the splashing
threshold is presented, which shall help to identify the limitations and the numerical
difficulties when reducing the resolution of the computational grid. Furthermore, an
extensive numerical study requires a good overall performance of the solver used.
For this reason, we optimized the parallel performance of the central element of
FS3D, the multigrid (MG) solver being responsible for most of the computational
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time. By taking advantage of a tree structured communication pattern inspired by
the work of Ertl et al. [6], the parallel performance can be increased dramatically,
which is shown in a detailed performance analysis.

2 Fundamental Method and Computational Setup

FS3D is a CFD code for direct numerical simulation (DNS) of incompressible mul-
tiphase flows, which was developed at the Institute of Aerospace Thermodynamics
(ITLR) in Stuttgart and has been continuously enhanced in the last 20 years. A wide
variety of recent studies to drop impacts [1, 13], jet atomization [7] as well as to
phase change processes [18, 19, 21] shows the ability of FS3D to simulate highly
dynamic processes resulting in complex topologies.

2.1 Mathematical Description and Numerical Approach

FS3D solves the incompressible Navier-Stokes equations together with the equation
for mass conservation

∂tρ + ∇ · (ρu) = 0, (4)

∂t (ρu) + ∇ · (ρu ⊗ u) = ∇ · (S − Ip) + ρg + fγ (5)

on finite volumes (FV), where u denotes the velocity vector, p the static pressure,
g the acceleration due to gravity, S the shear stress tensor and I the identity matrix.
The term fγ accounts for body forces which is used to model surface tension at
the interface in multiphase flows. The flow field is computed by solving Eqs. (4)
and (5) in a one-field formulation, where the different phases consisting of possibly
different compositions are regarded as a single fluidwith variable physical properties.
In order to identify different phases, the volume-of-fluid (VOF) method by Hirt and
Nichols [12] is used, in which an additional variable f is introduced. The variable
f determines the liquid volume fraction in each control volume and is defined as

f (x, t) =
⎧
⎨

⎩

0 outside the liquid phase,
(0, 1) at the interface,
1 in the liquid phase.

(6)

The scalar f is advected across the computational domain by using the transport
equation

∂t f + ∇ · ( f u) = 0. (7)

To keep the interface sharp, the corresponding f fluxes over the sides of each con-
trol volume are calculated by using the piecewise linear interface calculation (PLIC)
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method by Rider and Kothe [22]. For the distinction between different liquids, addi-
tional VOF variablesψi = Vi/V are introduced, representing the volume fraction of
species i inside the liquid phase. The scalars ψi are advected analogously to f with

∂t f ψi + ∇ · ( f ψiu) = 0, (8)

whereby the liquids can interpenetrate each other. In such a case, a linear mixing
behavior without volume change is assumed. Due to the high impact velocity, dif-
fusion between the species can be neglected explaining the zero right-hand side of
Eq. (8). Furthermore, the surface tension forces are modeled by the conservative
continuous surface stress (CSS) model by Lafaurie et al. [14].

Consistent with the one-field formulation, the local physical properties are defined
by using the volume fraction f , the species volume fractions ψi and the respective
values of the ambient gas and the liquids of drop and film. In the present case, the
local density is calculated with

ρ(x, t) = ρl f (x, t) + ρg (1 − f (x, t)) with ρl = ρDψD + ρFψF , (9)

where the index l denotes liquid and g denotes the gas phase. The calculation of the
liquid mixture density ρl as weighted arithmetic mean ensures mass conservation
due to the zero excess volume of the mixture. The local viscosity

μ(x, t) = μl f (x, t) + μg (1 − f (x, t)) (10)

is calculated by using the volume fraction based viscosity mixture model for binary
liquid mixtures by Dey and Biswas [4]

lnμl = ψD
2 lnμD + ψF

2 lnμF + 2ψDψF ln

(
2μDμF

μD + μF

)
(11)

in order to simulate a reasonable viscous behavior of the liquid mixture. The surface
tension coefficient is instead set to a constant averaged value σ for the sake of
simplicity. Thus, phenomena caused by the Marangoni effect are neglected.

FS3D is parallelized using MPI and OpenMP allowing simulations on supercom-
puters like the Cray XC40 at the High Performance Center Stuttgart (HLRS), where
the simulations presented in this study were calculated. A more detailed overview of
further capabilities of FS3D can be found e.g. in Eisenschmidt et al. [5].

3 Computational Setup

The computational setup is shown in Fig. 2a. A drop with diameter D is initialized
in a distance of 3D above a liquid film of thickness h. In order to increase the spatial
grid resolution, only a quarter of the interaction is simulated. The drop exhibits an
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Fig. 2 Computational domain for simulating binary drop film interactions

initial velocityU towards the liquid film, which can also be considered as the impact
velocity. The velocity field of the drop is superimposed with a random undirected
noise field exhibiting a standard deviation of 3%of the initialized velocityU to trigger
instabilities during the interaction. The computational domainwith dimensions 7D in
each direction is discretizedwith a Cartesian grid. The grid in the cubic impact region
with dimensions 2D3 is equidistant, whereas outside this region a non-equidistant
cell arrangement is used. For both regions the same number of grid cells is used for
each direction, meaning that the impact region is discretized with one-eighth of all
grid cells used. The cell arrangement is depicted exemplarily in Fig. 2b for the x, y-
plane. Besides the two symmetry boundary conditions in the x, z- and y, z-plane,
a no-slip boundary condition is applied at the bottom and homogeneous Neumann
boundary conditions are used on all remaining sides.

In this study three different impact scenarios were simulated: Deposition, transi-
tion and splashing.All three caseswere simulatedwith four different grid resolutions,
1283, 2563, 5123 and 10243 cells, respectively, in order to identify the necessary grid
resolution for accurately reproducing the expected impact scenario, if possible. The
cases were chosen with regard to the splashing threshold proposed by Geppert et al.
[9], who used n-hexadecane C16H32 and Castrol Hyspin AWS 10 (hydraulic oil) as
film and drop liquid, respectively. For this reason, the same physical properties with
the ratios λ = 4.580 and χ = 1.136 are chosen for the liquids in the simulations. The
physical properties of these liquids can be found in [9]. The non-dimensional film
thickness is set to δ = 0.36 and Oh = 0.04. Furthermore, the gravitational acceler-
ation is set to g = 9.81 m2/s and the physical properties of the ambient air are set
to ρg = 1.204 kg/m3 and μg = 1.813 × 10−5 Pas.

For a better understanding, the simulated cases are depicted in Fig. 3 in a Oh, Re-
diagram showing the impact regimes and the abovementioned correlations, equations
(2) and (3), as well. In order to show both correlations in one diagram, the correlation
by Geppert et al. [9] (Eq. (2)) was rewritten as follows



Towards the Numerical Determination of the Splashing Threshold ... 267

Fig. 3 Oh, Re-diagram for
mapping of the simulated
binary drop film interactions
(deposition: Re = 578,
transition: Re = 800,
splashing: Re = 928) with
corresponding impact
regimes according to
correlations by Geppert et al.
[9] and Bernard et al. [2] for
δ = 0.36 and Oh = 0.04

Oh Re
5/4 = (

114 + 163δ6/5
) (σD

σ

)1/2
(

ρ

ρD

)3/4

. (12)

As one can see, the transition case is located between both correlations and very
close to the splashing threshold. For this reason, the transition case is numerically
the most challenging one since no (Bernard et al. [2]) or only few (Geppert et al. [9])
secondary droplets are expected to be generated during the impact. Even though the
correct outcome is, therefore, uncertain, we expect to see already secondary droplets
since the cases of the experimental campaign by Geppert et al. [9] are reproduced.

4 Results

In the following, we present the grid study of the transition case which lies close
to the splashing threshold. After that, the ejected mass of liquid of all simulations
and the results using the finest grid resolution are shown. For the evaluation, the
non-dimensional time t̃ = tU/D is introduced.

Figure4 shows the impact morphology of the transition case for all four grid
resolutions at t̃ = 18. One can see, that for all used grids secondary droplets are
generated. The simulations using the two coarsest grids (Fig. 4a–b) show a strong
fragmentation of the crown wall with a complete disintegration for the coarsest grid.
For the other two grid resolutions (Fig. 4c–d) droplets are already ejected from liquid
fingers at the crown rim, reproducing the physical mechanism of droplet generation.
However, even if 512 grid cells per dimension are used, an onset of the crown
wall fragmentation can be observed, which results in additional secondary droplets.
Furthermore, the simulations using the two coarsest grids show also an unphysical
rupture of the liquid film inside the crown. This clearly shows that the dimensions
of the resulting liquid structures during the impact are too small to be captured by
these two computational grids and the numerical method used.
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(a) 1283 cells (b) 2563 cells

(c) 5123 cells (d) 10243 cells

Fig. 4 Impact morphology of the simulated transition case (Oh = 0.04, Re = 800, δ = 0.36,
χ = 1.136, λ = 4.580, γ = 1) at t̃ = 18 for different grid resolutions; a) 1283 cells; b) 2563 cells;
c) 5123 cells; d) 10243 cells

For all simulations also the fraction of drop liquid ψD is shown at the liquid
surface and additionally in the x, y-plane. As can be seen, the crown wall consists
almost only of liquid from the initial film, which is in accordance with an estimation
by Gomaa [11]. The reason for this is that the initial spherical drop spreads to a large
extent in radial direction. Due to that, only a thin layer of drop liquid contributes
to the liquid of the crown wall, as can be seen in Fig. 4c–d. The thickness of this
layer often falls short of the minimum distance from the liquid surface in order to
ensure an unaffected species advection in the simulation. In such a case, the species
profile widens in the vicinity of the liquid surface due to the applied homogeneous
Neumann boundary condition at the surface, mimicking an enhanced small-scale
mixing between both species. This situation can be seen in many areas on the crown
wall and for all grid resolutions. One has to note, that the mixing process and the
degree of mixing during two-component drop film interactions with miscible liquids
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Fig. 5 Temporal evolution of crown parameters and properties of secondary droplets for the tran-
sition case (Oh = 0.04, Re = 800, δ = 0.36, χ = 1.136, λ = 4.580, γ = 1) for different grid
resolutions; a) crown base diameter DBase; b) crown angle α; c) crown height HCR ; d) ejected
mass meject and fraction of drop liquid of the ejected mass ψD,eject over normalized grid cell size

is still an open question and a debated topic in the literature [10]. However, since
Geppert showed in [10] already for the here presented transition case phenomena
caused by the Marangoni effect (i.e. surface tension gradients exist at the crown
wall) the degree of mixing in our simulation using the fine grid can be considered
reasonable.

Besides the impact morphology, several parameters were evaluated to see the
effect of different grid resolutions on characteristics of the numerically reproduced
crown: The non-dimensional crown base diameter DBase = DBase/D, the crown
angle α and the non-dimensional crown height HCR = HCR/D (see Fig. 1). The
temporal evolution of these three parameters is shown in Fig. 5a–c. Themethodology
of evaluation is described in Kaufmann et al. [13]. As one can see, already for
coarse grid resolutions DBase is converged. Only for the coarsest grid the temporal
evolution shows a kink at later times, caused by the unphysical rupture of the film
inside the crown. An additional grid refinement towards the bottom should, therefore,
be sufficient to be able to use the coarsest grid resolution in order to reproduce
DBase accurately. For simulations with smaller δ a grid resolution of 256 cells per
dimension should be used. The crown angle α starts to differ at t̃ ≈ 9 for the coarsest
grid resolution. One reason for this is that the evaluation of the angle is coupled to
the crown height HCR , which shows a sudden drop at a similar point in time (see
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Fig. 5c),marking themoment of the unphysical breakup of the crownwall. For all grid
resolutions but the finest a drop of the crown height is visible, however, at different
points in time. This shows that only by using very fine grid resolutions a stable crown
can be simulated. Thus, coarser grid resolutions will shift the splashing threshold
to a significant extent to lower impact energies, since a lower impact energy leads
to a lower crown height, a thicker crown wall and a potential later breakup time.
In order to receive a converged temporal evolution of the crown angle, 256 cells
per dimension can be used, whereas for the crown height at least 512 cells in each
direction are necessary for the given δ.

Furthermore, Fig. 5d shows the ejected mass normalized with the initial drop
mass meject = meject/mD and the fraction of drop liquid of that mass ψD,eject . Both
parameters are plotted over the grid cell size in the impact regionΔx normalizedwith
the cell size of the finest gridΔx1024. From the evaluated masses one can observe that
a halved grid cell size leads to the halving of ejected mass and that this trend does
not change even for higher grid resolutions. However, the unphysical breakups that
take place for all but the finest grid resolution are an additional source of secondary
droplets leading to a significant amount of ejected mass. Therefore, we can assume
that the amount of ejected mass has stabilized for the simulation with the finest grid
due to the fact that no unphysical breakup occurs. A further refinement will not
affect the generation of secondary droplets resulting from the disintegration of liquid
fingers at the crown rim (see Fig. 4d) caused by the Plateau-Rayleigh instability.
Thus, we conclude that this simulated case lies above the splashing threshold, which
is in accordance with the correlation by Geppert et al. [9] and is in contrast to the
prediction by the correlation by Bernard et al. [2]. Nevertheless, for a confirmation
of this conclusion an additional simulation with a grid resolution of 2048 grid cells
per dimension would have to be performed. Another interesting result is that the
composition of the ejected mass is not influenced by the grid resolution, since it
remains nearly constant at 5% (see Fig. 5d). The reason for this is that always the
same amount of drop liquid flows into the crown due to the already converged crown
base diameter. Therefore, the composition of the secondary droplets generated during
two-component drop film interactions can be analyzed in the future by using the same
grid resolution as used to receive a converged crown base diameter DBase.

Figure6 shows meject of the three simulated drop interactions over the number
of grid cells per dimension Nc,dim . For the deposition case a significant amount of
mass is ejected when using the two coarsest grid resolutions. Both resolutions are,
therefore, insufficient for reproducing the expected impact outcome. When using the
next finer grid resolution, the ejected mass drops almost to zero, indicating that the
simulated impact outcome lies in the deposition regime being in accordance with
Eq. (2). The splashing case shows a trend similar to the one of the already discussed
transition case. For all grid resolutions the amount of ejected mass is higher than that
for the transition case by ≈ 0.15 − 0.25.1

1 Please note that a simple extrapolation of the ejected mass in order to find the splashing threshold
does not work. The reason for this is that crossing the threshold results in immediate ejection of
several droplets whose total and unknown mass is the lower bound of the possible ejected mass.
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Fig. 6 Ejected mass of the
simulated drop film
interactions normalized with
the initial drop mass for
different grid resolutions

The three simulations using the finest grid resolution are shown in Fig. 7 for t̃ = 5
and ≈ 2Δt̃ after the crown has reached its maximum height. A significant distin-
guishing characteristic between these three interactions is the stability of the crown
rim. The rim of the deposition case shows only weak perturbations in form of small
azimuthal waves at t̃ = 5. A growth of these perturbations, being the root of potential
liquid fingers [28], cannot be observed in the further course of the impact (see Fig. 7a
at t̃ = 10). This indicates that drop film interactions with higher Re and, therefore,
much closer to the splashing threshold can be performed before secondary droplets
are generated. Thus, it is justified to assume that FS3D is capable of reproducing
the splashing threshold with sufficient accuracy for two-component-drop film inter-
actions. In contrast to that, small cusps can be seen at t̃ = 5 for the transition case,
which grow and finally lead to the generation of secondary droplets (Fig. 7b). In
the splashing case small liquid fingers can already be observed from the beginning,
followed by the continuous generation of secondary droplets (Fig. 7c).

The splashing case reveals a further peculiarity. Tiny bubbles of air entrained
during the impact reach the surface in the further course of the interaction. This
results in a pointwise change of species composition at the surface (see Fig. 7c at
t̃ = 19), since the species located beneath the layer of drop liquid is dragged along
by the bubble. The resulting surface tension gradient at the surface would explain a
pointwise breakup of the crown wall caused by the Marangoni effect, which often
can be seen in two-component drop film interactions and also for this particular
splashing case [10]. However, this potential breakup mechanism is beyond the scope
of the presented study and will be a topic of future investigations.
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(a) Deposition: t̃ = 5 t̃ = 10

(b) Transition: t̃ = 5 t̃ = 18

(c) Splashing: t̃ = 5 t̃ = 19

Fig. 7 Impact morphology for the simulated cases at t̃ = 5 and ≈ 2Δt̃ after the crown has reached
its maximum height using a grid resolution of 10243 cells; a) Deposition; b) Transition case; c)
Splashing
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5 Computational Performance

5.1 Increasing the Efficiency of the Multigrid Solver

Since the beginning of the development of FS3D one of themain issues is the solution
of the pressure Poisson equation. The equation is a result of the volume conservation
in incompressible flows and reads

∇ ·
[

1

ρ( f, ψi )
∇ p

]
= ∇ · u

t
. (13)

Rieber [23] first implemented a MG solver into FS3D in order to solve the resulting
set of linear equations efficiently. Later, the code was extended and parallelized using
MPI and OpenMP, thus, we were able to run simulations on several generations of
supercomputers at the HLRS with up to eight billion cells. However, when using
multiple processors, the performance of the code decreased dramatically due to the
challenging parallelization of the MG solver. Ertl et al. [6] reported the issue and
found an unfavorable communication imbalance in the MG solver. They affiliated it
to the agglomeration and distribution of the whole computational domain onto one
single processor at a certain level during the V-Cycle of the solver. This leads to a
very high amount of idling processes, and therefore, to a worsening of performance.
As a consequence, Ertl et al. [6] integrated a massively parallel geometric MG solver
of the code UG4 [27] in cooperation with the group ofWittum2 into FS3D. For a high
scalability UG4 uses a tree structure for communication, which makes it possible
to decrease the solution time for a partial differential equation, such as the pressure
Poisson equation [26]. Although the use of UG4within the FS3D framework showed
a generally better performance for strong scaling, especially with a high amount of
processors it was still behind expectations. For weak scaling the old MG solver even
showed a better performance for a low processor number. However, when usingmore
than 4000 processors, the performance with both solvers collapsed.

The idea in the frame of this study is now to combine the advantages of the
two MG solvers. Thus, the old MG solver, which is efficient for weak scaling, was
adapted and enhanced taking into account the basic idea of UG4. This is the tree
structured communication during the coarsening and refining on the levels during
the solution cycle. We changed the way of communication in FS3D at the above
mentioned positions where the agglomeration and distribution of the computational
domain takes place. Hence, we are now able to gain an efficient communication with
the originally implemented MG solver. The benchmark setup as well as the results
of a performance analysis are presented in the following sections.

2 Goethe Center for Scientific Computing (G-CSC) of the Goethe University Frankfurt.
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5.2 Benchmark Setup and Performance Analysis

The following section provides a summary of the performance analysis for both
FS3D code versions comparing the optimized MG solver with the former originally
implemented version. Even though hybrid parallelization is possible (spatial domain
composition with MPI and OpenMP on a loop level, see [8]), we used only spatial
domain composition withMPI parallelization. This is intended as to exclude the pos-
sibility of corrupting the computational performance through multithreading since
only the communication and computational performance on the MPI level is desired
to be investigated. We measured the scalability and parallel performance using both
strong and weak scaling. The number of processors is varied from 23 up to 323 which
directly corresponds to the number of initiated MPI-processes. All calculations were
carried out with a duration of 20min without the output of field data or restart files.
We tracked the exact initialization time and employed the effective wall time to
estimate the number of calculation cycles per hour (CPH) which is used as a mean
to represent the overall performance of the code. As droplets are ejected from the
advancing crown in the splashing regime, we used a single isothermal water droplet
at standard ambient conditions (T = 293K and pressure of one atmosphere) as a
representative benchmark case, similar to the test case presented in [20, 25]. The
droplet is set up in a cubic domain with an edge length of 8mm and initialized as
an ellipsoid with semi-principal axis of a = b = 1.357mm and c = 0.543mm to
promote droplet oscillation.

5.2.1 Strong Scaling

For the analysis of the strong scaling a baseline case with a grid resolution of 5123

cells was used while the number of cores was increased successively. The setup is
summarized in Table 1 depicting the amount of assigned MPI-processes as well as
the resulting amount of cells per process which were allotted to a single processor.
Previous studies have shown that for simulations with FS3D on the Cray XC40
system, the ideal number of processors per node is 16. However, for the 323 processor
setup, which is just an exemplary case, all 24 cores per node were assigned to reduce
the required computational resources.

The reference case was calculated on eight cores since memory limitations did
not allow allocation on a single compute node. We calculated the strong scaling
efficiency (SSE) by relating the amount of estimated calculation cycles per hour
with N processors CPHN to the number of cycles of the reference case CPH8

(averaged to obtain a comparative single processor value):

SSE = CPHN

N/8 · CPH8
· 100 %. (14)
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Table 1 Strong scaling setup and number of estimated calculation cycles per hour (CPH)

Problem size 5123

MPI-processes 23 43 83 163 323

Cells per process 2563 1283 643 323 163

Nodes 2 4 32 256 1366

Processes per node 4 16 16 16 24

CPH Original MG 85 421 2515 507 n/a

CPH Optimized MG 88 436 2823 9563 5532
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Fig. 8 Number of estimated cycles per hour (on the left) and strong scaling efficiency (on the right)
over the number of processes for the optimized and originally implemented MG solver

Note, instead of the classical definition for strong scaling efficiency using the amount
of time to complete a predefined work load, we took the number of completed
calculation cycles which is equivalent. The results are also summarized in Table
1. Intermediate steps (e.g. 4 · 83 MPI-processes) were taken into account in order to
locate the peak performance but are not listed for the sake of clarity.

The estimated CPH as well as the strong scaling efficiency show a similar trend
up to 512 processors where the optimizedMG solver performs slightly better than the
originally implemented version, as depicted in Fig. 8. The peak performance of the
original solver is reached at 1024 processors followed by a drastic decrease in both
performance and efficiency, especially unfavorable for more than 4000 processors.
Results for 323 processors for this case are not available as the code could not
perform a single calculation cycle during the assigned walltime. However, previous
performance studies of FS3D have shown for this case that estimated CPH are much
too small to perform an economical simulation.

The performance of the optimized solver peaks at 4096 processors and is about
20 times faster than the version without tree structured communication during the
solution cycle, achieving more than 9500 CPH. Even when increasing the num-
ber of processors, CPH do not plummet but rather stay constant at approximately



276 J. Steigerwald et al.

5500 CPH, however, decreasing the strong scaling efficiency progressively. Select-
ing the case for 4 · 163 processors, almost 190 times more CPH can be executed
indicating a massive improvement both in terms of performance and scalability due
to the optimized communication structure in the MG solver.

5.2.2 Weak Scaling

For the weak scaling measurements, we kept the amount of cells per processor
constant at 643 while increasing the number of processors from 23 to 323, leading
to problem sizes with 1283 to 20483 computational cells. The corresponding setups
are given in Table 2. The reference case consisted of 1283 grid cells and was run
on eight processors. We estimated the CPH analogously to the strong scaling case
for the performance and calculated the parallel efficiency for weak scaling (WSE)
given the formula

WSE = CPHN

CPH8
· 100 %. (15)

The results for both MG versions are also summarized in Table 2. A measurement
estimate for the largest case is not available due to the reasonsmentioned before. Both
code versions exhibit a similar trend for the estimated CPH up to 512MPI-processes,
as can be seen in Fig. 9. The optimizedMG solver, however, outperforms the original
solver in all cases and achieves performance speed-ups of≈30% for the case with 64
processors and 15% for the baseline case aswell as 512 cores. Calculationswithmore
processors show a drastic decrease in computational performance for the solver in
its original state. The optimized communication structure overcomes this issue and
leads to a performance increase of almost 10 times the original version at 4096
processors. A slightly stronger decrease in CPH can be observed for the largest case
of 323 processors where a value of roughly 1800 CPH could have been expected.
This might be due to the reduced available bandwidth as all 24 cores per node were
assigned to reduce the required computational resources. When we take a look at the
weak scaling efficiency, we observe a similar trend where the optimized solver has
a better efficiency in general. The original MG solver shows a similar weak scaling
efficiency for 512 processors whereas calculations with 4096 or more processors are
not feasible anymore. Here, the optimized solver has a weak scaling efficiency of
43%, for the largest problem size it is still 28%.

Note, that the weak scaling efficiency decreases for an increasing number of
employed MPI-processes. This stems from the fact of rising numbers of coarsening
levels and consequently the varying amount of cycles in theMG solver increasing the
communication load due tomore point-to-point and globalMPI data exchanges. This
issue is inevitable for algorithms that employ heavy use of global communication
patterns such as the utilizedMGsolver.Yet, it can be addressed and improved in future
performance work in FS3D to a certain extent by exploiting more efficient nearest
neighbor communication patterns and further modifying the MG solver especially
on the coarsest levels of solving the set of linear equations.
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Table 2 Weak scaling setup and number of estimated calculation cycles per hour (CPH)

Cells per process 643

Problem size 1283 2563 5123 10243 20483

MPI-processes 23 43 83 163 323

Nodes 2 4 32 256 1366

Processes per node 4 16 16 16 24

CPH Original MG 4690 3161 2544 219 n/a

CPH Optimized MG 5335 4163 2977 2286 1482
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Fig. 9 Number of estimated cycles per hour (on the left) and weak scaling efficiency (on the right)
over the number of processes for the optimized and originally implemented MG solver

6 Conclusion

We investigated the suitability of the numerical determination of the splashing thresh-
old for two-component drop film interactions by means of DNS using the multiphase
solver FS3D with its improved multi-component extension. Selected interactions
across the empirically determined splashing thresholds by Gepper et al. [9] and
Bernard et al. [2] were simulated, eachwith four different grid resolutions. A detailed
grid study for a drop film interaction close to the splashing threshold revealed that
only by using very fine grid resolutions a premature break up of the crown wall and,
thus, the generation of additional unphysical secondary droplets can be prevented,
a fact seldom taken into account in the literature. A grid resolution of 512 cells per
dimension still showed an unphysical fragmentation of the crown wall which would
result in a significant underestimation of the splashing threshold. However, several
crown parameters and also the composition of the secondary droplets can already
be predicted reliably for coarse grid resolutions that opens up new perspectives for
future investigations. From the ejected mass and the resulting impact morphologies
of the cases below and above the splashing threshold, we conclude that FS3D is
capable of reproducing the splashing threshold for two-component drop film inter-
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actions with sufficient accuracy, even for numerically challenging cases where the
drop liquid is denser than the liquid of the film. The numerical effort for determining
a general splashing threshold correlation would, however, be immense due to the
necessary grid resolution.

Furthermore, the overall performance and parallel efficiency was measured and
the strong and weak scaling was investigated for both the optimized and originally
implemented MG solver with FS3D. The successful implementation of tree struc-
tured communication during the solution cycles revealed a speed-up of almost 20
times the original solver at peak performance. Simulations with more than 4000
processors are now feasible without drastic decrease in performance. This is partic-
ularly important for simulations with high grid resolutions as required for DNS. At
the same time, this enables simulations on new supercomputers like the HPE Apollo
(Hawk) using several thousand processors. FS3D shows speed-up for more cores
even though parallel efficiency drops. This issue, due to the nature of the MG solver,
can be addressed by means of nearest neighbor communication, namely topology
mapping, and modifying the solver on the level of solving the sets of linear equations
in future efforts.
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Comparison of Two Airfoils for Active
Drag Reduction in Turbulent Flow

Marian Albers, Matthias Meinke, and Wolfgang Schröder

Abstract Active flow control of the turbulent flow over two airfoils of different
shape is performed with the goal of increasing the overall aerodynamic efficiency.
Large-eddy simulations are performed to investigate the impact of spanwise traveling
transversal surface waves which are applied to a large percentage of the suction
and the pressure side of the DRA2303 and NACA4412 airfoils at a chord based
Reynolds number of Rec = 400, 000. The results show a substantial decrease of the
total integrated drag together with a slight increase of the lift. A detailed analysis
reveals a decrease of the turbulent stresses and an attenuation of the boundary layer
growth, resulting in an improvement of the lift-drag ratio for both airfoils.

Keywords Turbulent boundary layer · Drag reduction · Airfoil · Transversal
traveling surface wave · Large-Eddy simulation · Active flow control

1 Introduction

Increasing energy efficiency in air travel is one of the keys to reduce global CO2

emissions. Furthermore, even savings on the order of one percent in fuel consumption
can be decisive in the competition between aircraft manufacturers and have a vast
impact on airline economics. The drag of slender bodies moving in a fluid at high
Reynolds numbers, e.g., aircraft in cruise flight, is to a large part determined by
viscous friction, most often due to turbulent boundary layers developing around the
wings and the fuselage. Therefore, reducing this friction drag has been of interest
for the past decades. Drag reduction techniques can be classified by whether or not
additional energy is introduced into the system. A further classification is possible by
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considering techniques which delay or prevent transition from laminar to turbulent
flow and techniques which alter the state of an already turbulent boundary layer,
thereby reducing the viscous drag.

Among passive techniques, i.e., without the input of external energy, the best
known approach is streamwise aligned surface protrusions, so-called riblets, which
have proven to reduce friction drag in experimental [7] and numerical setups [12].
Moreover, they are one of the few technologies that have demonstrated to work on
real aircraft in flight conditions [29]. Other passive techniques include compliant
coatings [10] and superhydrophobic surfaces [15].

Active techniques, which require the introduction of external energy into the sys-
tem, have the advantage of flexiblity of the control parameters, enabling an adjust-
ment of the control to varying operating conditions. An extensive overview of active
in-plane drag reduction techniques is given by [22]. Methods like spanwise oscillat-
ing walls [17] and streamwise traveling waves of spanwise wall velocity [23] are to
be mentioned in this context. Furthermore, traveling transversal surface waves have
shown promising results in experimental [19] and numerical studies [1, 4]. In gen-
eral, these relatively new techniques have been investigated solely in canonical flow
setups, e.g., Poisseuille flow and zero-pressure gradient turbulent boundary layer
flow. Nevertheless, they are attractive due to the large potential drag reduction and
the substantial attentuation of turbulent motion.

Most of the aforementioned methods, both passive and active, focus on reducing
viscous drag in turbulent boundary layers. Many more techniques are available for
bluff body flow control [9], i.e., control of the total drag of a body consisting of
pressure and viscous drag. That is, a more global perspective needs to be taken
into account, as the reduction of viscous drag might result in pressure penalties
and vice versa [25]. The results of Reynolds-averaged Navier-Stokes simulations
of a wing-body configuation in transonic flow with riblet surfaces [21] showed that
not only, as is expected, the friction drag is lowered but that the passive technique
influences the shock position and decreases also the pressure drag. Banchetti et
al. [6] investigated drag reduction via streamwise traveling waves of spanwise wall
velocity over a bump in a channel, i.e., a curved wall surface, and found an increase
of the drag reduction for the curved geometry compared to the flat wall. A reduction
of the skin friction on airfoils using, for instance, steady blowing can result in a
thickening of the boundary layer, causing additional pressure drag from the wake,
whereas the opposite can happen for steady suction [5]. Hence, a drag reduction
technique is desirable which reduces friction drag while also preventing boundary
layer growth, as has been shown for instance for body force control [26]. Another
promising technique enabling such a favorable combination is spanwise traveling
transversal surface waves for which a coupled decrease of pressure and viscous drag
has been shown for airfoil flow [2]. We extend this study by considering another
airfoil with a distinctively different geometry. A comparison between the effects of
the drag reductionmethod on the flowover the two airfoils is presented to substantiate
the applicability of the spanwise-traveling-wave approach to turbulent flow around
slender bodies. Note that this contribution is based on the conference proceeding
published in [3].
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2 Numerical Method

The numerical method is a high resolution large-eddy simulation (LES) solving the
filtered compressible unsteady Navier-Stokes equation on curvilinear grids. For the
convective fluxes, the advection upstream splitting method (AUSM) is used, while
a central scheme is employed for the viscous terms. The temporal integration is
performed by an explicit 5-stage Runge-Kutta method of second-order accuracy.
An implicit LES model is used, following the approach of monotonically integrated
LES (MILES) by [8] such that the AUSM provides for the necessary dissipation
for the smallest scales. Investigations by [20] have shown that no additional explicit
turbulence model is required. The code has been used and verified for a wide range
of flow problems, including turbulent boundary layer flow over moving surfaces [18]
and turbulent airfoil flow [2].

3 Computational Setup

We compare the impact of a surface actuation technique on the flow field over two
airfoils. The first geometry is a DRA2303 airfoil, designed for transonic flow [11],
with a maximum thickness of 14% chord. The findings for this configuration are
already discussed in detail in [2]. The second configuration is a NACA4412 airfoil,
for which extensive DNS and LES studies exist [16, 28] and also drag reduction
setups have been analyzed [5].

The flow around the airfoil is defined in a Cartesian domain defined by x =
(x, y, z) and the corresponding flow velocities are denoted by u = (u, v, w). The
chord of the airfoil is aligned with the x-axis and the spanwise coordinate is z. Peri-
odicity in the spanwise direction is enforced to obtain an infinite span. The density is
given byρ and the pressure is denoted by p. The predictions are performed by solving
the Navier-Stokes equations for unsteady compressible flow. The physical domain
has an extent of 50 chords in the x- and y-direction and a width of 10% chord which
is sufficient to resolve the largest turbulent scales [16]. A C-type curvilinear mesh is
used to discretize the physical domain, the resolution in the wall-normal direction in
the very near-wall region isΔy+|wall < 1.6on the suction side andΔy+|wall < 1.0on
the pressure side with gradual coarsening off the wall. The resolution isΔx+ < 23.0
in the wall-tangential direction and Δz+ < 9.0 in the spanwise direction. An angle
of attack of α = 5.0◦ for the NACA airfoil and α = 2.0◦ for the DRA airfoil is pre-
scribed by adjusting the velocity vector of the incoming flow. A numerical tripping
[24] at x/c = 0.1 on both sides of the airfoil triggers laminar-turbulent transition.
The Reynolds number based on the chord length c is Rec = u∞c/ν = 400, 000 such
that friction Reynolds numbers of up to Reτ = uτ δ99/ν ≈ 400 are achieved. The
Mach number is M = 0.1.
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actuation transition x/c = 0.2

Fig. 1 Contours of the λ2-criterion of the instantaneous velocity field of the actuated NACA4412
airfoil colored by the instantaneous streamwise velocity

A space- and time-dependent function

y+
n |wall(x, z+, t+) = A+(x) cos

(
2π

λ+ z+ − 2π

T+ t+
)

(1)

is applied to control the airfoil surface in the interval x/c ∈ [0.2, 0.95] on the pressure
and suction side such that a sinusoidal deflection of the solid wall in the wall-normal
direction traveling in the spanwise direction is obtained. Smooth transitions from a
non-actuated to an actuatedwall and vice-versa are achieved via 1 − cos(x) functions
in the intervals x/c ∈ [0.2, 0.25] and x/c ∈ [0.9, 0.95]. An illustration of the airfoil
and the positions of the onset of the actuation is given in Fig. 1. The distributions
of the parameters of the traveling wave function in inner scaling, i.e., the amplitude
A+, the wavelength λ+, and the period T+, non-dimensionalized by local values
of uτ , are shown in Fig. 2. A general difficulty in defining a reasonable distribution
of the wave parameters is the strongly varying friction velocity along the airfoil
chords, especially on the suction side of the NACA airfoil. Therefore, the parameters
are chosen to lie in an interval whose bounds are relevant for the current airfoil
flow. Based on the knowledge from previous studies the period is kept around a
value of T+ ≈ O(50) (cf. Fig. 2b) and the wavelength is chosen as large as possible,
i.e., one wavelength over the whole domain width. A near constant distribution of
the amplitude in inner units (cf. Fig. 2c) for the NACA airfoil is achieved by a
linear increase of the amplitude in outer scales (cf. Fig. 2d) along the chord on the
suction side, on the pressure side a constant value is already adequate. In this regard,
the NACA airfoil shows a favorable distribution of the skin-friction, being nearly
constant on the pressure side and following a linear decrease on the suction side. In
contrast, the distributions around the DRA airfoil create a more challenging situation
such that a linear function for the increase of the amplitude in outer scaling does not
result in a near-constant distribution in inner scales (cf. Fig. 2d).
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Fig. 2 Traveling transversal wave parameters a wavelength, b period, and c amplitude in inner
scaling, and d amplitude in outer scaling

Details about the simulation procedure for the DRA airfoil can be found in [2], the
simulations for the NACA airfoil are conducted as follows. First, the non-actuated
reference setup is run for tu∞/c ≈ 24.0 flow-over times until quasi-steady distribu-
tions of the lift and the drag are observed. Then, flow statistics were collected for
tu∞/c ≈ 7 flow-over times. Subsequently, the actuated setup is initialized with a
converged flow field of the non-actuated reference case and the transition between
solid wall and actuated wall is initiated. Once a quasi-steady state is observed statis-
tics are gathered for the actuated flow.

4 Computing Resources

The accurate prediction of the flow field around airfoil wing sections with LES
requires to resolve nearly the full spectrum of turbulentmotions. That is, themesh has
a near-DNS resolution in the boundary layer and especially close to the wall. There-
fore, even for moderate Reynolds numbers several hundred millions mesh points are
required. Moreover, due to the small cells in the near-wall region and the explicit
time-integration the time step is restricted by the CFL criterion to small values.
However, the times until the airfoil flow reaches a stastical steady state are relatively
long, since the developing wake flow has an important influence on the pressure
distribution around the airfoil. The mesh for the NACA4412 simulation consists of
4698 × 304 × 301 ≈ 4.3 · 108 points and a multi-block grid partitioning using bal-
anced cut trees [14] is used to achieve a load-balanced distribution over all compute
ranks.
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Fig. 3 Example of a balanced cut tree for a two-dimensional computational grid with Ni × N j =
50 × 100 cells and (left) five partitions and (right) six partitions; the nodes are labeled with the ratio
of children to the number of cells in that particular dimension; the node color red is chosen as an
insertion point since the ratio of childs per cells is the lowest among all nodes

That is, for non-multi-block grids a single balanced cut tree is created with the
number of tree levels equal to the number of grid dimensions plus one. For instance,
as is also shown in Fig. 3, for a two-dimensional grid a cut tree with three levels is
created. If only one partition is used the tree will contain only one node on each
level. Each additional node on one of the levels below the top level represents a cut
along the dimension associated with its level in the tree. The partitioning algorithm
then traverses the tree to find an insertion point, i.e., the tree node with the highest
ratio of the number of children to the number of cells in that particular dimension.
If the selected node for insertion is no leaf node, all sub-trees of this particular
node are reset. The sub-trees are filled recursively. The method guarantees that all
partitions are themselves structured arrays, thus preserving the full optimization of
the numerical code for structured grids. A detailed description of the method and an
efficient extension for multi-block grids can be found in [14].

Partitioning of the hexahedral meshes results in n hexahedral sub-partitions, each
of which is assigned to one rank. At the partition boundaries the flow variables are
exchanged with neighbouring partitions with the message passing interface (MPI)
in each Runge-Kutta substep. A strong scaling of the numerical code is shown in
Fig. 4. It can be observed that a near optimum scaling is maintained up to 76, 800
cores, i.e., nearly half the available number of cores on Hazel Hen. The simulation
of the NACA4412 cases were conducted using 200 compute nodes of the high-
performance platform Hazelhen, where each node consists of two Intel® Xeon® E5-
2680 v3 CPUs, i.e., a total of 4, 800 cores were used. The non-actuated simulations
ran for 5m iterations until a quasi-steady state was observed, the actuated simulation
was then restarted from the solution of the reference case and run for another 1.6
million iteration steps, which translates into about 8 flow over times. The simulation
of the actuated case ran for about 368h, i.e., about 1.7 · 106 core hours were used.



Comparison of Two Airfoils for Active Drag Reduction in Turbulent Flow 287
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5 Results

Detailed results on the actuated flow around the DRA2303 airfoil are discussed in
[2]. Therefore, statistics from this setup are shown primarily for a comparison with
the new results on the NACA4412 airfoil, which we focus on in this study.

An illustration of the actuated flow field of the NACA4412 case is given in Fig. 1.
However, no direct conclusion can be derived from the image since the majority of
the flow modulation due to the control is confined to the near-wall region. Temporal
distributions of the overall drag coefficient cd , viscous drag coefficient cd,v , and
lift coefficient cl for the NACA4412 airfoil are depicted in Fig. 5. Note that all
distributions are normalized by the temporal average of the corresponding coefficient
of the non-actuated reference case. Similar to the observations in [2], the viscous drag
is directly affected after the initialization of the actuation and an averaged decrease
of 12.9% is measured. For the DRA2303 case a decrease of 8.6% was achieved. The
total drag (cf. Fig. 5b), i.e., the pressure contribution plus the viscous drag, shows the
same tendency of being rapidly decreased. On average, it is 8.5% lower compared
to the non-actuated reference case, which can be largely attributed to the decrease
of the viscous part, whereas the pressure drag is modified by only 3.1%. The short
time scale on which the modification of the integrated viscous drag takes place can
be explained by the quick development of a periodically fluctuating secondary flow
field with wall-normal and spanwise flow velocities above the traveling wave. This
flow, resembling a directed oscillating Stokes layer with oscillating fluid instead
of an oscillating plate, has an almost immediate effect, i.e., within few periods of
the motion [27], on the turbulent structures, especially near the wall. A somewhat
larger time scale is apparent for the modification of the lift (cf. Fig. 5c) which is
mainly determined by the pressure distribution. Only after about tu∞/c ≈ 0.5 − 1.0
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Table 1 Overview of the change of the aerodynamic coefficients in percent of the two airfoils by
the traveling wave actuation, negative values indicate an increase.

Case Δcd Δcd,v Δcd,p Δcl Δ(L/D) ΔAs

NACA 8.5 12.9 3.1 −1.4 −10.8 −0.5

DRA 7.5 8.6 5.0 −1.4 −9.6 −1.6

flow-over times a departure from the distribution of the non-actuated reference case
becomes apparent and a new quasi-steady state is reached not before tu∞/c ≈ 4.0
flow-over times after the onset of the actuation. A similar behavior was observed
for the DRA2303 induced through the modified boundary layer and its decreased
thickness, altering the flow over the trailing edge and in the wake region and thereby
having a delayed effect on the overall pressure distribution. However, it is important
to note that on average an increase of the lift by 1.4% is obtained. In combination
with the lowered overall drag, this leads to an increase of the aerodynamic efficiency
L/D by 10.8%. An overview of all alterations of the aerodynamic coefficients of
both airfoils is given in Table1.

The detailed changes of the skin-friction coefficient c f are presented in Fig. 6 for
the suction and the pressure side. On the suction side of both airfoils, the bulk of the
skin-friction decrease is achieved in the forward part of the airfoil, i.e., x/c < 0.5,
whereas further downstream the effect of the traveling wave actuation is steadily
decreasing. This effect is a combination of a reduced efficiency of the control due to
the increasing thickness-based Reynolds number of the boundary layer [13] and non-
ideal control parameters. Especially the period T , which is constant in outer scaling,
is in an efficient range only in a subdomain of the whole streamwise extent of the
actuation. On the pressure side of theNACA airfoil, the skin-friction reduction shows
a more constant distribution, with a considerable decrease even around x/c ≈ 0.9.
This advantageous behavior can be attributed to the much slower growth of the
boundary layer, compared to the suction side, and a nearly constant skin-friction
distribution in the reference case. Therefore, the values of the control parameters
are in an effective interval over the whole extent of the actuated pressure side. In
contrast, the skin-friction distribution on the pressure side of the DRA airfoil shows
a decrease similar to the suction side, thus a reduced impact of the actuation can be
expected.

A combined analysis of the skin-friction distribution (cf. Fig. 6) together with the
momentum thickness distribution shown in Fig. 7 reveals an advantageous feature of
this type of flow control. While the skin-friction distribution downstream of the end
of the control region quickly recovers and approaches the non-actuated reference
state, a persisting effect is evident in the momentum thickness. This was already
observed in [26]. The decreased thickness of the actuated boundary layer holds till
the trailing edge, resulting in the increased lift and the decreased pressure drag.

To obtain a high overall drag reduction, the streamwise extension of the control
region is to be maximized otherwise a skin friction increase due to the decrease
of the boundary layer thickness downstream of the control region, as described by
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NACA4412 airfoil of the non-actuated reference case and the actuated case, both normalized by
the averaged coefficients of the non-actuated reference case
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[26], deteriorates the global measured drag. Therefore, unlike for drag reduction
investigations for canonical flows, such as turbulent channel flow or zero pressure
gradient turbulent boundary layer flow, multiple additional factors contributing to the
total aerodynamic efficiency have to be considered. A global perspective is necessary
when evaluating the applicability of any drag reduction method to an airfoil [25]. A
closer look at the second-order moments of the velocity and the vorticity is taken in
the following. The turbulent velocity fluctuations across the boundary layer height
for both airfoils are compared in Fig. 8 on the suction side at the chordwise position
x/c = 0.5, which corresponds to a friction Reynolds number of Reτ = 312 for the
NACAairfoil and Reτ = 269 for theDRAairfoil.Although theReynolds number and
the strength of the fluctuations is different at the same streamwise location, the effect
of the control is similar. Reductions of all four components are apparent throughout
thewhole boundary layer. The reductions of thewall-tangential fluctutations aremost
pronounced. Due to the exceptionally strong attenuation in the near-wall region, i.e.,
y+ < 15, a direct effect of the actuation on the near-wall streaks can be suspected,
similar to spanwise oscillating wall [27]. Furthermore, the strong decrease of the
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Fig. 8 Wall-normal distributions of the symmetric and the shear-stress components of the Reynolds
stress tensor at x/c = 0.5 of a the NACA4412 cases and b the DRA2303 cases, normalized by
the friction velocity of the non-actuated reference case. The shaded regions illustrate phasewise
variations of the depicted quantity

Fig. 9 Wall-normal distributions of the averaged vorticity fluctuations at x/c = 0.5 of a the
NACA4412 cases and b the DRA2303 cases, normalized by the friction velocity of the non-actuated
reference case. The shaded regions illustrate phasewise variations of the depicted quantity

shear stress, in relative terms, near the wall contributes strongly to the decrease of
the skin friction.

This direct interference of the oscillating secondary flow field with the near-wall
streaks, in opposition to quasi-streamwise vortices, is corroborated by the distri-
butions of the averaged vorticity fluctuations depicted in Fig. 9. The wall-normal
and spanwise vorticity fluctuations close to the wall, which are typically associ-
ated with near-wall streaks, are considerably damped. However, there is almost no
variation of the wall-tangential component, which would evidence the existence of
quasi-streamwise vortices.
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6 Conclusion

Large-eddy simulations of turbulent airfoil flow for two airfoil shapes were con-
ducted. The flow control method of spanwise traveling transversal surface waves
was applied to the suction and the pressure side of a DRA2303 and of a NAC4412
wing section. The parameters of the time- and space-dependent actuation function
were adjusted to be in an efficient range in inner scaling using the local skin-friction.

The results show a general decrease of the integrated viscous drag for both airfoils
and also a slight reduction of the pressure drag. In combinationwith an increase of the
lift, owing to a reduced boundary layer thickness at the trailing edge, the aerodynamic
efficiency is improved for both airfoil shapes. Based on the current findings it can
be stated that, the flow control technique – spanwise transversal surface waves –
yields highly promising aerodynamic results for massively different airfoil shapes.
Nevertheless, it has to be kept in mind that the airfoil shape and the developing
boundary layers require to calibrate the control parameters of the actuation system,
especially when a large percentage of the airfoil surface is subject to the control.
Although the findings of this study are very promising with respect to active flow
control and drag reduction,more details have to be investigated, e.g., higher Reynolds
number flows, transonic flows with shocks, etc. are to be analyzed, to assess whether
or not drag reduction can be achieved in cruise flight.
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Application of a JPEG 2000-Based Data
Compression Algorithm to DNS
of Compressible Turbulent Boundary
Layers Up to Reθ = 6600

Christoph Wenzel, Patrick Vogler, Johannes M. F. Peter, Markus J. Kloker,
and Ulrich Rist

Abstract This paper presents a performance analysis of the compression library
BigWhoop applied to compressible-turbulent-boundary-layer data obtained by direct
numerical simulation (DNS). The DNS data are computed for a Mach number of
M = 2.0 and cover a Reynolds-number range of Reθ = 300 to 6600. Including six
flow-field variables, each time step has a data size of about 1TB. Mainly evaluated
for the streamwise velocity component, various compression rates are tested for the
flow field of one single time step as data post processing. It is shown that DNS data
compressed up to 1 : 200 yield a maximum absolute error of 0.2% for the entire
domain. This is still accurate enough to reliably perform flow-field investigations in
the outer layer of the turbulent boundary layer, notably considering that themaximum
error onlyoccurswith extremely lowprobability. Theno-slipwall boundary condition
forces the velocity down to zero, and thus the relative error, i.e. the absolute error
divided by the local velocity, is significantly larger in the near-wall region. Hence,
for flow-field investigations depending on important wall values like the skin friction
for instance, the maximum compression ratio should be limited to about 1 : 100,
keeping the maximum relative error below 1% in the near-wall region.
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1 Introduction

In modern high-performance computing (HPC) systems, the computing power is
rapidly growing according to Moore’s law. Since the data transfer rates between data
storage media are growing more slowly, however, an ever-increasing discrepancy
between data input and output is foreseeable for very large simulations in the future,
cf. [25].

Current State in DNS of TBLs. An essential point in the investigation of turbulent
boundary layers (TBLs) is their rough classification into an inner part close to thewall
and anouter part distant from thewall.At lowReynolds numbers (Reθ ≈ 1000,where
θ stands for the momentum thickness) both regions strongly interact with each other
and themaximumof the turbulent kinetic energy production lies in the transition layer
between the viscous sublayer and the logarithmic law-of-the-wall at approximately
y+ = 12, where superscript + denotes inner scaling. At high Reynolds numbers,
in contrast, the majority of the turbulent kinetic energy is produced in the region
of the logarithmic layer. Depending on the respective argumentation, the crossover
point at which the production in the area of the logarithmic wall law exceeds that
in the transition layer for the first time is assumed at a Reynolds number of approx.
Reτ = 4200 (Reθ ≈ 18000), see [22].

For the investigation of TBLs via DNS the Reynolds number range investigated is
typically limited to about Reθ ≈ 3000, in salient cases to a maximum of Reθ = 4300
(incompressible) and Reθ = 6000 (compressible). Even if these Reynolds numbers
already extend into the range of scale separation and thus can no longer be called
pure “low-Reynolds-number solutions”, they are still far away from the crossover
Reynolds number. As a consequence of the present inaccessibility of the crossover
point, the computing power additionally gained in recent years was mainly used to
investigate more complex geometries by means of DNS (or LES), since an extension
of the computing range to e.g. Reθ = 8000 would not have led to a noticeable gain
in knowledge compared to previous DNS [7].

The first well-documented DNS of a TBL by Spalart [23] at Reθ = 1400 with
(432 × 80 × 320) grid points in the three spatial directions and thus a total of about
1.1 million numerical grid points, was the starting point. Under the assumption that
the available computing power has increased by a factor of 216 = 65536 according
toMoore’s empirical law in the last 32 years since Spalart’s DNS, grids with up to 72
billion points should be usable today. Based on the data published inWenzel et al. [31]
and the set-up used therein, this would correspond to simulations on the former Cray
supercomputer “Hazel Hen” of the HLRS (High Performance Computing Centre of
theUniversity of Stuttgart) of (30000 × 750 × 3200) = 72 billion grid points and thus
a maximum achievable Reynolds number of Reθ ≈ 15000. On the new systemHPE-
Apollo “Hawk”, which provides a performance increase by a factor of about three
compared to the Cray system, computational gridswith about (42500 × 980 × 4800)
= 200 billion grid points are realizable, which would allow for a maximum Reynolds
number of about Reθ = 20000. For six flow variables being stored in double precision
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(8 byte) in our code, this would lead to a file size of 9596 GB (8937 GiB) per time
step.

Data Storage Issues.When evaluating DNS data in the past (and often also today),
mainly temporally and spanwise averagedflowvalueswere of primary interest,which
could be used as reference for turbulence models or analytical models derived from
averaged flow values. Based on this research, today’s interest is mostly focused on
transient effects, where the origin and behaviour of turbulent structures is investi-
gated. From a data storage point of view, the calculation of mean values is no major
problem, as it can be performed on-the-fly during a calculation and therefore only
generates a single output file. Since investigations of the transient flow field, in con-
trast, are usually much more complex and often too complicated for an on-the-fly
evaluation, a large number of time steps have to be stored, which then have to be
investigated separately in parallelized post-processing algorithms. It is therefore evi-
dent that the investigation of transient effects in turbulent boundary layers will be
extremely limited by the available storage space and the handling of the data to be
stored, if the available computing power should be fully utilized to reach the next
milestone of Reθ = 20000.

Objectives of the Study. The main goal of this study is to evaluate the applicability
of the compression libraryBigWhoop to compressible-turbulent-boundary-layer data
gained by DNS. The DNS data are computed for a Mach number of M = 2.0 using
the code NS3D and cover a Reynolds-number range of Reθ = 300 to 6600, yielding
a data size of about 1TB for each time step including six flow-field variables. Mainly
evaluated for the streamwise component of the velocity field, various compression
rates are tested and the errors made evaluated.

This study is structured as follows:Atfirst themain aspects of theDNSare introduced,
followed by a short description of the compression algorithm used. Afterwards, the
errors of compressed and decompressed DNS data are analyzed and discussed for
various compression rates. Finally, the main results are summarized.

2 Numerical Set-Up

Numerical Methodology. The computation is performed with the compressible
high-order in-house DNS code N S3D at a free-stream Mach number of M∞ = 2.0.
Fundamentals of the code are described in Babucke [3], Linn & Kloker [16, 17]
and Keller and Kloker [11, 12]. It solves the three-dimensional, unsteady, compress-
ible Navier-Stokes equations together with the continuity and energy equation in
conservative formulation. Assuming a velocity vector u = [u, v, w]T in streamwise,
wall-normal and spanwise directions x , y and z, respectively, the dimensionless solu-
tion vector isQ = [ρ, ρu, ρv, ρw, E]T , where ρ and E are the density and the total
energy. Velocities and length scales are normalized by the dimensional streamwise
reference velocity U ∗∞ and the reference length L∗, respectively. Thermodynamical
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Table 1 Summary of boundary-layer parameters evaluated at six Reynolds numbers Reθ =
ρeueθ/μe = 1000 − 6000. Given parameters are the Reynolds numbers Reτ = ρwuτ δ99/μw ,
Reδ99 = ρeueδ99/μe, Reδ∗ = ρeueδ

∗/μe, the shape factor H = δ∗/θ and the skin-friction coef-
ficient c f = 2τw/(ρwu2

e)

Reθ Reτ Reδ99 Reδ∗ H c f × 103

1000 229 10973 3310 3.310 3.270

2000 408 21541 6492 3.246 2.694

3000 580 32240 9639 3.213 2.425

4000 745 43003 12785 3.196 2.246

5000 909 53749 15904 3.181 2.138

6000 1072 64815 19031 3.172 2.043

quantities are normalised with the reference temperature T ∗∞ and the reference den-
sity ρ∗∞. Pressure p is non-dimensionalised by ρ∗∞U ∗2∞ . The specific heats cp and cv as
well as the Prandtl number Pr are assumed to be constant. Temperature dependence
of the viscosity is modeled by Sutherland’s law. The equations are solved on a block-
structured Cartesian grid spanning a rectangular integration domain. All three spatial
directions are discretized using 6th-order subdomain-compact finite differences [10]
for the present simulations. The classical fourth-order Runge-Kutta scheme is used
for time integration.

Boundary Conditions. At the solid wall, the flow field is treated as fully adiabatic
with (dT/dy)w = 0 which suppresses any heat exchange between wall and fluid,
whereas the pressure at the wall is calculated by (dp/dy)w = 0 from the interior
field. For the velocity components, a no-slip boundary condition is applied. The flow
field is periodic in the spanwise direction. At the inlet a digital-filtering synthetic
eddy method is used to generate an unsteady, pseudo-turbulent inflow condition [13,
29, 31]. In order to prevent the far-field flow from being distorted by this transition
process, a sponge region [14] is applied in the inlet region of the simulation domain,
which damps down the flow to an unperturbed free-stream baseflow. At the top of
the domain, all flow variables are computed such that the gradient along spatial
characteristics is zero, except for the pressure, which is derived from the equation
of state. At the very outflow, a spatially parabolized outflow boundary condition is
applied.The spatial parabolization is achievedbyneglecting the second x-derivatives;
biased difference stencils are used for the first x-derivative, see [29]. In both wall-
normal and streamwise direction, the numerical grid is stretched and the solution
filtered [5, 28] in order to avoid reflections from the boundaries. More details about
the set-up can be found in [29].

Simulation Parameters. The main region of the computational box has a dimen-
sion of 1700 δ∗

99,0 × 68 δ∗
99,0 × 24π δ∗

99,0 in streamwise, wall-normal and spanwise
direction, respectively, where δ∗

99,0 is the boundary-layer thickness at the inlet of the
simulation domain. It is designed with a height of at least three boundary-layer thick-
nesses δ∗

99,end and width of about π δ∗
99,end in spanwise direction, measured at the end
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Fig. 1 Resolution check of
the numerical grid. The
wall-normal resolution
Δy+ = Δyuτ /νw in
comparison to the local
Kolmogorov scale
η+ = (ν3/ε)1/4(uτ /νw),
evaluated at Reθ = 1000 and
6000

of the main region x∗
end . With the momentum-thickness and skin-friction Reynolds

numbers Reθ = ρeueθ/μe and Reτ = ρwuτ δ99/μw, respectively, the domain cov-
ers a usable Reynolds-number range of Reθ = 680 − 6600 and Reτ = 160 − 1180,
see Table1. The numerical grid consists of 17000 × 620 × 1920 grid points for
the main region and 17200 × 620 × 1920 grid points for the overall domain result-
ing in 20.474.880.000 total grid points. Calculated in viscous wall units, this gives
a grid spacing of Δx+ = 6.2, Δy+

1 = 0.76 and Δz+ = 2.4 at Reθ = 1000 and
of Δx+ = 4.9, Δy+

1 = 0.6 and Δz+ = 1.9 at Reθ = 6000. A comparison of the
wall-normal resolutionΔy+ = Δyuτ /νw with the correspondingKolmogorov scales
η+ = (ν3/ε)1/4(uτ /νw) is shown in Fig. 1. ε = τ ′

ik∂u′
i/∂xk is the density-related tur-

bulent dissipation rate. The grid resolution is well below the local Kolmogorov length
scale except for a limited y-interval in the layer, see Fig. 1, and thus high enough
compared to similar studies. Consequently, a sufficient number of grid points are
used in the wall-normal direction. The averaging time after the initial transient is
about Δtue/δ99 ≈ 700 at Reθ = 1000 and 120 at Reθ = 6000. The basic thermo-
dynamic flow parameters are T ∗∞ = 288.15K and ρ∗∞ = 1.225 kg/m3. The Prandtl
number is Pr = 0.71, the specific gas constant R∗ = 287 J/kg/K and the ratio of
specific heats κ = 1.4.

3 DNS Performance Aspects

The simulation presented has been carried out on the Cray XC40 ‘Hazel Hen’ super-
computer at HLRS.

The simulation code NS3D is parallelized using a hybridMPI/OpenMP approach.
For the version used in this investigation, the computational grid can be split in the
x- and y-direction using MPI for inter-domain communication and within a domain
the z-direction is parallelized using the shared-memory OpenMP library. Recently,
scaling aspects of this approach have been investigated and some shortcomings have
been found [6]. The number of cores used for the z-direction is limited to the 24
available cores per node (then with one MPI process per node), independent of the
number of grid points. Additionally, the code has been found to scale well up to
12 OpenMP threads with the parallel efficiency dropping to only around 55% for
24 threads due to socket-remote memory access in the ccNUMA architecture of the
Cray XC40. This has been taken as incentive to invest time into improving the code
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Fig. 2 (Left) Speed-up and (right) efficiency for a variation of the number of CPUs used for the z-
parallelization. Scaling is done using pureOpenMP for the oldNS3Dand amixture ofMPI/OpenMP
for the reworked code

performance and scalability to very high core counts by implementing a full MPI
decomposition in all spatial directions.

Figure2 shows the speed-up and efficiency as a function of the CPUs used for
the parallelization of the z-direction for the old code version (pure increase of
OpenMP threads, dashed line) and the improved variant (mixed MPI decomposi-
tion and increase of OpenMP threads). The test case consists of 6912 × 600 × 256
grid points in the x-, y-, and z-direction, respectively. For the baseline case the
domain is split into 768 MPI sub-domains in the x − y-plane using one CPU per
MPI process. The scaling is then done using parallelization of the z-direction up to
24 CPUs, giving a scaling from 768 to 18432 CPUs total. Very good results have
been achieved showing a large increase in efficiency for high core numbers and thus
enabling even higher parallelization while keeping the already-good base perfor-
mance of the code, see [30]. The scaling using parallelization of the z-direction is
now on par with scaling (by pure domain decomposition) in the x-y plane, see [9].

NEC Aurora. A NEC-SX-Aurora system was recently installed at the HLRS. The
system consists of eight nodes, each with eight NEC vector engine cards (Type 10B),
for a total of 512 vector cores. Although in-depth performance analysis and optimiza-
tion is still underway, initial experiencewith the system is very good. TheNS3D code
was able to achieve up to 12% of the theoretical peak performance on large cases
run on 256 cores. The major code change so far has been the replacement of a scalar
random-number generator with one from the NEC Numeric Library Collection. The
only drawback has been the amount of memory per vector engine, which in some
cases has been a limiting factor for the size of the simulation.

PerformanceOptimizationWorkshop.TheHLRS biannually hosts the “Optimiza-
tion of Scaling and Node-Level Performance” workshop, where code developers
jointly work with the cluster experts of the supercomputing center on their simula-
tion software. The knowledge gained during these workshop has greatly helped in the
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performance optimization of the revised NS3D code and its scaling aspects. Due to
the time investment from both the people working on NS3D and the team of HLRS,
see the acknowledgements, the code is well suited for current and next-generation
HPC systems at HLRS.

4 DNS Results

In the present paper, the main focus is on the data compression algorithm applied
to the DNS data. Hence, only the main flow characteristics of the DNS con-
ducted are presented in the following to showcase the chosen set-up with its long
domain. To this end, both the spatial evolution of the skin-friction coefficient
c f = 2τw/(ρwu2

e) and the skin-friction Reynolds number are given in Fig. 3(a) and
(b), respectively, both plotted versus Reθ . The incompressible correlations are given
by c f = 0.024Re−1/4

θ [21] and Reτ = 1.13Re0.843θ . The compressible correlation
for c f is computed from the van-Driest2 transformation [27], for Reτ by a simple
shift of the incompressible reference. Incompressible reference data are taken from
[20] and are depicted as red colored open symbols. Compressible reference data
are taken from [18] for M∞ = 2.0 and are in very good agreement with the present
data; both results hence can be denoted to be of excellent quality. It is mentioned,
however, that the compressible reference data have been computed in three differ-
ent simulations, 872 ≤ Reθ ≤ 1242, 2082 ≤ Reθ ≤ 2921 and 4430 ≤ Reθ ≤ 6071,

(a)

(b)

Fig. 3 a Skin-friction coefficient c f and b skin-friction Reynolds number Reτ as function of the
momentum-thickness Reynolds number Reθ
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respectively. Each simulation is therefore again influenced by the turbulent inlet
boundary condition which slightly affects the results, see [31] for details. On this
background, the newly generated data gained by one long domain represent a clear
improvement of the status quo, both in terms of the reliability of the data obtained
and the maximum Reynolds number achieved. The use of only simulation domain
additionally allows to both observe and analyze the spatial development of turbulent
structures in a reliable manner.

It should be pointed out again, however, that the available storage capacities are
not sufficient to carry out the proposed investigations on the large data that will be
available to turbulence researchers. From this point of view, it is absolutely necessary
to be equipped with a compression algorithm which, depending on the application,
is easy to use and offers high compression ratios without dissipating vital flow field
information. Otherwise, the potential of the increased computing capacity will not be
usable and the intended investigations in future will still be limited to low Reynolds
number ranges.

5 Data Compression Algorithm

The compression algorithm implemented in the BigWhoop library has been derived
from the JPEG-2000 standard at the IAG/HLRS. It is designed around the discrete
wavelet transform, facilitating random access as well as region-dependent distortion-
control operations [24]. Furthermore, its embedded block coding algorithm offers an
optimally truncated, quality- and resolution scalable code stream. Combined, these
features make JPEG-2000 a standard that can be used to efficiently compress a wide
variety of CFD problems without sacrificing crucial flow-field information.

The fundamental structure of the BigWhoop compressor is shown in Fig. 4. Since
the underlying algorithm has been adapted from a standard defined for integer values,
the first course of action is to transform the volumetric floating-point into an integer
array. This is accomplished by using the floating-to-fixed-point transfrom described

Fig. 4 Structure of the compression algorithm implemented in the BigWhoop library. Encircled
letters indicate the floating-point to fixed-point transform (Q), discrete wavelet transform (W) and
entropy encoding stage (E)
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in Fixed-Point Number Format Q. The next step is to derive a time-frequency rep-
resentation from the transformed data samples. Here, the discrete wavelet transform
is applied to the volumetric integer field to decorrelate its inherent spatial frequency
information (see Discrete Wavelet Transform). Finally, the wavelet coefficients are
quantized and encoded using the Embedded Block Coding with Optimized Trunca-
tion (EBOCT) algorithm as described in Entropy Encoding. For a thorough discus-
sion of the JPEG-2000 standard the reader is referred to the treatise by Taubman and
Marcellin [24].

Fixed-Point Number Format Q. In numerical analysis, floating-point numbers are
adopted to approximate the large dynamic range of real numbers used to describe
fluid flow phenomena. The non-linearity of the mantissa, however, will introduce
high-frequency information into the binary representation of numerical values. This,
in turn, can degrade the performance of a compression algorithm [8, 26]. To bypass
this problem, the number format Q is used to transform the data samples to a fixed-
point representation with constant resolution [2, 15]. To this end, the dynamic range
of each flow-field variable is first centered around zero. This is done to reduce the
number of significant bits needed to represent the data samples and exploit the full
range of the number format Q. Next, all values are normalized to the range (−1,
+1) and then multiplied by the number of fractional bits Qm used in the fixed-point
representation. In this context, the number of fractional bits should not exceed the
width of the integer type used to store the fixed-point values. For our purpose, we
use Qm = 62 to prevent an integer overflow during the subsequent discrete wavelet
transform (DWT) stage. Lastly, all samples are quantized and stored in a volumetric
integer array.

Discrete Wavelet Transform. After transforming the volumetric floating-point into
an integer array, the lifting-based, one-dimensional discrete wavelet transform is
applied to the data set. In this context, the DWT is responsible for transforming the
integer array into a time-frequency representation. This, in turn, concentrates the
internal information into a small number of wavelet coefficients and extracts the
location of high-frequency information that can be omitted during rate control.

The forward wavelet transform is best understood as a pair of low- and high-pass
filters, commonly known as the analysis filter bank, followed by a down-sampling
operation by a factor of two. This ensures a critically sampled signal that is split
into a low- and high-frequency band (see Fig. 5). The low-pass filter attenuates high-
frequency information, creating a blurred version of the original data set. This low-
frequency band should represent a highly correlated signal which can be subjected
to further wavelet decompositions, producing a so-called dyadic decomposition. The
high-pass filter, on the other hand, preserves the high-frequency information that has
been discarded in the low-frequency band. Preferably, the high-frequency band is
sparsely occupied, resulting in a highly decorrelated signal [1, 4].

The discrete wavelet transform used for the current investigation is the 9-tab/7-
tab real-to-real filter bank, commonly known as the 9/7-CDF-Wavelet. The 9/7-filter
bank is split into two predictor (high-band) and two update (low-band) operations,
followed by a dual normalization step:
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Fig. 5 Dyadic decomposition of a 3-dimensional numerical data set. The blue lines indicate direc-
tion of the one dimensional wavelet transform. The position of letters H and L in the sub-band label
imply directionality of high- and low-frequency information

y(2n + 1) ← x(2n + 1) + (α × |x(2n) + x(2n + 2)|),
y(2n) ← x(2n) + (β × |y(2n − 1) + y(2n + 1)|),
y(2n + 1) ← y(2n + 1) + (γ × |y(2n) + y(2n + 2)|),
y(2n) ← y(2n) + (δ × |y(2n − 1) + y(2n + 1)|), (1)

y(2n + 1) ← −K × y(2n + 1),

y(2n) ← (1/K ) × y(2n).

In this context, α = −1.59 and γ = 0.88 are the coefficients for the first and second
predictor stage. The coefficientsβ = −0.053 and δ = 0.44 define the first and second
update stage. The dual normalization step is described by the coefficient K = 1.23
[19].

Since the discrete wavelet transform is a one-dimensional transformation defined
for unbounded signals, we can extend the transformation stage to volumetric data
sets by applying the analysis filter bank along each spatial dimension successively.
For bounded data sets, the undefined samples outside of the finite-length signal need
to be related to values inside the signal segment. For odd-length filter taps, this is
achieved by applying a whole-point symmetric extent on the signal boundaries [24].
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Fig. 6 Geometric operations performed during Embedded Block Coding with Optimized Trunca-
tion (EBCOT) stage. Red squares signal a precinct, blue squares a code block

Entropy Encoding. After the transformation stage, each wavelet sub-band is inde-
pendently encoded using the EBCOTalgorithmdescribed in the JPEG2000 standard.
First, thewavelet coefficients are rounded down to the nearest integer. Next, each sub-
band is subdivided into non-overlapping cubes (see Fig. 6). For every wavelet level,
spatially related rectangles from the 15 high-bands form a precinct. Each precinct is
further divided into 32 × 32 × 32 code blocks, which form the input signal of the
entropy encoding stage. These code blocks are then split into their bit-plane fields.
The bit planes are scanned in a zigzag pattern, starting from the most significant bit
plane (MSB) to the least significant bit plane (LSB). Each bit plane is encoded using
three distinct coding passes:

The significant propagation pass will encode the current bit of a coefficient if one
of its neighbors has become significant in a previous coding pass. To this end, the
bit is first assigned to one of nine context labels based on the current sub-band as
well as the number of its significant neighbors. The context information, alongside
the current bit, is then delivered to the arithmetic MQ-Coder.

The refinement pass, on the other hand, will encode the bits for all coefficients
that have become significant in a previous coding pass. Here, the context is assigned
according to the significant state of the horizontal, vertical and diagonal direction.
Similar to the significant propagation pass, the context label is then passed on to the
arithmetic encoder to code the current bit.

The cleanup pass encodes all the bits that have not been encoded in the significant
propagation and refinement pass. Run coding and context labels are used to encode
the string of leftover bits.

During the coding operation, every bit of a bit plane is only encoded once in
one of the three coding passes. The sign bit is encoded once a coefficient becomes
significant for the first time.

In a post-processing operation, the encoded bit stream is subdivided into so-called
quality layers. These quality layers represent optimized code-stream truncationpoints
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that minimize the distortion for a specific bit rate. The encoded information for
each code block is distributed across all layers. Rate control is handled by defining
quality layer 0 to be rate-distortion optimized for the specified compression ratio.
Each successive quality layer will monotonically improve the quality of the data-
set reconstruction. Conversely, omission of subsequent quality layers from the code
stream can be used to further reduce the size of a compressed data set. For this,
however, multiple quality layers must already be defined during the compression.

6 Data Compression Analysis

In this section, the compression library is applied to a single time stepof the previously
described, unsteady flow field. To ensure optimal data reduction, the compression
algorithm is applied to the entire computational domain as awhole. Decompression is
then carried out using the full code stream to properly reconstruct the numerical data
set. Thus, the distortion introduced by the lossy compression stage can be evaluated
by calculating the difference between the original (uo) and reconstructed (ur ) flow
fields in the streamwise velocity component.

Results for the absolute (uo − ur )/u∞ and relative error (uo − ur )/uo are given
in Fig. 9 and Fig. 10, respectively. Both plots have the same structure and allow for
the assessment of the following influencing parameters:

(1) The performance of the BigWhoop library is analyzed by reconstructing the
flow field from code streams that have been created using three different com-
pression ratios—1 : 50, 1 : 100 and 1 : 200. The absolute and relative errors
for the three reconstructions are evaluated and the results plotted in the subplot
rows of Fig. 9 and 10, respectively.

(2) The influence of the local Reynolds number is analyzed using two sub-domains
that are located near the flow field inlet (Reθ = 1000) and outlet (Reθ = 6000)
(see Fig. 7). Results for the two subsets are depicted in the first (Reθ = 1000)
and second (Reθ = 6000) subplot columns of Fig. 9 and 10. To enable an intu-
itive assessment of the size of the turbulent structures contained in both sub-
domains, the corresponding temperature fields for the entire flow field, as well
as the two sub-domains, are shown in Fig. 8.

Fig. 7 Visualization of the computational domain and two close-ups of the sub-domains at Reθ =
1000 and 6000, which are used to evaluate the compression-code performance
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Fig. 8 Temperature distribution of the unsteady flow field for the complete length of the simulation
domain a and subsets extracted at Reθ = 1000 b and Reθ = 6000 c. The temperature distribution
is colored from red to blue from T/T∞ = 1 in the far-field to T/T∞ = 1.714 at the adiabatic wall

(3) The influence of subdividing the flow field into tiles before compression is
evaluated by reconstructing the sub-domain at Reθ = 6000 from code streams
that have been created using three different compression ratios—1 : 50, 1 : 100
and 1 : 200. The absolute and relative error for this case are evaluated and
outlined in the third column of Figs. 9 and 10, respectively.

Values for the absolute and relative errors are plotted on the abscissa of Fig. 9
and 10. The ordinate represents the relative number each value can occur in its
respective domain—the error occurence probability. To assess the evolution of the
compression-induced distortion over the height of the turbulent flow, each domain
is subdivided into wall-parallel slices. All slices have a height of 10 grid points in
the wall-normal direction and are plotted individually as a colored line. Colors are
chosen to vary from dark blue, corresponding to the slice directly at the wall, to dark
red, representing the slice at the edge of the boundary layer. All results are averaged
in the three spatial directions for every slice.

Evaluation. We will first discuss the absolute error (uo − ur )/u∞ shown in Fig. 9.
For the sub-domain at Reθ = 1000 (subplot (a)–(c)), the maximum error is located
in the direct vicinity of the wall (blue lines). The maximum values are observed
to be 0.007%, 0.05% and 0.2% for the compression ratios of 1 : 50, 1 : 100 and
1 : 200, respectively. For larger wall distances, where the size of turbulent eddies
increases, the absolute error decreases. A comparison between the results for Reθ =
1000 (subplot (a)–(c)) and Reθ = 6000 (subplot (d)–( f )) shows comparable results
and therefore suggests that the errors introduced by the lossy compression are not
subject to a large Reynolds number effect. In contrast, results for the reconstructed
sub-domain (see Fig. 9 subplot (g)–(i)) exhibits a maximum error of 0.07, 0.2 and
0.5% for the three compression ratios—a significant increase when compared to the
complete domain. This behaviour is attributed to the strong difference in information



308 C. Wenzel et al.

F
ig
.9

A
bs
ol
ut
e
er
ro
r
(u

o
−

u r
)/

u
∞

be
tw

ee
n
or
ig
in
al

u
o
an
d
re
co
ns
tr
uc
te
d
ve
lo
ci
ty

fie
ld

u r
fo
r
co
m
pr
es
si
on

ra
tio

s
of

1
:5

0,
1

:1
00

an
d
1

:2
00

.‘
C
ou
nt
s’
on

th
e
or
di
na
te
ax
is
de
no
te
s
th
e
oc
cu
rr
en
ce

pr
ob
ab
ili
ty

of
th
e
er
ro
r.
Fo

r
th
e
le
ft
tw
o
co
lu
m
ns
,t
he

co
m
pl
et
e
si
m
ul
at
io
n
do
m
ai
n
is
co
m
pr
es
se
d.
R
es
ul
ts
ar
e
ev
al
ua
te
d

fo
r
a
sm

al
ls
ub
-d
om

ai
n
at

R
e θ

=
10
00

in
(a
)–
(c
)
an
d
at

R
e θ

=
60
00

in
(d
)–
(f

).
Fo

r
th
e
ri
gh
tc
ol
um

n,
on
ly

th
e
su
b-
do
m
ai
n
at

R
e θ

=
60
00

is
co
m
pr
es
se
d.
T
he

er
ro
r
is
co
m
pu

te
d
fo
r
w
al
l-
pa
ra
lle

l
sl
ic
es

w
ith

a
th
ic
kn

es
s
of

10
re
sp
ec
tiv

e
nu

m
er
ic
al

gr
id

po
in
ts
;
re
su
lts

at
th
e
w
al
l
ar
e
de
pi
ct
ed

in
bl
ue
,n

ea
r
th
e
ed
ge

of
th
e

bo
un
da
ry

la
ye
r
in

re
d



Application of JPEG 2000-Based Data Compression Algorithm to DNS of a TBL 309

Fig. 10 Same as Fig. 9, but
for the relative error
(uo − ur )/uo
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density contained in the different domains. For the entire computational domain, the
proportion of turbulent boundary layer (high information density) to non-turbulent
far-field flow (low information density) is very low. The sub-domain at Reθ = 6000,
in contrast, contains almost exclusively turbulent flow (high information density).
Since the compression algorithm aims to minimize the local error according to the
user specified average bit rate, the low information content of the far-field region
lends itself to a far more effective compression than turbulent regions inside the
boundary layer.

The relative error (uo − ur )/uo given in Fig. 10 follows a similar trend to the
absolute error discussed in the previous paragraph. The no-slip boundary condition,
however, forces the velocity field to zero at the wall. Since the relative error scales
inversely with the local velocity uo, we can observe very large values in wall adjacent
data samples. Should we choose to ignore these large outliers, the maximum relative
errors of the complete reconstruction were approximately 0.2%, 1.0% and 4% for
the compression ratio of 1 : 50, 1 : 100 and 1 : 200 (see Fig. 10 subplot (a)–( f ),
respectively). If only the sub-domain at Reθ = 6000 is reconstructed, a maximum
error of up to 10% is found in (g)–(i).

Assessment. To allow for an honest evaluation of the results shown and to esti-
mate maximum achievable compression ratios for the purpose of turbulent boundary
layers, some points have to be mentioned.

(1) All data shown are only evaluated for one single time step. For many post-
processing purposes, which mostly use some kind of time averaging, the aver-
aged error will be much smaller than the instantaneous one discussed so far.

(2) The maximum error detected is mainly located directly at the wall. For many
post-processing purposes focusing on the spatial evolution of turbulent super-
structures, which are mainly located in the outer part of the boundary layer, the
error at the wall is irrelevant.

(3) At the same time, the incidence of erroneous data prints is rather low, typically
less than 1%.

7 Conclusions and Outlook

Already today the discrepancy between the size of data output and the available stor-
age capacity for very large simulations is becoming apparent. In order to fully exploit
the continuously increasing computing capacity for DNS in turbulence research, data
compression algorithms must be used which are able to compress the data output to
an enormous degree. In this paper a performance analysis of the compression algo-
rithm BigWhoop is applied to compressible-turbulent-boundary-layer data gained
by DNS. The DNS data are computed for a Mach number of M = 2.0 and cover
a Reynolds-number range of Reθ = 300 to 6600 and hence represent the longest
simulated Reynolds-number range in terms of Reθ available in the literature for the
compressible regime. The numerical simulation consists of about 20.5 billion numer-
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ical grid points, yielding a data size of about 1TB for each time step including six
flow-field variables.

To evaluate the compression potential of BigWhoop for this data set, data of one
single time step of the unsteady flow field are compressed and decompressed for the
whole computational domain. By calculating the difference between the original and
the compressed-decompressed flow fields, uo and ur , respectively, the error made
within the compression algorithm is computed for the streamwise velocity compo-
nent. It is shown that DNS data compressed up to rates of 1 : 200 yield a maximum
absolute error (uo − ur )/u∞ of 0.2% in the near-wall region, which is still accurate
enough to reliably perform flow-field investigations in the outer layer of the turbulent
boundary layer, where the error is orders of magnitude smaller. Due to the no-slip
boundary condition at the wall, forcing the velocity to decrease, the relative error
(uo − ur )/uo is significantly larger in the close-wall region. Hence, for flow-field
investigations depending on wall properties like the skin-friction factor, for instance,
a compression rate of 1 : 100 yields a maximum relative error of about 1%. Even if
this error appears unacceptably large, it is mentioned that the occurance of the max-
imum error is extremely scarce and the time-averaged error is orders of magnitude
smaller than the maximum unsteady local error. An investigation of the compression
rate on the temporally averaged error is currently under investigation and shows that
time-averaged errors caused by compression rates of 1 : 100 are still insignificant. It
should be noted, however, that the performance of the compression algorithm largely
depends on the domain size chosen and the level of turbulent information contained
in the domain compressed. For small domain sizes containing a lot of small-scale
turbulent fluctuations, the compression potential is lower if comparable errors are
targeted.

Outlook. To fully exploit the compression potential of BigWhoop, the present study
has shown that an additional functionality appears to be useful, which allows the
compression rate to be set separately for individual regions of interest. For data of
turbulent boundary layers this would mean that the compression rate should be lower
at thewall and successively increasedwith increasingwall distance. A corresponding
option is already implemented in a revised version of BigWhoop.
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Numerical Analysis of Ethanol and
2-Butanone Direct Injection in an
Internal Combustion Engine

Tim Wegmann, Sven Berger, Matthias Meinke, and Wolfgang Schröder

Abstract The mixture formation of air and the gasoline surrogates Ethanol and
2-Butanone is numerically investigated using large-eddy simulations of the direct-
injection into an internal combustion engine. The multiphysics solver m-AIA
(multiphysics- Aerodynamisches Institut Aachen) is used, which is based on a finite-
volume method with a fully coupled Lagrangian particle tracking model for fuel
spray applications formulated for hierarchical cartesian grids. The validation of the
spray model is performed by comparison with pressure chamber measurements,
where a good agreement for the spray penetration is obtained. PIV Measurements
of the in-cylinder flow-field are used to validate the flow field simulation results in
the internal combustion engine by comparing cycle averaged data for the flow field.
The mixture formation for the two biofuels is investigated under engine conditions.
The higher evaporation rate of 2-Butanone leads to significant differences in the
spray distribution. The lower liquid penetration of the 2-Butanone spray together
with unfavorable three-dimensional flow-field effects lead to a non-optimal mixture
formation for 2-Butanone at the start of ignition.

1 Introduction

Future use of internal combustion (IC) engines requires the usage of crude oil replace-
ments to ensure CO2 neutral transportation [8]. Biofuels as energy carriers are such
a replacement, but pose new challenges due to their different thermo-physical prop-
erties such as viscosity, heat capacity among many other influencing factors. The
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geometry and process parameters of IC engines have to be optimized for the specific
biofuel to simultaneously obtain high engine efficiency and low emissions [5, 20].

Such engine optimizations require numerical models, which are capable of accu-
rately predicting the engine performance for e.g. different cylinder head and piston
geometries, valve, and injection parameters. To resolve all relevant scales of the
mixture formation turbulence scale resolving methods such as large-eddy simula-
tions (LES) are required. Consequently, high-performance computing hardware is
required for the high mesh resolution. The time varying geometry in the engine
and the moving valves need adaptive mesh refinement consequently dynamic load
balancing is required to achieve a high computational efficiency.

The multiphysics solver [9] developed at the Institute of Aerodynamics RWTH
AachenUniversity, offers suchCartesianmesh basedmethodswith cut-cell boundary
formulations. Unstructured Cartesian meshes are used, since they allow automatic
mesh generation and a more efficient implementation of solution adaptive meshes
compared to body-fitted mesh approaches. Dynamic load balancing is achieved by
using a space-filling curve on the base level of the hierarchical octree mesh for the
domain decompositioning.

In this paper, simulations of the spray formation are performed for the injection of
Ethanol and 2-Butanone, part of which have been experimentally studied by Braun
et al. [4]. The differences in mixing formation of the two biofuels will be discussed
at the time of ignition by assessing the concentration and fuel distribution functions.
Note that this contribution is based on the conference paper published in [3].

The structure of the paper is as follows, first in Sect. 2 the models of the finite-
volume, Lagrangian particle tracking and injection are described. Next, Sect. 3 pro-
vides details of the applied algorithms. Subsequently, in Sect. 4 the setup used
by engine and spray simulations is described. In Sect. 5 the required computing
resourced are mentioned. Finally, the results are presented in Sect. 6 and concluding
remarks are given in Sect. 7.

2 Mathematical Model

In the following themathematical model for the LES of the continuous phase is given
in Sect. 2.1. Subsequently, the spray models for the disperse phase, which are two
way coupled with the flow field in the IC engine are summarized in Sect. 2.2.

2.1 Continuous Phase

The motion of a compressible, viscous fluid is governed by the conservation of mass,
momentum, and energy (i.e. the Navier-Stokes equations). For dual-species flow, the
advection-diffusion equation of the species concentration Y needs to be included.
The set of equations can be formulated in the arbitrary Lagrangian-Eulerian (ALE)
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formulation as

d

dt

∫
V (t)

Q dV +
∮

∂V (t)

(
Hinv + Hvis

) · n d A = S, (1)

where V (t) ⊂ Ω(t) is a moving control volume bounded by the surface ∂V (t)
with the outward pointing normal vector n. The vector of conservative variables
Q = [ρ, ρu, ρE, ρY ]T contains the gas phase density ρ, velocity vector u, total
specific energy per unit mass E and fuel density ρY . The source term vector
S = [Sm, Si , Se, Sy]T is used to couple the disperse phase and the gas phase. The
inviscid Hinv and viscous flux tensors Hvis are given by

Hinv + Hvis =

⎛
⎜⎜⎝

ρ(u − u∂V )

ρu(u − u∂V ) + pI
ρE(u − u∂V ) + pu

ρY (u − u∂V )

⎞
⎟⎟⎠ + 1

Re0

⎛
⎜⎜⎝

0
τ

τu + q
−ρD∇Y

Sc0

⎞
⎟⎟⎠ , (2)

with the pressure p, the velocity of the control volume surface u∂V , and the unit
tensor I. All equations are non-dimensionalized by the stagnation state properties.
The resultingReynolds number given by Re0 = ρ0 a0 L/μ0, using the speed of sound

at resta0 =
√

γ p0/ρ0 with the heat capacity ratio of airγ = 1.4 and the characteristic

length L .
The Schmidt number in the viscous flux tensor for the passive scalar species is

Sc0 = μ0/(ρ0D0) = 1.0 and the diffusion coefficient D = D(t) = μ(T )/ρ. Since
the amount of fuel in IC engines is typically low, the fuel concentration Y is assumed
to have no impact on the gas properties.

Assuming a Newtonian fluid with zero bulk viscosity the stress tensor τ is
expressed by

τ = 2

3
μ (∇ · u) I − μ

(∇u + (∇u)T
)

, with μ(T ) = T 3/2 1 + S/T0
T + S/T0

(3)

in which the dynamic viscosity μ at temperature T is determined by Sutherland’s
Law, where constant S = 111K is used for air at moderate temperatures. The heat
flux based on Fourier’s law with constant Prandtl number for air of Pr0 = 0.72 reads

q = − μ

Pr0(γ − 1)
∇T . (4)

The equations are closed by the ideal gas law in non-dimensional form γ p = ρT .
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2.2 Spray Model

The liquid phase is modelled by discrete parcels tracked by a Lagrangian model. To
reduce the computational effort of Lagrangian particle tracking (LPT) methods, a
number of fuel droplets/particles Nd is combined into a parcel which is tracked as a
single Lagrange particle.

The equation of motion for parcel p with velocity up reads

dup

dt
= (1 − ρ

ρp
) · g + CD

τp

Rep
24

(u − up) (5)

with the particle Reynolds number Rep = ρ||u−up ||dp

μ
and the particle relaxation time

τp = ρpd2
p

18μ
. (6)

The drag coefficient CD is given by [15] as

CD =

⎧⎪⎪⎨
⎪⎪⎩

24
Rep

for Rep ≤ 0.1
24
Rep

(1 + 1
6 Re

2
3
p ) for Rep ≤ 1000

0.424 for Rep > 1000

(7)

with the position of the parcel determined by dxp
dt = up. The source term Si for the

momentum exchange between the disperse and gas phase is given by

Si = Nd · mp
dup

dt
(8)

with the parcel mass mp. The energy source term Se of a fuel parcel is given by

Se = 0.5Si · up+Nd · cpp (mp · dTp + dmp · Tp) (9)

with the heat capacity of the fuel cpp and the parcel temperature Tp.
The mass source term Sm as well as the species source term SY is gained from

the evaporation model of Belan and Harstad [1] which requires the solution the two
additional differential equations for the evaporated parcel mass loss dmp

dt and parcel

temperature dTp

dt . In this version non-equilibrium effects are taken into account by
introducing a correction term involving the Langmuir-Knudsen law. The implemen-
tation is based on the infinite liquid conduction version as proposed by Miller and
Belan [12].

The primary breakup is based on amodel proposed in [19]where the initial droplet
Sauter mean diameter is calculated by mass conservation. A Rosin-Rammler distri-
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bution is than used to get a larger variety of initial droplet sizes. Secondary breakup is
model by theKelvin-Helmholtz Rayleigh-Taylor (KHRT)model as described in [16].

3 Numerical Methods

A finite-volume method formulated for hierarchical Cartesian grids is used for the
solution of the conservation equation Eq. (1) and a semi-Lagrange level-set solver is
used to predict the evolution of the embedded moving boundaries of the piston and
valves [6]. Due to different grid spacing requirements each solver uses an individual
subset of the joint hierarchical grid, which is locally refined and adapted indepen-
dently during the solution procedure. The Lagrangian particle solver uses the same
decomposition as the finite-volume solver.

3.1 Finite Volume Solver

The turbulent flow field is predicted by an LES using a cell-centered finite-volume
method. In the LES formulation only the larger turbulent structures are resolved and a
monotone integrated LES (MILES) approach, in which the truncation of the scheme
acts as the subgrid scale model, is used in this application to model turbulent scales
smaller than the grid filter.

A low-dissipation variant of the advection upstream splitting method (AUSM)
suitable for LES as reported in [11] is used to approximate the inviscid fluxes in the
Navier-Stokes equations. The viscous flux tensor is approximated through a central-
difference scheme, where gradients at the cell-surface centers are computed using
the re-centering approach by Berger et al. [2]. Cell-centered gradients are computed
by a weighted least-squared reconstruction scheme such that a second-order accurate
scheme in space is obtained. Second-order accurate time integration is gained by an
explicit five-stage Runge-Kutta scheme optimized for moving boundary problems
and stability optimizedRunge-Kutta coefficients as proposed bySchneiders et al. [17]
are used. The time step Δt is computed via the Courant-Friedrichs-Lewy (CFL)
constraint under consideration of the injection velocity uin j .

The moving boundaries are represented by a conservative sharp multiple-cut-
cell and split-cell method as described in [6, 18]. A multiple-ghost cell approach
allows the prescription of individual boundary conditions if a cut-cell is intersected
by different surfaces. A combined interpolation and flux-redistribution technique is
used to obtain a conservative and stable numerical method for small cells. Further
details on the overall numerical method can be found e.g. in [6, 14, 17].
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3.2 Level-Set Solver

The location of the moving surfaces is predicted by a multiple level-set solver, where
each individual surface element can be represented as the zero contour of the i-th
signed-distance function φi (x, t). Different level-set functions are used individually
for the various parts of the engine, e.g., cylinder head, piston and valves. The overall
surface Γ (t) is constructed from all Γi (t) using the combined level-set φ0(x, t) as
described in [7]. The distance from each interface can be easily evaluated by the
absolute value of the level-set value φi (x, t), which can be used to determine the
gap width between interfaces approaching each other, i.e., when the valves are close
to the valve seat. If the gap width falls below a specified threshold the combined
φ0(x, t) level-set field in the vicinity of the gap can be modified to an artificially
closed gap [7]. Since only the combined level-set is changed, no surface location
information is lost through the modification.

For the translational motion of the piston and valves a semi-Lagrange solver [7] is
used to determine the level-set function. In this approach the error of the geometric
representation of the surface is reduced to the constant interpolation error between
two reference locations.

3.3 Lagrangian Particle Solver

An implicit Euler method is used to solve Eqs. (5) and the differential equations for
the evaporative mass loss dmp

dt and parcel temperature dTp

dt as mentioned in Sect. 2.2.
The weights wi = di∑

i di
with the distance di to the parcel over one layer of surround-

ing Cartesian cells are used to couple the particle solver with the flow solver, i.e.,
conservative flow variables and source term distribution.

Parcels are merged, if a single cell contains more than 250 parcels. The parcels
closest to eachother aremerged.Thenewnumber of droplets and the particle diameter
of the merged parcel are determined such that the Sauter mean diameter is preserved.
Wall collisions are considered at present as hard-sphere collisions.

Since a large number of fuel droplet parcels has to be tracked for an accurate
prediction of the fuel spray and due to the localized nature of the parcels in the spray
plume, the computational effort changes locally during the spray injection, which is
taken into account in the dynamic load balancing method.

4 Setup

All injection simulations are performedwith amodel for an outward opening hollow-
cone injector, as used in the experiments published by Braun et al. [4]. The injector
features a 4mm injector nozzle diameter, while the design cone angle is 94◦ with a
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maximum needle lift of 35 µm [10]. Parcels are generated on a 4mm diameter circle
and aRosin-Rammler distribution for the initial droplet Sautermean diameter (SMD)
as primary-breakup model is applied. Fuel properties are obtained from [1, 4, 12]
and Spray G3 condition for early injection as provided by the Engine Combustion
Network is used.

The injection mass flow rate is calculated based on the injected mass in [21] by
assuming a linear mass flow rate change during injector opening and closing. The
required opening- and closing time of the injector is determined from [10, 21]. The
nozzle discharge coefficient Cnozzle = 0.69 is used.

The necessary fuelmass is determined for stoichiometricmixture conditions (i.e.λ
= 1) of the air mass enclosed in the engine at ignition. Since the 2-Butanone air/fuel
mass ratio is larger than that for Ethanol, the amount of injected fuel and the injection
duration for Ethanol is larger compared to 2-Butanone.

The geometry of the direct injection optical gasoline research engine TINA of
the Institute of Aerodynamics of RWTH Aachen University is used in all engine
simulations. This 4-valve test-engine has been intensively used for experimental
measurements, e.g. in [3, 4]. Valve lift and opening timings follow the standard
intake valve timings. Simulations are conducted for an engine speed of 1500 rpm,
bore of 0.075 m, stroke of 0.0825 m and an resulting compression ratio of 9.1:1.
A solution and boundary refined mesh consisting of a uniform level and two higher
refinement levels is used. Additionally, the parcel location is taken into account to
refine the mesh to the smallest cell length of Δx/D ≈ 0.0028 or 0.22mm.

5 Computing Resources

The total number of level-set and finite-volume (FV) mesh cells changes strongly
during the simulation cycle as the adaptive mesh-refinement changes the grid reso-
lution based on moving piston and parcel location. The number of FV-cells for the
engine setup without and with Ethanol injection for instance is shown in Fig. 1. The
resulting average cell count of 36 million cells for the setup without injection is dis-

Fig. 1 Cell- and parcel
numbers for the Ethanol
engine injection simulation
and the engine simulation
without injection.
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Fig. 2 Domain decomposition of a hierachical quadtree multi-physics grid with cell used finite
volume (FV) discretization, lagrangian particle (LPT) coupling, level-set (LS) solver or a combi-
nation.

tributed to 50 compute nodes of the high-performance platform Hazelhen. As each
node consists of two Intel® Xeon® E3-2680 v3 CPUs a total number of 1200 cores
were used. Approx. 120h are required for a complete cycle simulation.

Figure1 also indicates the local and time dependent FV-cell distribution variation,
which leads a to significant dynamic imbalance during the computation.Additionally,
the differing grid resolution for the level-set and lagrangian particle solver and their
differing computational costs per cell increase the imbalance. To achieve a high
parallel efficiency dynamic load balancing is utilized based on a redistribution of the
parallel subdomains [13].Using a space-filling curve to partition the joint hierarchical
Cartesian grid ensures that all solvers are coupled efficiently, i.e., no additional
communication between solvers is necessary. An exemplary domain decomposition
of a quadtree grid is depicted in Fig. 2.

After each mesh adaptation step, the load timers of the different partitions are
gathered for 5 time-steps and used in the subsequent balancing step. As already
shown in [13] this dynamic load balancing approach can be used to improve the
scaling capabilities of the multi-physics solver.

6 Results and Discussion

First, spray simulations for the two biofuels in a pressure chamber setup are validated
against experimental results in Sect. 6.1. Secondly, in-cylinder flow-field simulations
are compared to experimental PIV measurements in the tumble-plane in Sect. 6.2.
Finally, results from the biofuel injection in the engine are discussed in Sect. 6.3.

6.1 Pressure Chamber

For the validation of the spray model, a setup for a pressure chamber with the size
10×10×10cm3 is simulated and the results are compared to reference data taken
from [4]. Simulation results will be discussed for 10 MPa injection pressure, an
ambient temperature of 333K and a fuel temperature of 293.15K.
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Fig. 3 Maximum axial
penetration of the liquid
spray as a function of time
after start of injection
(ASOI) compared to
experimental results
from [4]. 0 1
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A comparison of the axial penetration in Fig. 3 between experimental and simula-
tion results shows a reasonably good agreement. Additional simulations with larger
spatial resolution have shown an even better agreement with the experimental results
between 0.4 ms and 0.8 ms after start of injection (ASOI). However, the high com-
putational cost generated by the larger mesh size for the engine volume does not
permit a higher spatial resolution for the spray.

A comparison of the evaporated fuel mass between the two fuels shows a higher
evaporation rate for 2-Butanone which is in agreement with the results in [4]. At
1.25 ms ASOI, the amount of evaporated 2-Butanone is almost twice as high as of
Ethanol. This consequence of the higher specific heat of vaporization of Ethanol can
also be seen in the local concentrations in Fig. 4. Ethanol exhibits consistently about
half the concentration value compared to 2-Butanone.

The flow and spray formation structures for the two fuels at constant pressure
flow conditions show a strict axis symmetry and no significant difference besides
the higher 2-Butanone concentration can be noted. Measurements show additional
injector dependent effects resulting in slight variations of the liquid spray edge.

6.2 In-Cylinder Flow

The fv-solver for the continuous phase has already been shown to accurately capture
the flow features in an axisymmetric single-valve engine [18]. In the following,

Fig. 4 Local fuel concentration at the end of injection for Ethanol (left) and 2-Butanone (right).
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Fig. 5 Contours of the magnitude of the ensemble averaged velocity in the tumble plane obtained
by the simulation (left) and experiment [3] (right) at 90◦ crank angles (CA). The experimental
field-of-vision excludes the pent-roof and liner geometry and is denoted by the white lines in the
simulation results of the full engine slice.

simulation results without spray injection and adiabatic walls are compared with
PIV measurements in the tumble plane taken from [3].

The turbulent flow field results depend on the initial condition and thereafter vary
from cycle to cycle, thus a meaningful comparison of the velocity field requires
ensemble averaging. Therefore, five consecutive engine cycles were simulated and
the results of the last four cycles were ensemble averaged. In the experiment, mea-
surements of 125 engine cycles were used. Due to the smaller number of cycles in the
simulation, only a qualitative agreement between measured and computed velocity
field can be expected.

Figure5 shows the non-dimensional magnitude of the velocity in the engine tum-
ble plane. In the experiment the optical access is restricted to the region within the
white rectangle depicted in the simulation results. Due to the small number of cycles
the simulation results are not as smooth as the experimental data and larger velocity
fluctuations are still visible. Yet a good qualitative agreement is visible. The velocity
magnitude and also the locations of low and high velocity magnitude regions agree
well with the experimental data.

The measurement plane and cycle averaged kinetic energy E = ∑I
n=1

1
2I

(
un

2+
vn

2 + wn
2
)
is compared to the experimental data in Fig. 6. Results are presented

for a 3- and 4-cycle ensemble average. Due to larger velocity fluctuations in the
simulation results a slightly higher averaged kinetic energy level compared to the
experimental results is visible. This is confirmed by comparing the 3- and 4-cycle
ensemble average, where an energy reduction for the larger number of cycles can
be seen especially for crank angles with high turbulent kinetic energy i.e. CA below
90◦.

In conclusion, the results from the engine simulation show a satisfactory agree-
ment with the measurement data and further engine cycles are necessary for an even
better agreement.
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Fig. 6 Temporal evolution of the dimensionless ensemble- and plane-averaged kinetic energies
E . Simulation results are either averaged in the measurement window of the tumble plane or in
case of the engine-plane data the entire geometry slice including pent-roof and liner boundary.
Experimental results are taken from [3].

6.3 Engine Injection

Next, the simulation results for the spray formation in the engine and the resulting
mixing of the two biofuels will be discussed.

Fig. 7 Fuel parcels in the tumble plane for Ethanol (left) and 2-Butanone (right) at 100CA (top) and
110 CA (bottom). Parcels are scaled to mass equivalent size while the color indicates the magnitude
of the instantaneous velocity [m/s].
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Fig. 8 Liquid and vapor
mass of the fuel normalized
by the respective maximum
fuel mass.
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Fig. 9 Evaporated
Ethanol (left) and
2-Butanone (right) fuel
concentration in the tumble
plane at 105◦ CA (top) and
340◦ CA (bottom). The fuel
concentration is
non-dimensionalized by the
volume-averaged
concentration at
corresponding CA Y ∗ = Y
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In Fig. 7 the parcels in the engine at two crank angles for both fuels are visualized.
This comparison shows significant differences in spray propagation and number of
parcels caused by the different fuel physical properties. A much larger impact on
the spray development in the engine compared to the pressure chamber setup can be
seen.

Due to the different evaporation rates (see Fig. 8), it takes about 1.6 times as long
for Ethanol to evaporate half of the injected mass than for 2-Butanone. This results in
a full evaporation at 116 CA for 2-Butanone and at 121 CA for Ethanol. For further
illustration, the evolution of liquid and vapor mass fractions is displayed in Fig. 8.

As discussed in [4] and is also visible in Fig. 7 the liquid penetration on the intake
port side is much lower than around the exhaust port side due to the interaction with
the tumble vortex.

The difference in evaporation rate also affects the mixing of the gasouse fuels,
which is qualitatively assessed for the instantaneous concentration in the tumble plane
in Fig. 9. Due to the different fuel masses of Ethanol and 2-Butanone, the local con-
centration Y (x, t) has been non-dimensionalized by the volume mean concentration
˜Y (t) = ∮

V (t)(Y (x, t)/V (t)) dV (t) to enable a better comparison.
Unlike the pressure chamber results (compare Fig. 4), a strong difference between

the intake and exhaust side of the injector can be seen and the otherwise symmetrical
cone shaped concentration deteriorates. The displacement effect of the open valves
on the intake side leads to higher concentrations in that area. Additionally, the highly
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three-dimensional flow field in the engine affects the concentration distribution. For
all crank angles, 2-Butanone shows larger deviations from the mean concentration,
i.e. richer regions with high local fuel concentrations.

Ethanol on the contrary has a lower evaporation rate, which leads to a higher
penetration of the droplets in the cylinder volume. Thus, evaporation takes place in
a larger engine volume leading to a more homogeneous mixing and less Ethanol
droplets evaporate between the intake valves.

On the exhaust side, droplets are spread further apart by the predominant overflow
of the intake jet which enhances mixture formation. At the end of the intake and dur-
ing the compression stroke, mixing is primarily driven by the turbulence connected
to the tumble vortex. Nevertheless, regions with larger variations of the local fuel
concentration remain until the presumed start of ignition at 340◦ CA.

The evolution of the fuel distribution functions (V (Y ∗
i , t)) during compression is

determined by the computation of the volume ratio for cells with the concentration
Y ∗
i

V (Y ∗
i , t) =

∮
V (t)

⎧⎪⎨
⎪⎩
100V (x, t)/V (t) if

Y ∗
i − 0.005 < Y ∗(x, t) ≤ Y ∗

i + 0.005

0 otherwise

dV (t). (10)

at 180◦ and 340◦ CA.
At bottom-dead center (Fig. 10 left), the Ethanol concentration distribution shows

a more pronounced plateau around the average concentration (Y ∗
i = 1) and smaller

volumes with zero or rich concentrations. The extent of the plateau is a measure
for a favorable homogeneous mixing. During the compression stroke a double peak
evolves from the plateauwith steeper shoulders for the Ethanol distribution compared
to 2-Butanone. When analyzing the distribution functions at 340◦ CA (Fig. 10 right),
the effect of different skewness of the two distribution functions can be seen. Skew-
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Fig. 10 Dimensionless fuel concentration distribution functions in the engine volume for 2-
Butanone and Ethanol at 180◦ CA (left) and 340◦ CA (right). The volume ratios are computed
based on a concentration step of 0.01 and are a percentage of the crank-angle dependent engine
volume.
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ness describes the asymmetry of a distribution function. Negative skewness denotes
a left-tailed distribution function, in this application meaning that the fuel concentra-
tion has a longer tail in the lean fuel-airmixture and less regionswith richmixture. For
positive skewness the tail direction is reversed. Whereas the 2-Butanone distribution
is right-tailed during the entire compression stroke, Ethanol skewness changes sign
at approximately 321◦ CA and becomes left-tailed. The left-tailed Ethanol distribu-
tion has far less rich outliers and a larger volume with concentrations slightly above
the mean. The 2-Butanone distribution shows a larger volume for concentrations of
25–35% below the mean. For Ethanol, 62.1% of the engine volume has a difference
of less than 10% from the target concentration, while this is the case for only 55.1%
of the volume for 2-Butanone.

In conclusion, a significant effect of the duration of injection and the rate of evap-
oration on the fuel concentration distribution function can be seen. The unfavorable
evaporation between the intake valves leads to a less homogeneous mixture and large
variation from the mean concentration for 2-Butanone. The shape of the distribution
function at 180◦ CA for Ethanol on the other hand leads to a slightly improved
mixture formation at the start of ignition.

7 Conclusion

The mixture formation of Ethanol and 2-Butanone is predicted in a direct injec-
tion gasoline engine by performing an LES of the turbulent flow field coupled with
validated spray models. The simulation methods can predict the difference in the
fuel-air mixing formation caused by the varying fuel properties. While pressure
chamber setups show no significant distinctions in the spray behavior, the mix-
ing in the IC engine setup reveals larger differences. In agreement with previous
experimental studies [4, 8], a higher evaporation rate of 2-Butanone compared to
Ethanol caused by the higher fuel-air ratio and a lower specific heat of vaporiza-
tion for 2-Butanone are observed. The fuel distribution at ignition crank angle are
more favorable for a clean combustion for Ethanol compared to 2-Butanone, when
using the same engine parameters. The Ethanol concentration distribution function
shows less rich fuel regions compared to 2-Butanone. This differences is caused by a
larger axial penetration of Ethanol due to its slower evaporation rate. Consequently,
a better distribution of the fuel in the in-cylinder volume prevails during the intake
and compression stroke. In the next step, a cost function based on the concentration
distribution function will be defined, which will enable quantitative comparison of
the mixing quality for subsequent optimization studies, i.e., with modified injection
angles, positions and timings.
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Progress in IAG’s Rotorcraft Simulation
Framework

Manuel Keßler, Felix Frey, Johannes Letzgus, Constantin Öhrle,
Jakob Thiemeier, and Ewald Krämer

Abstract The purpose of the project HELISIM, now under the auspices of Gauss
Centre for Supercomputing (GCS), is the extension of high-fidelity aerodynamic,
aeroelastic and aeroacoustic simulations of rotors and helicopters, both in model and
full-scale configurations. Since the flow solver and the overall tool chain have reached
a high level of maturity, algorithmic developments are no more the key focus of our
projects, but occur as project and application requirements emerge. The helicopter
& aeroacoustics group at IAG likewise concentrates on gaining physical insight,
reducing risks in unconventional flight states and optimizing the aircraft itself in form
of high-fidelity CFD simulations of most complex configurations. Simultaneously,
accuracy, robustness and performance enhancements of the flow solver and the tool
chain are always part of the work. All in all, the endeavor is to push the physical
comprehension and the design and development of rotorcraft further.

1 Toolchain

All simulations described in this report utilized IAG’s proven rotorcraft simulation
framework, centering around the FLOWer fluid flow solver, originally developed
by DLR [1] and significantly extended by IAG for aerodynamic Helicopter simula-
tions [2, 3] as well as aeroacoustic analyses [4]. Starting as a standard multi-block
structured finite volume solver for the unsteady Reynolds averaged Navier-Stokes
equations (URANS), it evolved into a highly sophisticated tool with all capabilities
required for advanced rotorcraft analysis, including Chimera technology of overlap-
ping grids, mesh motion and deformation, and high order discretisations up to 6th
order WENO [5]. Over the last two decades the framework has been supplemented

M. Keßler (B) · F. Frey · J. Letzgus · C. Öhrle · J. Thiemeier · E. Krämer
Institute of Aerodynamics and Gas Dynamics (IAG), University of Stuttgart, Pfaffenwaldring 21,
70569 Stuttgart, Germany
e-mail: kessler@iag.uni-stuttgart.de

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
W. E. Nagel et al. (eds.), High Performance Computing in Science and Engineering ’20,
https://doi.org/10.1007/978-3-030-80602-6_21

331

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80602-6_21&domain=pdf
mailto:kessler@iag.uni-stuttgart.de
https://doi.org/10.1007/978-3-030-80602-6_21


332 M. Keßler et al.

by the comprehensive codes HOST [6], developed by Airbus Helicopters (formerly
Eurocopter), and CAMRAD II [7] from Johnson Aeronautics, used for blade struc-
ture dynamics, and flight mechanics to reach a trimmed state in free flight, adjusting
helicopter attitude and control angles. Over this time, many tools supporting the
framework have been implemented according to actual needs, for local and global
loads evaluation, sophisticatedbackgroundgrid generation, blademeshing, and struc-
tured post-processing. Recent additions include automatic grid refinement [5] and a
library to handle tight coupling for structure deformations at the airframe [8].

Those supporting tools are clearly inevitable for productive research within the
framework, although nearly 100% of the computing resources are consumed by the
flow solver itself. Typical setup sizes range between about 10 million cells for com-
ponent analysis, as a single propeller, andmore than a billion cells for highly resolved
wake vortex investigations. Typical full configurations of entire rotorcraft including
all components appropriate for common research activities comprise around 200mil-
lion cells in 100 grid structures. FLOWer is fully parallelized and shows excellent
weak scaling demonstrated up to 100000 cores and strong scaling below 10000 cells
per core, as much as permitted by the grid splitting [9]. In the latter case, even for
ideal blocking the number of communicated ghost cells is of the same size as the
number of computed physical cells, marking more or less the theoretical limit of
strong scaling.

Functional development of the framework is driven by current projects’ require-
ments. For example, several shieldingmethods for Detached Eddy Simulation (DES)
were investigated and implemented [10, 11]. The rotating geometry of helicopters
with their extremely complex flow field with separation zones and backflow poses
significant challenges on the generality of such methods to separate URANS regions
from LES parts reliably. Several innovative ideas were devised, implemented, tested
and assessed. Another path of development added trim capabilities for additional
degrees of freedom, like flaps. Although not strictly necessary to reach a stationary
flight state, they open up room for improved operations, like reduced power, vibra-
tions, or noise. Finally, initial maneuver flight capabilities were added, in order to
conquer the current barrier of stationary flight cases and proceed into the realm of
non-inertial flight conditions, as are very common for rotorcraft with their unique
maneuver aptitude.

Performance improvements, on the other hand, are taken onmostly on a sideline if
and only if a specific case shows deficiencies in one phase or another. For example, at
complex configurations the Chimera evaluationmay slow down the computation, and
then some effort is spent to speed up this process. In another setup, load evaluation
proved suboptimal, so the respectivemodulewas analyzed specifically and improved.
By this demand-driven approach, optimizing work is always directed to parts where
it pays off most. However, due to the current transition from the former Hazel Hen
hardware to the new Hawk architecture, some more advanced tuning is expected and
already happening in order to utilize the machine’s hardware potential at its best.
Initial experiments (see Fig. 1) on Hawk seem to indicate that memory bandwidth
poses a bottleneck for the much larger number of cores in a node, which may require
substantial reorganization of data handling.
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Fig. 1 Strong scaling of smaller FLOWer case on the new Hawk system

2 Dynamic Stall on a Full-Scale Helicopter in Turn Flight

Dynamic stall is one of the most complex flow phenomena in rotorcraft aerodynam-
ics and it limits the flight envelope of a helicopter. Thus, a highly loaded, high-speed
turn flight—which was classified as dynamic-stall relevant—of Airbus Helicopters’
Bluecopter demonstrator helicopter was numerically investigated with a loose cou-
pling of the CFD code FLOWer and the rotorcraft comprehensive code CAMRAD II,
performing a three-degree-of-freedom trim of the isolated rotor. On the CFD side,
a high-fidelity DDES was carried out and differences between the SA-DDES and
SST-DDES turbulence model as well as the influence of elastic twist (elastic versus
torsionally rigid rotor), of additionally modeled helicopter components (hub, fuse-
lage and tail boom) and of a variation of the target rotor thrust (low, mid and high)
were investigated. Computed rotor control angles and pitch-link loads were then
compared to flight-test measurements.

The FLOWer computations with domain sizes of 158 to 165 million grid cells
(Fig. 2) were carried out on the Hazel Hen cluster of HLRS, where the grids, split
into 7700 blocks, were computed on 7000 cores. For one trim step a wall time of
roughly 6.5h was required.

The rotor flow field in the present flight condition is highly unsteady and complex,
as the flow phenomena of trailing-edge separation, blade-vortex interaction (BVI),
several different dynamic-stall events and shock-induced separationoccur throughout
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Fig. 2 Section of the Cartesian off-body grid with levels of refinement adapted to the body grids.

Fig. 3 Visualization of the
instantaneous flow field by
means of isosurfaces of the
λ2 criterion colored by the
viscosity ratio μt/μ.

a large portion of the azimuth, see Fig. 3. The first dynamic-stall event happens in the
third quadrant of the rotor disk and might be triggered by blade-vortex interaction.
The dynamic-stall vortex quickly spreads in- and outboards, inducing overshoots of
sectional thrusts and pitching moments. The kink in the planform of the rotor blade
seems to delay the outboard spreading of dynamic stall and is the origin of a tip-
vortex-like apex vortex. Several other typical dynamic-stall events and streamwise
vortices appear in the outboard region of the blade in the fourth quadrant, which
sustain overshoots of sectional thrust and pitching moments.

With the SA-DDES turbulence model, the flow separation in the fourth quadrant
of the rotor disk is less pronounced than with SST-DDES, leading to an overall worse
agreement with the flight test. The additional consideration of the hub cap, fuselage
with mast fairing and the tail boom in CFD alters the rotor inflow, which improves
the agreement with both flight-test control angles and pitch-link loads, see Fig. 4. The
control angles of all cases converge reasonably within at least six loosely coupled
CFD/CSD iterations. While the lower target thrust cases underpredict and the higher
target thrust case overpredicts the flight-test control angles, the control angles of the
mid target thrust agree very well with the measurements. All computed CFD/CSD
cases underpredict the amplitudes of the flight-test pitch-link loads and phase shifts
are apparent. However, overall trends agree reasonably and it becomes clear that
CFD/CSDcoupling and trimming yields better results than a standaloneCAMRADII
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Fig. 4 Comparison of
measured and computed
pitch-link loads in the time
domain.

analysis. Most likely causes for the remaining deviations are deficiencies in meeting
the free-flight trim conditions or in the structural-dynamic modeling of the main
rotor; therefore, as a next step, the elasticity of the rotor controls is to be considered.

3 Aeromechanics of Compound Helicopters

3.1 Parameter Variation of Redundant Helicopter Controls

Within theCA3TCHproject the utilization of redundant helicopter controls is investi-
gated. The compound helicopter RACER features overall 13◦ of freedom (see Fig. 5),
six more than a conventional helicopter. However, there are only six constraints in a
steady flight:

∑
F = 0 and

∑
M = 0. Hence, the trim problem is overdetermined

by seven degrees of freedom for this rotorcraft. The remaining degrees of freedom
can redundantly be used to satisfy additional trim constraints, e.g. a specific lift share
between wings and main rotor or a specific propulsion share between propellers and
main rotor. This allows a variation of a given trim for one single flight condition.

In a broad parameter study 13 different flight physical quantities like lift or propul-
sion share have been identified and varied. This was done bymeans of the established
coupling infrastructure at IAG consisting of the comprehensive analysis tool HOST
and the CFD solver FLOWer as main components. The selected flight condition is
a horizontal cruise flight at 175 knots which is at the upper advance ratio range of
conventional helicopters. This flight state features typical phenomena at the main
rotor under high advance ratio but leaves sufficient opportunities for trim variations
without exceeding extreme trim conditions. The objective of this study is a deeper
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Fig. 5 Visualization of the
available degrees of freedom
of RACER. Coloured parts
represent different controls.
Additional degrees of
freedom, e.g. attitude angles
and main rotor speed, are
shown.

Fig. 6 Power consumption
over the variation of main
rotor speed. Main rotor
power and total system
power shown.

understanding of the interaction between redundant flight controls in order to derive
findings concerning for example an increase in efficiency.

HOST provides flight mechanic estimations on a comprehensive but low fidelity
basis. These comprehensive results can be assessed by the comparison with high
fidelity results provided by FLOWer. Figure6 shows exemplary results of the varia-
tion of main rotor speed. FLOWer results are represented by black colour, whereas
HOST results are printed in red. All shown data points are normalized by the respec-
tive quantities of the baseline case computed byHOST andmarked by the black filled
symbol. HOST clearly underestimates both the main rotor and total system power.
However, the agreement for total power is better than for main rotor power. Also, the
minimum of the total power at n

n0
≈ 0.9 matches for both methods. However, this is

not the case for the main rotor power which shows a shift of � n
n0

≈ 0.05.
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Fig. 7 CFD simulation setup for the X3 compound helicopter.

3.2 Validation of the Aeromechanic Simulations

A necessary and also very important step for the simulation of new rotorcraft con-
cepts is the validation and the estimation of error margins of the simulation methods
applied. For complete helicopter simulations in a free-flight condition, a possibility
to validate the methods is to correlate the predictions with flight test data. Therefore,
an extensive validation study for the compound helicopter X3 has been performed.
In this context, overall three different flight states have been simulated and com-
pared with the flight test data. The flight conditions range from hover over cruise to
high-speed dive.

Figure 7 shows the CFD simulation setup of the X3 for the flow solver FLOWer
that consists of around 70 − 150 million grid cells, depending on the flight state.
For all simulation cases, an iterative loose coupling between FLOwer and HOST
is applied. The comparison of the simulation results with the flight test consists of
performance parameters, flightmechanics parameters such as trim controls, and rotor
dynamic data. Overall, the applied simulation methods are validated for a compound
helicopter configuration in different flight conditions. An exemplary comparison is
shown in Figs. 8 and 9, comparing the flap bending moments of the rotor blade
between simulation and flight test.
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Fig. 8 Comparison of flap
bending moment at 14%
span.

Fig. 9 Comparison of flap
bending moment at 38%
span.

3.3 Aeroelastic Simulation of a Compound Helicopter

Depending on the flight condition of a rotorcraft, significant aerodynamic interac-
tions between the unsteady flow field and the airframe might occur. If the excitation
frequency of the flow occurs near an eigenfrequency of the airframe, resonance
is possible. This phenomenon is also called tail shake. As the compound helicopter
Racer uses anH-tail configuration, an aeroelastic simulation offers significant insight
into the dynamic excitation of the tail. In order to investigate this, a coupled CFD-
FEM method is applied (see Fig. 10). Within this method, the CFD solver FLOWer
computes the airloads which are transferred to a structural dynamics solver in each
physical time step. The structural dynamics solver computes the resulting deforma-
tions that are subsequently transferred back to the CFD solver.

The capability was implemented for a conventional helicopter configuration and
successfully applied to a (mild) tail shake flight condition [8]. Although the compu-
tational effort is huge due to the necessity of simulating tens of revolutions to obtain
meaningful statistics for low frequencymodes, the ability to predict this phenomenon
at all before flight tests is an excellent improvement over trial and error.
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Fig. 10 Coupled FEM-CFD simulation method of the compound helicopter RACER.

Overall three different flight conditions have been investigated for the compound
configuration.The simulation setup size is 200million cells.Again, due to the fact that
the relevant airframe eigenfrequencies have a relatively low frequency, a very long
simulation time is required in order to resolve the aeroelastic behaviour. Therefore,
approximately 100 revolutions were computed for each case.

3.4 Maneuvering Helicopter

Maneuver simulation capability was added to the framework with the intent of appli-
cation to a model helicopter, for which flight testing was planned as an initial means
of validation. Consequently, motion specification and structure modeling was added,
and the configuration tested. Due to circumstances, unfortunately this flight testing
had to be postponed, but in order to utilize the functionality implemented in the solver
and to further the remaining framework we switched to a different setup, compris-
ing a full-scale Robinson R44 type, created recently within two student’s theses.
Fortunately, the manufacturer of this helicopter, Robinson Inc. was very supportive
delivering necessary data not easily measureable like blade stiffness, rotational iner-
tia and even prepared CAD geometry for reference. In consequence, the setup was
up and running at the time the model helicopter simulations were put back, so we
took the opportunity to start applying the developing solver features to this different
model.

For a start, transition from hover to forward climb flight was prescribed at a fixed
trajectory, according to a generic flight pattern. The correct definition of the virtual
flight path proved somewhat challenging and required a couple of extensions, but in
the end the maneuver was represented fairly well. Figure11 shows some snapshots
of the flow field during this transition.

Another maneuver more critical from a flight dynamics point of view was the
simulation of a quick stop with rapid deceleration from full forward flight to hover
by strong pitch up. As no flight path data was available for either case, a helicopter
simulator was utilized to create a realistic position, velocity and attitude schedule for
this maneuver. Again, the simulation framework was extended to finally model this
task as well, as seen in the snapshots of Fig. 12.
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Fig. 11 Transition from
hover to climb

Fig. 12 Snapshots of quick
stop maneuver

Every single run is extremely challenging due to the large number of revolutions
necessary (about 100) to match real times of some 10s at typical revolution speeds
of 400 RPM, necessary to represent a realistic maneuver. Even with a somewhat
simplified setup of 20 million cells only, parallelization is limited to about 15000
cells per core to still be efficient. This strongly urges to improve strong scaling
properties on the new Hawk hardware with more cores per node and a (relatively)
weaker interconnect, to be taken on in the upcoming reporting period.

4 Conclusions

Despite the extremely challenging geometry, mechanics, and flow physics, rotorcraft
simulation has reached a level of confidence and accuracy where the focus slowly
shifts from implementation to application. Specific investigations on advanced flow
physics, complex fluid-structure coupling, or sophisticated flight mechanics allow
a better understanding of fundamental phenomena, at the complexity level of full
configurations. The detail provided by temporal flow field data allows the deep anal-
ysis of interaction phenomena characteristic for rotorcraft. This complements flight
testing at eye level, but without the inevitable impediments of instrumentation and
reproducibility. IAG’s rotorcraft simulation framework is here at the international
forefront of applied aeromechanic research for an extremely challenging engineer-
ing application.
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a high order discontinuous Galerkin (DG) method for scale resolving fluid dynamics
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1 Introduction

The simulation framework FLEXI has been developed during the last years at the
working group of Prof. Munz. The spatial discretization is based on an arbitrary
high order discontinuous Galerkin spectral element method (DGSEM); different
schemes are available for temporal integration. FLEXI is focused on scale resolving
simulations of compressible flow and associated problems like aeroacoustics and
particle-flow-interactions. A very recent, comprehensive overview of FLEXI, its
features, structure and supporting environment can be found in [17]; a number of
successful large scale simulations with FLEXI on systems at HLRS can be found
e.g. in [1–6, 9]. In this report, we present some novel developments, examples and
extensions of FLEXI towards further realistic applications of multiphysics problems.
We first start in Sect. 2 by discussing the extension of the current time integration
options towards implicit methods. In implicit time integration schemes, the time step
restriction that often plagues explicit schemes in regions of stiffness is lifted, leading
to time steps that are merely limited by physical considerations and not numerical
stability requirements. This advantage comes at the price of having to solve large,
typically non-linear systems of equations for each time step. The solution procedure
for these systems often includes a preconditioner, which naturally has to be adapted
to the system matrix. In Sect. 2, we show our results in the derivation of such a
preconditioner for split form DGSEM, as well as a first application of the resulting
implicit scheme to an aeroacoustic problem. We discuss the performance in contrast
to an explicit scheme and highlight the influence of the time step on the solution
accuracy. In Sect. 3, we investigate the LES of a turbulent, compressible boundary
layer, which will be used in the future to assess fluid structure interaction of shocks
and compliant walls. In the last part, we will discuss the feature extension of FLEXI
towards turbomachinery applications and therefor present a conservative high order
sliding mesh method (Sect. 4). While the consistent inclusion of new features into
a high order scheme is a challenge in itself, doing that while keeping the parallel
performance and scalability stable is a non-trivial task. In particular, new features
that introduce an inherent load imbalance need to be investigated carefully. We will
thus also present scaling and parallel performance data for the slidingmesh approach,
and conclude the section by showing large scale simulation results obtained on Hazel
Hen. We end with a brief summary and some preliminary glimpse at the porting of
FLEXI to HAWK.

2 Implicit Time Discretization for the Split DG
Formulation

In this section, we briefly summarize the necessary building blocks for implicit time
integration schemes for FLEXI. The split DG implementation is based on the strong
form DGSEM on Gauss-Lobatto nodes. Following the notation from [13], we first
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introduce the spatial semi-discrete formulation of the DGSEM. Then, the temporal
discretization with implicit Runge-Kutta methods is presented.

2.1 Split Form DGSEM

In our simulations we consider the compressible Navier-Stokes equations with an
ideal gas equation of state in the usual notation, where U denotes the vector of
conserved quantitiesU = (ρ, ρu, ρe)T and Fhyp and Fvisc the associated convective
and viscous flux vectors. In the interest of space, we present the method in 2D. The
split formulation of DGSEM is used to control the aliasing errors, introduced by the
nonlinearity of the advection terms. Split forms can be seen as a correction for the
product rule on the discrete level [11]. They use a substitution of the volume integral
with a special version using two-point volume flux functions F#. The DGSEM
uses nodal Lagrange interpolation polynomials �i with degree N to approximate
the solution and the fluxes. Integrals are approximated by using the Gauss-Lobatto
quadrature rule. A collocation of the interpolation and quadrature nodes leads to the
DGSEM formulation. With this, the semi-discrete version of the split form DGSEM
according to [11] in two dimensions reads as

∂Ui j

∂t
=

− 1

Ji j

[ N∑
α=0

F#,1(Ui j ,Uα j )D̃iα +
([

f ∗ŝ
]+ξ 1

j
�̂+
i + [

f ∗ŝ
]−ξ 1

j
�̂−
i

)

+
N∑

β=0

F#,2(Ui j ,Uiβ)D̃ jβ +
([

f ∗ŝ
]+ξ 2

i �̂+
j + [

f ∗ŝ
]−ξ 2

i �̂−
j

) ]
∀ i, j,

whereF#,· denotes the two-point flux in reference coordinates, f ∗ŝ the numerical
flux with its corresponding surface element, J the Jacobian of the transformation
from physical to reference space, D the differentiationmatrix Di j := ∂� j (ξ)/∂ξ |ξ=ξi

and �̂±
i approximates �̂±

i = �i (±1)/ωi ,withωi denoting the i-thweight of the quadra-
ture rule. The modified differentiation matrix D̃ is given by

D̃00 = D00 + 1

2 · ω0
, D̃NN = DNN − 1

2 · ωN
.

This modified D matrix automatically takes the surface integral over the inner flux
into account. The 1/2 comes from the fact that we incorporated the factor of 2 in the
split fluxes, but need to recover the Euler fluxes here. 1/ω0/N then simply is �̂(∓1).
This means that the surface integral is the same as it is used for the weak form of the
DGSEM, see e.g. [13], if Gauss-Lobatto nodes are used. With this, for the modified
differentiation matrix D̃ii = 0 ∀i holds.
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2.2 Implicit Time Discretization for DGSEM

For the temporal discretization, implicit Runge-Kutta methods are used. We are
following the presentation in [25], where explicit first stage singly diagonal implicit
Runge-Kutta (ESDIRK) schemes have been applied to the DGSEM.

The temporal semi-discrete formulation for globally stiffly accurate ESDIRK
schemes, such as introduced in [15], with s stages is given by

1. For i = 1, . . . , s solve for Un,i

Un,i − Un + Δt
i∑

j=1

ai jR(Un, j ,∇xUn, j , tn + c jΔt) = 0. (1)

2. Set Un+1 := Un,s ,

with the specific scheme dependent coefficients ai j and c j and the spatial operator
R. To solve the non-linear equations given in Eq. (1), Newton’s method is used. This
leads to the necessity of solving a linear system in each Newton iteration. For that
purpose, the iterative GMRES method [23] is applied in each Newton iteration k:

df(Uk)

dUk
ΔUk = −f(Uk), with (2)

f(Uk) = (I − Δtai,iR)Uk − Un + Δt
i−1∑
j=1

ai jR(Un, j ,∇xUn, j , tn + c jΔt). (3)

A Jacobian-free approach, see e.g. [16], is chosen to evaluate the matrix-vector
product in Eq. (2). To accelerate the convergence properties of the linear solver, a
preconditioner can be applied. The purpose of the preconditioner is to approximate
df(Uk)/dUk as accurately as possible, but at the same time being much easier to
invert. In [25] an element-wise block-Jacobi preconditioner for the standard DGSEM
has been presented. It considers the dependencies of degrees of freedom inside the
same element and neglects inter-element dependencies. In the following section, the
block-Jacobi preconditioner for the split form DGSEM is derived.

2.3 Block-Jacobi Preconditioner for the Split Form DGSEM

As the split formulation only changes the hyperbolic flux contribution, the reader is
referred to [25] for the preconditioner of the viscous flux and only the derivatives of
R with respect to U are shown here. First, the contribution of the surface integral is
given by
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−Ji j

dRsurface
i j

dÛmn

= ∂

∂ŵmn

[ (
[f∗ŝ]+ξ 1

j �̂+
i + [f∗ŝ]−ξ 1

j �̂−
i

)

+
(
[f∗ŝ]+ξ 2

i �̂+
j + [f∗ŝ]−ξ 2

i �̂−
j

) ]
. (4)

For example, the derivative of the flux at the right surface +ξ 1 can be calculated as

∂[f∗ŝ]+ξ 1

j

∂ŵmn
�̂+
i = ∂[f∗ŝ]+ξ 1

j

∂ŵN j
�̂+
i δimδ jn,

where the derivative of the numerical flux is calculatedvia afirst orderfinite difference
to ensure a broad applicability of different Riemann solvers.

For the remaining volume integral contribution of the derivative dRvolume
i j /dUmn ,

the structure of the two-point fluxes has to be considered. In contrast to the standard
DGSEM, the two-point fluxes introduce additional dependencies, such that more
entries have a contribution. The derivation leads to

− Ji j

dRvolume
i j

dUmn
=

∂F#,1(Umn,Uin)

∂Umn
D̃imδ jn +

N∑
l=0

∂F#,1(Uln,Umn)

∂Umn
D̃mlδimδ jn+ (5)

∂F#,2(Umn,Umj )

∂Umn
D̃ jnδim +

N∑
l=0

∂F#,2(Uml ,Umn)

∂Umn
D̃nlδimδ jn,

where the sum over l was introduced by the two-point fluxes. The partial derivatives
of the split fluxes themselves depend on the chosen split formulation. Note that while
the main diagonal of D̃ is zero, some of the entries in the sum vanish. The block-
Jacobi preconditioner can then be assembled by the sum of Eqs. (4) and (5). The
inversion of the block-Jacobi preconditioner is done by LU-decomposition.

2.4 Application of the Implicit Split for DGSEM to
Aeroacoustics

With the implicit-in-time split DGSEM formulation in place, applications to e.g.
aeroacoustics are possible. To illustrate the capabilities and restrictions of the implicit
time discretization, the flow over a cavity is considered.
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2.4.1 Split Flux According to Pirozzoli

First, a suitable formulation of the two point fluxes has to be chosen. We choose the
split flux formulation according to [20], which can be formulated as

F# =
⎛
⎝ 2{ρ}{u}
F#

1 {u} + 2{p}I
F#

1 {H}

⎞
⎠ ,

where {·} denotes the arithmetic mean and H being the total Enthalpy H = ρe+p
ρ

.
The derivatives of the split flux formulation required for Eq. (5) in the x-direction
can be derived as

∂F#,1(U,Uref)

∂U
=

⎛
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1
2 (uref − ρref
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ρ
) 1
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ρ
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The derivatives of the fluxes in the y-direction can be obtained in an analogous
way.

2.4.2 Aeroacoustics of Flow over a Cavity

Considering the two-dimensional flow over a cavity, different acoustic phenomena
can be expected, depending on the cavity shape and the inflow conditions. The
generated noise allows to evaluate the properties of the implicit-in-time split DG
scheme. We choose ReD = 1500 based on the cavity depth and Ma = 0.6 as inflow
conditions. The cavity has a ratio of length to depth of L/D = 2. Further details on
the setup are given in [18].

The influence of the time step size on the obtained results is illustrated with the 4th

order 6-stages ESDIRK scheme from [15]. As a comparison, the explicit low storage
4th order 5-stages Runge-Kutta scheme from [8] with a CFL number of CFL = 0.9 is
used. To relate the time step of the implicit scheme to physics, the givenCFL numbers
are calculated with the CFL condition of the explicit scheme. This value of the
Courant number corresponds to the physical time scale andguarantees the proper time
resolution of the acoustic waves. For the spatial discretization a polynomial degree of
N = 5 is chosen. The total amount of approximately 7.2 × 104 DOFs is distributed
on the cores such that the load is ≈ 1000 #DOF/Core. In an explicit simulation we



Increasing the Flexibility of the HO DG Framework FLEXI 349

Fig. 1 Pressure spectrum of
flow over cavity with
different CFL numbers,
using the implicit-in-time
split DG formulation and a
temporal resolved
explicit-in-time formulation
as a comparison.

Table 1 Relative CPU times with respect to the explicit scheme for simulation of flow over cavity
with different time step sizes of implicit scheme.

CFL 400 200 100 50 25

rel. CPU time 0.78 1.02 1.55 2.62 4.63

have to resolve the acoustic wave propagation well – otherwise the scheme becomes
unstable. Increasing theCourant number results in an underresolution of the acoustics
and the numerical results do no longer show the proper acoustics.

Figure1 shows the spectrum of the pressure fluctuations for different Courant
numbers, i.e. for different time steps. As expected for this configuration, tonal peaks
are visible - the so-calledRossiter-modes [22]. Thesemodes are amplified by acoustic
feedback. In Fig. 1 it is shown that for all Courant numbers under considerations
the frequencies of this tonal noise are visible. However, the spectrum changes by
increasing the Courant number and time step size. Additional pressure peaks occur
and hide the tonal peaks at higher frequencies. For our time approximation, this test
setup shows that the requirement of resolving all temporal phenomena can be relaxed.
The implicit time discretization remains stable in the under-resolved situation.

In Table1 the relative computational times with respect to the explicit scheme are
given. It shows that if the considered phenomena allow large time steps, a gain in
the required computational time compared to the explicit scheme can be achieved
by using implicit time discretization. The resulting efficiency gain becomes higher
for lower Mach numbers. This work shows the stability for under-resolved modes
and lays the groundwork to extend the range of problems, which can be tackled by
FLEXI, into the low Mach number regime.

3 Zonal Large Eddy Simulation of a Compressible
Turbulent Boundary Layer

In order to tackle the LES of multiphysics problems, such as the interaction of shocks
with turbulent boundary layers (TBL) in combination with fluid structure interaction,
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we need an accurate and efficient method to compute TBL. Within this subproject,
we perform a zonal, wall-resolved LES (ZLES) of a compressible TBL on a rigid
flat plate with zero pressure gradient. The results are validated against DNS data
of Wenzel et al. [28]. A combination of the recycling rescaling technique and the
anisotropic linear forcing (RRALF) according to Kuhn et al. [19] is chosen as the
ZLES ansatz to provide physically consistent inflow data.

3.1 Numerical Setup

The ZLES simulation of the TBL is based on the setup of Wenzel et al. [28]. For our
validation, theMa = 2.0 case is chosen at an inflowReynolds number of Reθ = 1100
based on themomentum thickness. The thermodynamic properties are given by T∞ =
288.15 K , Pr = 0.72, γ = 1.4, R = 287 J/(kgK ) and the viscosity is derived from
Sutherland’s law. The computational domain has the size of 40δin × 10δin × 5δin
with 144 × 46 × 30 grid cells in streamwise, wall-normal and spanwise direction,
respectively. At a polynomial degree of N = 5, this leads to a resolution at the inlet
of Δx+ = 25, Δy+

w = 1.5, Δz+ = 15 in viscous wall units and about 43 million
degrees of freedom in total. The wall is treated as an adiabatic no-slip wall and
periodic boundary conditions are used in the spanwise direction. Far field condition
is adopted as top boundary. The outlet is handled as supersonic outlet.

The crucial part of ZLES is the turbulent inflowmethod, here the RRALFmethod
is utilized. In this case the recycling plane is positioned 8δin downstream of the inlet.
Within the forcing zone, the first and second order turbulent statistics are controlled,
which guarantees long-term stability of the recycling technique. The data from [28] is
used as target statistics. The recycling plane as well as the forcing zone are displayed
in Fig. 2. To ensure the flow becomes rapidly turbulent, the flat plate is initialized
with the reference data superimposed with wall-parallel streaks.

3.2 Results

The simulation was performed with 2560 CPU cores, which leads to a load of about
17000#DOF/Core.ThePerformance Index (PID)of this simulation is at about 1.7µs.
The PID is defined as

PID = wall-clock-time · #cores
#DOF · #time steps · #RK-stages

, (6)

and describes the time it takes one core to update one DOF for one time stage of
the explicit Runge-Kutta method. Here the PID is slightly larger compared to the
standard implementation of FLEXI. This is due to the overhead introduced by the
RRALF method. The latest code optimizations within the RRALF method reduce
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Fig. 2 Computational domain of the flat plate simulation. Q-criterion visualization of turbulent
structures colored by velocity magnitude. In the inflow region the forcing zone and the recycling
plane are shown half in spanwise direction.

Fig. 3 Van Driest transformed velocity profiles (left) and Morkovin’s density scaled Reynolds
stress profiles (right).

the PID by approximately 15%. The slightly increased PID value is justified by the
high reduction in computing time due to the ZLES approach.

The flow reached a quasi-steady state after t = 7t f , where t f is the domain flow
through time. Figure2 shows the instantaneous isosurfaces of theQ-criterion, colored
by velocitymagnitude at the quasi-steady state. From here on the turbulence statistics
are collected for further 4.4t f . Figure3 compares the van Driest transformed mean
velocity profiles and the density-scaled Reynolds stresses according to Morkovin’s
density scaling law with DNS data provided by Wenzel et al. [28] at x = 20.5δin
(Reθ = 1486.6). The scaling laws are:

u+
vD =

∫ u+

0

√
ρ/ρwdu

+ and Rφφ = √
φ′φ′ ·

√
ρ/ρw

uτ

.
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The mean velocity profiles of the ZLES are in good agreement with the DNS data
with slight deviations at the boundary layer edge. Also the Reynolds stresses show
good agreement with the DNS data. The RRALF method slightly overpredicts the
Reynolds stresses, especially Ruu towards the edge of the boundary layer.

Besides the mean velocity and Reynolds stress profiles, thermodynamic fluctua-
tions, e.g. density, pressure and temperature fluctuations, of the flow will be studied
in the future, since they are especially significant for the analysis of compressibility
effects [21]. This simulation serves as a starting point for complex fluid-structure
interactions triggered by shock/boundary layer interactions on compliant walls.

4 Large Eddy Simulation of Multi-stage Turbomachinery
Using a Sliding Mesh Method

Modern aircraft engines aim to provide increased performance with a decreasing
number of blades and stages. Both trends result in smaller and lighter engines,
thereby increasing fuel efficiency [12]. The application of ultra high lift aerofoils
in the low-pressure turbine is of crucial importance to achieve these goals. The aero-
foils rely on unsteady wake-boundary layer interaction to improve the performance
characteristics beyond the capabilities of stationary flows. For these applications,
multi-stage simulations are crucial in order to accurately predict the flow field. How-
ever, the capturing of unsteady effects in the boundary layer region poses a signifi-
cant challenge for numerical simulations. The traditional approach using Reynolds-
Averaged Navier-Stokes (RANS) modeling and its unsteady extension (URANS)
keeps the computational effort low but fails to provide time-accurate data and relies
on turbulence models including their known shortcomings to approximate the cru-
cial boundary layer region [24]. Large Eddy Simulation (LES) alleviates many of
those problems at the cost of significantly increased computational requirements.
Simulations are often performed with a wall-modeled approach, carrying some of
the model dependence of RANS over to LES [7]. Only recently, wall-resolved LES
of multi-stage setups became feasible. In this context, we present the wall-resolved
LES of a subsonic multi-stage turbine cascade utilizing a sliding mesh approach.

4.1 Implementation of the Sliding Mesh

The DG-solver FLEXI was extended by a sliding mesh method proposed by Zhang
and Liang [29] to account for the relative movement of the blade stages. The sliding
mesh method allows subdomains to slide along common interfaces, as indicated in
Fig. 4. While the mesh movement itself can be incorporated with the common arbi-
trary Lagrangian-Eulerian (ALE) approach, e.g. [14], the coupling of the subdomains
along the common interface emerges as crucial for retaining the high-order accuracy
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Fig. 4 Schematic view of
the sliding mesh interface
with periodic boundary
conditions. The gap between
the subdomains reveals the
mortars in grey.

of the underlying numerical method as well as the solver’s scalability on massively
parallel systems.

The DG method uses local ansatz functions in each individual element with the
elements only coupled weakly by the numerical fluxes at the elements’ faces. Hence
no volumetric data has to be exchanged for the coupling at the slidingmesh interfaces.
The implemented method introduces two-dimensional mortars at the interface as
shown in Fig. 4. In each time step the local solution at the element faces is projected
onto the corresponding mortars, where the numerical flux function is evaluated and
subsequently projected back onto the element faces on both sides of the interface.
This retains the high-order accuracy of the method provided that L2-projections of
the respective order are used [29].

The key challenge in terms of parallelization of the method is to retrieve the
constantly shifting communication partners at the interface during simulation. By
enforcing an equidistantly spaced mesh at the interface, the adjacent elements and
their respective ranks can be recovered analytically at every time instant as long as
the velocity of the mesh movement is known. This can in turn be exploited to build
a local communication scheme in which each processor can deduce all processors
which require information exchange without the need for additional communica-
tion during the simulation. The only additional global communication occurs during
preprocessing and initialization routines.

4.2 Performance

To quantify the introduced overhead and to assess the suitability of the proposed
implementation for large-scale applications, the scaling of the code on theCrayXC40
system Hazel Hen was investigated. As test case a cubical Cartesian mesh as shown
in Fig. 5 was initialized with a constant freestream and constant mesh velocity for
the center subdomain yielding two sliding mesh interfaces. The investigated number
of cores ranged from 24 cores (1 node) to a maximum of 12,288 cores (512 nodes).
Starting from a baseline mesh with 63 elements, the number of elements in the
mesh was successively doubled in the three spatial dimensions until the minimum
of 9 elements per core is reached for the respective number of processors used. The
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Fig. 5 Baseline mesh with
63 elements for the scaling
test. The middle subdomain
is moving along two planar
sliding mesh interfaces
highlighted in blue.

Fig. 6 Results of the scaling test. Shown is the PID for several amounts of processor cores and
mesh sizes. For every data point the mean of five runs is given with the maximum and minimum
given as errorbars. The results of the sliding mesh implementation are shown on the left and the
results of the baseline code on the right.

polynomial degree was set to five, resulting in a sixth-order scheme. The quantity of
interest is the Performance Index (PID) as defined in Eq. (6).

Each run was carried out five times with the results in Fig. 6 showing the mean,
minimum and maximum for each data point. The results for the baseline code are
also given for comparison. For loads of more than 10,000 #DOF/Core, the qualitative
behaviour of the sliding mesh implementation matches the scaling behaviour of the
baseline code with a decrease in performance by about 20%. This is caused by
the additional work for the moving mesh and the overhead of the sliding mesh
implementation. For small loads of less than 5, 000 #DOF/Core, the performance
degenerates substantially with an increasing amount of computing cores. This is due
to the additional communication and the load imbalance at the interfacewhich cannot
be hidden effectively for small loads. Since loads of 10, 000 #DOF/Core and more
are reasonable for many large-scale applications, the implementation proves itself
suitable for HPC.
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Fig. 7 Cross section of the computational grid. The sliding mesh interfaces are highlighted in red.

Fig. 8 Snapshot of the instantaneous Mach number distribution.

4.3 Test Case

As test case for turbomachinery application, the mean line geometry of the Aachen
1.5 axial flow turbine featuring a stator-rotor-stator configuration was chosen. The
stator profiles are geometrically identical Traupel profiles while the rotor uses a
modified VKI geometry. The original blade count of 36-41-36 is changed to a 38-38-
38 configuration of which one pitch was simulated. The respective inlet and outlet
Mach number are Mainlet = 0.1 and Maoutlet = 0.5, resulting in a chord Reynolds
number Re = U∞ c

ν
= 8 × 105 based on the stator chord [10, 26, 27].

A cross section of the computational domain with a zoom on the boundary layer
refinement is shown in Fig. 7. The mesh consists of an unstructured grid in the
freestream and a structured O-type mesh in the blade vicinity for a total of 966288
cells. Red lines denote the positions of the slidingmesh interfaces using the approach
outlined in Sect. 4.1. The polynomial degree of the implicit LES is set to sixth order
resulting in 2.087 × 108 degrees of freedom (DOF). A total of 18 900 record points
are placed in the boundary layer region which capture the time-accurate solution
at every iteration. The information in spectral space is obtained by an FFT. The
simulation is ramped up until a periodic state is achieved and subsequently sampled
for 10 blade passing periods.

TheMach number of the instantaneous fluid solution at the end of the simulation is
shown in Fig. 8.At this instance, the rotor encounters unsteadiness exclusively caused
by the trailing edge vortices of the upstream stator. The wakes remain recognizable
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Fig. 9 Power spectral
density of turbulent kinetic
energy near the trailing edge
of the rotor suction side.

Fig. 10 Instantaneous fluid
solution around the trailing
edge of second stator using
iso-surfaces of the
Q-criterion.

as they are bent throughout the rotor passage and are separated by regions of calmed
fluid. As these regions persist until the downstream vane row, the flow at second
stator’s leading edge also experiences distinct changes of turbulent intensity over
time.

The spatial and temporal resolution allows for the analysis of turbulence devel-
opment and non-linear interactions. One such example is the power spectral density
plot of turbulent kinetic energy at 90 % rotor surface length in Fig. 9. The energy
contained in wave numbers associated with the blade passing frequency at 2216.66
Hz is clearly recognizable. The extensive inertial subregion indicates a well devel-
oped turbulent spectrum at this probing location which was chosen to emphasize the
predictive accuracy of the simulation.

However, significantly more important for performance assessment of the turbine
case are regions such as the aft section of the second stator as shown by isosurfaces
of the Q-criterion in Fig. 10. As the change from a laminar to a turbulent boundary
layer state significantly influences skin friction and heat transfer, the exact location
of the transition point is of the essence. Such examples make another strong point on
spending the computational effort on wall-resolved calculations rather than relying
on wall modeling.
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5 Summary and Outlook

In this report, we have presented the current capabilities of FLEXI with regards
to complex large scale simulations as well as new numerical developments. The
inclusion of flexible temporal integration schemes allows us to considerable broaden
the scope of applicability of FLEXI, for e.g. RANS formulations, lowMach number
flows or other stiff problems. The LES computation of the turbulent compressible
boundary as well as the rotor-stator-interactions presented here show how large scale
simulations with FLEXI can be used to predict flow physics in complex situations
and investigate strongly coupled non-linear interactions.

Recently, FLEXIhas also been successfully ported to the newHAWKarchitecture.
The necessary changes to the code and its build environment induced by the switch to
HAWK have been minor. Preliminary scaling results on the system in the test phase
indicate that the scaling of FLEXI remains stable, however, further work is required
on the investigation of the influence of the reduced memory bandwidth on node level
by the means of striding. Furthermore, the change from Cray Aries to the hypercube
InfiniBand network will be investigated. This will be tackled once the system is in
production phase.
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Numerical Analysis of Stratified
T-Junction Mixing Flows

Cenk Evrim and Eckart Laurien

Abstract Mixing of coolant streams at high temperature differences in a T-junction
frequently cause unexpected fatigue cracking of piping material, this is a challenge
for the safe operation of a nuclear power plant. This study compares the T-junction
flow mixing in different T-junction configurations of the Fluid-Structure Interaction
(FSI) facility at the University of Stuttgart.Warm and cold fluids flow in themain and
branch pipes with a temperature difference ΔT = 180K between the mixing fluids.
Numerical study is conducted using the Large-Eddy Simulation (LES) method. The
numerical results are validated with in-house experimental data from the horizon-
tal and vertical T-junction configuration. The stratified T-junction mixing flows are
numerically investigated and characterized. Additionally, this paper also contains a
close investigation of temperature fluctuations and the influence of the weld seam on
the mixing process.

1 Introduction

A nuclear power plant contains a vast piping network supply coolant to the required
locations in order to ensure its safe operation. There are certain locations where the
fluids at significant temperature differences aremixed to control the resulting outflow
temperature. Such mixing occurs mainly in T-junction piping configurations located
in the residual heat removal system, emergency core cooling system and charging
lines. The mixing results in random thermal fluctuations of varying amplitudes over
a wide range of frequencies to be imposed on the piping wall. Depending on the
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pipe geometry, material properties and thermal loading on the structure crack initia-
tion could be expected during any timeframe resulting in high-cycle thermal fatigue
(HCTF) damage of piping components. Since the thermal loading caused by such
mixing is of lower amplitude, monitoring such loads using conventional surface ther-
mocouple instrumentation is found to be highly ineffective as the underlying flow
is highly turbulent and exhibits complex mixing behavior. A well-known example
is the cracking incident reported by Chapuliot et al. [1] in the Civaux-1 NPP during
1998 where through-wall crack over a length of 180mm and a network of other
cracks developed within a short span of 1500h near the T-junction piping in the
RHRS. Metallurgical investigations concluded the origin of the cracking was caused
by thermal fatigue. Following this incident, T-junction flow mixing using different
piping material, inflow velocities and temperatures were experimentally investigated
in literature. A list of such experiments is provided in Selvam et al. [12].

Aside from measurements, advances in high-speed computing have propelled the
field of computational fluid dynamics (CFD) to the forefront of both the academia and
industry over the past two decades. CFD studies of nuclear safety related research
has been widely carried out by various investigators employing different method-
ologies and a description of the research areas is provided in Smith et al. [13]. The
OECD/NEA organized a CFD benchmarking exercise based on the T-junction mea-
surements carried out at the Vattenfall test facility in Sweden [13]. The majority
of participants in this exercise used the Large-Eddy Simulation (LES) method, e.g.
Höhne [5] and Jayaraju et al. [6], which offered a good trade-off between computa-
tional expense and accuracy of solutions in comparison with the Reynolds Averaged
Navier-Stokes (RANS) method. In this investigations are rather coarse meshes used
due to high Reynolds numbers.

To determine the conjugate heat transfer and to predict the characteristics of near-
wall turbulence, the thermal fluid-structure interaction and heat conduction of the
solid material must be taken into account. Generally two basic approaches can be
utilized: (i) resolving the near-wall layer or (ii) by wall functions, to bridge the gap
between the wall and the first node. The approach (i) is called a wall-resolved LES.

Numerical simulations based on wall functions tend to underestimate the flow
and thermal fluctuations which effect the heat transfer through the walls [6]. It is
therefore suggested to resolve the near-wall layer, then the flow structures close to
the wall are directly well resolved.

If the temperature difference is small, e.g. [13], the buoyancy effect may be
neglected. The gravity and buoyancy effect is significant at higher temperature differ-
ences because this leads to a turbulence damping with a stabilization in addition to a
wavy density stratification of themixingfluids. To investigate turbulentmixingmech-
anisms with high temperature differences and buoyancy effects the Fluid-Structure
Interaction (FSI) facility at the University of Stuttgart was designed and built, see
Kuschewski et al. [7].

In earlier numerical investigations with the LES approach, a wavy stable stratifi-
cation could be detected in a horizontal T-junction configuration, e.g. by [12]. The
highest thermal fluctuations are located on the interface between warm and cold
areas. Indeed, the mixing mechanisms in vertical T-junction configurations and the
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effect of the weld seam is still not clear, in view of the fact that no numerical studies
have been performed. The aim of this research paper is to fill the knowledge gap by
supplying wall-resolved LES of stratified mixing flows both in the horizontal and
vertical T-junction configuration. To achieve the target, we analyze the influence of
the inflowing cold branch pipe fluid on themixing process. The predicted LES results
are validated with experimental data of the FSI facility. Additionally, to analyze the
buoyancy effect, the results are compared with each other. Furthermore, this paper
includes the impact of the weld seam on the heat transfer and mixing process.

2 Computational Details

2.1 Governing Equations

In numerical flow simulations with LES method, the three dimensional large-scale
structures are directly resolved, while the small-scale structures in the turbulent
flow are modeled. In turbulent flows of variable density fluids, the tilde (∼) denotes
Favre-filtered (density-weighted) variables, while the overbar (-) presents Reynolds-
filtered variables. In the following Eq.1–3 represent themass, momentum and energy
conservation for the current LES, respectively:
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The effective dynamic viscosity is the sum of the molecular and turbulent vis-
cosities and the effective diffusivity is consisting of the molecular and turbulent dif-
fusivities. The turbulent Prandtl number Prt has the value 0.85. The turbulent eddy
viscosity is calculated by using the Wall Adapting Local Eddy (WALE) subgrid-
model [9] and is expressed by
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here S̃i j defines the resolved shear strain rate tensor and Sdi j represents the traceless
symmetric part of the square of the velocity gradient tensor and is expressed by

Sdi j = 1
2

(
g̃2i j + g̃2j i

)
− 1

3

(
δi j g̃2kk

)
with the velocity gradient tensor g̃i j = ∂ ũi

∂x j
. The

WALE constant Cw has the value 0.325.
Thermal conductivity inside the solid region is considered by the thermal diffusion

equation whose formulation results from Eq.3 by neglecting the convection term:

∂ (ρshs)

∂t
= ∂

∂x j

(
αs

∂hs
∂x j

)
(5)

Where αs represents the thermal diffusivity of the piping material. The wall tem-
perature Tw is estimated by coupling the local heat fluxes of the solid and fluid domain
by using a linear approximation:

λ
(
T̃1

)
Δy1

(
T̃1 − Tw

)
= λ (Ts)

Δy1,s
(Tw − Ts) (6)

hereΔy denotes thewall distance, while the indices defines the nearest cell centers
from the wall in the fluid and solid part, respectively.

2.2 Computational Domain and Numerical Method

The computational domain and the boundary conditions are based on the FSI experi-
ment in Zhou et al. [14]. An illustration of the computational domain of both configu-
rations and a view of the weld seam geometry is shown in Fig. 1(a–f). The simulation
domain consists of an innermain pipe diameter of 0.0718m (Dm) and an inner branch
pipe diameter of 0.0389m (Db). It has a total downstream length of 12 diameters
(12Dm). The T-junction is discretized with a total of 17.5 Mio. (fluid region: 12.2
Mio.; solid region: 5.3 Mio.) structured hexahedral mesh.

The numerical mesh is based on the best practice guidelines by Piomelli and
Chasnov [10] for awall-resolved LES. The non-dimensional length, height andwidth
of the first cell close to the wall measured in wall units are defined as Δx+, Δy+
and Δz+, respectively. They assess the resolution of the mesh. The superscript “+”
represents a dimensionless length normalized by the friction velocity uτ and the
kinematic viscosity ν. The first cell heights within the boundary layer is 6*10−6

m, which corresponds to Δy+
max < 1 throughout the computational domain in the

present LES calculations. Table1 summarizes a comparison of the LES with the
recommended range by [10].

To speedup the turbulencedevelopment, a perturbation approachby [11]wasused.
The inflow generator has an initial length of 4Dm/b and the aim is to generate and
provide a fully developed turbulent flow, see e.g. [2, 3, 8]. At first, steady simulations
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Fig. 1 Flow domain of both configurations and a closer view of the weld seam area

Table 1 Comparison of the mesh resolution of the current LES with recommended values in the
literature

Δx+ Δy+ Δz+

[10] 50–150 1 15–40

Present <67 <1 <19

are performed based on k-ω-SST turbulence model. The temperature distribution of
the steady solution is used for the initialization of the LES.

The temperature difference between the mixing fluids is ΔT = 180K with a
mass flow rate ratio (ṁm /ṁb) of 3. Fixed temperature inlet values are used at each
flow inlet. The numerical simulations are coupled with the heat conduction in the
solid material in order to take account of the thermal fluid-structure interaction.
Outer walls and the outlet are set as an adiabatic boundary condition. A non-slip
boundary condition for the velocity is selected on the inner wall. Fluid properties
are temperature dependent and are specified as polynomials based on the NIST
database. Constant thermophysical properties are considered for the solid region:
ρs = 8000 kg/m3, cp,s = 500 J/(kgK) and λs = 15 W/(mK). Table2 contains the
inflow parameters of the investigated flow mixing process.
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Table 2 Simulation conditions

p [bar] Rem [−] Reb [−] ṁm
[kg/s]

ṁb
[kg/s]

Tm [K ] Tb [K ] Prm [−] Prb [−]

75 78400 6600 0.6 0.2 473.15 293.15 0.9 7

The aforementioned governing equations are discretized with the open-source
finite-volume code OpenFOAM v5.0. The pressure and velocity term in the momen-
tum equation are coupled by using the PIMPLE algorithm. Different discretization
schemes were applied for solving PDEs; spatial discretization was made with the
central differencing scheme and temporal discretization was performed by a second
order implicit backward time discretization scheme. Convective terms in the energy
equation were solved by the second order scheme limitedLinear and fixed blended
Linear-UpwindStabilizedTransport (LUST) scheme.A cellMDLimitedGauss linear
scheme is applied for the temperature gradient. An unbounded second order scheme
is used for the Laplacian terms. For the surface normal gradient terms is an explicit
non-orthogonal correction used. The method has overall second-order accuracy in
both space and time. The transient simulations are solved with a fixed Courant num-
ber of Co = 1 and a variable time step. The flow statistics were averaged for at least
30 flow-through times.

3 Results and Discussion

Large-Eddy Simulations have been performed with the aforementioned boundary
conditions (see Table2) and the results are discussed in this section. In this section,
the normalized mean temperature T ∗ and the normalized temperature fluctuations
T ∗
RMS are expressed by

T ∗ = T − Tb
Tm − Tb

T ∗ = 1

N

N∑
N=1

T ∗ T ∗
RMS =

√√√√ 1

N

N∑
N=1

(
T ∗ − T ∗)2 (7)

here N defines the number of sampling points.

3.1 Validation

Figure2 shows the validation of the normalized temperature and normalized temper-
ature fluctuations at the position x = 6.5Dm in the near wall region (1mm into the
fluid from the inner wall) of case 1 and 2.
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Fig. 2 Comparison of normalized mean temperature a case 1 and c case 2 and normalized temper-
ature fluctuations b case 1 and d case 2 at x = 6.5Dm

In comparison with the experiment, we infer that our LES results agree well
with the measurement data of both cases. This agreement between the experimental
and LES results indicates that the current LES results are reasonably reliable for
further investigation. In Fig. 2(a), the thermal mixing in case 1 is incomplete with
areas which are remaining warm with T ∗ = 1. Moreover, the lowest normalized
temperature in case 1 is around T ∗ = 0.4. The corresponding fluctuations profile in
Fig. 2(b) shows a double-peak structure. This indicates that the highest fluctuations
are on the interaction layer between warm and cold. The peaks are located at (i)
θ = 270o with a peak value of 0.105 and (ii) θ = 100o with a peak value of 0.075.
We note an enhanced thermal mixing in case 2. The fluctuations profile of case 2
shows also a double-peak structure as shown in Fig. 2(d). However, it can be seen that
the peak values in case 2 are much smaller than in case 1. Additionally, both peaks in
case 2 have the same value of 0.04. This plots shows that the edges of the stratification
oscillates strongly which leads to a double-peak formation. However, the core of the
stratification oscillates weakly therefore the stratification has a damping behavior,
similar to the oberservations in e.g. [4].
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3.2 Near-Wall Flow Characteristics

Figure3(a–d) show the mean normalized temperature T ∗ on circumferential distri-
bution in the near wall region (1mm from the inner wall into the fluid) with/without
weld seam for both cases.

The temperature field in case 1 shows a wavy stable stratification as shown in
Fig. 3(a, b). This flow pattern type presents that in the mixing zone are areas where
mainly the warm fluid with T ∗ = 1 is flowing. We notice cold areas with the value
T ∗ = 0 in the mixing zone at 0.2Dm ≤ x ≤ 1.2Dm . The heavier cold fluid from the
branch pipe enters the mixing zone and immediately falls to the bottom and flows in
the underpart. Therefore, it allows the lighter warm fluid to stream in the upper part
of the pipe. This cold fluid is heated and disappears in the further downstream and
the lowest normalized temperature has the value T ∗ ≈ 0.5. Based on the temperature
field close to the weld seam in case 1, we infer that the stratification layer is shifted
upwards and downwards due to the presence of the weld seam as shown in Fig. 3(a,
b). It can be seen here that Fig. 3(b) represents an undisturbed thermal field.

First of all, we can detect in case 2 an enhanced thermal mixing (see Fig. 3(c,
d)). In the near-wall region exist no area with the value T ∗ = 0. The thermal field
shows here also a stable stratification, but without an oscillating behavior and wavy
flow pattern type as in case 1. The cold fluid flows from above into the mixing zone
and this observation indicates that the effect of buoyancy is in case 2 stronger and
this leads to an improved mixing process. In this configuration can not be seen a
similar effect of rotation and shifting of the thermal field in the near-wall region like
in case 1.

Figure4(a–d) show the normalized temperature fluctuations T ∗
RMS on circumfer-

ential distribution in the near wall region (1mm from the inner wall into the fluid)
with/without weld seam for both cases.

The temperaturefluctuationsfield in case 1 showshigh intensities in the interaction
layer between warm and cold. It can be seen that the peak intensities are existing in
the zone where the cold branch pipe fluid enters the warm main pipe. This can be
obvserved in the area 126◦ ≤ θ ≤ 180◦ and 0Dm ≤ θ ≤ 0.2Dm as shown in Fig. 4(a,
b). Furthermore, we remark that the peak thermal fluctuation intensities are falling
in the further downstream. Due to the presence of the weld seam, we detect that the
fluctuation field is also disturbed and shifted. In addition, just shortly after the weld
seam the fluctuation values in the near-wall region decrease suddenly (see Fig. 4(a,
b)).

In case 2, we can detect areas with high fluctuations intensities at 9◦ ≤ θ ≤
45◦/315◦ ≤ θ ≤ 351◦ and 0Dm ≤ θ ≤ 0.6Dm , see Fig. 4(c, d). This areas appear
due to the oscillating impinging jet from the branch pipe. Due to the enhanced ther-
mal mixing, the fluctuations intensities in the further downstream are relatively lower
compared to case 1. Furthermore, we note that the weld seam leads to a reduction of
the thermal fluctuations in the near-wall region.
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Fig. 3 Circumferential distribution of the mean normalized temperature T ∗ along the downstream
(1mm from the main pipe wall) with a, c and without b, d weld seam for both cases
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Fig. 4 Circumferential distribution of the mean normalized temperature T ∗
RMS along the down-

stream (1mm from the main pipe wall) with a, c and without b, d weld seam for both cases
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Fig. 5 Normalized temperature fluctuations at x = 5.6Dm with a, b and without c, d weld seam
for both cases

3.3 Flow Characteristics Close to the Weld Seam

Figure5(a–d) show the normalized temperature fluctuations with/without weld seam
at the position x = 5.6Dm downstream of the T-junction for both cases.

The weld seam at the position x = 5.5Dm downstream of the T-junction signifi-
cantly affects themean thermal field. The effects of the reduction of the inner diameter
on the mixing behavior in case 1 can be seen in Fig. 5(a, c), where the fluctuation
intensity in the near-wall region is rotated and shifted upwards in area (I). In case 2,
the thermal fluctuations in the near-wall region (II) are strongly decreased as shown
in Fig. 5(b, d).

3.4 Computational Performance

The scalability test of the T-junction mixing process on the high-performance com-
puter named ‘Hazel Hen’, which is located at the High-Performance Computing
Center (HLRS) Stuttgart, is shown in Fig. 6. The scaling performance is analyzed
against the number of cores and 24 cores per node were used. The data acquisition
took place at a fixed time step size. To improve the simulation time, the output of
results was suppressed during each scaling test run, providing a constant condition
for the investigation. The numerical meshes are subdivided into parts and the load
is uniformly distributed over the cores. The hierarchical geometric method is used
to decompose the domain. Ideally, the method should scale linearly as shown in
Fig. 6(a). The speedup is defined as Tcore=24/Tcore=N , whereby Tcore=24 represents
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Fig. 6 Computational performance of current solver a speedup b parallel efficiency

the simulation time with 24 cores while Tcore=N defines the time using N cores
with 24 ≤ N ≤ 768. Similarly, parallel efficiency is defined as the ratio of wallclock
speedup to the number of nodes used.

For the scalability test 100 time-stepswere used to characterize the code. It took an
inordinate amount of time to calculate the case on 1 core, it was approximately t ≈ 3
h. We infer that the method has an approximately linear speedup for the investigated
case until 192 cores, see Fig. 6(a). The simulation with 192 cores is around 8 times
faster than with 24 cores. The simulation with 192 cores is equivalent to around
90000 cells per core. Furthermore, the simulation with 384 cores is around 10 times
faster than with 24 cores and this corresponds to approximately 46000 cells per
core. It can be seen that by increasing the cores to 768, the speedup drops and the
parallel efficiency falls to 44%, see Fig. 6(b). The T-junction mixing processes are
simulated for 180s and this is sufficient for the demonstration case presented here.
The computational effort for this kind of simulations are approximately 5 ∗ 104 CPU
hours. In order to avoid the limitation of memory storage and the number of output
files, we recorded only the three latest time step data in this investigation.

4 Conclusions

In this work, a numerical analysis was performed for a better understanding of strat-
ified mixing flows in T-junction configurations. To achieve this goal, wall-resolved
Large-Eddy Simulation was performed. The investigated cases have a temperature
difference of 180K between the main and branch pipe fluids, in this connection the
mass flow rate ratio is 3. The Reynolds number in the main pipe is around 78400 and
in the branch pipe approximately 6600. For different cases were analyzed to under-
stand the effect of the weld seam on the mixing process and thermal fluctuations.
The numerical results show a good agreement with the corresponding experimental
data. Furthermore, a wavy stable stratification can be detected in the case 1. Here the
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upperpart of the pipe stays warm during the mixing process. An enhanced thermal
mixing can be seen in case 2. This case shows a stronger effect of buoyancy, however
without an oscillating behavior or wavy flow pattern type. The thermal fluctuations
field represents that the highest intensities are on the interface layer between warm
and cold. Additionally, in case 1 are the thermal fluctuation intensities in the further
downstream higher than in case 2. We also conclude from the simulations that the
stratification layer is rotated and shifted due to the presence of the weld seam.
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Turbulence Modulation and Energy
Transfer in Turbulent Channel Flow
Coupled with One-Side Porous Media

Xu Chu, Wenkang Wang, Johannes Müller, Hendrik Von Schöning,
Yanchao Liu, and Bernhard Weigand

Abstract The microscopic structure of porous walls modulates the turbulent flow
above. The standard approach, the volume-averaged modelling of the porous wall,
does not resolve the pore structure. To systematically link geometric characteris-
tics with flow properites, direct numerical simulations are conducted which are
fully-resolving the microscopic structure. A high-order spectral/hp element solver
is adopted to solve the incompressible Navier-Stokes equations. Resolving the full
energy-spectra relies on a zonal polynomial refinement based on a conforming mesh.
A low and a high porosity case with in-line arrays of cylinders are analysed for two
Reynolds numbers. The peak in the streamwise energy spectra is shifted towards the
pore unit length for both cases. Proper Orthogonal Decomposition (POD) shows that
the fluctuations in the porous wall are linked to the structures above. Q2 structures
are linked with blowing events and Q4 structures with suction events in the first pore
row. The numerical solver Nektar exhibits an excellent scalability up to 96k cores on
“Hazel Hen” where a slightly improved performance is observed on the brand new
HPE “Hawk” system. Strong scaling tests indicate an efficiency of 70% with around
5, 000 mesh-nodes per core, which indicates a high potential for an adequate use of
a HPC platform to investigate turbulent flows above porous walls while resolving
the pore structure.

1 Introduction

The properties of turbulent flows bounded by porous materials are determined by
the microscopic structure of the porous material. This modification of the turbulent
flow by a porous structure can be found in natural systems and in various engineering
applications. Natural systems are for instance rivers flowing over porous riverbeds or
the flow of wind over forests. In engineering the ability of a porous wall to exchange
momentum and energy with the turbulent flow is useful for Aerodynamics and Ther-
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modynamics applications. Thermodynamics applications like heat exchangers use
the high specific surface area of porous walls to increase the heat transfer. The pro-
cess of transpiration cooling involves porous walls through which gas is blown to
reduce the heat flux into the structure and at the same time to absorb heat from the
structure. Aerodynamics investigations show, that it is possible to reduce the noise of
an airfoil by applying a porous structure at the trailing edge. All these examples have
in common that macroscale properties are determined by the microscopic character-
istics of the porous structure or the surface structure. Reducing frictional pressure
losses with an increase in heat transfer by the design of a passive structure would be
of great commercial value. To enable this it is decisive to understand the influence
of the characteristics of porous structures like the pore mophology and topology.

Themodulation of turbulence by a permeable surface has been confirmed in early-
years experiments with different configurations, e.g. turbulent open channel flows
over porous media composed of spheres. A qualitative similar conclusion was drawn
that the wall permeability is able to increase turbulent friction. In a recent study, Suga
et al. [21] constructed three different kinds of anisotropic porous media to form the
permeable bottom wall of the channel. The wall permeability tensor is designed to
own a larger wall-normal diagonal component (wall-normal permeability) than the
other components and the spanwise turbulent structures are investigated with particle
image velocimetry (PIV). They discuss the correlation of streak spacing and integral
length with the wall normal distance for different wall permeabilities.

Terzis et al. [22] examined experimentally the hydrodynamic interaction between
a regular porous medium and an adjacent free-flow channel at low Reynolds num-
bers (Re < 1). In their study the porous medium consists of evenly spaced micro-
structured rectangular pillars arranged in a uniform pattern, while the free-flow
channel features a rectangular cross-sectional area. They show that the flow is non-
parallel at the interface between the free-flow and the porousmedia flow. DNS allows
microscopic visualization and analysis, which is hardly achvieable within the mea-
surements in such confined and tortuous spaces. The existing experiments provide
information about the optically accessible areas. However, because of the difficulty
in performing measurements inside the porous media, it is not easy to discuss the
turbulent flow physics inside the porous structures.

Direct Numerical Simulation exhibits an edge of observing and analyzing turbu-
lent physics in a confined small space, not only for the canonical cases as channel
flows and pipe flows [2, 4, 13–15, 17, 19], but also for transitional and turbulent
flow in a representative elementary volume (REV) of porous media [5, 7]. Grow-
ing interest has been observed regarding the turbulent flow regime inside porous
structures, as the studies with direct numerical simulation (DNS) show [5–7, 11,
26]. However, an adequate resolution of the smallest length scales of the flow in the
interface region (between the pore flow and the turbulent boundary layer) requires
enormous computational resources. To limit the computational cost, the size of the
computational domain can be reduced. Therefore, appropriate boundary conditions
must be chosen. Jimenez et al. [10] performed DNS with a special boundary condi-
tion: They imposed no-slip conditions for the streamwise and spanwise velocities,
and set the wall-normal velocity for the permeable wall to be proportional to the local
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pressure fluctuations. The friction is increased by up to 40% over the walls, which
was associated with the presence of large spanwise rollers.

Rosti et al. [20] explored the potential of drag reduction with porous materials.
They systematically adjusted the permeability tensor on thewalls of a turbulent chan-
nel flowviaVANS-DNS coupling. The total drag could be either reduced or increased
by more than 20% through adjusting the permeability directional properties. Config-
uring the permeability in the vertical direction lower than the one in the wall-parallel
planes led to significant streaky turbulent structures (quasi 1-dimensional turbulence)
and hence achieved a drag reduction. Recent studies achieved to resolve the porous
media structures coupled with turbulent flows. Kuwata et al. [12] used the Lattice-
Boltzmannmethod (LBM) to resolve porous structures coupled with turbulent flows.
The porous media is composed by interconnected staggered cube arrays. The differ-
ence between a rough wall and a permeable wall is elucidated.

The current study is intended to establish interface-resolved DNS research about
turbulent flows over porous media. Through an adequate resolution of the flow field
inside the porous structure and of the turbulent flow above, both the turbulence
modulation and the energy exchange across the porous surface is investigated. This
physical knowledge can be used to support different levels of modeling like LES or
RANS [28]. Furthermore, it will be possible to link the geometrical characteristics
of the porous media with the turbulent structures of the flow field. This will enable
the design of porous structures that generate specific flow properties.

2 Numerical Method

2.1 Arbitrary High-Order Numerical Solver for Complex
Geometries

The three-dimensional incompressible Navier−Stokes equations, given by Eqs. 1–2,
are solved in non-dimensional form, where Π is the corresponding source term in
the momentum equation to maintain a constant pressure gradient in the main flow
direction.

∂u j

∂x j
= 0 (1)

∂ui
∂t

+ ∂uiu j

∂x j
= − ∂p

∂xi
+ 1

Re

∂2ui
∂xi∂x j

+ Πδi1 (2)

A spectral/hp element solver Nektar++ [1, 18] is used to perform the DNS and
to resolve the wide-spectra of scales in the complex geometrical structures. The
high-order solver framework allows arbitrary-order spectral/hp element discretisa-
tions and refinement with hybrid shaped elements. Bothmodal and nodal polynomial
functions can be used for the high-order representation. In addition, the homogeneous
flow direction can be represented with Fourier-spectral expansions and, therefore,
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Fig. 1 Interface resolved Direct Numerical Simulation. Section of the computational domain in the
x − y plane. The spanwise direction is periodic. Depicted is a snapshot of the streamwise velocity
fluctuation u′.

enables the usage of an efficient parallel direct solver. The spectral-accurate discreti-
sation combined with meshing flexibility is optimal to deal with complex porous
structures and to resolve the interface region. The time-stepping is treated with a
second-order mixed implicit-explicit (IMEX) scheme. The fixed time step is defined
byΔT/(h/u) = 0.0001 to ensure numerical stability. A run of 10 flow through times
for flow development and 5 flow through times for gathering statistics is in general
necessary.

Figure1 illustrates a two-dimensional sketch of the simulation domain, the span-
wise direction is periodic. The domain size Lx × Ly × Lz is 100 × 20 × 8π , where
the lower part 0 < y < 10 is the porous media and the upper part 10 < y < 20 is the
free-flow channel. The porous layer consists of circular cylinders arranged in-line.
The porous layer consists of 50 porous media elements in streamwise direction and
5 elements in wall-normal direction, which indicates 250 porous elements in total.
A no-slip boundary condition is defined for all surfaces of the porous structure (i.g.
on the surfaces of the circular cylinders) as well as for the upper wall (y = 20) and
for the lower wall (y = 0). Periodic boundary conditions are defined in x-direction
between x = 0 and x = 100. The second pair of periodicity is defined in the spanwise
direction z = 0 and z = 8π .

The geometry is discretizied with full quadrilateral elements on the x − y plane
with local refinement near the permeable interface. The third direction (z-direction)
is extended with a Fourier-based spectral method. High-order Lagrange polynomi-
als through the modified base are applied on the x − y plane. The numerical solver
enables a flexible non-identical polynomial order based on the conforming elements,
which offers high meshing flexibility corresponding to laminar, turbulent or interfa-
cial flows according to prior knowledge.

2.2 Simulation Conditions

The simulation cases are summarized in Table1. Four cases are introduced here
covering two porous topologies and two Reynolds numbers. The porous topology
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Table 1 Summary of boundary layer parameters for all the cases. Case A1 and A2 are the low
porosity cases (ϕ = 0.5) and case B1 and B2 are the high porosity cases (ϕ = 0.8)

Case ϕ Ub ν Re u p
τ Repτ utτ Retτ

A1 0.5 5.15 5.92e−3 3680 0.32 335 0.28 193

B1 0.8 3.58 5.92e−3 2519 0.41 503 0.28 123

A2 0.5 5.45 2.96e−3 7804 0.31 667 0.28 367

B2 0.8 3.58 2.96e−3 5088 0.41 979 0.28 231

is characterised by the porosity ϕ, which is defined by the ratio of the void volume
VV to the total volume VT of the porous structure. The bulk Reynolds number is
defined using the bulk averaged velocity u, channel height h and kinematic viscosity
ν, i.e. Re = uh/ν. Additional flow characteristics are the shear Reynolds numbers
Retτ = utτh/ν and Repτ = u p

τ h/ν.Wherein the superscript t refers to the evaluation at
the top wall of the channel and p to the evaluation at the permeable surface. The total
mesh resolution ranges from 250 × 106 to 1.1 × 109 for the high Reynolds number
condition.

3 Results

Figure2 shows the mean streamwise velocity U profiles, where U = 〈u〉 is tempo-
rally and spatially averaged. The inner-scaledU+ profiles of both sides are compared
in Fig. 2(a), which are normalized by u p

τ and utτ correspondingly. All the velocity
profiles on the smooth top wall (dashed lines) follow the linear and log law fairly
well regardless their difference in porosities and Reynolds numbers, which indicates
a marginal influence of the porous media on this side. On the other hand, the velocity
profiles above the permeable wall differ significantly from the canonical boundary
layer profiles. The U+ profiles of the porous media side are much lower than the
smooth wall side, owing to the increase of the friction velocity u p

τ . Moreover, the
friction velocity u p

τ shows an increase around 32% from the low porosity cases (A1
and A2) to the high porosity ones (B1 and B2), resulting in a much lower magnitude
of U+ for the latter.

The velocity profiles Ut+ in the entire domain are shown in Fig. 2(b), which
are normalized by the friction velocity of the smooth wall side utτ . There are several
important differences between the low and the high porosity cases. First, the thickness
of the boundary layer is larger for walls with higher permeability, indicating a larger
impact area in the channel. Second, the velocity within the porous media increases
with porosity ϕ. Third, the velocity in the vicinity of the interface is negative with a
small value for cases A1 and A2, which is related to the recirculation region between
the cylinders. In contrast, the velocity above the smaller cylinders (cases B1 and
B2) is monotonic, indicating an absence of a rotational region. This will be more
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Fig. 2 Mean streamwise velocity profiles U . a U+ profiles above the porous wall and near the
smoothwall normalized by their own inner variables;bUt+ profiles of thewhole domain normalized
by utτ

clearly shown in the later discussion. Increasing the Reynolds number, themagnitude
of the Ut+ within the porous media is enhanced, which may indicate more active
momentum exchange near the interface.

The contours of the time averaged velocities u and v of the interface region are
depicted in Fig. 3. A pair of counter-rotating vortices are observed between two
circular cylinders in the low-porosity cases A1 and A2 Fig. 3(a, c), which is absent
in the high-porosity cases Fig. 3(b, d). The recirculation induced by the vortices
leads to the backflow near the interface of the U profile Fig. 2(b). The upper vortex
is driven by the main stream velocity and restricted by the narrow void between
cylinders, which results in a classical lid-driven cavity flow here. The upper and
lower vortex are separated by the narrow throat between the cylinders, which blocks
the convection from below. In comparison, themean streamwise and vertical velocity
within the porous media are higher in case B1 Fig. 3(b) and B2 Fig. 3(d). Between
two neighboring cylinders, a blow event (positive v) is followed by a suction event
(negative v) in the downstreamdirection,which exchanges fluid between the interface
and positions below the cylinder.

The wall normal variation of turbulent kinetic energy (TKE) and Reynolds shear
stress, i.e., 〈u′

i u
′
j 〉t+s , are depicted in Fig. 4, which are averaged in x-z plane and

normalized by utτ . Note that the subscript s denotes superficial area averaging. For
the cases studied, all the components of the TKE and the Reynolds shear stress
are intensified on the porous media side compared to its counter part of the non-
permeable wall, and the high porosity cases (B1, B2) have even a higher magnitude
than the lower ones. Increasing the Reynolds number results in a further increment
of all four Reynolds stress components.

Despite sharing similar features above, the high and low porosity cases show clear
differences at the interface and below. For cases A1 and A2, the TKE components
approach zero quickly as moving from the permeable interface into the porous media
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Fig. 3 Ensemble averaged velocity fields u (row 1) and v (row 2). Column a: case A1; Column b:
case B1; Column c: case A2; Column d: case B2. The wall normal origin is set at the crest of the
cylinders

domain, which suggests that disturbances in the free-flow result only in a marginal
penetration into the porous media domain. In contrast, turbulent fluctuations are
still relatively energetic below the interface for cases B1 and B2. The streamwise
component 〈u′u′〉t+s shows a periodic distribution in the porous media domain due
to the blockage of the cylinders, while the other two components show a smooth
descending trend as moving towards the bottom wall. Nevertheless, the Reynolds
shear stress 〈u′v′〉t+s becomes weak below the first row of cylinders for all the cases.

To show the spatial variation of TKE and Reynolds shear stress, contours of u′u′,
v′v′,w′w′, u′v′ close to the permeable interface are depicted in Fig. 4. Themagnitude
of u′u′ fades quickly below the porous bed in all four cases. As for v′v′, w′w′, and
u′v′, the momentum flux represented by these terms have a deeper impact region in
the high porosity cases. A positive peak of the Reynolds shear stress u′v′ is observed
at the impinging positionB in all four cases, which differs from the negativeReynolds
shear stress above the porous bed. For cases B1 and B2, an area of positive Reynolds
shear stress reaches even below the first layer of cylinders.

In addition to the one-point statistics, the porous media may also change the ener-
getic scale in the free-flow, which further influences the sustaining process of tur-
bulence. Figure5 shows one-dimensional pre-multiplied spectra of turbulent kinetic
energy kx q̂/kzq̂ as a function of the streamwise/spanwise wave lengths λx , λz and
wall distance yt+. Here, ·̂ stands for the Fourier coefficients that have been trans-
formed in x- or z-direction. The wave length λx and λz are normalized with the
distance between two cylinders (pore unit length) D. The streamwise spectra is aver-
aged in time and spanwise dimension, while the spanwise spectra is averaged in time
and streamwise dimension. The spectra above the non-permeable wall are flipped
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Fig. 4 Superficial area averaged Reynolds stresses 〈u′
i u

′
i 〉t+s normalized by the friction velocity utτ

upside down and superimposed (as solid lines) on the spectra above of permeable
wall (color contour).

A series of high-energy spikes are observed in the streamwise spectra of all cases,
which are originated from the porous wall and reach as far as yt+ ≈ 60. The wave
length of the spikes feature a series of harmonic waves with a maximal wave length
of the pore unit length D, which indicates that these spikes stand for the highly
regulated fluctuation stemming from the porous medium. In addition to the spikes,
the remaining of the spectra represent the energy of ‘background’ turbulence. In cases
A1 and A2, the peak of the ‘background’ spectra above the porous wall is λt+

x ≈ 150
in inner scale at yt+ ≈ 20, which is slightly smaller than λt+

x ≈ 200 of the smooth
wall side. In case A2, with higher Reynolds number, there is a strong trend that
the peak the ‘background turbulence’ spectra is synchronized with the porous unit
spikes. The energy concentrates between λx ≈ 2D or λt+

x ≈ 400 and λx ≈ 0.2D or
λt+
x ≈ 40. For the cases B1 and B2, the turbulent spectra also bias towards spikes at

λx ≈ 1 ∼ 2D obviously, especially for the highReynolds number caseB2.Moreover,
energetic peaks at large scales λx ≥ 10D are observed for spectra on both sides. It
appears that the periodic fluctuations originated from the permeable wall perform as
an additional source in the energy cascade of turbulence. By introducing additional
energetic modes into the spectra, the porous wall can efficiently biased the peak of
streamwise spectra towards the pore unit length.

The TKE spectra show a significant impact of the porous medium on scale energy,
especially for the streamwise modes. This indicate that the coherent structures above
the porous media can be quite different from those of a canonical wall-bounded flow
in terms of length scale and evolution dynamics. Further effort is needed to shed light
on this problem.
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Fig. 5 Pre-multiplied one-dimensional TKE spectra: kx q̂(λx ). Column a–b represent the cases A1,
B1, A2, and B2, respectively. The color contours are the energy spectra from the porous media side,
while the solid isolines representing spectra of the non-permeable side which are superimposed as
a reference

Proper orthogonal decomposition (POD, [23–25]) is applied to the flow fields to
extract the most energetic structures. The region is selected to be from the first layer
cylinders to the middle of the channel. The first six spatial modes are shown in Fig. 6
The turbulent fluctuation in porous media is one order smaller than that above the
interface. The POD modes mainly capture the coherent structure in the TBL. The
first two modes are coupled, with large scale Q2 and Q4 structures connected in
streamwise direction. These Q2/Q4 zones have a streamwise extent of ΔX ≥ 20,
and reach beyond the center of the channel in wall normal direction. Note that there
are also smaller scale Q2/Q4 events close to the interface. Modes 3–6 represent
coherent structures of smaller scale, which is similar with the results of canonical
TBLs. The fluctuation with in the porous media, despite of its small contribution to
TKE, has a strong connection with the structures above the interface. It is clearly
shown in modes 1 and 2 that large scale Q4 structures are associated with negative v′
(i.e., suction) events at the gap between the cylinders, while Q2 events with positive
v′ (i.e., blow) events. For high order modes, this association is not observed. This
provides first-hand information about the interaction mechanism between free-flow
and fluid inside the porous medium, which suggests the blow and suction at the
interface is more subject to the influence of large scale motions. Figure7 shows the
cumulative energy curve. The first twomodes only account for 20% of the total TKE,
which is within our exception, since the turbulence above the interface is quite close
to a channel flow above a smooth wall. Further POD analysis will be conducted close
to the interface region to reveal more about the small scale interaction dynamics.
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Fig. 6 The first six POD modes from DNS snapshots of coupled porous media and channel flow

Fig. 7 Accumulated modal
energy from the first 1000
POD modes

4 Computational Performance

In this section, the parallel computational performance will be discussed. The super-
computing systems utilized were ‘Hazel Hen’ and ‘HAWK’ located at the High-
Performance Computer Center Stuttgart (HLRS). ‘Hazel Hen’, a Cray XC40 sys-
tem, consists of 7,712 compute nodes. Two Intel Haswell processors (E5-2680 v3,
12 cores) and 128 GB memory are deployed at each node. The compute nodes are
interconnected by a Cray Aries network with a Dragonfly topology. This amounts to
a total of 185,088 cores and a theoretical peak performance of 7.4 petaFLOPS.
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Fig. 8 Scaling behavior of the solver on ‘Hazel Hen’, wall clock time per time step on the left side.
On the right side the efficiency for different numbers of MPI ranks

The new flagship machine HAWK, based on HPE platform running AMD EPYC
7742 processor code named Rome, will have a theoretical peak performance of 26
petaFLOPs, and consist of a 5,632-node cluster. TheAMDEPYC 7742CPU consists
of 64 cores, which leads to 128 cores on a single node sharing 256 GB memory on
board. This means that a total of 720,896 cores are available on the HAWK system.

The scalability tests based on two cases are shown in Fig. 8, one with 370 ×
106 mesh element nodes and the other one with 1.1 × 109. Each MPI rank in the
simulations represents one core on Hazel Hen. The total number of MPI ranks tested
on the machine ranges from 2,400 to 96,000. A lower number of ranks is not possible
due to thememory overload. An approximate linear relationship between the number
of MPI ranks and the wall clock time per timestep can be identified on the left hand
side. One time step takes about 0.08 s with a load of around 5,000 DOF per core.
The strong scaling efficiency on the right hand side exhibits a super linear speedup at
low MPI ranks, followed by a slight drop for more than 104 MPI ranks. A minimum
efficiency of 70%can be achievedwith themaximal number ofMPI ranks. Compared
to the previously employed open-source FVMcodeOpenFOAM [3, 4, 8, 16, 27] and
the discontinuous-Galerkin spectral-element method (DGSEM) code [9], the open-
source spectral/hp element code shows strong scalability on theHPCmachine.Due to
the recent status ofHAWK, the planned scalability test was not conducted. According
to real-field usage experience, the per-core performance on HAWK is slightly better
than that on Hazel Hen (approximately 20%). The scalability is expected to be at
least on the same level of Hazel Hen.
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5 Conclusions

We studied turbulent flow over porous media by conducting fully-resolved direct
numerical simulations of two porous topologies and two Reynolds numbers cases.
The porous wall leads to an asymmetric velocity profile in the channel. This asym-
mety is more pronounced for higher porosites and leads to a larger boundary layer
thickness and lower velocities on the porous wall side. The friction velocity is
increased around 32% for a higher porosity (ϕ = 0.8) compared to the lower porosity
case (ϕ = 0.5). But also the low porosity case (ϕ = 0.5) has an approximatelya 10
% higher friction velocity than a smooth wall.

Furthermore, the low porosity cases have a lower velocity within the porousmedia
but also recirculation regions between the first row of cylindes. This recirculation can
be compared to classical lid-driven cavity flows which blocks the direct convection
between the turbulent flow and the first row of pores.

By increasing the Reynolds number, the magnitude of the Ut+ within the porous
medium is enhanced, which indicates a higher momentum near the interface. The
TKE and Reynolds shear stress demonstrate that high porosity as well as high
Reynolds numbers result in a higher magnitude. For low porosity cases, the tur-
bulent disturbances in the free-flow remains marginal below the interface, while the
disturbances are still energetic in the porous media domain for high porosity cases.
But these disturbances only penerate the first row of pores where they are one order
smaller than in the free turbulent flow. The TKE spectra shows a significant impact
of the porous structures on the scale energy, especially for the streamwise modes. For
all cases, the turbulent spectra bias towards spikes at λx ≈ 1 ∼ 2D and are stronger
for high Reynolds number cases. Additional energetic peaks at large scales can be
found in high porosity cases. The POD analysis shows that the fluctuation within the
porous wall, which have a small contribution to the TKE, are linked to the structures
above the interface. It is shown that the Q2 structures are linked to blowing events
and Q4 structures are linked to suction events in the first row of pores.

We also tested the computational performance of the supercomputing system
‘Hazel Hen’ for the current cases. Scalability test show that the maximum efficiency
is achieved at 104 MPI ranks and a minimum efficiency of 70% at 96,000MPI ranks.
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Simulation of Flow over Pseudo-Random
Rough Surfaces

J. Yang, A. Stroh, and P. Forooghi

Abstract Direct Numerical Simulation (DNS) is used to study fully developed tur-
bulent flow over a number of irregular rough surfaces in periodic plane channels.
DNS in minimal channels, initially proposed by Chung et al. [7], is examined and
generalized in the present research. To this end the DNS results for flow in chan-
nels with reduced streamwise and spanwise sizes (so-called minimal channels) are
compared to those in large channels. Generation of roughness is based on a mathe-
matical algorithm in which the height power spectrum of the roughness alongwith its
height probability distribution can be prescribed (hence the term “pseudo-random”
rough surface). This approach allows generation of roughness samples that may be
considered as surrogates of realistic roughness and can replace the costly process of
scanning industrial surfaces.

1 Introduction

Flows bounded by rough surfaces are abundant in a variety of engineering appli-
cations. The roughness occurs for a wide range of reasons e.g. erosion, fouling,
corrosion and ice accretion. Roughness topographical properties are reported to be
highly dependent on the loading history as well as the operating condition of the
equipment. Resulting rough surfaces possess a great variety of roughness property.
It is widely reported that the presence of roughness alters flow behaviour in the
vicinity of rough walls. For instance, roughness can trigger an intensive exchange
of momentum to the flow thus increase skin friction. On the other hand, due to the
enhanced exchange ofmass, heat exchange ability over roughwalls shows significant
deviation in comparison to flows over smooth walls [1]. For engineering purpose,

J. Yang · A. Stroh (B)
Institute of Fluid Mechanics (ISTM), Karlsruhe Institute of Technoligy (KIT), Kaiserstr. 10,
76131 Karlsruhe, Germany
e-mail: Alexander.stroh@kit.edu

P. Forooghi
Department of Mecahnical and Production Engineering, Aarhus University, Inge Lehmanns Gade
10, 8000 Aarhus, Denmark

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
W. E. Nagel et al. (eds.), High Performance Computing in Science and Engineering ’20,
https://doi.org/10.1007/978-3-030-80602-6_25

387

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80602-6_25&domain=pdf
mailto:Alexander.stroh@kit.edu
https://doi.org/10.1007/978-3-030-80602-6_25


388 J. Yang et al.

Fig. 1 Roughness function
for different roughness types.
Adapted from [12]

integral properties of the flow field e.g. skin friction and Nusselt number are of cen-
tral interest. It is necessary to be able to predict the roughness-induced alteration
in those flow properties directly from roughness geometry rather than doing experi-
ment on every rough surface of interest, given that roughness topography differs flow
properties to a considerable extent [2]. Prediction of these flow properties depending
solely on the topography of roughness is since long desired. Developing the universal
correlation poses its own difficulty due to the low efficiency of gathering roughness
samples.

It is well established that the presence of roughness leads to an offset of the mean
velocity profile. This downward shift, also called (Hama) roughness function, is
recognized to be constant in logarithmic layer, which is denoted as �U+ [4]. The
log law over rough wall writes [3]

U+ = 1

κ
ln(y+) + B − �U+ (1)

where κ ≈ 0.4 is the von Karman constant, B is the log-law intercept for a smooth
wall, superscript + indicates wall unit scaling. �U+ is a function of Reynolds num-
ber, two roughness function are shown inFig. 1 three regimes canbeobserved, namely
“hydraulically smooth regime, “transitionally rough” regime and “fully rough”
regime. In “hydraulically smooth” regime, no roughness effect can be observed
i.e. �U+ ≈ 0. With the increase of Reynolds number “transitionally rough” regime
occurs, where �U+ increases with Reynolds number. As the Reynold number keep
increasing, �U+ reaches asymptotic line labeled as “fully rough” regime. From the
work by Nikuadse [3], pipe roughened by uniform sand grain particles is studied.
The correlation of sand grain size ks and friction factor λ is then established shown
in Fig. 2. For arbitrary surfaces, ks is equivalent sand roughness which is obtained by
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Fig. 2 Nikuradse’s diagram. Adapted from [3]

fitting the same�U+ to the Nikuradse’s experiment. Therefore ks is a hydrodynamic
property rather a physical property of the roughness. As stated, detection of �U+ is
of significant role in roughness study.

In the past few decades, high fidelity simulations, especially Direct Numerical
Simulations (DNS), have been increasingly used to predict �U+ for a surface of
interest—see e.g. [5] and the references therein. DNS is well known for its high
accuracy of the result due to the absence of turbulence model i.e. the smallest turbu-
lent motion is completely resolved in time and space. The computational cost of a
conventional DNS scales with Re3 [6]. Hence, in order to reach fully rough regime,
high computational costs have to be taken into account.

In order to predict the roughness effect a priori, engineering correlations that relate
the roughness geometry to flow quantities are required. A comprehensive roughness
database is the key element to build such universal correlation. However, conven-
tional way to construct roughness database by simulating realistic rough surfaces are
inefficient; three major challenges here are,

• technical difficulties associated with scanning and digitization of realistic rough
surfaces;

• limited number of available scanned surfaces leading to difficulties in estimation
of roughness properties;

• large computational costs required for DNS.

With the focus on predicting �U+ from rough surface of interest, computational
domain can be reduced to fit the size of near-wall minimal flow unit according to the
work by Chung et al. [7]. In the reduced computational domain, or called minimal
channel, resolved turbulent length scale is limited by the size of the channel. Tur-
bulence in the near wall flow can be completely resolved to simulate the interaction
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of flow with roughness elements, thus the prediction of roughness function �U+
remains accurate.

Scanning a realistic surface can be time consuming and expensive, so a system-
atic variation of roughness properties is technically difficult for a realistic surface.
To overcome this limitation, a mathematical rough surface generation algorithm is
proposed by Pérez-Ràfols et al. [8], in which Power Spectrum (PS) and Height Prob-
ability Distribution (HPD) of the rough surface can be prescribed. Correspondingly,
the spatial distribution information and height distribution information of the rough
surface are used as input parameters for the roughness generation. With the pseudo-
random generation algorithm, roughness properties can be varied systematically and
a comprehensive roughness database can thus be built.

In the present work technical routine of constructing roughness database using
minimal channel simulation along with pseudo-random roughness generation algo-
rithm is tested. A database with 12 rough surfaces with different properties is gener-
ated and the flow over the roughness is simulated. The employed numerical scheme
and the HPC resources used for both minimal channels and full span channels are
shortly described in the following sections. Scalability analysis for the utilized the
pseudo-spectral solver SIMSON [9] is also carried out.

2 Numerical Procedure

Incompressible Navier-Stokes equations are solved using a pseudo-spectral solver
SIMSON [9] on a Cartesian computational grid fine enough to allow full resolution
of all flow scales down to theKolmogorov scale as well as rough surface structures. A
velocity-vorticity formulation is used with a spectral spatial and a semi-implicit tem-
poral scheme. The computational domain is a box with periodic boundary conditions
in the streamwise (x) and spanwise (z) directions. The sketch of simulation domain
is shown in Fig. 3. In figure minimal channels, which will be explained in following
text, as well as full span channel are shown, hatched pattern indicates roughness,
roughness on the upper bound is not shown for simplicity. The wall-normal domain
extension (y) is bounded by a no-slip boundary condition. The spatial scheme is
based on Fourier and Chebyshev decompositions, in wall-parallel (x-z plane) and
wall-normal (y) directions, respectively.

Roughness generation algorithm is realised by adjusting HPD and PS of the rough
surface iteratively, the transformation between physical space and frequency space
is done by Discrete Fast Fourier Transform (DFFT). An IBM based on the feedback-
forcingmethod ofGoldstein et al. [10] is used to enforce the zero-velocity (isothermal
for passive scalar) condition in the solid sub-domain on the orthogonal computational
grid. In addition, a constant source term representing the driving pressure gradient in
the channel is also involved in the whole computational domain. The Navier-Stocks
equations write:

∇ · u = 0 , (2)
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Fig. 3 Schematic of full-span channel (transparent) and minimal channels M1 (light gray) and
M2 (deep gray), hatched pattern represents roughness. The rough surface on upper boundary is not
shown

∂u
∂t

+ ∇ · (uu) = − 1

ρ
∇ p + ν∇2u − 1

ρ
Pxδ1i + Fu , (3)

∂	

∂t
+ ∇ · (u	) = α∇2	 + G + F	 , (4)

where u is the velocity vector u = (u, v, w)ᵀ, Px is the mean pressure gradient in the
flowdirection added as a constant anduniformsource term to themomentumequation
to drive the flow in the channel.	 is a passive scalar represents the temperature. G is
the source term in the flow. Here p, δ1i , ρ, ν, α, Fu and F	 are pressure fluctuation,
Kronecker delta, density, kinematic viscosity, heat transfer coefficient, external body
force term due to IBM and the scalar source term for IBM, respectively. Figure4
shows exemplary two instantaneous streamwise velocity fields. It is clear that flow
field is affected by the different roughness geometry.

3 Construction of Roughness Database

3.1 Database Setup

Taking the advantage of roughness generation algorithm, rough surfaces will be
generated based on systematically varied HPD and PS. Three properties of rough
surfaces are reported to be relevant for the alteration of resultant skin friction in
the literature [2, 11, 12]—skewness of HPD Sk, decline slope of PS p and the
upper cutoff wavelength of the roughness wavelength λ0. Minimal channel domain
size is adjusted to resolve the largest roughness element. Two types of minimal
channels are therefore introduced: M1 = 2.4H × 2H × 0.8H corresponding to
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Positively

Negatively

Fig. 4 Instantaneous streamwise velocity fields in x-z-plane issued from positively skewed rough-
ness a and negatively skewed roughness b, both roughness share same power spectrum, flow direc-
tion from left to right

λ0 = 1.6H ; M2 = 2.0H × 2H × 0.4H corresponding to λ0 = 0.8H . Additionally
for each roughness configuration a full span simulation (8H × 2H × 4H ) is con-
ducted for comparison. Summary of cases are listed in Table 1, abbreviations of
each case are presented in the first column and λ1 is the lower cutoff wavelength of
roughness height function. After a mesh independence test, the streamwise and span-
wise mesh resolution is selected with �x+ < 5 and �z+ < 5, respectively, while
the wall-normal grid spacing is gradually stretched from wall to the middle of the
domain using Chebyshev node distribution with 401 grid points.

3.2 Results

Mean velocity profile from both full-span channel andminimal channels correspond-
ing to roughness configuration G24 are illustrated in Fig. 5(a) and (b). Due to the
limitation of channel size, predicted velocity profiles collapse from wall up until
a certain height denoted as the critical height yc which is reported yc ≈ 0.4 × Lz

[7]. However, observing the velocity offset profile on the lower panel, profiles show
consistence indicating that minimal channel simulation is capable for the prediction
of roughness function �U+. As is observed from Fig. 5(c) the velocity offset tend
to be a constant in logarithmic layer. The roughness function �U+ is defined as the
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Table 1 Roughness properties of each cases

Case Sk p λ0(H ) λ1(H ) Domain Size
(H )

G14F 0 −1 0.8 0.08 8 × 4

G14M1 0 −1 0.8 0.08 2.4 × 0.8

G14M2 0 −1 0.8 0.08 2.0 × 0.4

G18F 0 −1 1.6 0.08 8 × 4

G18M1 0 −1 1.6 0.08 2.4 × 0.8

G24F 0 −2 0.8 0.08 8 × 4

G24M1 0 −2 0.8 0.08 2.4 × 0.8

G24M2 0 −2 0.8 0.08 2.0 × 0.4

G28F 0 −2 1.6 0.08 8 × 4

G28M1 0 −2 1.6 0.08 2.4 × 0.8

P14F 0.48 −1 0.8 0.08 8 × 4

P14M1 0.48 −1 0.8 0.08 2.4 × 0.8

P14M2 0.48 −1 0.8 0.08 2.0 × 0.4

P18F 0.48 −1 1.6 0.08 8 × 4

P18M1 0.48 −1 1.6 0.08 2.4 × 0.8

P24F 0.48 −2 0.8 0.08 8 × 4

P24M1 0.48 −2 0.8 0.08 2.4 × 0.8

P24M2 0.48 −2 0.8 0.08 2.0 × 0.4

P28F 0.48 −2 1.6 0.08 8 × 4

P28M1 0.48 −2 1.6 0.08 2.4 × 0.8

N14F −0.48 −1 0.8 0.08 8 × 4

N14M1 −0.48 −1 0.8 0.08 2.4 × 0.8

N14M2 −0.48 −1 0.8 0.08 2.0 × 0.4

N18F −0.48 −1 1.6 0.08 8 × 4

N18M1 −0.48 −1 1.6 0.08 2.4 × 0.8

N24F −048 −2 0.8 0.04 8 × 4

N24M1 −0.48 −2 0.8 0.04 2.4 × 0.8

N24M2 −0.48 −2 0.8 0.04 2.0 × 0.4

N28F −0.48 −2 1.6 0.04 8 × 4

N28M1 −0.48 −2 1.6 0.04 2.4 × 0.8

averaged velocity offset over logarithmic layer for the full-span channel, while for
minimal channels, the function is defined as the offset at each critical height yc.

The Reynolds stresses from roughness topography G24 are visualized in Fig. 6.
The location of characteristic roughness height k+ = 50 is represented by vertical
dashed line as a reference. From the graph reasonable agreement of Reynolds stresses
between different channel sizes in the near wall region can be observed. Comparing
full-span channels with M2 and M1, the peaks of u′u′, u′v′ and v′v′ show good
agreement, however, the profile of w′w′ deteriorate from the full-span reference
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Fig. 5 Mean velocity profiles and the roughness function for G24
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Fig. 6 Reynolds stresses from roughness topography G24, color indicates different channel sizes,
blue: G24F , green: G24M1, red: G24M2

Table 2 Roughness function �U+ estimated for minimal channels and full-span channels

Case F M1 M2 Case F M1 M2

G14 6.7 6.7 6.6 G24 6.3 6.4 6.4

G18 6.6 6.6 – G28 5.9 5.9 –

P14 7.3 7.3 7.4 P24 7.0 6.9 6.9

P18 7.2 7.3 – P28 6.6 6.9 –

N14 6.1 6.1 5.9 N24 5.8 5.6 5.8

N18 6.1 6.1 – N28 5.5 5.6 –

startin from y+ = 50. This could be linked to the direct effect of significantly reduced
channel streamwise and spanwise extent which might lead to structural modification
away from the wall and alteration of fluctuation intensity for w′w′. Moving upwards
to the middle part of the channel, due to the constraining effect of minimal channels,
unphysical flow in outer layer might explain the slight discrepancy in the profiles.
In spite of that, the capability of minimal channels in reproducing higher order
statistics in the near wall region can be still considered as acceptable. Recalling
the main goal of the project, in order to predict the roughness effect in engineering
application, first order statistics are of crucial importance. Generalizing the analysis
to all simulation cases, predicted roughness functions are listed in Table 2. Prediction
error of the minimal channel relative to a full-span channel are illustrated in Fig. 7
against Skewness Sk. For all the cases, the estimated error is lower than 5%, also great
consistence in the results is demonstrated. It is worth to mention that the surfaces
in minimal channels as well as full-span channels are generated separately, i.e. each
full-span/minimal channel pairs merely share identical topographical statistics since
surface realizations are different.
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Fig. 7 Prediction error for minimal channels for different skewness

Fig. 8 Roughness function plots against Skewness Sk and decline slope p

Figure8(a) shows the roughness function as a function of Sk and p with λ0 =
0.8H and Fig. 8 demonstrates the roughness function as a function of Sk and p while
λ0 = 1.6H . It can be observed that with increasing Sk roughness function �U+
increases and a flatter PS leads to a higher roughness function values. Comparing
�U+ between the two plots, roughness function �U+ decreases with increasing
upper cutoffwavelength, indicating that those relative smaller roughnesswavelengths
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are dominant for the roughness function. The findings are found to be consistent with
literature [2, 11].

4 HPC Aspects

4.1 Key Data

A total number of 40 simulations have been carried out at friction Reynolds num-
bers Reτ = uτ δ/ν = 500. In the following, HPC-related information of the typical
simulations for a full-span channel and a minimal channel are presented:

• full-span channel

– CPU hours per complete simulation: 200,000–300,000,
– Computational grid size: 900 × 401 × 480,
– Maximum number of parallel cores: 900.

• minimal channel

– CPU hours per complete simulation: 10,000–20,000,
– Computational grid size: 256 × 401 × 48,
– Maximum number of parallel cores: 64.

The code is written in Fortran and parallelized in 2 dimensions usingMPI. A good
scalability is observed up to the largest number of cores used. It should be mentioned
that each minimal channel simulation task takes only 10,000 to 20,000 CPU hours,
while a full span DNS requires 200,000–300,000 CPU hours. Hence a considerable
number of minimal channel simulations can be done instead simulataneously, which
is ideal for the construction of massive database.

4.2 Scalability Analysis

The strong scalability of the code is tested on the hardware of ForHLR II cluster. The
task size corresponds to the minimal channel with Lx × Ly × Lz = 2.0H × 2H ×
0.4H and Nx × Ny × Nz = 256 × 401 × 48 grid nodes. The size of the simulation
tasks is kept constant and the number of cores employed is increased from 16 to 144.
The simulation domain is divided in horizontal directions i.e. along streamwise and
spanwise axis, so the side length of the sub-domain in each direction is identical.
The simulation with 16 cores is taken as the reference to illustrate the speed up with
the increased amount of cores.

The time per step and the speed-up are plotted in Fig. 9. The speed-up is defined:
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Table 3 Strong scaling

Processors Cells Cells per
Processor

Time each
step

Speed up CPU
efficiency

Node
efficiency

16 4.9 × 106 3.1 × 105 0.915 s 1 1 1

36 4.6 × 106 1.2 × 105 0.413 s 2.215 0.99 1.11

64 4.9 × 106 7.6 × 104 0.28 s 3.268 0.82 0.82

100 4.8 × 106 4.8 × 104 0.21 s 4.357 0.70 0.87

144 4.6 × 106 3.2 × 104 0.315 s 2.905 0.32 0.36

Fig. 9 CPU time for a single simulation time step (left panel) and speed-up (right panel)

S = �t

�t,re f
(5)

where�t represents execution time of a single time step. The subscript re f indicates
the case with 16 cores. One can observe that in order to acquire the best speedup,
100 cores should be activated. At the same time the node efficiency as well as the
CPU efficiency are listed in Table 3 has to be taken into account. The CPU efficiency
writes:

ηCPU = �t · NCPU

�tre f · NCPU,re f
, (6)

where �t and NCPU represent execution time of a single time step and number of
CPUs activated respectively. On the other hand, the node efficiency is given as:

ηnode = �t · Nn

�tre f · Nn,re f
, (7)

where Nn represent execution timeof a single time step and number of nodes activated
respectively, It is noticeable that the simulation with 36 cores gives a node efficiency
greater than that of the reference case i.e. over unity. It should be mentioned that each
computational node of ForHLR II has 20 cores, so the number of cores assigned to
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Fig. 10 Strong scaling efficiency

each node is kept identical in the study. Better utilization rate of CPUs is achieved
in case with 2 nodes × 18 cores relative to case with 1 Node× 16 Cores. The CPU-
based efficiency is plotted in Fig. 10. Although the case with 100 cores achieves the
best utilization rate (5 nodes × 20 cores), due to the reduced overall CPU efficiency,
the node efficiency for 100 cores significantly decreases. Based on the observation
of speed-up and efficiency behavior for present simulation cases, 64 CPUs (4 nodes
× 16 CPUs) is utilized for each minimal channel simulation.

5 Conclusion

Capability of minimal channel DNS is tested in present work, while pseudo-random
roughness generation algorithm is employed to generate roughness surrogates. Both
minimal channel simulations and full-span channel simulations are carried out show-
ing consistent results and good agreement for estimation of the roughness function.
After testing the framework of these two techniques, following findings are observed:

• minimal channel simulations can be used to predict roughness function within 5%
deviation with significantly lower computational cost compared to full-span DNS,

• Reynolds stresses are successfully reproduced by minimal channels within the
near-wall region,

• pseudo-random roughness generation algorithm shows great flexibility and stabil-
ity and can be successfully employed for parametric study of rough surfaces,

• skewness of the roughness HPD can affect roughness function to a considerable
extent,

• certain roughness wavelengths are identified to be dominant for the roughness
function,

• significant progress in studying rough surfaces in turbulent flows can achieved by
employing the technical framework of the present project.
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Studies on the Applicability of a
Simplified Gust Simulation Approach
in the CFD Code TAU

Jens Müller, Marco Hillebrand, Maximilian Ehrle, Michael Schollenberger,
Thorsten Lutz, and Ewald Krämer

Abstract A simplified method for gust modeling in CFD simulations, the so-called
Disturbance Velocity Approach (DVA), is analyzed within this work. This approach
covers the influence of a gust on an aircraft but neglects the influence of the aircraft
on the gust. Simulations of an airfoil encountering different “1-cos” gusts were
performed. The results of theDVAare compared to simulationswhere the gust is fully
resolved and propagated within the flow field and all interactions are considered. It is
shown that the simplified approach provides satisfying results for gust wavelengths
larger than the chord length. At smaller wavelength significant deviations to the
resolved simulations exist especially regarding the pitching moment. In the present
study angle of attack and airfoil shape were varied and the aerodynamic effects
influencing the accuracy of the simplified approach are identified. The DVA also
provides satisfying results for superposition of different gust signals. A scaling test
of the TAU code on the HPE Hawk demonstrates good scalability.

1 Introduction

Aircraft encountering atmospheric gusts experience variations in the local angle of
attack. This leads to fluctuations of the aerodynamic forces and, as a result, increased
structural loads. Therefore, a detailed assessment of gust loads on aircraft has to be
carried out already in the early phases of aircraft design. These loads also have to be
considered in the certification process [1]. Hence, a fast and cost-efficient method
that enables industrial application is required. Currently, different methods exist in
order to calculate the response of an aircraft to atmospheric gusts. Models based
on linear potential flow theory like the doublet-lattice or the unsteady vortex lattice
method [2] are widely used in industry due to their fast computation time and low
costs. While these methods neglect transonic and viscous effects, CFD simulation
provides a more accurate approach. Different methods are available to represent
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atmospheric gusts in CFD simulations, see also [2] and [3]. The most accurate is
the Resolved Atmosphere Approach (RAA), where the gust is fed into the flow field
at the far field boundary and is then resolved and propagated within the flow field.
This methods requires a very fine mesh resolution in order to avoid any numerical
losses during the propagation of the gust from the far field boundary to the aircraft.
Hence, thismethod is very demanding in terms of computational resources but covers
both the interaction of the gusts with the aircraft as well as the effect of the aircraft
aerodynamics on the gust [4]. In order to reduce the computational effort simplified
methods like the Disturbance Velocity Approach (DVA) [4], also called field velocity
method, or the split velocity method [5] were developed. The present work focuses
on the DVA.

The DVA adds the velocities of atmospheric disturbances like gusts to the flux
balance by superposition. This enables the usage of non-refined standard grid reso-
lutions which reduces the computational effort significantly. The main drawback is
that only the influence of the gust on the airfoil but not the influence of the airfoil
on the gust is captured. The DVA was implemented into the flow solver TAU [6]
by Heinrich and Reimer [4]. They analyzed the differences between the simplified
DVA and the RAA in terms of lift. Their studies involve a two dimensional NACA
0012 airfoil with a Horizontal Tail Plane (HTP) and a realistic aircraft configuration
encountering vertical “1-cos” gusts of different wavelengths [4, 7]. They conclude
that the DVA provides reasonable results for gust wavelengths larger than the chord
length. The applicability of the DVA to broadband atmospheric turbulence interact-
ing with an extruded airfoil and a swept wing is analyzed in [8] and [9] where the
DVA provides satisfying results compared to the RAA.

Since the gust interaction studies in [4] and [7] involve two element or complex
configurations and focus only on the lift response, the scope of the work at hand
is to evaluate and identify the aerodynamic effects influencing the accuracy of the
DVA in more detail. Therefore, CFD simulations of an airfoil encountering vertical
“1-cos” gusts are performed and the responses of lift, drag, and pitching moment are
evaluated. Results of the simplified DVA are compared to the more accurate RAA
simulations. Gust wavelength, angle of attack, and airfoil shape are varied to identify
the main aerodynamic effects influencing the accuracy of the DVA. Additionally,
the applicability of the DVA to a gust signal consisting of different superimposed
wavelengths is analyzed. Finally, the performance of the DLR TAU code on the high
performance computing system HPE Hawk is evaluated.

2 Numerical Methods and Setup

The unstructured Navier-Stokes solver TAU [6] developed by the GermanAerospace
Center (DLR) is used for the simulations within this work. TAU is of second order
accuracy in space and time and is based on the finite volume approach. As mentioned
in Sect. 1, two different methods, the Resolved Atmosphere Approach (RAA) and
the Disturbance Velocity Approach (DVA) are used for the CFD simulations of gust
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interaction within this work. Both methods as well as the requirements for gust
simulations in terms of mesh resolution and simulation procedure are described in
detail in [4] and [7] and are only briefly introduced here.

TheRAArepresents a physical correctmethod to represent gust interaction inCFD
simulation. Here, the gust is fed into the flowfield at the far field boundary. Therefore,
the standard far field boundary condition is modified to allow a transient velocity
specification. Instead of setting a constant inflow velocity u∞ at all spatial positions
of the far field boundary condition at any time, the velocity components of the gust
can be specified as function of space and time [4]. Hence, the velocity specification
at the modified boundary condition changes from u∞ to u∞ + u′(t) where u′(t) is
the time dependent gust velocity. The gust is then resolved and propagated within
the discretized flow field. Within the DVA the time dependent disturbance velocity
vector u′ of the gust is not fed into the flow field but added to the flux balance by
superposition. Regarding the continuity equation this leads to

d

dt

∫

V

ρ dV +
∮

S

ρ(u − ub − u′) · n d S = 0 (1)

where the convection across the cell interfaces is changed fromu − ub tou − ub − u′.
ub is the velocity of the boundary of a control volume. Hence, the gust velocity acts
similar to a grid velocity. This enables the use of non-refined standard CFD grid
resolutions which allows an industrial application. The main drawback is that the
velocities and the shape of the gust remains unchanged during the entire simulation.
Thus, only the influence of the gust on the airfoil is captured and the influence of the
interaction with the airfoil on the gust is neglected. This leads to deviations in the
gust interaction results of the DVA compared to the RAA where all physical effects
are covered.

All simulations within this work involve an airfoil encountering a vertical gust.
The inflow conditions are subsonic with M = 0.25 and Re = 11.6 · 106. According
to the EASA certification specification CS 25.341 [1] the vertical velocity w of a
vertical “1-cos” gust is

w(x) = Agust

2

[
1 − cos

(
2πx

λ

)]
with 0 ≤ x ≤ λ (2)

with gust amplitude Agust and wavelength λ. Based on the gust analysis of Heinrich
and Reimer in [4] and [7] a gust amplitude of 10% relative to the inflow velocity u∞
is chosen. To consider different angles of attack in the RAA and DVA calculations
of a “1-cos” gust, the airfoil grid has to be separated from the background grid.
Therefore, a structured airfoil grid is generated and integrated into a background
grid using the Chimera method. The angle of attack is imposed by a rotation of the
airfoil grid around the quarter chord. The airfoil grid consist of a boundary layer
grid based on three parts, the upper and lower surface with 150 points each and the
trailing edge with 35 points, and a fully structured near field grid. y+ ≤ 1 is ensured
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Fig. 1 RAA and DVA grid setup with background grid (red), airfoil grid (blue), and gust transport
grid (yellow). The dashed yellow line represents the final position of the gust transport grid.

and the growth rate in wall normal direction is set to 1.18. The airfoil grid is similar
for both RAA and DVA simulations and highlighted in blue in Fig. 1b. The entire
flow field and thus the background grid extends over an area of 100c × 100c with c
being the chord length of the airfoil. Figure1 shows the grids of the RAA and DVA
including the background grid, the airfoil grid, and the gust transport grid, where the
latter is only used for the RAA.

As mentioned above, when using the RAA the gust has to be propagated from
the far field boundary 50c upstream from the airfoil’s leading edge to the airfoil
without significant numerical losses. This requires a very fine grid resolution in the
propagation region, especially when considering the second order spatial accuracy
of TAU. To reduce the amount of grid cells an overset gust transport grid based on
the Chimera technique is used as proposed by Heinrich and Reimer in [4] for RAA
gust simulations in TAU. The gust transport grid has a width of 2λ in streamwise
direction. Its grid resolution �x = �z = 0.01c is based on the density study of the
gust transport grid in [4] with λ = c being the smallest gust wavelength considered
within this work. The gust is fed in at the far field boundary condition with modifi-
cation for gust modeling on the left and lower side of the computational domain as
illustrated in Fig. 1a. At the start of the simulation the transport grid is located on
the left side of the computational domain as indicated in Fig. 1a. When the gust is
located in the center of the transport grid, the transport grid starts to move with the
convection velocity u∞ of the flow. This ensures that there are no numerical losses
during the propagation to the airfoil since gust transport grid and flow move with the
same speed. The transport grid stops close to the airfoil grid with the final position
indicated by the dashed yellow lines in Fig. 1a. Then the gust leaves the transport
grid and interacts with the airfoil. The background grid of the RAA consist of a
structured and unstructured domain. The structured domain includes two domains of
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different grid resolution. A high resolution of 0.01c in x- and z-direction is used for
the domain in the middle of the grid to avoid accuracy errors during the gust trans-
port. This domain has a height of 20c and starts at the inflow boundary upstream
from the airfoil and ends at a distance of 11c downstream from the airfoil’s lead-
ing edge. The second structured domain extends 40c connecting the borders of the
fine domain with the far field boundary. Thereby, the grid resolution in x-direction
remains constant while the resolution in z-direction is reduced. This domain ends 5c
downstream from the leading edge. The remaining flow field downstream from the
structured grid is realized with an unstructured grid. The DVA background grid is
unstructured with a structured part in the vicinity of the airfoil grid. The structured
part has a resolution of 0.01c in x- and z-direction to avoid any differences regard-
ing the Chimera interpolation between background and airfoil grid. Since the DVA
does not require any specific grid refinement the grid resolution is coarsened in the
unstructured part with increasing distance from the airfoil. All simulations use the
unsteady RANS equations with the Spalart-Allmaras turbulence model applied. A
physical time step of�t/tre f = 0.005, where tre f = c/u∞, with 250 inner iterations
per time step is applied for both RAA and DVA simulations.

3 Results

In order to enable a detailed evaluation of the applicability of the DVA to gust
interaction simulation different aerodynamic parameters are varied for both, RAA
and DVA simulation. First, the effect of different gust wavelengths on a NACA 0012
airfoil at moderate angle of attack is presented in Sect. 3.1 and the critical wavelength
with the largest differences between DVA and RAA is identified. Subsequently, the
angle of attack and the airfoil shape are varied for the critical wavelength. These
results are presented in Sect. 3.2 and 3.3 respectively. In Sect. 3.4 the superposition
of separate gust simulations compared to a single simulation using a superimposed
gust is analyzed for the RAA and the DVA.

3.1 Variation of Gust Wavelength

The gust analysis of Heinrich and Reimer in [4] and [7] show that the deviations of
the DVA lift signal compared to the RAA increase the smaller the gust wavelength
λ compared to the chord length. Their studies utilized a 2D simulation of a sym-
metrical NACA 0012 airfoil with horizontal tail plane at zero angle of attack and a
3D simulation of an aircraft configuration. Hence, the effect of three different gust
wavelengths, λ/c = 1, λ/c = 2, λ/c = 4 on a single NACA 0012 profile at α = 4◦ is
analyzed in the work at hand using RAA and DVA. Similar to [4] the gust amplitude
Agust in Eq. (2) is set to 10% of the inflow velocity u∞. In addition to the lift signal
analyzed by Heinrich and Reimer, the drag and the pitching moment are considered
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Fig. 2 Time history of lift, drag, and pitching moment of a NACA 0012 airfoil at α = 4◦ encoun-
tering “1-cos” gusts of different wavelengths.

as well. This enables a detailed evaluation of the applicability of the DVA and an
identification of the aerodynamic effects leading to the deviations between RAA and
DVA. Figure2 shows the time history of lift coefficient cl , drag coefficient cd , and
pitching moment coefficient cm around the quarter chord of the airfoil for all wave-
lengths considered. Here, and in all subsequent plots, the time is normalized by the
reference time tre f = c/u∞, the time a gust needs to travel a distance of one chord
length. In all simulations the gust reaches the airfoil at t/tre f = 50.

The DVA lift signal agrees well with the RAA lift signal for λ/c = 2 and λ/c = 4.
The maximum lift is slightly smaller for the DVA compared to the RAA. This devia-
tion of the maximum lift is more significant for λ/c = 1. At this wavelength an addi-
tional local cl oscillation occurs in theDVAsimulation between 51.4 ≤ t/tre f ≤ 52.3
when the gust is located only at the rear part of the airfoil or downstream from it.
This oscillation, at the time the gust leaves the airfoil, is less pronounced for the
RAA simulation as visible in the enlarged part of Fig. 2a. A list of the differences
between RAA and DVA at the extreme points is provided in Table1 with

errcl,max = |cl,max,R AA − cl,max,DV A|
|cl,max,R AA| and �ci = ci,R AA − ci,DV A. (3)

The relative cl error is 1.18% for the smallest wavelength and well below 1% for the
other wavelengths. �cl also decreases with increasing λ/c.

The shape of the drag coefficient time history is comparable between RAA and
DVA for all wavelengths. The drag extremum is overestimated by the DVA compared
to theRAA. In linewith the lift signal, the deviation betweenRAAandDVAdecreases
with increasing λ/c as visible in Fig. 2a and Table1. The negative drag occurs since
the aerodynamic coordinate system used for the lift and drag evaluation is aligned
with the inflow velocity u∞ and the global angle of attack at the far field boundary
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Table 1 Deviations between the RAA and DVA results at the extreme points of the global load
response for different gust wavelengths.

�cl,max errcl,max �cd,min �cm,max
�tcl
tre f

�tcd
tre f

�tcm,max
tre f

λ/c = 1 0.00796 1.18% 0.001498 0.001166 0.035 −0.005 0.055

λ/c = 2 0.00453 0.62% 0.001023 −0.000339 0.005 0.010 −0.010

λ/c = 4 0.00365 0.45% 0.000594 −0.000095 0.000 0.005 0.010

and not with the local angle of attack, which changes when the gust interacts with
the airfoil.

The RAA pitchingmoment around the quarter chord for λ/c = 1 shown in Fig. 2b
has four turning points. When the gust front starts to interact with the airfoil the
suction peak increases while the pressure distribution at the rear part of the airfoil
is nearly unaffected. This leads to the local maximum at t/tre f = 50.36. Hence, the
center of the gust is located 0.14c upstream from the leading edge. With increasing
downstream position of the gust the suction peak increases, but also the pressure
distribution at the rear part of the airfoil is more affected, especially on the lower
side. This leads to increased lift at the rear part of the airfoil that results in the local
minimum at t/tre f = 50.67. The gust maximum is located at 0.17c. This is close to
the point ofmaximum lift which occurs at t/tre f = 50.7.At t/tre f = 51.19 the global
pitching moment maximum is reached. With the gust center located at 0.69c this is
after the point ofmaximum lift. Both suction peak and lift of the rear part of the airfoil
decrease but the influence of lift decrease at the rear part of the airfoil on the pitching
moment is higher due to the larger distance to the quarter chord. When the center
of the gust is located at 1.69c at t/tre f = 52.19, the global minimum of the pitching
moment is reached. Since the gust is located just downstream from the trailing edge,
it mainly influences the trailing edge region resulting in a negative pitching moment.
With increasing λ/c ratio the two local extreme points diminish due to the smaller
velocity gradients of the gust and the increased wavelength. When comparing RAA
and DVA results the differences are more significant than for cl and cd , especially
for λ/c = 1. The local maximum and minimum at λ/c = 1 is overestimated by the
DVA compared to the RAA whereas the global maximum is smaller. The absolute
values of the global minimum and the extreme points for λ/c = 2 and λ/c = 4 are
higher for the DVA results. The deviations between RAA and DVA at the maximum
of the global pitching moment decrease with increasing λ/c, as illustrated in Table1.
Before the global maximum is reached there is a significant time shift present in the
cm signal, especially for λ/c = 1. The turning points are reached earlier for the DVA
simulation. The main reason for this time shift is that the gust shape changes due to
the interaction with the airfoil which is covered by the RAA and not covered by the
DVA where the gust remains unchanged during the simulation. This variation of the
gust shape in the RAA simulation is illustrated in Fig. 3.

Due to the circulation around the airfoil caused by the angle of attack the flow
above the airfoil is accelerated while it is decelerated below the airfoil. This leads to
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Fig. 3 Gust shape variation
in the RAA simulation of the
NACA 0012 airfoil at
α = 4◦ with λ/c = 1. The
dashed black lines indicate
the center of the gust above
and below the airfoil for the
RAA, whereas the dashed
red line indicates the center
of the analytical gust position
used by the DVA. The center
of the analytical gust is
located 2c downstream from
the leading edge.

an offset of the gust position above and below the airfoil as indicated by the dashed
black lines in Fig. 3. The analytical gust position as utilized by the DVA is indicated
by the dashed red line. The spatial difference in streamwise direction between the
gust maximum above and below the airfoil in the RAA simulation is denoted as
�x . Besides the offset in gust position the vertical velocity component of the gust
is decreased in the vicinity of the airfoil also covered by the RAA but not by the
DVA. These effects reduce the impact of the gust on the pitching moment resulting
in the less pronounced turning points in Fig. 2. The offset in gust position is also
the main reason for the time difference between the RAA and the DVA signal. With
increasing wavelength the offset in gust position is of less importance since the gust
velocity gradients decrease and the area of influence of the gust increases. Thus, the
time difference �t between RAA and DVA decreases with increasing λ/c for both,
cl and cm as shown in Table1.

Overall, the results of RAA and DVA at higher wavelengths agree well despite
small deviations in the time history of the pitching moment. The smallest wavelength
λ/c = 1 is the most critical when evaluating the applicability of the simplified DVA.
This corresponds with the results in [4] for the airfoil/HTP configuration. Hence,
λ/c = 1 is considered for the studies of the angle of attack and airfoil variations in
the subsequent sections.
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3.2 Angle of Attack Variation

Having identified the critical wavelength for the DVA to be accurate, the influence of
different angles of attack on theNACA0012 airfoil interactingwith a vertical “1-cos”
gust with a gust amplitude of 10% u∞ and λ/c = 1 is evaluated within this section.
Three different angles of attack are considered. α = 4◦ already presented in Sect. 3.1,
α = 0◦, and α = 10◦. Since the NACA 0012 airfoil is symmetric, no difference
in the gust position above and below the airfoil occurs in the RAA simulation at
α = 0◦ whereas the acceleration above the airfoil and the deceleration below the
airfoil increases with increasing α. Hence, the relative position �x between the
gust above and below the airfoil increases accordingly. In addition, higher velocity
gradients exist at the leading edge region due to the more pronounced suction peak
at higher angles of attack which can influence the shape of the gust within the RAA
simulation. Hence, the angle of attack variation enables a detailed evaluation of these
effects regarding the applicability of the DVA compared to the RAA. According to
Sect. 3.1, cl , cd , and cm at all three angles of attack are plotted in Fig. 4. In order to
separate the influence of the gust from the steady differences in the force andmoment
coefficients due to the different angles of attack, the difference of the coefficients to
the steady solution is plotted in Fig. 4 instead of the absolute values shown in Fig. 2.
The differences between RAA and DVA at the global extreme points are presented
in Table2.

As for α = 4◦ the differences in the lift history of RAA and DVA shown in
Fig. 4a are small. At all α the maximum lift is higher for the RAA than for the DVA
simulation. With increasing α the relative cl difference at the maximum lift of the
DVA decreases from 4.21% at α = 0◦ to 0.24% at α = 10◦. The time difference of
maximum cl between RAA and DVA seems to be independent of the angle of attack

Fig. 4 Time history of lift, drag, and pitching moment of a NACA 0012 airfoil at α = 0◦, α = 4◦,
and α = 10◦ encountering a “1-cos” gust with λ/c = 1.
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Table 2 Deviations between the RAA and DVA results at the extreme points of the global load
response for different angles of attack.

�cl errcl �cd �cm,max
�tcl
tre f

�tcd
tre f

�tcm,max
tre f

α = 0◦ 0.00908 4.21% 0.000032 0.001694 0.030 0.020 0.090

α = 4◦ 0.00796 1.18% 0.001498 0.001166 0.035 −0.005 0.055

α = 10◦ 0.00315 0.24% 0.004541 0.000168 0.035 0.005 −0.045

variation, see Table2. Hence, the relative deviations �x of the RAA gust position
above and below the airfoil as well as the deviations to the analytical DVA gust
position, which has no variations above and below the airfoil, have no negative effect
on the maximum lift accuracy of the DVA. This is not the case when the gust leaves
the airfoil for 51.4 ≤ t/tre f ≤ 52.3. While the course of the local cl fluctuations of
RAA and DVA shows only minor deviations at α = 0◦ and α = 4◦, more significant
differences in the cl course are visible at α = 10◦. At higher angles of attack and
with increasing dowstream position of the gust, the relative difference of the RAA
gust position above and below the airfoil increases. When the gust leaves the airfoil
this effect becomes more significant. Therefore, the DVA time history of the cl signal
at α = 10◦ differs from the RAA signal when the gust leaves the airfoil.

Regarding the drag coefficient, the agreement between RAA and DVA decreases
with increasingα, as illustrated in Fig. 4a and Table2. As for cl significant differences
occur at α = 10◦ when the gust leaves the airfoil due to the difference of the relative
gust position in the RAA simulation not covered by the DVA. In contrast to the
lift coefficient the DVA results in higher absolute values of the cd extremum with
increasing difference between DVA and RAA at higher angles of attack.

When looking at the pitching moment in Fig. 4b the differences in the shape of the
cm time history of RAA and DVA at α = 0◦ and α = 4◦ are comparable. Considering
the absolute differences between RAA and DVA, they are smaller for α = 4◦ than
for α = 0◦, see also Table2. This also applies to the time difference of the maximum
pitchingmoment. Atα = 10◦ the velocity gradients in the vicinity of the leading edge
are higher than for the lower angle of attacks due to the more pronounced suction
peak. This directly influences the gust shape within the RAA simulation when the
gust interacts with the leading edge. The velocity reduction in the vicinity of the
airfoil, already described and illustrated in Sect. 3.1 and Fig. 3, is more pronounced
for α = 10◦ than for α = 4◦. As mentioned above, the relative difference of the gust
position below and above the airfoil is increased as well. These effects have a distinct
influence on the pitching moment which is covered by the RAA but not by the DVA.
This results in clearly visible differences between RAA and DVA especially at the
time the gust starts to interact with the leading edge and when the gust is located just
downstream from the trailing edge. However, the global cm maximum of RAA and
DVA at α = 10◦ shows better agreement than at lower angle of attacks.

Consequently, the angle of attack has a visible influence on the accuracy of the
DVAcompared to theRAA.At high angles of attack theDVApitchingmoment shows
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considerable differences to the RAA but also the agreement in cd is decreased. On
the other hand the maximum lift and maximum pitching moment are well predicted
by the DVA at α = 10◦.

3.3 Variation of Airfoil Shape

Besides wavelength and angle of attack, the shape of the airfoil can also affect the
accuracy of the DVA. Therefore, three different airfoils encountering a vertical “1-
cos” gust are compared when using RAA and DVA. The gust is similar to Sect. 3.2
with Agust = 0.1u∞ and λ/c = 1. The angle of attack is set to 4◦. The NACA 0012
airfoil presented in Sect. 3.1 and 3.2 is used as a reference. Two different variations of
the airfoil shape are analyzed. The first is a reduction of themaximum thickness of the
airfoil from 12%c to 6%c by using a NACA 0006 airfoil instead of the NACA 0012.
This leads to higher pressure gradients at the leading edge region and a significantly
more pronounced suction peak. The pressure gradients on the NACA 0006 airfoil
downstream from the suction peak are reduced compared to the NACA 0012 airfoil.
As second variation a NACA 64-012 airfoil is used. It has a different surface pressure
characteristic and the point ofmaximum thickness is shifted from30%c for theNACA
0012 airfoil to 40%c. The temporal evolution of cl , cd , and cm is plotted in Fig. 5. As
for the α variation presented in Sect. 3.2, only the difference to the steady solution
is plotted in this figure. Table3 lists the differences between RAA and DVA at the
global extreme points.

The stronger surface pressure gradients of the NACA 0006 airfoil at the suction
peak lead to an increased difference �x of the gust maximum above and below the
airfoil in the RAA simulation compared to the NACA 0012 in the vicinity of the

Fig. 5 Time history of lift, drag, and pitching moment of a NACA 0012, a NACA 0006, and a
NACA 64-012 airfoil at α = 4◦ encountering a “1-cos” gust with λ/c = 1.
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Table 3 Deviations between the RAA and DVA results at the extreme points of the global load
response for different NACA airfoils.

Profile �cl errcl �cd �cm,max
�tcl
tre f

�tcd
tre f

�tcm,max
tre f

NACA
0006

0.00368 0.54% 0.000743 0.000805 0.015 0.000 0.025

NACA
0012

0.00796 1.18% 0.001498 0.001166 0.035 −0.005 0.055

NACA
64-012

0.00886 1.34% 0.001404 0.001383 0.030 −0.005 0.065

leading edge. Although �x increases noticeably, the increase is much smaller than
it is for the angle of attack variation from α = 4◦ to α = 10◦. The reduced surface
pressure gradients of the NACA 0006 downstream from the suction peak result in a
comparable �x of NACA 0006 and NACA 0012 one chordlength downstream from
the trailing edge. Regarding lift and drag coefficient shown in Fig. 5a, theDVA results
of the NACA 0006 airfoil show a better agreement with the RAA results than for the
NACA 0012 airfoil. The relative error of the maximum lift reduces from 1.18% to
0.54%. The absolute differences between DVA and RAA at the extreme points of lift
and drag decrease as well as shown in Table3. This is also the case for the maximum
of the pitching moment �cm,max . The time difference of the extreme points between
RAA and DVA decreases as well for the NACA 0006 airfoil. Only for t/tre f > 51.25
after cm,max is reached the DVA pitching moment of the NACA 0006 shows higher
deviations to the RAA than the NACA 0012. Overall, the higher surface pressure
gradients downstream from the suction peak at the NACA 0012 airfoil have a more
significant influence on the gust shape variation in the RAA simulation than the high
but spatially narrow surface pressure gradients at the suction peak of the NACA
0006. This leads to an increased agreement between RAA and DVA for the NACA
0006 compared to the NACA 0012.

The difference between the NACA 0012 and the NACA 64-012 are smaller than
for the NACA 0006. The DVA results of the NACA 64-012 show slightly higher
deviations to the RAA at cl,max and cm,max with the relative error at the point of
maximum lift increasing from 1.18% to 1.34%. The drag coefficient as well as the
timedifferences of the extremepoints betweenRAAandDVAremain almost constant
compared to the NACA 0012. Thus, the variation of the surface pressure distribution
and the shift in the maximum thickness position has only minor influences on the
accuracy of the DVA.

In summary, the effect of airfoil aerodynamics on the gust shape, and accordingly
the accuracy of the DVA, is less sensitive to high surface pressure gradients in a
small region but more sensitive when moderate to high gradients exists over a longer
distance. This leads to a better agreement of the DVA results with the RAA for the
NACA 0006 airfoil than for the NACA 00012 or the NACA 64-012 airfoil.
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3.4 Superposition of Multiple Gusts with Different
Wavelengths

In reality, atmospheric disturbances usually do not consist of a discrete “1-cos” signal
of a certain wavelength. Different wavelengths are superimposed, up to broadband
atmospheric turbulence. The studies presented in [8] and [9] show that the DVA has
a satisfying agreement with the RAA for an extruded airfoil and a swept wing in
broadband atmospheric turbulence involving a broad frequency range. The scope of
this section is to analyze the effect of the superposition of individual discrete “1-
cos” gusts on the accuracy of the DVA compared to the more accurate RAA. Three
different gusts are created, all based on the “1-cos” gust formulation described in
Eq. (2)with 0 ≤ x ≤ 4c.Hence, the spatial extendof all three gusts is 4c. Thefirst gust

Fig. 6 Time history of lift, drag, and pitching moment of a NACA 0012 airfoil at α = 4◦ encoun-
tering gusts with a length of 4c. The interaction with single “1-cos” gusts of different wavelengths
(top) and with a gust signal that is composed of the different single gusts as well as a superposition
of the aerodynamic coefficients of the single gusts (bottom) is shown.
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Table 4 Comparison of RAA and DVA results for the composed gust signal consisting of several
superimposed wavelengths. Comparison of the interaction with the composed gust signal to a
superposition of the aerodynamic coefficients of the interaction with the separated gust signals
(sup.).

Profile �cl errcl �cd �cm,max
�tcl
tre f

�tcd
tre f

�tcm,max
tre f

RAA vs 0.00071 0.13% 0.000259 −0.000052 0.010 0.005 0.010

DVA

RAA vs −0.00005 0.01% 0.000039 −0.000005 0.0 0.015 −0.030

RAA sup.

DVA vs −0.00003 0.01% 0.000028 0.000006 0.0 0.010 −0.005

DVA sup.

consists of four consecutive “1-cos” gusts of wavelength c. Therefore, w1 in Eq. (2)
is calculated with λ1 = c. The second gust consist of two consecutive “1-cos” gusts
with λ = 2c and the third gusts is a single “1-cos” gust with λ = 4c. The amplitude
of all gusts is set to Agust = 1

30u∞. The separated effects of the three different gusts
on the accuracy of the DVA compared to the RAA are evaluated for the NACA 0012
airfoil at α = 4◦ with lift, drag, and pitching moment presented in Fig. 6a and 6b.
Subsequently, the interaction of the NACA 0012 airfoil with a composed gust, where
the gust velocity w corresponds to a superposition of the three individual gusts with
w = 1

3w1 + 1
3w2 + 1

3w3 is analyzed using RAA and DVA. The RAA and DVA result
of this interaction is compared to a superposition of the aerodynamic coefficients
cl , cd , and cm of the three separated gusts with ci,sup. = 1

3ci,1 + 1
3ci,2 + 1

3ci,3. The
results of the superimposed gust and the superimposed aerodynamic coefficients for
RAA and DVA are presented in Fig. 6c and 6d as well as Table4. The curves of the
superimposed coefficients are indicated by the description sup. or superposition.

The deviations in theRAAandDVA time histories of the aerodynamic coefficients
of the three separated gusts in Fig. 6a and 6b are comparable to the results in Sect. 3.1.
With increasing λ the DVA results agree better with the RAA results. It should be
emphasized that the deviations between RAA and DVA pitching moment of the four
consecutive “1-cos” gusts with λ1 = c are comparable to the single “1-cos” gust
with λ = c presented in Sect. 3.1 when the front of the gust interacts with the leading
edge and when the gust leaves the airfoil. In between the agreement of RAA and
DVA increases. This shows that the airfoil’s aerodynamic changes the shape at the
endpoints of a continuous gust in a similar way than a discrete signal. In between
the shape of a continuous signal is less influenced by the airfoil’s aerodynamic.

The results of the composed gust signal with w = 1
3w1 + 1

3w2 + 1
3w3 presented

in Fig. 6c and 6d show a good agreement of RAA and DVA simulation especially for
cl and cd . As listed in Table4 the relative error for cl,max between RAA and DVA is
only 0.13%. This is significantly smaller than the error in the previous sections. The
cm deviations of RAA and DVA are also considerably smaller than for the discrete
gusts in Sects. 3.1 to 3.3. The results in Fig. 6c and 6d and Table4 also show that it
is possible to represent interaction of a gust consisting of several different discrete
cosine signals with an airfoil by superimposing the aerodynamic coefficients of the
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interaction of the separated discrete gust signals. Table4 illustrates that this holds
true for both RAA and DVA at the selected inflow conditions.

4 Scaling Test

The performance of a CFD code on a high performance computing system such
as the HPE Hawk is of central interest regarding time reduction and the effective
use of the available resources. The DLR TAU code already showed good scaling
capabilities on otherHPCsystems such asHazelHen [8, 10]. SinceHawk represents a
new generation of supercomputers with a completely different hardware architecture
compared to previous clusters, a scaling test is even more important to assess the
code’s performance on this machine. The performance of the DLR TAU code on
Hawk has not yet been investigated and is subject of the following section by means
of a strong scaling test.

The NASA Common Research Model (CRM), a generic contemporary transport
aircraft configuration is chosen as test case for the scaling behavior of the TAU code.
The hybrid CFD mesh contains approx. 111 mio grid cells including a refined area
of hexahedral cells in the wing wake region for resolving separated wake flows.
This test case was chosen as its size represents a good reference for the size of the
future grids used in the SCBOPT project. The scaling test is performed with the
DLR TAU code version 2018.1.0 and comprises stationary RANS simulations with
a second order central differencing scheme. The grid is partitioned with the chaco
partitioner, creating 8 different grids with varying numbers of subgrids ranging from
256 partitions to 32768 partitions. The simulations range from 2 nodes and 256 cores
for the former up to 256 nodes and 32768 cores for the latter number of partitions,
respectively. For each grid, the walltime in the main solver loop is determined from
the average of 4 similar simulations of 5000 iterations.

The resulting scaling behavior is shown in Fig. 7. The reference of an ideal scaling
is provided as dashed blue line. An almost ideal scaling behavior from 1024 up to
16384 cores is clearly visible. While the slope of the graph decreases towards the
32768 case, the code still shows satisfactory scaling behavior in this area of approx.
3400 points per domain.

As pointed out by HLRS, the memory bandwidth might limit the performance of
the code in use. Therefore, it is recommended to test if the use of not all available cores
within each node is beneficial for runtime reduction. The omplace tool enables to
select a specific sequence of cores within a node and to equally distribute these cores
over the available resources. With respect to Hawk’s topology the different settings,
listed in Fig. 8 were chosen for the present investigation. The baseline tests 6,7, and
8 are performed on all available 128 cores per node. The 7omp and 8omp tests are
conducted on 128 nodes and 256 nodes respectively while holding the number of
processes constant at 8192. This is done with the omplace tool by setting the stride
to 2 in the 7omp and 4 in the 8omp case. To be precise, a stride of 2 leads to a
usage of every second core, which means 2 cores per CCX. A stride of 4 leads to
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Fig. 7 Test cases and scaling behavior of the DLR TAU code on Hawk. Ideal scaling behavior
plotted as dashed blue line.

Fig. 8 Test cases and scaling behavior of the DLR TAU Code on Hawk with the omplace tool.

the selection of every forth core, which leads to one core per CCX. Figure8 shows
the wallclock time dependent from the number of nodes. The black line denotes
the standard testcase with all available cores used in each node. Starting from 8192
cores and a runtime of approx. 390 s the runtime decreases with increasing number
of cores to t = 190 s at 16384 processes and t = 127 s at 32768 processes. The blue
dash-dotted line depicts the influence of increasing node number while keeping the
number of processes constant at 8192 with omplace. The walltime also decreases
significantly to approx. 220 s at 128 nodes and 180 s at 256 nodes. However, the
benefit is smaller compared to the standard settings. This hints at a deceleration of
the code due to limited memory bandwidth when using all available cores within one
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node. Nevertheless, the benefit from higher computational power when increasing
the number of nodes and cores outweighs this memory bottleneck.

This evaluation aims at an optimization regarding minimum runtime, which
is desirable with regard to maximum utilization of high-performance computing
resources. The results show that using more nodes up to approx. 3000 grid points per
core is the most time efficient way to perform simulations with the DLR TAU code
on the HPE Hawk as the code still scales well in this area. If other factors like the
reduction of power consumption are taken into account, the result might be different.
For example, halving the number of cores used per node only leads to an increase in
wall time of 16%, while power consumption is likely to be reduced significantly.

5 Conclusion

The applicability of the simplified Disturbance Velocity Approach (DVA) regarding
an airfoil encountering a discrete vertical gust was analyzed in this study. Results of
CFD simulations using the more accurate Resolved Atmosphere Approach (RAA),
where the gust is resolved and propagated in the flow field were compared to CFD
simulations using the DVA, which does not consider the effects of the airfoil flow
on the gust. All simulations were conducted for M = 0.25 and Re = 11.6 · 106.
Considering a NACA 0012 airfoil encountering a “1-cos” gust, the length scale
of the gust and the angle of attack was varied. At wavelengths of λ/c = 2 and
λ/c = 4 the results of the DVA agree well with the more accurate RAA in terms
of lift and drag. However, small deviations between RAA and DVA exist for the
pitching moment, where the changes in the gust shape due to the interaction with the
airfoil have a stronger impact. These changes in the gust shape cannot be covered
by the DVA. For λ/c = 1 also lift and drag of the DVA simulation show deviations
to be considered. The angle of attack variation shows that the agreement of the
DVA with the RAA increases with increasing angle of attack in terms of maximum
lift prediction. However, the deviations of the DVA regarding drag and pitching
moment increase significantly atα = 10◦ compared toα = 4◦ which limits theDVA’s
applicability at high angles of attack. Variation of the airfoil shape show that the
accuracy of theDVA is not significantly influenced by high surface pressure gradients
acting in a small region but is more prone to moderate to high gradients present over
a longer distance. This decreases the accuracy of the DVA compared to the RAA
results. Furthermore, it was shown that the DVA provides satisfying results for a gust
signal where several wavelengths are superimposed. It is also possible to reproduce
the effects of this gust signal on an airfoil by simulating the interaction with gusts
of the separated wavelengths and a subsequent superposition of the aerodynamic
coefficients for both gust simulation approaches. A strong scaling test showed good
scaling capabilities of the DLR TAU code on the HPE Hawk. It was shown that even
though the memory bandwidth limits the code’s speed, using all available cores is
still beneficial with respect to a reduced runtime.
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3D Predictions of the Primary Breakup
of Fuel in Spray Nozzles for Aero Engines

T. F. Dauch, G. Chaussonnet, M. C. Keller, M. Okraschevski, C. Ates,
R. Koch, and H.-J. Bauer

Abstract Primary breakup of liquid fuel in a realistic fuel spray nozzle as utilized in
aero engines is numerically investigated. As grid based methods exhibit a variety of
disadvantageswith regard tomultiphase flows, the “Smoothed ParticleHydrodynam-
ics” (SPH)-method is employed. The suitability of the method to analyze breakup
of fuel has been demonstrated in recent publications. In the current contribution the
methodology enabling the computation of fuel atomization in the close vicinity of
the nozzle is briefely introduced. Special emphasis is put the aspects of High Per-
formance Computing. The domain decompositioning is analyzed and scaling tests
are performed. Finally, selected results are presented, which for the first time in the
world give insights into the film flow on the prefilmer, the associated wetting effects
and the time dependent formation of ligaments downstream the atomizing edge.

1 Introduction

Academia and industry both invest in research aiming at a reduction of pollutant
emissions of air traffic. As pointed out by Lefebvre [1], Jones et al. [2] and Knudsen
et al. [3] the quality and placement of the fuel spray injected into aero engines is
crucial in this context. Due to challenging aerothermal and geometric conditions in
the close vicinity of the fuel spray nozzle, detailed measurements at actual engine
conditions are impossible. Even experiments under scaled conditions and in sim-
plified geometries such as the one presented by Meier et al. [4] are not suitable for
a detailed analysis of the fuel spray. Hence, numerical investigations of the local
two-phase flow are desired giving insights into the process of primary breakup and
its sensitivity to different operating conditions.

For this purpose a numerical code based on the Lagrangian “Smoothed Particle
Hydrodynamics” (SPH)-method has been developed at the “Institut für Thermische
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Strömungsmaschinen” (ITS) by Höfler et al. [5], Braun et al. [6] and Koch et al. [7].
Conventional grid-based approaches such as the Level-Set (LS) or the Volume-of-
Fluid (VoF) method suffer from various disadvantages regarding the tracking and
reconstruction of the phase interface, which can be avoided by SPH. Recent publica-
tions byBraun et al. [6],Dauch et al. [8] andKeller et al. [9] demonstrate the suitability
of the method for predicting multiphase flows in technically relevant applications.

Previous work demonstrated the necessity of resolving the local two-phase flow
and relevant eddies close to the phase interface in order to capture the relevant physi-
cal effects. This implies high computational effort. In the present paper, a methodol-
ogy is presented aiming for the pareto optimum between domain size minimization
and, preferably, preserving all relevant physical phenomena at the same time. The
methodology is used in order to investigate the primary breakup inside a realistic
aero engine fuel spray nozzle under realistic operating conditions. The focus of the
current paper is particularly on aspects of High Performance Computing associated
with the methodology. Selected results are presented, which give detailed insights
into the formation of the liquid film, its atomization and the subsequent generation
of ligaments at the atomizing edge under realistic conditions.

2 Numerical Method

The“SmoothedParticleHydrodynamics”(SPH)-methodoriginates fromastrophysics
as presented byGingold and Lucy [10, 11]. Nowadays, SPH is employed for the anal-
ysis of different problems in science and engineering as pointed out for example by
Chaussonnet [12], Keller et al. [13] and Shadloo et al. [14]. In contrast to conventional
grid-based CFD methods, SPH does not require a computational mesh. Instead, the
flow domain is discretized by means of moving points of mass called “particles”.

The main advantage of SPH in comparison to grid-based methods with regard to
multiphase flows is the inherent advection of the phase interface avoiding interface
diffusion. As pointed out by Braun et al. [15] it also offers advantages with regard to
code parallelization. Advanced post-processing methods suitable for the analysis of
primary atomization such as presented by Dauch et al. [8] also profit from numerical
results in the Lagrangian frame of reference.

Themain challenge, themethod is facing, is its inherent instability, which is called
“Tensile Instability” as discussed by Swegle et al. [16]. Currently there is no general
solution to this problem. Furthermore, the consistency of the SPH approximation is
not inherently guaranteed as elaborated for example by Litvinov et al. [17]. Despite
these known issues, various publications demonstrate the suitability of the method
to resemble technically relevant flow configurations as presented by Koch et al. [7]
and Shadloo et al. [14].

In the present study the fluid dynamics are described by the isothermal Navier-
Stokes equations and associated boundary conditions. The material derivatives of
density ρ and velocity �v are defined by the continuity and momentum equation.
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With t indicating time, p as pressure, τ as shear stress and �f as volume force it
yields:

Dρ

Dt
= −ρ

( �∇ · �v
)

, (1)

ρ
D�v
Dt

= −�∇ p + �∇ · τ + ρ �f . (2)

In order to illustrate the formalism of the SPH-method, the formulation of any
function f in terms of the convolution integral is utilized with δ as the Dirac-δ
function at position �r :

f (�r) =
∫

f (�r ′)δ(�r − �r ′)d �r ′. (3)

In a next step the Dirac function can be approximated by a so called kernel
function W (�r − �r ′). In a second step the integral is approximated by a discrete sum
across finite discretization points inside a circle of influence. As a result a so called
quadrature is obtained for any function f :

〈 f 〉a =
∑
b

f (�rb)W (�ra − �rb, h)Vb. (4)

Equation4 implies that any quantity 〈 f 〉a at position a can be computed as a
weighted sum of the function f (rb) of all other neighboring particles b. The brackets
〈〉 indicate the SPH approximation. The quantity h is called the smoothing length.
The volume of each particle is represented by V . The typical shape of a qunitic kernel
function W (�ra − �rb, h) as used in this study is depicted in Fig. 1 as a function of the
non-dimensional coordinates x/h and y/h. At the bottom of Fig. 1 the radius of the
circle of influence is illustrated.

Fig. 1 Kernel function and radius of influence with neighboring particles
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In a similar way, a quadrature for the gradient of f can be derived. The quadratures
are used in order to approximate the terms on the right-hand-side of Eq.1 and Eq.2.
A variety of SPH schemes exists each with different advantages and disadvantages.
As the focus of the current paper is on High Performance Computing, please refer
to Dauch et al. [18] for further details on the selection of physical models and SPH
quadratures.

For the gradient of the pressure p a discretization scheme proposed by Mon-
aghan [19] is incorporated. Viscosity is taken into account by means of a viscosity
model based on the formulation of Cleary [20] and modified by Szewc et al. [21].
The approach by Espanol et al. [22] is used in order to compute the density field:

〈ρ〉a = ma

∑
b

W (�ra − �rb, h), (5)

〈
− �∇ p

ρ

〉

a

= − 1

ρa

∑
b

mb

ρb
(pa + pb) �∇W (�ra − �rb, h), (6)

As equation of state the Tait-Volume-Equation by Cole and Weller [23] is
employed. Following Wieth et al. [24], a modified version of the surface tension
model by Adami et al. [25] is used. Static and dynamic contact angles are predicted
based on the prescribed surface tension coefficients. According to Young’s equation,
static contact angles of 90◦ are recovered for the present case.

A variety of methods for wall boundary treatment exists, which enable the con-
sideration of solid wall boundaries. According to Violeau and Rogers [26] it can be
differentiated between three types of approaches: Using fictitious particles, repul-
sive functions and boundary integrals. Fundamentally, all three approaches enable
to provide kernel support at the wall boundary. In the present case the fictitious
particle approach is applied. Among the different variants of fictitious particles, the
prescribed dummy particle method has been selected due to its advantages in case
of complex geometries with high curvature and sharp edges. The approach accord-
ing to Takeda et al. [27] is used. Additionally, a repulsive function resembling the
Lennard-Jones potential is incorporated as presented by Wieth et al. [24] in order to
avoid particle intrusion.

Activities aiming for a validation of the current implementation have been carried
out based on experimental results by Braun et al. [6]. The authors demonstrate the
conformity of primary breakup phenomena as captured by shadowgraphy measure-
ments and three dimensional SPH predictions.

3 Fuel Spray Nozzle and Computational Setup

Various combustor concepts are used in aero engines aiming at a minimization of
pollutant emissions. For more details about the functionality and classification of
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Fig. 2 Schematic of the RQL combustor

combustion concepts for aero engines please refer to Bauer [28] and Dörr [29]. Focus
of the current paper is on the flow inside a “Rich-Quench-Lean” (RQL) combustor.

At the “Institute of Propulsion Technology” of the German Aerospace Center
(DLR) a triple sector research combustor based on the RQL concept is operated
described by Meier et al. [4]. A sketch of the rigs cross-section is displayed in Fig. 2.
Air from the compressor is guided through a pre- and a dump diffuser. Further
downstream a minor proportion of the air flows through the fuel spray nozzle and
drives the atomization of the fuel. The design of the fuel spray nozzle investigated in
this study goes back to the patent by Mansour and Benjamin [30]. The geometry of
the orifice has been modified according to the patent application by Dauch et al. [31].

In the upper left corner of Fig. 3 a scheme of the nozzles cross-section is displayed.
The fuel channels inside the nozzle are colored in dark gray. The arrows indicate the
direction of the fuel flow. First, it enters the nozzle at the top. Further downstream it
is routed into an annular duct and guided in axial direction.

The SPH domain comprises of the region around the orifice, where primary
breakup takes place. Its boundaries and the cross-section of the geometry are pre-
sented in more detail on the right hand side of Fig. 3. As can be concluded from the
figure, a frustoconical prefilming surface routes the fuel towards the atomizing edge.
The fuel flow is surrounded by two coaxial air flows, the inner and the outer airflow.
The inner airflow drives the fuel along the prefilmer.

For the numerical analysis an axisymmetric sector with a circumferential exten-
sion of 30◦ is considered balancing computational effort and the required circum-
ferential size of the domain. The boundary conditions are derived from Large-Eddy
Simulations of the fluid flow inside the whole combustor, which are performed prior
to the SPH computations. A similar approach is presented by Sauer et al. [32], which
has been transferred to the SPH context by Dauch et al. [33]. The wall boundaries
are represented by at least three layers of dummy particles. Their location is obtained
by incorporating the CAD2SPH approach as presented by Dauch et al. [34].
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Fig. 3 SPH domain and geometry of the fuel spray nozzle according toMansour and Benjamin [30]
& Dauch et al. [31]

4 Aspects of High Performance Computing

The SPH code used for the present study is written in C++ and parallelized by means
ofMPI. Performance tests based onAllineaPerformanceReports demonstrate clearly
that the application is dominantly compute-bound.

The writing frequency is quite low and file I/O is efficiently handled by usingMPI
I/O. As file I/O is not critical, the utilization of many computing nodes at a time is
justified aiming for a higher computational performance.

The required memory per node is dominantly determined by the number of parti-
cles per MPI subdomain. The available memory per node is sufficient for the type of
SPH predictions performed in this study. However, there are two situations, in which
memory becomes a limiting factor.

The first scenario occurs, if the number of compute nodes is too small related to the
overall problem size. This scenario becomes relevant, if the number of nodes is kept
low by intention, for example during scaling tests. The second scenario occurs in case
of suboptimal domain decompositioning resulting in too many particles on some of
the allocated nodes. If complex geometries are considered, domain decompositioning
can become very challenging and memory overflow becomes very likely. Hence, the
design of a well performing load balancing algorithm is crucial in this context.

4.1 Domain Decomposition

The parallelization concept of the SPH code is based on a pure MPI implementation.
In order to provide equal load to each MPI process, the computational domain is
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Table 1 Idle rates depending
on the overall number of
processes

10◦ 30◦

No. of procs. IR No. of procs. IR

200 2.8 – –

400 4.4 – –

800 6.4 800 6.1

1200 8.1 1200 7.3

1600 9.2 1600 8.1

2000 9.6 – –

statically decomposedduringpre-processing.At the interfaces of allMPI subdomains
a classical ghost particle approach is used in order to communicate information
between the different MPI processes.

The decompositioning begins with the creation of a bounding box around the
complete computational domain. In a next step, the bounding box is splitted into
smaller rectangular cuboids. The boundaries of the cuboids are iteratively shifted in
order to assign the same amount of particles to each cuboid. Each cuboid represents
one MPI subdomain. Ideally, the process stops once all cuboids contain the same
average number of particles per MPI process N part . In case of load imbalance, there
is one cuboid containing the maximum number of particles per cuboid Npart,max .

A so called idle-rate I R can be defined quantifying the load imbalance:

I R = Npart,max − N part

N part
· 100%. (7)

In Table1 the lowest possible values of idle rates are presented for different overall
numbers of MPI processes. It is distinguished between a sector size of 10◦ and 30◦.
In both cases the domain is subdivided into two parts in z-direction. The number
of splits in x- and y-direction is selected as similar as possbile. Obviously, the idle
rate grows with the number of overall processes for both sector sizes. The reason
for the increase is the existence of void spaces inside the bounding box. These void
spaces cause increasingly more difficulties for the decompositioning algorithm to
find optimal locations for the cuboids boundaries as can be concluded from the
distribution of MPI cuboids illustrated in Fig. 4.

The MPI cuboids covering void spaces inside the bounding box grow very large
in order to still cover a part of the domain filled with particles. The more processes
are desired, the more challenging it is to place the cuboids.

On the left hand side of Fig. 4 the cuboid distribution is presented for a 2D case
with only one layer of particles in circumferential direction. Contrarily, the cuboid
distribution obtained for the present 3D case is depicted on the right. As can be
concluded from a comparison of the cuboids in both cases, the size of the cuboids in
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Fig. 4 Location and shape of MPI cuboids (20× 20 subdomains in cross-section)—LEFT: 2D—
RIGHT: 3D at 30◦

3D decreases in radial direction. This effect can be attributed to the fact, that in 3D
the number of particles in circumferential direction increases in radial direction.

The existence of void spaces inside the bounding box and the attempt to split
an axisymmetric distribution of particles by means of a cartesian splitting approach
both contribute to the increase of idle rates with the number of processes.

4.2 Scaling

Because the application is compute-bound, strong scaling is of primary importance
for the overall efficiency. Previous scaling tests demonstrated an excellent parallel
performance of the implementation as pointed out by Braun et al. [35]. Based on
these findings, an additional performance increase could be achieved by further
code optimization demonstrated by Braun et al. [15]. As the cross-section of the
computational domain in the present paper contains void spaces inside the bounding
box, it differs from the perfectly rectangular setup of Braun et al. [15]. Due to this
difference, the scaling characteristics cannot be assumed to be identical.

Hence, strong scaling tests are performed in order to investigate parallel perfor-
mance for the present setup. For this purpose the so called speedup Ss is evaluated.
According to Eq.8 it is defined as the relative reduction of execution time T due to an
increase of the number of processes noprocs compared to a reference case indicated
by index “ref”. Furthermore, it can be normalized in terms of the idle rate in order
to take the effect of load imbalance into account as defined by Eq.9.



Comp. Prim. Breakup in FSN for Aero Eng. Comb. in 3D 427

Fig. 5 Strong scaling—LEFT: 10◦—RIGHT: 30◦

Ss = T

Tref

noprocs

noprocs,re f
, (8)

S∗
s = Ss

1 − I Rre f

1 − I R
. (9)

The evolution of Ss and S∗
s is investigated for the previously presented numerical

setup with 10◦ and 30◦ circumferential extension. In case of the 10◦ sector the refer-
ence baseline is set to 200 cores and in case of 30◦ to 800 cores. A further reduction
of the number of cores used as reference is prohibited by memory requirements. The
resulting data points are illustrated in Fig. 5.

As can be concluded from the left plot in Fig. 5, the speedup Ss is close to ideal
up to 800 processes. For larger numbers a performance degradation is observed
following the curve defined by Amdahl’s law. By fitting Amdahl’s law to the data
points in the scaling plot, a serial fraction of 0.046 is obtained for 10◦ and 0.095 for
30◦. These low values of the serial fraction confirm that the setup has the potential
to benefit from parallel processing according to Hager and Wellein [36]. For larger
numbers of cores, the influence of the idle rate becomes more significant.

In Fig. 6 the parallel efficiency ε is plotted as a function of the number of MPI
processes. In tune with the interpreation of the scaling plots, the parallel efficiency
is higher for the 30◦ (beyond 70%) than for the 10◦ case (beyond 90%). It can be
concluded from these values, that even more MPI processes could be used in case of
the 30◦ sector without significant loss of parallel performance.

In Fig. 7 the number of particles per process is presented for each sector size.
The average number of particles per process is much higher in case of the 30◦
sector resulting in a higher average volume to surface ratio of the MPI cuboid. As
consequence, the specific communication effort is lower. The superior scaling of the
30◦ case compared to 10◦ can be attributed to this effect.

In the following, weak scaling is investigated for the 10◦ sector. For this study
four different simulations are performed at different spatial resolutions. The total
amount of particles inside the domain ranges from approximately 100 × 106 up to
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Fig. 6 Parallel efficiency—LEFT: 10◦—RIGHT: 30◦

Fig. 7 Numbers of particles per process—LEFT: 10◦—RIGHT: 30◦

460 × 106. The amount of particles per MPI domain is kept approximately constant
at around 375 000 particles per process.

In the case of weak scaling, the speedup S can be modeled by a linear function
of the number of processes according to Gustafson’s law. The offset of the line and
its slope are determined by the serial and the parallel fraction of the runtime s and
p. The serial and the parallel fraction depend on each other, because they add up to
one. Hence, the speedup according to Gustafson’s law can be represented as:

SGusta f son = s + p · nprocs = s + (1 − s) · nprocs . (10)

In Fig. 8 on the left the weak scaling performance is presented. According to
Eq.10 the speedup can be modeled as a line, whose slope represents the parallel
fraction of the runtime. Using the datapoints as input for a linear regression yields
a serial fraction of s = 0.319. Comparing the datapoints with and without idle rate
correction in Fig. 8 on the left, confirms the little influence of load balancing on weak
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Fig. 8 10◦ sector—LEFT: weak scaling—RIGHT: parallel efficiency

scaling in the present case. On the right the parallel efficiency is presented. As can
be concluded from the plot, it is at least close to 70% for all considered cases.

5 Results and Discussion

In the following results of the SPH predictions as obtained for the 30◦ sector are pre-
sented. In Fig. 9 time averaged velocity profiles at the cross-sections right upstream
(Pos. A) and downstream (Pos B.) of the atomizing edge are depicted. The profile
at Pos. A is relevant for the atomization process as it represents the flow velocity
profile impacting the fuel film on the prefilmer. The profile at Pos. B characterizes
the shear zone where the fuel is released into.

Close to the center axis at Pos. A the axial velocity is high due to the bullet as
displayed in Fig. 3. Close to thewall radially outward there is another local maximum
caused by the swirling motion. A high velocity gradient close to the wall at Pos. A
implies that the fuel film is exposed to high shear stress emerging from the orifice.
Whereas the radial velocity is approximately zero across the whole channel, the
shape of the circumferential velocity profile resembles a smoothed free vortex flow.

At Pos. B the velocity close to the atomizing edge is approximately zero, because
it acts as a bluff body. The swirling motion of the inner air flow drives the fluid
radially outward leading to a radial shift of the axial profile from Pos. A to Pos. B.
Due to the shape of the outer air shroud, the flow in the outer air duct is directed
radially inward. In the vicinity of the atomizing edge the inner and the outer air flow
balance each other pushing the time averaged radial velocity down to zero.

In Fig. 10 the shape of the fuel film on the prefilmer is depicted at two different
points in time tre f and tre f + Δt . At tre f the onset of an axial instabilty can be
identified, which is subsequently transitioning into a growing wave crest convecting
downstream as depicted on the right at time tre f + Δt . As can be concluded from the
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Fig. 9 Velocity profiles in the gas phase at pos. A and B

Fig. 10 Evolution of fuel film on prefilmer

Fig. 11 Rendering of spray as predicted by SPH using alpha-shapes algorithm

illustration on the right hand side, liquid is separated from the film, which is a well
known effect called”film stripping“.

In Fig. 11 the spray formation as predicted by SPH is depicted for one instant of
time. Three copies of the 30◦ sector are stitched to each other in order to improve
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the visual perception. The wave crests in circumferential direction can be observed
as dark lines. Downstream the atomizing edge fragments of a liquid lamella are
atomized into shreds.

6 Conclusions

A methodology for the numerical prediction and analysis of primary breakup in
realistic fuel spray nozzle configurations for aero engines is presented. Focus is
on the domain decompositioning, the quantification of its quality and the results
of extensive scaling tests for different domain sizes. The optimal number of MPI
processes is derived. Finally, selected results of 3D simulations are presented as
obtained from HPC predictions on ForHLR II. The main findings are:

1. Void spaces inside the bounding box around the fluid domain are a challenge to
the currently implemented domain decompositioning algorithm. The develop-
ment of a more generic domain decompositioning method, which is not based
on rectangular MPI subdomains, is expected to improve parallel performance.

2. Strong and weak scaling tests were performed for the present numerical setup.
Analyzing the serial fractions of the application according to the performance
model of Amdahl and Gustafson confirms that the numerical code benefits from
parallel processing.

3. Selected results of the 3D predictions give valuable insights into the local multi-
phase flow effects in realistic fuel spray nozzle geometries in aero engine com-
bustors.
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CFD Study of an Offshore Wind Turbine
in Maintenance Conditions

Marion Cormier, Patrick Letzgus, Thorsten Lutz, and Ewald Krämer

Abstract In the present study, CFD simulations of the flow around a multi-MW off-
shore wind turbine in maintenance position are analysed. Fully-resolved Detached
Eddy Simulations of a standstill wind turbine, oriented in the L-position, are per-
formed. Three cases are considered, covering an isolated wind turbine at the rated
wind speed and isolated and non-isolated wind turbines at the cut-off wind speed.
The flow physics are analysed in the hovering and approach regions of maintenance
helicopters. The analysis of the turbulence kinetic energy and the flow inclination
angle show no particularly high perturbations at the rated wind speed. At the high
wind speed, high variations of the turbulence kinetic energy and of the inclination
angle are observed for the approach manoeuvre in the wake of the nacelle.

1 Introduction

Offshorewind energy production has been growing significantly over the last decade.
This success results from various aspects, like the available space, less perturbations
for inhabitants and cities, and stronger and steadier winds that lead to significantly
higher full-load hours offshore than onshore for a comparable system [19].

However, one of the challenges of offshore wind turbines remains their difficult
access in case of failure. Due to the high energy yield of multi-MW offshore wind
turbines, off-time due to maintenance operations represent higher financial losses
than onshore, adding an extra economical pressure. The maintenance crew is trans-
ported to the turbine either by boat or helicopter, whereby helicopter transfer is much
more time-efficient. Weather conditions strongly restrict the aerial operations and
despite experience-based estimation of the flyable weather, pilots sometimes report
high turbulence intensities at the turbine and need to return. The purpose of the
German research project HeliOW (Hubschrauber Einsätze in OffshoreWindparks—
Helicopter operations in offshore wind parks) is to study the effects of wind turbine
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wakes on helicopter flight dynamics during maintenance operations. In this project,
coordinated by the German Aerospace Center (DLR), a process chain is built up
between 4 research partners. The University of Tübingen (EKUT) measures the
inflow of a near-offshore wind turbine with an Unmanned Aerial Vehicle (UAV),
which is then used to setup high fidelity simulations of the wake of offshore wind
turbines at the University of Stuttgart. The resulting flow fields are then used in a
real-time flight simulator by the DLR and in aerodynamically coupled desktop sim-
ulations by the University of Munich (TUM), in order to identify the helicopter and
pilots reactions.

Wind turbinewakes havebeen extensively studiednumerically and experimentally
over the past years [20, 26]. Besides the velocity deficit caused by the energy extrac-
tion from the rotor and the local changes in wind direction, concentrated tip vortices
characterise the wind turbine near-wakes. These events are seen by an approach-
ing helicopter as abrupt changes in inflow velocity and angle that modify the flight
dynamics. Further downstream thewind turbine, the tip vortex helix breaks down into
small-scale turbulence, increasing the momentum of the flow field and modifying
the inflow conditions of a downstream located wind turbine.

One can distinct two scenarios which can pose problems to helicopter flight
dynamics during offshore maintenance operations: the perturbations which result
from the wake of operating wind turbines when crossing the wind park to reach the
failured wind turbine, and the hovering above the nacelle, at more than 100 m above
the sea level and under strong and turbulent winds. Previous studies have addressed
the first scenario [1, 3, 6, 24]. The present study focuses on the second one, the
hovering above the nacelle. The particularity of this manoeuvre, in comparison to
traditional hovering applications, is that the wind velocity is not slowed down within
a developed boundary layer. The helicopter is exposed to high altitude winds, even-
tually with partial ground effects if the helicopter blades stick out the nacelle surface,
and should meanwhile keep a constant position for roping crew and material. To this
purpose, high-fidelity CFD flow fields of the wind turbine in maintenance configura-
tion are generated, which will be used in a further step in helicopter flight simulators
by the project partners TUM and DLR, as described above. To better understand
the helicopter reactions observed in the simulators, a detailed analysis of the flow
physics around the turbine is mandatory.

In the present paper, the high-fidelity flow simulations of a multi-MW generic
offshore wind turbine are presented and the flow field is analysed in the hovering
and approach region of the helicopter. In the following section, details of the setup
and simulation cases are provided and the numerical methods used are described,
including an analysis of the performance of the flow solver. Then, the regions of
interest for the helicopter during hovering operations are defined and the flow physics
analyzed in these regions. Finally, a short conclusionwith anoverviewof futureworks
is given.



CFD Study of an Offshore Wind Turbine in Maintenance Conditions 437

2 Numerical and Computational Details

In this section, the numerical methods applied for the current study are described
and details of the numerical setup are presented. Moreover, the performance of the
CFD flow solver on the Hazel Hen server at the high-performance computing center
in Stuttgart (HLRS) is addressed.

2.1 Numerical Methods

In the current study, the finite-volume flow solver FLOWer, originally developed at
the German Aerospace Center (DLR) [12], is applied to simulate the unsteady flow
field around the wind turbine. The unsteady compressible Navier-Stokes equations
are solved block-wise with a dual time-stepping scheme and a sawtooth W-cycle
multigrid algorithm in order to accelerate the convergence of the solution. Each
turbine component ismeshed separately and the structured grids are embeddedwithin
a Cartesian background mesh thanks to the Chimera technique [2].

The accuracy and capabilities of FLOWer for wind turbine simulations have been
shown in several projects, among others within an international benchmark com-
parison of different aerodynamic codes [4], for the simulation of wind turbines in
complex terrain [23], and recently for the high-fidelity simulation of wind turbine
wakes with the DES method [27].

To capture the unsteady flow separation behind the square-edged nacelle (see
Sect. 2.3), Delayed Detached Eddy Simulations (DDES) are performed. The Menter
SST turbulencemodel [17] and theSmagorinsky subgrid scalemodel are applied. The
2nd order Jameson-Schmidt-Turkel (JST) [7] and the 5th order Weighted Essentially
Non-Oscillatory (WENO) [22] spatial schemes are both implemented in FLOWer
and can be assigned block-wise. In order to efficiently use the computational costs,
the WENO scheme is applied in the area of interest, whereby the JST scheme is
used in the surface boundary layers, allowing satisfying convergence in the whole
computational domain.

To consider the influence of an upstream wind turbine, the Actuator Line (ACL)
method is applied. Previous studies have shown that, with this method, the far wake
dynamics are well reproduced at reduced computational costs, compared to an equiv-
alent fully-resolved simulation [25]. As the present study focuses on the detailed
aerodynamics of the maintenance wind turbine and only the far-wake effects of the
first turbine are relevant, the ACL is considered suitable for the upstream wind tur-
bine to optimize computational costs. The blade aerodynamic forces are estimated
using the blade-element theory for each blade segment as a function of the local
angle of attack, the local undisturbed wind velocity and the local lift and drag coeffi-
cients. The aerodynamic force is added in the flow field as a source term, whereby a
Gaussian projection function is used for numerical stability reasons. The local angle
of attack and inflow velocity are estimated from the flow field at the beginning of
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each time step. As presented in [3], in order to get rid of the local blade effects on the
flow field, the LineAve method from [9] has been implemented to extract the local
velocity angle and amplitude. The lift and drag coefficients are taken from lookup
tables, which have been computed ahead with Xfoil [5].

To mimic the atmospheric turbulence, synthetic turbulent inflow is realised as
a superposition of a mean wind profile and turbulent fluctuations. The mean wind
profile is imposed as a Dirichlet boundary condition at the inlet of the flow domain
and the synthetic turbulent fluctuations, generated with the Mann model [16], are
added as source terms downstream the inflow plane.

2.2 Performance of the Solver

The flow solver FLOWer is steadily further developed at the Institute of Aerody-
namics and Gas Dynamics of the University of Stuttgart, not only to implement new
physical models [10, 15, 27, 28], but also to improve the numerical performance.
Figure1 shows the results of two scaling tests performed on the Cray XC40 Hazel
Hen. Thanks to the block-oriented structure of the solver, the whole flow field is
split into structured blocks, which are equally distributed between the processors.
Since [11], a node-to-node communication takes place to exchange the information
between the blocks, which considerably reduces the MPI communication.

Figure1 (left) shows the results of a strong scaling test. The total number of cells
is kept constant, 134 Millions cells, and the workload is varied for each simulation
case. In the reference case, the flow field is split into equal blocks of 262 144 cells.
For each further case, the number of cells per blocks is halved until 8 192 cells per
block are reached. With the diminution of the number of cells per block, a speed up
of about 24 times can be achieved.

Fig. 1 Strong (left) and weak (right) scaling test of the Cray XC 40 Hazel Hen high performance
computer
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Table 1 Block topology of the weak scaling test

Case Number of blocks Number of cells per block

1 512 16×32×42 = 16 384

2 1 024 16×32×42 = 16 384

3 2 048 16×32×42 = 16 384

4 4 096 16×32×42 = 16 384

5 8 192 16×32×42 = 16 384

6 16 384 16×32×42 = 16 384

7 32 768 16×32×42 = 16 384

Figure1 (right) shows the results of a weak scaling test. On the contrary to the
strong scaling test, a small initial setup is considered and its size gradually increased.
The reference case contains only 512 blocks and the setup size is doubled for each
further case, see Table1. The 6th case, with 16 384 blocks, is representative for the
current study. In order tomeaningfully compare theMPI communication between the
different cases, particular attention was given to keep the block topology constant, cf.
Table1. Each block is distributed on a rank. In order to damp run time oscillations,
the time required for 10 time steps with respectively 120 subiterations was averaged.
As represented on Fig. 1, the performance for 16 384 cores is nearly 85%. This result
is in a good agreement with tests from [14], where a good performance could be
achieved in FLOWer scaling tests that were performed with more than 50 000 cores.

During the last performance workshops organized by the HLRS of University of
Stuttgart, few improvements were made, which allowed to gain a few percents in
the performance. The infrastructure all around Hazelhen implemented at the HLRS
is well suited for the FLOWer code. Comparisons with other systems show that the
best scaling is achieved on the Hazel Hen system, among others due to the use of
Aries Interconnect.

2.3 Numerical Setup

A slightly modified version of the NREL 5 MW wind turbine [8, 10] is investigated
in the present study. In the first part of this section, the numerical setup of the fully
resolved maintenance wind turbine is presented. In the second part, the ACL setup
of an upstream located wind turbine is briefly described.

2.3.1 Fully-Resolved Wind Turbine

For maintenance operations, the wind turbine is placed in the so-called “L-position”.
In that position, the rotor plane is oriented parallel to the wind, whereby one of the
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blades points horizontally against the wind direction. This way, the helicopter can
approach against the wind, parallel to the rotor plane, and hover over the nacelle with
a reduced collision risk with one of the wind turbine blades.

The NREL 5 MW wind turbine is considered, which presents a rotor radius of
R = 63 m and a hub height of zhub = 90 m [8]. Two reasons motivated the choice
of this wind turbine: first, it is a public access reference wind turbine, second, the
geometry of the nacelle, although very simple, is similar to modern square section
nacelles for offshore wind turbines. Although a lot of different designs exist, this
bluff body form represents a conservative case with higher perturbations expected
in the nacelle wake than real modern wind turbines actually generate. The geometry
of the NREL 5MW wind turbine has already been investigated with the flow solver
FLOWer in the past, coupled with a structure solver [10]. The same blade, tower and
blade connector grids are used in the present study, but the nacelle grid was adapted
to the requirements of the current simulation case.

The block-structured grids were generated with the commercial Software Point-
wise and with in-house automated scripts. For all components, the wall distance
fulfills the condition y+ ≈ 1. All the turbine grids are embedded in a Cartesian back-
ground mesh, which features a smallest core size of �x = 1 m around the turbine
and coarsens towards the top, lateral and downstream boundaries using hanging grid
nodes. Additionally, a refined Cartesian region is added in the wake of the nacelle,
with isotropic cells of size �x = 0.2 m. The setup is represented in Fig. 2, whereby

Fig. 2 Setup of the fully-resolved wind turbine in L-position. For more clarity, only each eighth
mesh line is represented
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the background mesh is not represented for more clarity. The computational domain
extends upstream, laterally, vertically and downstream the wind turbine respectively
to 360 m, 350 m, 640 m and 340 m.

2.3.2 Actuator Line Rotor

While the turbine of interest is fully resolved, the ACL approach was used to capture
the far-wake effects of a neighbouring wind turbine. 99 unevenly distributed blade
elements are used, with a higher density at the blade root and blade tip, where higher
gradients in radial direction are expected. A comparison of the line loads for the ACL
model and the fully-resolved setup of the current turbine can be found in [3].

2.4 Simulation Cases

Two wind conditions are investigated, corresponding to the wind turbine rated oper-
ating point and to the cut-off wind speed of the turbine. The first one is representative
of typical operational conditions while the latter one is less likely to occur and cor-
responds to the maximum wind velocity at which helicopter maintenance operations
are usually conducted. It representing thus an extreme case in order to identify pos-
sible critical points. In order to investigate the effects of a neighbouring wind turbine
on the target nacelle to be hovered, an upstream wind turbine was modelled with
the actuator line model for the high wind speed case. The inflow wind profile and
turbulence characteristics were determined from large offshore databases available
in the literature [18]. The main characteristics of the three different simulation setups
are summed up in Table2. The setups of the two isolated wind turbines consist of
about 116 Mio. cells, while the non-isolated case required a total of 247 Mio. cells.
The more than 100 Mio. extra cells in Case III are dedicated to the transport of the
highly resolved wake of the upstream wind turbine to the turbine of interest.

Table 2 Overview of the simulation cases: wind velocity at hub height VW , turbulence intensity I
and length scale L used in the Mann model, rotational speed � of the upstream wind turbine

Case VW [ m/s] I [%] L [ m] � [rpm]

Case I (isolated) 11.3 5 45 –

Case II (isolated) 25 6.84 60 –

Case III (non-isolated) 25 6.84 60 12.1
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3 Results

In this section, the highly resolved 3D flow fields around the wind turbine are anal-
ysed. First, regions of interest for the helicopter are defined for the approach and the
hovering manoeuvres. Then, the flow physics are analysed in each of these regions
for all three simulated cases, with a particular focus on the perturbations that could
affect the helicopter flight dynamics.

3.1 Definition of the Regions of Interest

In this section, the post-processing regions for the flow analysis related to the
approach and hoveringmanoeuvres are defined. To determine the position and height
of the helicopter rotor relatively to the wind turbine structure, macro data of an EC-
135 helicopter are used. A rotor radius of Rheli = 5.1 m, a helicopter height of 3.5 m
between the landing skid and the rotor and a rotational speed of �heli = 395 RPM
are thus considered [13].

For the hovering case, a security distance of 4.5 m between the nacelle upper
surface and the helicopter landing skid is considered. It corresponds to an altitude
of the main rotor at zhover = 101 m. The rotor center is assumed aligned with the
nacelle axis and over an hypothetical landing area. The hovering region considered
is represented by the circular zone in Fig. 3.

Fig. 3 Instantaneous streamwise velocity at z = 101m for Case I. The black and red lines represent
the approach paths A and B, respectively, and the circular zone represents the rotor during the
hovering manoeuvre
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For the approach scenario, the same altitude is considered as for the hovering
case and two flight paths are defined. The first one, represented by the black lines in
Fig. 3, forms an angle of 15◦ with the wind turbine rotor plane, avoiding the nacelle
wake perturbations. The second one, represented by the red lines in Fig. 3, is parallel
to the wind turbine rotor plane and crosses the wake of the nacelle.

3.2 Flow Physics in the Hovering Region

In this section, the flow physics in the hovering area are analysed. The data has been
analysed over t = 12 s with a time step of�t = 0.04 s. Considering the width of the
nacelle as reference length scale for this flow, it the averaging time corresponds to 25
length scales for Case I and 50 length scales for Cases II and III. Due to uncertainty
at the low frequencies in the available time window, only frequencies above 0.5 Hz
are considered for the statistical analysis. For the FFT analysis, a Hann windowing
function is used.

Figure4 shows the turbulence kinetic energy (TKE) in the hovering region of the
helicopter for the 3 cases. 1 to 2 orders of magnitude higher TKE values are observed
in the rotor area for the cases at 25 m/s (Cases II and III) than in Case I, resulting
from the higher turbulence intensity I combined to the more than twice higher inflow
velocity VW . For all cases, the TKE in the rotor plane for the hovering manoeuvre
remains under 2 m2s−2. For the high wind speeds, a higher TKE can be observed
in the non-isolated case, due to the far-wake turbulence generated by the upstream
wind turbine.

Figure5 shows the power spectral density (PSD) of the three velocity components
for Cases II and III at the center of the helicopter rotor, giving more insights into
the range of the perturbations resulting from the upstream operating wind turbine.
For all velocity components, the spectrum of the non-isolated case is higher than for
the isolated turbine. No peak of energy is visible at the rotational frequency of the
first wind turbine 1P and its harmonic 3P, sign that the tip vortices of the first wind
turbine already broke down into small-scale turbulence.

Fig. 4 Turbulence kinetic energy in the horizontal plane at height z = 101 m for Case I, Case II
and Case III. The black circle represents the rotor area of the maintenance helicopter
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Fig. 5 Left to right: PSD of the streamwise, spanwise and vertical velocity components at the
center of the helicopter rotor. The vertical dashed lines represent the 1P and 3P frequencies of the
upstream rotor

3.3 Flow Physics in the Approach Region

In the L-position of the maintenance wind turbine, the wake of the square-section
nacelle is characterized by the strong recirculation area and the von Kármán vortex
street, as represented in Fig. 6. The flowdetaches alternately from the upper and lower
edges of the nacelle and oscillates upwards and downwards with the frequency f and
with a downstream increasing amplitude. To characterize the oscillating flow in this
region, the Strouhal number relative to the nacelle width L ,St = f ×L

VW
, is evaluated

for the three simulation cases. It varies little between the different scenarios, with a
value of St = 0.10 for Case I and St = 0.12 for cases II and III. These results are
in line with literature data [21], showing that varying the inflow velocity or slightly
varying the inflow turbulence has little to no effects on the Strouhal number of square
cylinders with turbulent inflow.

To analyse the amplitude of the velocity fluctuations, Fig. 7 shows the turbulence
kinetic energy (TKE) for the three cases at the centerline of the previously defined
paths A (solid lines) andB (dashed lines). Here again, the data has been analysed over
t = 12 s.Consistently to the results from theprevious section, at the hoveringposition
d = 0 m, the highest TKE values is found in Case III. The simulated TKE augments
with increasing distance d from the hovering position due to the development of the
von Kármán vortex street. Moreover, the flight path through the nacelle wake (B)
exhibits a TKE up to ten times higher than the lateral approach (A) for all simulation
cases. It is notable that the highest energy encountered in Case I through the nacelle
wake compares with the energy encountered in the lateral approach for high wind
speed Cases II and III. Interestingly, higher TKEs are produced in the wake of the
wind turbine for Case II than for Case III, although the opposite trend is observed in
the inflow of the wind turbine of interest and above the nacelle, see Sect. 3.2, as result
of the far wake of the upstream operating turbine. Reasons for the higher amplitude
of the velocity fluctuations in Case II should be further analysed.

Not only the velocity fluctuations are decisive for the helicopter flight dynam-
ics, but also the angle of attack changes seen by the blades. Figure8 compares the
flow inclination angles along A (left) and B (right) for the different scenarios. At
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Fig. 6 Instantaneous streamwise velocity field in a vertical plane, Case I

Fig. 7 Turbulence kinetic energy during the approach manoeuvre along flight path A (solid line)
and B (dashed line)

the hovering point, the flow circulation around the nacelle induces a positive mean
inclination angle of for all cases and maximal fluctuations of 4◦. Although the mean
value of the inclination angle converges with increasing distance from the nacelle to
nearly 0◦ for all cases, the envelope of the instantaneous inclination angle α presents
variations in the range [−8◦ : 13◦] and [−30◦ : 80◦] for paths A and B respectively,
see Fig. 8. These high variations of the local inflow inclination angle result from
the oscillating flow of the von Kármán vortex street. Such amplitudes lead to strong
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Fig. 8 Inflow angle variations during the approach flight for path A (left) and B (right).

Fig. 9 Variations of the flow inclination angle during the approach flight for Case II. Solid lines:
mean value, dashed lines: envelope of the instantaneous values, dotted lines: standard deviation

angle of attack changes seen by the rotating blades and, necessarily, stall is expected
to occur when flying path B. Interestingly, the amplitude of the α variations of Case I
observed in Fig. 8 compares with cases II and III, in contrast to the TKE observed in
Fig. 7. As the local blade forces scale with the square of the magnitude of the inflow
velocity, it is believed that the helicopter remains much less impacted by the flow
variations in Case I than in Cases II and III.

Figure9 highlights the influence of the flight path on flow angle for Case II,
emphasizing the significant increase in the instantaneous values and in the standard
deviation too.

4 Conclusion

In the present study, the unsteady flow fields around an offshore wind turbine in
maintenance position were analysed. This first analysis of the flow fields allowed to
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identify regions of higher perturbations for maintenance helicopters. The analysed
wind turbine, theNREL5MW,was set in the so-called “L-position”,which allows the
helicopter to safely hover over the nacelle platform. In that position, the side inflow
of the nacelle generates an unsteady von Kármán vortex street in its wake. Three
representative conditions were studied: one isolated case at the rated wind velocity
VW = 11.3 m/s and both one isolated and one non-isolated case at the cut-off wind
speed VW = 25 m/s. Based on the macro data of an EC-135 helicopter, regions of
interest for the hovering and the approach manoeuvres were defined. The analysis
of the flow physics in the hovering region shows an increase of the TKE with both
the increase of the inflow wind speed and the consideration of an upstream located
neighbouring wind turbine. No particularly high perturbations were identified in
the rotor area for hovering, but high perturbations can be encountered during the
approach manoeuvre. Two approach paths were considered: one parallel to the wind
turbine rotor, and one with a lateral approach to the hover area. The TKE and flow
inclination angles are increased of up to ten times in the parallel approach, especially
at higher wind speeds where TKE can attain up to TKE = 30 m2/s−2. However,
for the VW = 11.3 m/s case, the maximum magnitude of TKE in both approaches
remains comparable to the values for VW = 25 m/s in the undisturbed areas.

However, the interaction of the helicopter with the inflow and the real response
of the helicopter to the spatial and temporal inflow variations were not taken into
account. Particularly during the hoveringmanoeuvre, the downwash of the helicopter
and partial ground effects could significantly affect the helicopter flight dynamics.
Ongoing studies within the research project HeliOW with one-way and two-way
coupled helicopter simulators should address this point, using the present CFD flow
field as input data. A cross comparison of the reaction of both the helicopter and expe-
rienced pilots with the present flow physics study should enhance the understanding
of these complex phenomena and help defining critical scenarios for maintenance
helicopters.

Moreover, the performance of the flow solver on the Cray XC 40 “Hazel Hen”
server of the high performance computing center in Stuttgart was addressed too,
showing a good scaling on the current infrastructure.
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Transport and Climate

Markus Uhlmann

The simulations in the category “Transport and Climate” have consumed a total of
approximately 110 million core-hours over the past granting period. Six projects
have utilized the system HazelHen (HLRS), and eleven were dispatched on the
system ForHLR II (SCC). The lions share (73%) of computational resources in this
category was spent on HazelHen.

The authors of the first study (“HRCM” by Schädler et al.) report on regional
climate studies with the climate version of the DWD community model
COSMO-CLM. The goal is to estimate the impact of various greenhouse gas
emission scenarios upon the climate of vulnerable regions in Africa in the frame-
work of the CORDEX project. It is shown that locally very strong temperature
increases as well as enhanced dry spells can be expected for most of the African
continent. Further very high resolution studies with grids down to a 3km scale have
been performed by the authors for the Mediterranean as well as the upper Rhine
valley, allowing convection events to be directly captured, while still covering
temporal intervals of a century. The outcome from the CORDEX project constitutes
a key input to the IPCC assessment reports.

The authors of the second study (Warrach-Sagi et al.) make use of the Weather
and Research Forecasting (WRF) model, likewise contributing to the CORDEX
project run by the World Climate Research Program. Here the focus is on climate
projections for Germany for a period until the end of the 21st century, employing
spatial resolutions down to a 3 km grid size. The authors underline the importance
of improving land-use models in order to further improve the predictive capabilities
of regional climate simulations.

M. Uhlmann
Institute for Hydromechanics, Karlsruhe Institute of Technology, Kaiserstr. 12,
76131 Karlsruhe
e-mail: markus.uhlmann@kit.edu
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The third project by Bauer et al. (“WRFSCALE”) aims at land-atmosphere
coupling processes with the aid of large-eddy turbulence modeling in the context of
the WRF platform. The authors have investigated a variety of aspects in different
scenarios: from high-impact weather in the American great plains area (LAFE),
land-surface modification effects in the United Arab Emirates (UAE-1), forecast of
particulate matter in the Stuttgart area (OpenFCST), to assimilation of LIDAR data
into their model (VAP-DA). Overall, the project “WRFSCALE” impressively
demonstrates the ability of the atmospheric model system WRF to investigate
atmospheric processes across scales.

In the final project in this category (“WRFHYDRO-TAG”), authored by Arnault
et al., the impact of lateral terrestrial water flow upon precipitation is investigated
with the aid of the hydrological version of the WRF model. The authors consider
these processes at continental scales, both for Europe and Africa. In a second part, a
method for tracking stable water isotopes has been implemented into the frame-
work. Although still experimental, this capability promises to provide essential
insight into land-atmospheric water pathways.
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Regional Climate Simulations with
COSMO-CLM: CORDEX Africa and
CORDEX FPS Convection

G. Schädler, H. Feldmann, and H.-J. Panitz

Abstract The IMK-TRO at the Karlsruhe Institute of Technology (KIT) presents in
the HLRS annual report for 2019 selected projects in which the CRAYXE40 “Hazel
Hen” was used. Different topics have been covered in the report period. We focus
in this report on our activities within the CORDEX project (CORDEX Africa and
CORDEX FPS Convection) and the generation of a very high resolution regional
climate ensemble. The simulations are performed with the regional climate model
COSMO-CLM (CCLM) and cover spatial resolutions from 50km to 2.8km. The
required Wall Clock Time (WCT) ranges from about 2000 to more than 300000
node-hours.

1 Overview

The working group “Regional Climate and Water Cycle” of the Institute for Mete-
orology and Climate Research, Department Troposphere Research (IMK-TRO) at
the Karlsruhe Institute of Technology (KIT) uses the climate version of the COSMO
model (COSMO-CLM, henceforth called CCLM) on the CRAY XC40 “Hazel Hen”
at the HLRS high performance computing facilities to investigate past, present and
future regional climate in subregions of Europe, the Arctic and Africa.

Topics of our studies include regional climate change with a focus on extremes,
ensemble simulations to assess intermodel uncertainty, land surface processes,
decadal predictability and very high resolution climate simulations at convection
permitting scales. We are also involved in the CORDEX Flagship Projects (FPS) and
CORDEX CORE activities.
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Institute for Meteorology and Climate Research, Department Troposphere Research (IMK-TRO),
Karlsruhe Institute of Technology (KIT), Karlsruhe, Germany
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In this report, we describe in some detail two of these topics which are inter-
esting for both their practical relevance and their numerical/computational aspects:
our activities within the CORDEX Africa Project and within the CORDEX FPS
Convection (CORDEX FPS-C). Section2 describes CCLM and Sect. 3 describes the
forementioned projects inmore detail. Section4 gives an overview over the resources
used. The report closes with a brief outlook in Sect. 5.

2 The CCLMModel

The regional climate model (RCM) COSMO-CLM (CCLM) is the climate version of
the former operational weather forecast model COSMO (Consortium for Small-scale
MOdeling) of the German Weather Service (DWD). It is a three-dimensional, non-
hydrostatic, fully compressible numerical model for the atmosphere and includes a
land surface model. The model solves prognostic equations for wind, pressure, air
temperature, different phases of atmospheric water, soil temperature, and soil water
content. Further details on the COSMO model and its applications as a regional
climate model can be found in [1, 2] and on the webpages of the COSMO consortium
(www.cosmo-model.org) and of the CLM Community (www.clm-community.eu).

3 The CORDEX Project

CORDEX is the acronym for the COordinated Regional Climate Downscaling
EXperiment (www.cordex.org, [3]), which has been initiated by the World Climate
Research Programme (WCRP) in 2009 to produce standardised regional climate and
climate change projections for all terrestrial regions of our planet. CORDEX also
contributes to the IPCC Assessment Reports. The major goals of CORDEX are to
provide a coordinated model evaluation framework, a climate projection framework,
and an interface to the users of the climate simulations for climate change impact,
adaptation, and mitigation studies.

Within CORDEX, there is the CORDEX CORE regional climate model integra-
tions project providing climate and climate change data for the CORDEX CORE
regions, and there are the Flagship Pilot Studies (FPS) which have been created with
the aim to provide a coordinated approach to specific research questions. Our group
is contributing the CORDEXCOREAfrica regional climatemodel integration and to
two of the FPS studies: one dealing with very high resolution (convection permitting)
regional climate simulations (CORDEX FPS-C, [4]) and the other with the impact
of land use changes on climate (CORDEX FPS LUCAS). Below, we describe our
activities within CORDEX CORE Africa and CORDEX FPS-C.

www.cosmo-model.org
www.clm-community.eu
www.cordex.org
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3.1 CORDEX CORE Africa Simulations

Regional climate change information is needed for vulnerability, impact and adapta-
tion studies in all parts of the world. The spatial resolution of global climate simula-
tions is often not detailed enough for this purpose. For some continental regions like
Europe, there exists already a quite large ensemble of high resolution regional down-
scaling simulations using various regional climate models to downscale the results
of different global climate models (GCMs). However, for other regions, there are
not many such downscaled results available. Within the Sixth Climate Assessment
Report of the Intergovernmental Panel on Climate Change (IPCC AR6), there will
be a special chapter presenting an atlas of regional climate change information for
all land regions of the earth. For this purpose, the CORDEX CORE initiative was
designed (https://cordex.org/experiment-guidelines/cordex-core/).

The concept of the CORDEX CORE initiative is to systematically enlarge and
improve the regional downscaling ensembles for all land regions of the Earth. Each
contributingmodelling group should performadownscaling of three differentCMIP5
GCMs [5] to a resolution of 25km. Two emission scenarios covering the range of
potential future developments for a number of specified CORDEX regions covering
all inhabited parts of the world should be used. The first mandatory emission scenario
RCP8.5 (for representative concentration pathway, [6]) gives an additional radiative
forcing by anthropogenic greenhouse gas emissions of 8.5 W/m2 by 2100. It is a
worst-case (although in view of the present climate state it should be called realistic,
if not optimistic) scenario with no implementation of emission reduction measures,
sometimes called “business-as-usual”. The second emission scenario RCP2.6 is a
lower emission scenario with a peak forcing of about 3 W/m2 followed by a decline
to 2.6 W/m2 towards the end of the 21st century. The three GCMs are chosen in a
way that they represent low, medium and high climate sensitivity, which means a
low, medium or high increase of the global mean temperature for a given increase
of the greenhouse gas emissions, relative to the spread of all GCMs contributing to
CMIP5.

Ensemble Design

The IMK contributes to these efforts by conducting simulations for the CORDEX
Africa region (Fig. 1) with CCLM. The model version, setup and resolution for these
new simulations have been changed frompreviousCORDEXAfrica simulations (e.g.
[7]). The new simulations use an updated model version with increased horizontal
(0.22◦, namedAFR-22 instead of 0.44◦ forAFR-44) and vertical resolution (57 layers
instead of 35). In addition, several tuning parameters have been optimized, following
[8], to reduce the model bias. Test simulations indicate indeed a reduced model
bias of the new simulations in all seasons and different parts of Africa compared
to the older experiments (not shown). However, the systematic bias, indicated for
instance by spurious shifts of the position of the inner-tropical convergence zone in
the forcing GCMs, does not change in the new ensemble. Overall, ten simulations
were performed for the AFR-22 ensemble with the new setup:

https://cordex.org/experiment-guidelines/cordex-core/
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Fig. 1 End of the century climate change signal of the ensemble mean for the RCP8.5 simulations
(2070–2099 minus 1971–2000). Left: Temperature change in ◦C. Right: Precipitation change in
mm/year . The boxed regions indicate CORDEX Africa analysis subregions [7], notably WA-N.

• An evaluation simulation using ERA-Interim re-analysis data as boundary forcing
for the period 1979–2016.

• Three “historical” simulations for the period 1950–2005 forced by the following
GCMs: NorESM1-M (low climate sensitivity), MPI-ESM-LR (medium climate
sensitivity) and HadGEM2-ES (high climate sensitivity).

• Three RCP2.6 scenario simulations for the period 2006–2100 using the three
GCMs mentioned before.

• Three RCP8.5 scenario simulations for the same period and GCMs.

In total about 500 years have been simulated. We now discuss some results of
these simulations.

End of the 21st Century Climate Change Signal

Figure1 shows the AFR-22 ensemble mean climate change signals for temperature
and precipitation over Africa for the high emission scenario RCP8.5 towards the end
of the 21st century compared to the reference period 1971–2000. The results indicate
strong changes for the western part of Africa from the Guinea coast and Sahel region
(called here WA-N) over Western Central Africa to Namibia and South Africa. In
these regions, the simulations indicate an increase of more than +5 ◦C compared to
the reference period. In addition, the results show a strong reduction of the annual
precipitation amounts for these regions. Dryer conditions are expected for most of
Africa, except for the Horn of Africa in the Equatorial East. The ensemble spread is
low to moderate in the areas of the strongest changes (not shown).

Temporal Evolution and Impact of the Scenario

Figure2 displays the climate change signals for the individual simulations for both
emission scenarios and the analysis region West Africa-North (WA-N; cf. Fig. 1). It
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Fig. 2 Climate change signals for the WA-N region (cf. Fig. 1) for temperature (left, in ◦C) and
precipitation (right, in mm/year ) for 30-year periods throughout the 21st century compared to the
mean of the period 1971–2000.

shows the changes for 30-year climatological time periods throughout the 21st cen-
tury in 10year intervals compared to 1971 to 2000. The differences between the sce-
narios are low to moderate in the first half and increase considerably towards the end
of the projection period. For the RCP8.5 scenario, the temperature changes increase
over time to about +3.8 ◦C resp. +4.9 ◦C. By contrast, the changes remain between
+0.8 ◦C and +1.7 ◦C for the RCP2.6 scenario. The peak changes are expected for
the middle of the century with even a slight decrease towards 2100. The temper-
ature increase over Africa is usually higher for the downscaling of the GCM with
the higher global climate sensitivity (HadGEM2-ES) than for the medium (MPI-
ESM-LR) and low sensitivity (NorESM1-M) ones. For precipitation, all simulations
indicate a reduction over the WA-N region for all periods. As could be expected, the
drying is less severe in the RCP2.6 scenario simulations than in the high emission
scenario. For RCP8.5 at least two of the three GCM downscaling simulations show
a strong decrease of the annual precipitation amounts.

Overall, it can be concluded that a strong reduction of greenhouse gas emissions,
as in the RCP2.6 scenario, would reduce the impact of climate change. By contrast,
a strong further increase of the emissions as in RCP8.5 is expected to cause severe
impacts for the population and agriculture in Africa by a considerable reduction of
the rain water supply and increased heat stress.

The simulations presented here will be part of the IPCC AR6 atlas of regional
climate change. It will be freely available for impact, adaptation and mitigation
studies.

3.2 High Resolution Simulations at Convection Permitting
Scales

3.2.1 CORDEX FPS-C

TheCORDEXFPS-C aims to performfirst-of-its-kind ensemble climate experiments
with convection permitting models to investigate present and future convective pro-
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cesses and related extremes over Europe and the Mediterranean. More details and
first results were presented previously in [4] and in [9].

The IMK contributed to CORDEX FPS-C by performing numerous test and sen-
sitivity simulations. The first steps of these simulations have been described in [9].
In 2019, we began to perform the computationally expensive final high resolution
simulations (resolution 0.0275◦, i.e. about 3km), aimed to study present and future
convective processes and related extremes over Europe and the Mediterranean. The
final high resolution simulations consist of an ERA-Interim [10] driven evaluation
run for the period from 1999 to 2014 and MPI-ESM-LR driven simulations for three
10-years time slices: the present (1996 to 2005), the near future (NF, 2041 to 2050),
and the distant future (DF, 2090 to 2099). The NF and DF simulations are based on
the RCP8.5 emission scenario [6]. A two-stage nesting approach was used. The first
nest for the ERA-Interim driven evaluation run corresponds to the EURO-CORDEX
domain EUR-22; the data for this nest were taken from a longterm ERA40/ERA-
Interim driven simulation at 0.22◦ resolution, performed as an evaluation run during
the German MIKLIP project, and covering the period from 1960 to 2016. The first
nest for theMPI-ESM-LRdriven time slice runs corresponds to theEURO-CORDEX
domain EUR-11, and the results were taken from a transient climate simulation at
0.11◦ spatial resolution covering the period 1950 to 2100; these simulations had been
carried out during the CORDEX experiment. These first-nest data were then further
downscaled to the final high resolution second nest, henceforth called ALP3.

The mean annual cycle of the 2m temperature over the whole ALP3 domain and
of the first nest EUR-22 were compared with gridded observations from E-Obs [11],
which were remapped from their original resolution of 0.25◦ to the high resolution
of 0.0275◦. The high resolution FPS run shows quite a good agreement with the
observations. During the winter months the model results are slightly colder (cold
bias), during the summer season slightly warmer (warm bias). The overall bias is less
than ±0.5K. The results of the first nest run (EUR-22) tend to be generally warmer
than the observations. As for the mean annual cycle of the monthly sums of total
precipitation, both model results, ALP3 and EUR-22, overestimate the precipitation
in winter, spring and autumn (wet bias), and underestimate it in summer (dry bias).
Overall, the model has a general wet bias, which is slightly higher for the high
resolution FPS run in the ALP3 domain.

The results of the historical 10-years timeslice run from 1996 until 2005, driven
byMPI-ESM-LR can be summarised as follows: the 2m temperature exhibits a clear
cold bias (0.5 ◦C to 1.55 ◦C) for both simulations, ALP3 and EUR-11, with the EUR-
11 results being even colder than ALP3. For precipitation, there is a clear wet bias
for both simulations, ALP3 and EUR-11, with EUR-11 being slightly wetter. These
results need to be analysed in more detail.

We summarise the climate change signal (relative to the historical control period)
derived from the results of the runs described above: for 2m temperature, we have

• nearly homogeneous warming of about 1 ◦C in the near future; hardly any differ-
ence between the results runs for the first (EUR-11) and second (ALP3) nests.
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• further warming in the distant future ranging between 3.1 ◦C and 3.7 ◦C depending
on the regions within the ALP3 domain.

and for total precipitation, we observe

• in the near future an increase of precipitation up to 13%, depending on the regions
within the ALP3 domain.

• in the distant future an increase up to 10%, except for the Mediterranean coastal
regions, which will become drier.

The results described here have been presented and discussed at the CORDEX
FPS-C Annual meeting that took place from 26 until 27, November 2019 at Météo-
France, Toulouse, France. More comprehensive analyses of the results from all par-
ticipating RCMs with focus on precipitation are currently being prepared for publi-
cation.

3.2.2 Simulations for the KLIWA Project

Within the project KLIWA (Klimaveränderung und Konsequenzen für die Wasser-
wirtschaft), we generated a very high resolution (0.025◦, about 2.8km) regional
climate ensemble focusing on an area that comprises the catchments of major rivers
of the southern part of Germany (Rhine, Moselle, Danube, Inn). The data will be
used by the environmental agencies of the states of Baden-Württemberg, Bavaria
and Rhineland-Palatinate for a detailed assessment of the present and future hydro-
logical regimes of these rivers and their tributaries. The simulations are carried out
following a three-nest strategy. Up to now, the data of three GCMs, namely MPI-
ES-LR, EC-EARTH, and HadGEM-ES2, have been downscaled first to a resolution
of about 50km (Europe) then to a resolution of about 7km (Germany) and finally
to the high resolution of the KLIWA domain [12]. The already existing high res-
olution ensemble is going to be extended by the regionalisation of a fourth GCM,
namely CNRM-CM5. This work started in 2019 on the Hazel Hen and is now being
continued on the Hawk.

4 Technical Aspects

4.1 Parallelisation and Scalability

We used horizontal domain parallelisation with tiles consisting of 45× 48 grid tiles,
which required 10× 9 nodes. Since this had proven efficient in previous simulations,
we performed no new scalability experiments. The issues of parallelisation, scalabil-
ity and efficiency have been briefly discussed in earlier Annual Reports (e.g. Annual
Report 2015). We plan to repeat our performance tests on the Hawk with its new
architecture.
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Table 1 Summary of computing demands on CRAY XC40 Hazel Hen at HLRS.
Project Domain size Resolution (km) Timestep (s) Computing time

(node-h)
# of sim. years Storage (TB)

CORDEX Africa 414*428*57 25 150 3334113 437 765

CORDEX FPS-C 522*490*50 3 25 187200 48 144

KLIWA 322*328*49 2.8 25 76000 38 19

4.2 Resources Used

Table1 summarizes the resources used on the CRAY XC40 “Hazel Hen” at HLRS.

5 Outlook

With the availability of the Hawk for test purposes in late 2019, we began to port
CCLM and its environment to the new facility without major difficulties. The high
resolution CNRM-M5 simulations run currently on the Hawk. In the next months, we
intend to perform scaling experiments and start regional climate simulations using
the new ICON RCM and CMIP6 GCM forcing data.
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High-Resolution Regional Climate
Simulations for Europe

Kirsten Warrach-Sagi and Thomas Schwitalla

Abstract While climate change in the 21st century is a fundamentally global phe-
nomenon, it will unfold its effects on the regional scale. There will be impacts on the
regional energy and water cycles; of particular concern are changes of the intensity
and frequency of extreme events such as droughts or extreme precipitation. Fur-
ther the impact of climate change on yield and yield quality and crop rotations, water
regime, agricultural production systems and land is concerning. Multi-model ensem-
bles of regional climate simulations are required to make projections of the climate
in the future and to evaluate the ability of models to represent extreme events. For
instance, this is realized in the World Climate Research Program (WCRP) COor-
dinated Regional climate Downscaling EXperiment CORDEX for continental scale
model domains, e.g. Europe. WRFCLIM at HLRS contributed to these multi-model
ensembles with simulations based on the Weather and Research Forecasting (WRF)
model. The simulations were carried out within the framework of the BMBF funded
Project ReKliEs-De (Regionale Klimaprojektionen Ensemble für Deutschland) for
the time period 1958 to 2100 at 12km resolution. They represent the first WRF cli-
mate projections which have been realized on the HLRS supercomputer yet and are
now listed by the German Weather Service as members of the reference ensemble
regional climate projections and they passed the audit of regional climate projec-
tions by the Bavarian Environmental Agency (LfU) within the KLIWA Cooperation
(https://www.kliwa.de/). The spread of the ReKliEs-De ensemble results supports
the confidence not only in the estimation of the evolution of medians of atmospheric
variables due to climate change but also in the estimation of extreme values. The cli-
mate indices underline the importance for society and economy to mitigate climate
change. In the reporting period the results were processed and published on the Earth
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System Grid Federation (ESGF) ready to use for climate and climate impact studies
for Europe.

1 Introduction

During the 21st century, not only the global mean surface temperature but also the
amount and strength of weather extremes will increase. This is mainly due to the
continuous emission of greenhouse gases by human activities. Since warming over
many land areas is larger than over the oceans, climate conditions will be regionally
highly variable. In order to make regional projections of the climate in the future and
to evaluate the ability of models to represent such phenomena, multi-model ensem-
bles of regional climate simulations are required. This is e.g. realized in the World
Climate Research Program initiated COordinated Regional climate Downscaling
EXperiment CORDEX.

The objective ofWRFCLIMatHLRS is to contribute to thesemulti-model ensem-
bles with simulations based on the Weather and Research Forecasting (WRF) model
Skamarock et al. [6]. Five simulations were carried out within the framework of
the BMBF funded Project ReKliEs-De (Regionale Klimasimulationen Ensemble für
Deutschland) for the simulation time period 1958 to 2100 at 12km resolution. These
simulations represent the first WRF climate projections which have been realized on
the HLRS supercomputer yet. The results demonstrate that the ensemble members
provided by theWRF provide an excellent contribution to the spread of the ReKliEs-
De ensemble results. This gives a much better confidence not only in the estimation
of the evolution of medians of atmospheric variables due to climate change but also
in the estimation of extreme values such as hot and ice days. The corresponding
climate indices provided by ReKliEs-De underline the importance for society and
economy to mitigate climate change.

Furthermore, within the CORDEX Flagship Pilot Study framework simulations
were carried out between 1999 and 2010 at 15km resolution further downscaling
to the convection permitting (CP) grid on 3km in central Europe to assess mainly
diurnal cycles and high impact weather. The results and the performance analyses
on the CP scale will be fundamental for the set up and improvement of the next
generation climate simulations. Therefore, HLRS and the University of Hohenheim
are prepared to contribute to a series of national and international projects con-
cerning seasonal and climate simulations. The results highlight the necessity of CP
simulations for next generation earth system models, and multi-model ensembles to
assess climate change, as the latter provide indispensable uncertainty measures for
climate change signals and extremes for Germany. Thirdly the crop model GECROS
was implemented into WRF-NOAHMP version 3.7.1 and applied from July 2004
to November 2005 to simulate the growing season 2005. This so-called ALCM
(Atmosphere- Land surface - Crop Model) is compared to a simulation with WRF-
NOAHMP, applying default table values for the leaf area index (LAI). In ALCM
all grid cells with winter crops were simulated with GECROS, all other cropland
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grid cells were simulated with NOAHMP’s standard parameterization for croplands.
The simulated summer temperatures in Germany show an improvement of tempera-
tures by 1 ◦C by the dynamic crop simulation in GECROS namely in the lowlands in
northern Germany. All simulations were completed at the end of 2018 but due to the
large amount of data post-processing was still ongoing and required to be done on
hazelhen at HLRS, since the steps required access to the data on HPSS. At the end
of the reporting period the results were processed and made available for publication
on the Earth System Grid Federation (ESGF) ready to use for climate and climate
impact studies for Europe.

2 Resources

Simulation results (2994 TB) are currently stored in the HPSS and were post-
processed to enable their publication in the ESGF, which “is an international collab-
oration for the software that powers most global climate change research, notably
assessments by the Intergovernmental Panel on Climate Change (IPCC)” (https://
esgf.llnl.gov/mission.html). Data stored in made available via the ESGF requires a
special data format (CMOR), therefore all data fromWRF had to be post-processed.
For post-processing of the five-year time-slices 160 TB Workspaces are needed to
reformat the raw model-output (8 GB/day) for the analyses in EURO-CORDEX and
long-term storage in the ESGF climate data base for worldwide users. For post-
processing shell scripts applying climate data operators and Fortran routines are
applied. The latter are able to CMORize the WRF-output data to the required ESGF
format. Computing power of 1000 node hours (Rth) to process 2*50 years of hourly
output for 85 variables were needed. Table1 summarizes the resources for the report-
ing period.

3 Results

The postprocessed data is analysed in current and future projects funded by the
BMBF and DFG, e.g. in the project “Investigation of an Ensemble of Regional
Climate Models with Respect to Land-Atmosphere Feedback and Extreme Precipi-

Table 1 Storage and computing resources used for WRFCLIM from 03/2019−02/2020

Workspace 160 TB

Node hours for computing 1484 Rth

Node hours for storage online accounting 1103715 Rth

HPSS storage space 2994 TB

https://esgf.llnl.gov/mission.html
https://esgf.llnl.gov/mission.html


466 K. Warrach-Sagi and T. Schwitalla

tation (LAFEP)” was approved and will be funded from March 2020 by the BMBF
within the Research and Development Project “Klimawandel und Extremereignisse
(ClimXtreme)”, which is scheduled for funding fromMarch 2020 to February 2023.
Recent analyses including theWRFCLIM project simulations are published in inter-
national peer-reviewed journals and under reviewwithin theEURO-CORDEXmodel
ensemble analyses [1–5, 7, 8]. Further the data is published in the ESGF data base
(e.g. https://esgf-data.dkrz.de/pqrojects/esgf-dkrz/) for climate and climate impact
research and to be accessible via the climate information platform (https://freva.met.
fu-berlin.de/).

4 Outlook

The analysis of this new ensemble of regional climate simulations with respect to
intensity, frequency, and duration of heavy precipitation events (HPEs) will be the
upcoming focus ofWRFCLIMwithin the BMBF funded Research and Development
Project ClimXtreme. Particularly, we focus on the role of Land-Atmosphere (L-A)
feedbacks for the formation of these events. In order to realize this, the project
concentrates on the following four major objectives:

1. Identification and verification of HPEs in form of single precipitation events and
intensive precipitation episodes in an ensemble of regional climate simulations.

2. Determination and evaluation of process-related physical quantities and forcing
mechanisms relevant for the formation and duration of the HPEs focusing on
metrics characterizing L-A feedback.

3. Quantification of past and future changes of HPEs and related L-A feedbacks.
4. Investigation of an improved representation of L-A feedback mechanisms and

extreme precipitation events in CP simulations on the regional and global scale.

These objectives will be addressed analyzing the 3-hourly data from the available
EURO-CORDEX andReKliEs-De Ensemblemembers, namely theWRFCLIM sim-
ulations and identifying episodes with HPE events in the past and future. Four of the
episodes will be selected for downscaling WRFCLIM EURO-CORDEX ensemble
members with WRF. This will be complemented with three global CP simulations
covering northern hemisphere spring and summer with the Model for Prediction
Across Scales (MPAS). We expect new insight in the role of dynamical and thermo-
dynamical processes and their feedback on the forcing mechanisms leading to heavy
precipitation as well as their expectedmodifications due to climate change. Bymeans
of new CP simulations, the expected improvement of precipitation statistics and L-A
feedback metrics will be studied by systematic medium-term episode simulations of
HPEs.

The improved understanding of HPEs and the quantification of their potential
future changes provide a useful input for research institutions involved with climate
impact studies, environmental agencies, and other application-oriented institutions

https://esgf-data.dkrz.de/pqrojects/esgf-dkrz/
https://freva.met.fu-berlin.de/
https://freva.met.fu-berlin.de/
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for the development and improvement of adaptation strategies. This work will also
be imbedded in ongoing projects of the WCRP such as the CORDEX Flagship pilot
studies Land Use and Climate Across Scales (LUCAS) and FPS Convection.
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WRF Simulations to Investigate
Processes Across Scales (WRFSCALE)

Hans-Stefan Bauer, Thomas Schwitalla, Oliver Branch,
and Rohith Thundathil

Abstract Different scientific aspects ranging from boundary layer research and air
quality modeling to data assimilation applications were addressed with the Weather
Research and Forecasting (WRF) model from the km-scale down to the turbulence-
permitting scale.

Case study simulations in as different regions as the central United States and the
United Arab Emirates were performed to investigate the evolution of the convective
boundary layer. Themulti-nestedWRFsetup, drivenby the operational analysis of the
European Centre for Medium-range Weather Forecasts (ECMWF), high-resolution
terrain, and land cover data sets simulated a realistic evolution of the internal turbu-
lent structure of the boundary layer including the transitions between daytime and
nighttime conditions. Simulations with km-scale resolution over the United Arab
Emirates revealed the performance of the WRF model compared to surface station
data in this arid region.

An air quality forecast system based on the WRF-Chem model was set up and its
performance was tested with a resolution as fine as 50m for Stuttgart. It demostrated
good performance in representing the morning an evening rush hour peak concen-
trations and their reduction due to the developing daytime turbulence.

Data assimilation experiments demonstrated the beneficial influence of state-of-
the-art lidar measurements on the forecast performance of WRF. A further improve-
ment was found when the more sophisticated hybrid 3DVAR-ETKF method was
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applied, since this method includes a more sophisticated flow-dependent model error
contribution spreading the information of the observations more realistically in the
domain.

1 Introduction and Motivation

Numerical models have the potential to address the inherent weaknesses of obser-
vation-based approaches, since they can provide a full 4D representation of the
atmosphere and produce a consistent state with respect to the 3D thermodynamic
atmospheric fields, cloud water, cloud ice, and diagnostic variables such as precipita-
tion. Therefore, numerical models are excellent tools to improve our understanding
of atmospheric processes across scales.

Recent results have demonstrated that grid resolutions of less than around 4km are
necessary for a realistic representation of mesoscale processes, especially in terms
of the spatial and temporal distribution of precipitation. Further improvements are
expected if a chain of grid refinements is performed down to the Large-Eddy Simu-
lation (LES) scale (100m and below), as further details of land-surface atmosphere
(LSA) interaction are resolved (e.g. [1]). Through application of extremely high res-
olution and low-pass filtering, larger eddies and the dominant spectra for turbulent
transport of heat and moisture can be simulated explicitly.

The WRF model system, described with more detail in earlier reports, provides
the opportunity to perform LES simulations under realistic conditions because of the
wide range of scales it can be applied over. Using a nesting strategy that covers the
synoptic weather situation and the mesoscale circulations, in combination with data
assimilation, will ensure a forcing of the LES that is as close as possible to the real
weather situation.

2 Work Done Since March 2019

2.1 LES Simulations to Better Understand Boundary Layer
Evolution and High-Himpact Weather (LES-PROC)

The Land Atmosphere Feedback Experiment (LAFE) took place in August 2017 at
the Southern Great Plains site of the Atmospheric Radiation Measurement Program
(ARM) in Oklahoma. Many different instruments were brought to the site and the
measurement strategy was optimized in a way to derive as much information as
possible. More details about the campaign and the applied measurement strategy can
be found in [18].

We so far focused our simulations on one LAFE case on the 23rd of August 2017,
one of the golden measurement days during the campaign. It was a clear sky day
where the operation of the lidar systems were temporally extended to include the
evening transition of the convective boundary layer.

The simulations were started at 06 UTC (01 a.m. local time) and run for 24h
within the 24h wall time limit. WRF was set-up in two different configurations.
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Fig. 1 Domain configuration of the first LAFE simulation. From left to right the domains with
2500m, 500m and 100m resolution.

Fig. 2 Vertical velocity 1000mabove sea level at 2 p.m. local time, 23August 2017 in the innermost
100m domain as simulated by two different domain configurations with 2500m—500m—100m
(left) and 2700m—900m—300m—100m (right).

One using three domains with 2500m, 500m and 100m resolution and a 4-domain
setup with 2700m, 900m, 300m and 100m. The outer domain was driven by the
operational analysis of the European Centre of Medium Range Weather Forecasting
(ECMWF). The size of the domains is 1000×1000 grid cells in the outer domains
and 1201×1001 grid cells in the innermost 100m domain. The vertical resolution
is the same in all domains with 100 vertical levels up to a height of 50 hPa. Figure1
illustrates the 3-domain setup. The location of theARM site is marked in the different
domains.

Figure2 compares the representation of turbulence in the two different domain
setups. The innermost 100m domains have the same size and cover the same area in
both configurations.

Although differences in the representation of turbulence occur, the breakup into
turbulent eddies is similarly simulated by both configurations. Even the flow adjust-
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Fig. 3 Representation of the convective boundary layer zoomed into a small region around the
ARM SGP site at 2 p.m. on 23 August 2017. Vertical velocity [ms−1] (left) and water vapor mixing
ratio [gkg−1] 1000m above sea level.

Fig. 4 Representation of the 10-m horizontal wind velocity [ms−1] and the surface sensible heat
flux [Wm−2] at 2 p.m. on 23 August 2017.

ment along the upwind eastern and northern boundaries is similar, suggesting that a
computationally more efficient grid ratio of five (instead of three) can be applied for
future investigations.

The well-developed boundary layer is better seen when zooming into the inner-
most domain. Figure3 shows the vertical velocity and water vapor mixing ratio fields
at 1000m a.s.l. in the early afternoon of 23 August 2017. The 10m horizontal wind
field and the surface sensible heat flux are shown in Fig. 4.
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The size of the updraft plumes (blue) and the compensating downdrafts (red) are
nicely captured and correspond in size to observations done in the region e.g. [17,
18].

The upward transport of near surface moist air by the updraft plumes is illustrated
with the water vapor mixing ratio field (left panel of Fig. 3). At the surface distinct
gust lines occur as consequence of the well-established turbulence as seen on the
left panel of Fig. 4. The right panel of Fig. 4 shows the surface sensible heat flux. It
strongly depends on the underlying land cover type and the soil characteristics with
larger values over barren or grassland areas, medium values over cropland and lower
values over forested areas in the river valley in the northern part of the domain.

The forecast length of 24h allows the analysis of a full diurnal cycle of the
evolution of the boundary layer. As an example, Fig. 5 shows time-height cross
sections of the two horizontal wind components and the horizontal wind speed.
Time series output at selected model grid points are written in addition to provide
data in 10s resolution.

The different stages of the development of the boundary layer are clearly seen.
During night, a shallow nighttime boundary layer is seen, overlaid by the residual
layer, namely the convective boundary layer of the previous day. In the morning local
time, with the onset of turbulence, the new convective boundary layer is growing.
The turbulent fluctuations, seen in all three panels, are typical for the development
of an undisturbed convective boundary layer. In the evening after sunset, turbulence
diminishes and finally a new nighttime stable boundary layer develops.

Another interesting feature, commonly found in this region is the low-level
southerly jet, prominently shown by the lower panel of Fig. 5, transporting moist
air from the Gulf of Mexico to the region.

2.2 Seasonal Land Surface Modification Simulations
(UAE-1)

As part of the work to select interesting—1km grid resolution—cases for the land
surface modifications, we conducted a set of daily forecasts on Hazelhen at 2.7km
grid resolution from Jan 01 to Nov 30, 2015. The 0.025 resolution domain with
900(x) * 700(y) grid cells is shown in Fig. 6, b.

These grid resolutions of between 2–4 km are becoming typical for operational
forecasting in the UAE. It is vital that these forecasts are of a high skill given the
common occurrence of convective storms, flash floods, heat waves, and low-visibility
events such as thick fog and dust storms. This near one-year dataset gives us a
unique opportunity to evaluate the skill of this model to reproduce important surface
quantities. Previous assessments of WRF in the UAE are valuable e.g. [3, 13], but
to date no verification has been carried out in the UAE at such a high resolution for
such a long time series. Such simulations are vital for robust statistics and seasonal
assessments.
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Fig. 5 Time-height cross sections of the west-east (top panel) and the south-north (middle panel)
component of the wind velocity (ms-1). The bottom panel shows the total wind velocity calculated
as the vector sum of the two components. The X-Axis marks the time in hours since the beginning
of the forecast (00 corresponds to 06 UTC or 01 local time in Oklahoma).
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Fig. 6 The study area (left) showing the United Arab Emirates. Marked on this topography map
are the 48 weather stations on which comparisons were made. These are split into 3 groups based
on the geophysical region – grey dots, mountain – orange dots, desert – blue dots, marine.

We compared model hourly values for 2m temperature (T-2m), 2m dew point
(TD_2m), and 10 windspeed (UV-10m) with those of 48 surface weather stations
spread over the UAE (Fig. 7). Furthermore, we compared model performance within
different times of the day, and in different sub regions of the UAE – mountain,
marine, and desert. It is useful to do this to examine performance in regions where
climate differs significantly. For instance, convection initiation is common in the Al
Hajar mountains [2]. Mountain stations are located above 200m a.s.l in the Al Hajar
Mountains of eastern UAE.Marine stations are either on Islands or on land but within
5km of the ocean. Desert stations are inland below 200m.a.sl (see Fig. 6, a).

Results

Bias statistics provide a measure of the mean error including sign of the deviation of
the model forecast compared with the observations.

Temperature biases in the daytime are quite low (≤1 ◦C), whereas there is a
strong nighttime bias exceeding 2 ◦C (Fig. 7, a). This becomes quite extreme in the
desert (exceeding 3 ◦C). The reasons for this nighttime bias are not certain but its
likely due to poor representation of the stable nocturnal boundary layer which can be
very shallow. In general, performance is best within the marine region. This is likely
due in part to an improvement provided by the daily sea surface temperature ingested
into the model. It is notable that the marine temperatures are slightly underestimated
during the day.

Dew point appears to be relatively well reproduced with biases generally ≤1 ◦C
(Fig. 7, b). Nocturnal biases are high in the mountains however. Together with high
temperature bias, it appears there is a problem with too much vertical mixing in the
boundary layer. In this case the best performance is in the desert region with only
slightly negative biases (≤0.5 ◦C).

Windspeeds are in general over-estimated by WRF, particularly during the day
with biases reaching 2ms−1 (Fig. 7, c). This was also observed in [13]. Biases are
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Fig. 7 Box plots of bias for 2m air temperature, dew point and 10m windspeed - panels (a–
c) respectively for all time steps over the period of Jan-Nov 2015. Statistics are divided by region
(UAE,Mountain, Marine, Desert) and then by nighttime and daytime hours (respectively, nighttime
18:00–05:00 (grey boxes) and daytime 06:00–17:00 (red boxes) in local time). On the box plots,
the centre line represents the mean, the white circle is the median, box ends are 25% and 75%
percentiles and the whiskers are 5% and 95% percentiles. Also marked is a zero-reference line.

strongest in the mountains (2ms−1), followed by the desert (1.5ms−1). The marine
biases are lowest at 1ms−1. These wind speed biases are a matter of concern.

It is also important to assess the reproduction of the hourly diurnal cycle to assess
model performance in more detail – in particular at important times such as the local
noon,where radiation is strongest and at transition timeswhen the daytime convective
boundary layer develops at sunrise and then collapses at sunset. Models often have
problems during these periods. Figure8 shows mean summer diurnal cycles along
with the standard deviation for WRF and the observations. From these plots we can
also look at the regional differences in climate.

Temperature curves show the marked differences in regional mean temperature
with the highest maximum T-2m in the desert (318K or 45 ◦C) and lowest in the
marine region (312K or 39 ◦C). They also reflect the results of bias plots but in more
detail. We can see that the variability across the UAE is quite low and the model
reproduces this well. This low variability indicates that if temperatures are high, then
they are high everywhere. The nighttime biases are pronounced, but we can see that
the performance at transition times (03–04:00 UTC and 14–15:00 UTC) is actually
rather good with the lowest biases occurring here. The problem periods are clearly
in the middle of the night and at local noon.

Dewpoint curves highlight much greater variability, which can be expected given
the often highly heterogeneous nature of moisture in the air. We can see that the
marine region is much more humid as expected. In general, the performance is good
in the daytime but with slight wet biases in the marine and desert regions. There is
a marked dry nocturnal bias in the mountains. Reiterating the likely problem of too
much mixing.

Windspeed curves show high variability particularly during daytime in the moun-
tains and desert (±2ms−1) where the biases are highest (up to 2ms−1). The evening
transition time exhibits the best performance.
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Fig. 8 Diurnal cycles of mean summer (JJA) WRF forecasts (black) compared to observations
(red) within different regions. In each plot the mean and standard deviation is shown. Variables are
temperature, dew point, and windspeed.

In general, there is an apparent relationship between temperature bias and wind-
speedbias,whereasTD-2mbiases appear to bemore independent. Theonly exception
to this is during the night, when T-2m and TD-2m biases do appear linked (Fig. 7, a
and b), likely due to difficulties in simulation of the stable PBL.

The aim of this study was to assess the skill of WRF-NOAHMP in reproducing
surface quantities over the UAE; to identify regional, seasonal, and diurnal differ-
ences in performance; and estimate potential sources of model deficiencies. This
study highlights the value of splitting the analysis temporally and spatially for veri-
fication. Although bulk scores and statistics for the whole UAE are useful, there are
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regional, diurnal and seasonal compensating biases, revealing important information
on how the model performance changes spatially and temporally.

Studies such as these are vital for accurate assessment ofWRF nowcasting perfor-
mance and to identify model deficiencies and areas for improvement. By combining
sensitivity tests with process and observational studies [2, 3, 10, 11] with seasonal
verification studies such as these, we should move towards improved forecasting
systems for the UAE and other arid regions.

2.3 Turbulence-Permitting Particulate Matter Forecast
System (OpenFCST)

The aim of the Open Forecast is to develop and set up a prototype for particulate
matter forecasts over the Stuttgart Metropolitan area. The targeted resolution is the
turbulence permitting scale, i.e. a horizontal resolution between 50–150 m. The size
of the applied domains is determined by the idea to potentially apply the PMFS as an
operational forecasting system. As the computational cost of running a turbulence
permitting model domain including atmospheric chemistry is very high, the domain
sizes are kept as small as possible but as large as necessary. The model domains
for the PMFS have been set up and the WRF-Chem model [5, 14] was successfully
compiled at HLRS.

Due to the target resolution of 50m over the Stuttgart metropolitan area, we apply
two outer coarser domains with 250m and 1250m resolution. The grid dimensions
are 800×800, 601×601 and 601×601 cells. Figure 9 shows the innermost model
domain.

Fig. 9 Innermost model
domain with 50m horizontal
resolution.
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The communication between the domains is one-way, that is information from
the parent domain is used as input for the child domain at the domain boundaries.
There is no feedback from the child to the parent domain.

The vertical resolution is 100 levels up to 50 hPa (22km above sea level) with a
high density in the lowest 2000m above the surface. Meteorological input data are
obtained from the operational ECMWF1 analysis available on 137 vertical levels.
To further speed up the simulation, adaptive time stepping is applied. The maximum
allowed time step for the outermost model domain is 15 s while it is limited to 3 s
for the innermost model domain. In case stronger turbulence occurs, the time step is
reduced to 0.5 s.

As the targeted horizontal resolution is very high, the so far available data set for
terrain and land cover do not have a sufficient horizontal resolution. Therefore, land
cover data for all domains is obtained from the Copernicus CLC 20122 data set which
is aggregated to a grid with 100m resolution. Depending on the applied resolution,
terrain information is obtained from the Global Multi-resolution Terrain Elevation
Data (GMTED20103) data set as well as from Shuttle Radar Topography Mission
(SRTM4). Additionally, we incorporated a new land-cover data set from Landesamt
für Umwelt Baden-Württemberg (LUBW5), which is derived from LANDSAT6 in
2010 and is available at 30m resolution suitable for our target domain. The original
LUBW categories were mapped to the IGBP-MODIS7 categories required by the
WRF model using the QGIS software package.

The following set of physics packages has been applied. Shortwave and longwave
Radiation is parameterized by theRRTMGscheme [7], which interactswith the cloud
microphysics and aerosols. The Noah-MP land-surface model (LSM) [12] calculates
soil and surface fluxes as well as soil temperatures and soil moisture coupled to the
surface layer parametrization. The outermost model domain applies the YSU plane-
tary boundary layer (PBL) parametrization [6], while the other two domains resolve
turbulence directly without any PBL scheme. Cloud microphysics is simulated by
the Thompson 2-moment cloud microphysics [15] propagating hydrometeors and
its number concentrations. No cumulus parametrization is applied, as the model can
explicitly resolve convection.

The Regional Acid Deposition Model, 2nd generation (RADM2), parameterizes
the atmospheric chemistry in all domains. RADM2 features 21 inorganic and 42
chemical species including more than 100 chemical reactions. Aerosols are repre-
sented by the Modal Aerosol Dynamics Model for Europe (MADE) and Secondary
Organic Aerosol Model (SORGAM) scheme considering size distributions, nucle-
ation, coagulation, and condensational growth. The scheme is called every 2min for

1 https://www.ecmwf.int.
2 https://land.copernicus.eu/pan-european/corine-land-cover/clc-2012.
3 https://www.usgs.gov/land-resources/eros/coastal-changes-and-impacts/gmted2010.
4 https://www2.jpl.nasa.gov/srtm/.
5 https://www.lubw.baden-wuerttemberg.de/.
6 https://landsat.gsfc.nasa.gov.
7 https://icdc.cen.uni-hamburg.de/daten/land/modis-landsurfacetype.html.

https://www.ecmwf.int
https://land.copernicus.eu/pan-european/corine-land-cover/clc-2012
https://www.usgs.gov/land-resources/eros/coastal-changes-and-impacts/gmted2010
https://www2.jpl.nasa.gov/srtm/
https://www.lubw.baden-wuerttemberg.de/
https://landsat.gsfc.nasa.gov
https://icdc.cen.uni-hamburg.de/daten/land/modis-landsurfacetype.html
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Fig. 10 Speedup of the WRF-CHEM simulation with respect to 480 cores (left) and memory
consumption/core (right).

the outer domain and every 45s in the inner domains. Due to the applied solver, this
option allows for a larger time step for the chemistry module compared to other even
more simple schemes.

Recent results indicate that the application of an urban canopymodel [8] improves
the forecast quality especially in terms of surface fluxes. This requires special data
categories for low and high residential areas as well as for industrial areas that are
available in the CLC 2012 and LUBW data sets.

In order to investigate the performance of themodel system, basic scaling test have
been performed on the XC 40 system at HLRS. The left panel of Fig. 10 exemplarily
displays the scaling of the WRF-CHEM model with respect to 20 nodes for the
smallest, innermost domain. Less than 20 nodes are not possible, as the memory
requirements per core would exceed the available memory of 128 GB per node.

It is seen, that the scaling is not linear, and it appears that MPI communication
becomes the driving factor when applying more than 80 nodes. Compared to a pure
WRF simulation, the required wall time per time step in our configuration is around
4–5 times higher. Due to the high resolution and thus small model integration time
steps, a 24h forecast currently requires 40h wall clock time. The total data amount
for a 24h forecast using 5min output intervals including 40 chemical constituents is
about five TB for the innermost model domain. Currently, the hybrid mechanism of
MPI and OPENMP cannot be used for WRF-Chem as this is not tested and would
in addition exceed the capabilities during the Open Forecast project.

To initialize the model and provide chemical boundary conditions, data from the
Whole Atmosphere Community ClimateModel (WACCM; [9]) are applied using the
MOZBC conversion tool. Recently, high-resolution emission data for Europe from
the Copernicus Atmosphere Monitoring Service (CAMS1;8 [4]) became available.
The resolution is approx. 7×7km and is based on annual emissions of 2016. This
product provides emissions of PM10, PM2.5, SO2, CO , NO , NO2, and CH4. As
the data cannot be ingested directlywith the available procedures, the data conversion

8 https://atmosphere.copernicus.eu

https://atmosphere.copernicus.eu
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Fig. 11 Simulated NO2 concentrations [µgm−3] during the morning peak traffic time on January
21, 2019. The viewing direction is from northeast to southwest with the Stuttgart main station in
the foreground. Brownish colors indicate very high concentrations (Image courtesy: Leyla Kern,
HLRS).

to the WRF-Chem data format was performed separately with the Earth System
Model Framework (ESMF) interpolation utilities.

Figure11 shows an example of the simulated NO2 concentration over downtown
Stuttgart during the morning peak traffic time. The higher concentrations in the
Stuttgart basin can be clearly seen.

Another important aspect for environmental protection is the PM10 concentration
and is shown in Fig. 12. Here, the highest PM10 concentrations are observed west
of Stuttgart main station.

2.4 Assimilation of Lidar Water Vapor Measurements
(VAP-DA)

The Earth’s atmosphere rapidly changes with the influence of various factors directly
and indirectly, irrespective of the factors being natural or anthropogenic. This can be
visualized when we consider the Earth as a system modelled in a numerical model
with several crucial parameters, namely, temperature, moisture, wind, pressure etc.
The causality relation of all the parameters are defined in a numerical weather pre-
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Fig. 12 Same as Fig. 11 but for PM10. Red colors denote high PM10 concentrations. (Image
courtesy: Leyla Kern, HLRS).

diction model frommicro- to macroscale. Estimation of these parameters in the most
possible accuracy and resolution is important provided the resolution of measure-
ments match the resolution of the NWP models. Temperature and moisture mea-
surements play an important role in the atmospheric circulation, radiation and cloud
formation. With high resolution instruments like lidars, estimation of these variables
in their microscale resolution both temporally and spatially have become a reality.
With these measurements, we can now understand the rapid changes in the plane-
tary boundary layer where most of the convection initiation processes commence in
microscale leading to macroscale developments.

Lidar data assimilation has a huge potential in the field of NWP in the future
especially for regional weather forecasting. All prognostic equations in the NWP
models are initial value problems where the final value depends on the initial state
through the assimilation of lidar data, we can initiate the NWP model with the
best possible quality measurements. Atmospheric profiles are currently provided by
radiosondes which are not a continuous source of measurements and hence create
sampling errors. Lidar data is a continuous source of information which include the
dynamics of the atmosphere and lower sampling error.Hence lidar is a state-of-the-art
instrument for future data assimilation efforts. Lack of a suitable forward operator for
direct assimilation ofwater vapormixing ratiowas a significant limitation in theWRF
NWPmodel. This is very important for the initiation of the model with real-time data
which are less prone to external factors. Within WRFSCALE, a forward operator for
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Fig. 13 The rapid update cycle and experiment flow diagram. 3DVAR: red and Hybrid: violet. The
conventional DA without lidar DA is shown in green and no DA in black.

the direct assimilation of water vapor mixing ratio profiles has been accomplished
with the modification of the atmospheric infrared sounding retrieval (AIRSRET)
operator already available in the WRFDA system. We name it the thermodynamic
lidar (TDLIDAR, [16]) operator.

Here we have used two different DA techniques to study the impact of lidar
WVMR and temperature through the TDLIDAR operator. First, we studied the
impact by the deterministic three-dimensional variational (3DVAR) data assimilation
approach and secondly with the probabilistic hybrid 3DVAR-ensemble transform
Kalman filter (ETKF) approach. The test case for the DA technique was the data
obtained from one intensive observation period (IOP) of the HOPE campaign which
was held in western Germany during the months of April and May 2013. A 10-hour
dataset was assimilated into the model with hourly data inputs. A rapid update cycle
data assimilation (Fig. 13) was performed at hourly intervals for the entire European
domain at a spatial resolution of 2.5km and a vertical resolution of 100 levels up to 50
hPa. The ensemble approach incorporated flow-dependent forecast error covariances
into the assimilation process which alleviated the effects of the static covariance of
the 3DVAR assimilation system. The hybrid DA system starts with a set of currently
10 ensemble members each with the same configuration as the previous experiments
with a spatial resolution of 2.5km and vertical resolution of 100 levels.

The impact of the lidar data with different DA techniques is depicted through
analysis increment plots in Fig. 14.

HybridDAhasmore impact over a large area compared to the 3DVARDAbecause
of perturbations of prognostic variables over a wider area in the ensemble members
thus involving larger spread in the mean ensemble member. Thus, the analysis incre-
ment of the hybrid approach shows the impact over a larger area compared to 3DVAR.

The profile plots in Figs. 15 and 16 show the impact of the assimilation on the
vertical profile at the first assimilation and after six assimilation cycles for WVMR
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Fig. 14 Left panel: Water vapor mixing ratio analysis increment after 10 3DVARDA cycles. Right
panel: Same but after 10 Hybrid DA cycles. The blue dot represents the UHOH lidar location. a
and b are spatial plots at 1200m above ground level, and, c and d are longitude-height cross-section
plots at the latitude the lidar was located.

and temperature. The QT_3DVAR, in Fig. 15, at 15 UTC assimilation shows good
agreement with the DIAL profile although the model couldn’t capture the boundary
layer gradient in the first assimilation at 9 UTC. However, the boundary layer issue is
solved by QT_HYBRID. Similarly, the temperature profile in Fig. 16, QT_3DVAR
showed an unusual warming which was visible by overestimated temperatures. The
dependence of static error covariance in the 3DVAR system created this issue which
was alleviated in the Hybrid system.
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Fig. 15 Left panel: Water vapor mixing ratio profile during the first assimilation. Right panel:
Water vapor mixing ratio profile at 15 UTC after 6 assimilation cycles.

Fig. 16 Left panel: Temperature profile during the first assimilation. Right panel: Temperature
profile at 15 UTC after 6 assimilation cycles.
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The Role of Lateral Terrestrial Water
Flow on Land-Atmospheric Water
Pathways

Joël Arnault and Harald Kunstmann

1 State of the Art

Numerical atmospheric models generally consider terrestrial hydrological processes
as only being vertical, in order to estimate the surface heat fluxes for constraining the
atmospheric lower boundary condition. This is for example the case for the Weather
Research and Forecasting model (WRF, Skamarock and Klemp [25]) coupled with
the Noah land surface model (LSM) with multi-parameterization options (Noah-MP,
Niu et al. [18]). In this approach the lateral redistribution of soil moisture according
to the topography and groundwater depth is, however, neglected. In order to relax this
constraint and better represent soil moisture spatial variability, coupled atmospheric-
hydrologicalmodels havebeendeveloped in recent years (e.g. [1, 14–16, 22, 24, 27]).
In particular, the hydrologically-enhanced WRF-Hydro model allows to consider
the coupling between overland flow, subsurface flow, soil moisture and atmospheric
processes [9].

Several studies showed that the representation of terrestrial water flow in coupled
atmospheric-hydrological models impacts the surface fluxes and planetary boundary
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layer dynamics, furthermore potentially influencing precipitation (e.g. [2, 4, 13–15,
22–24, 27, 29]). For the case of Central Europe, Arnault et al. [4] showed that the
consideration of lateral terrestrial water flow inWRF-Hydro noticeably increases the
normalized ensemble spread of daily precipitation where topography is moderate,
surface flux spatial variability is high, and the weather regime is dominated by local
processes.

2 Research Accomplished with the ForHLR2 Computing
Resource

2.1 Overview

The general goal of this project is to further understand the role of lateral terrestrial
water flow on land-atmospheric water pathways, with a focus on precipitation. In
particular, we assess the role of lateral terrestrial water flow at continental scale for
the European and West African continents using an ensemble modelling approach.

2.2 Impact of Lateral Terrestrial Flow On continental-Scale
Precipitation and Dependency to Model Horizontal
resolution (Project W2W-A5)

2.2.1 Original Research Plan
The description of lateral terrestrial water flow in WRF-Hydro generally increases
the soil storage and the surface evaporation [2, 4, 23], and the contribution of sur-
face evaporation to precipitation in a region increases with the size of the region (e.g.
Trenberth [26], Arnault et al. [3]). Accordingly, the effect of lateral terrestrial water
flow on simulated precipitation is expected to be maximized for a continental-scale
simulation domain. Furthermore, in WRF-Hydro the lateral re-distribution of terres-
trial water is considered on a subgrid, so that the effect of this subgrid re-distribution
on the LSM grid is smoothed. Therefore, the effect of lateral terrestrial water flow on
simulated precipitation could increase with the increase of the LSM grid’s horizontal
resolution.

Following these remarks, the original plan was to focus on the European case
and to generate an ensemble of 10 WRF and 10 WRF-Hydro simulations for the
continental-scale domain displayed in Fig. 1, using two different horizontal grid
spacing for the LSM grid, namely 5km and 2.5km. The study period was set to
June-July-August 2008, as relevant results for the Central Europe region are already
available for this period (Arnault et al. [4]), with a spinup period set to 5 months from
January to May 2008. For the ensemble generation, the Stochastic Kinetic-Energy
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Fig. 1 Upper row: geopotential heights at 500 hPa from aWRF simulation (left) and ERA5 (Coper-
nicus Climate Change Service, 2017) input data (middle) on 1 June 2008 with a model initialization
on 1 January 2008. No spectral nudging is considered in this WRF simulation. The right panel
shows the difference between WRF and ERA5. Lower row: As the upper row, except for another
WRF simulation including spectral nudging.

Fig. 2 As in Fig. 1, except for the mean precipitation between 1 June and 1 September 2008, and
observational product from E-OBS [10]. Upper row: without spectral nudging; Lower row: with
spectral nudging.

Backscatter Scheme (SKEBS, Berner et al. [7]) was selected in order to generate
ensemble members with comparable model performance. The surface evaporation
tagging and infiltration excess tagging, based on the soil-vegetation-atmospheric
water tagging procedure of Arnault et al. [5], were also to be applied in order to quan-
tify the impact of WRF-Hydro-enhanced surface evaporation on continental-scale
precipitation. Finally, as the simulation domain is relatively large, it was envisaged
to use the spectral nudging method of Miguez-Macho et al. [17] in order to prevent
the simulated synoptic circulation deviating from that in the input reanalysis data.
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Fig. 3 As in Fig. 1, except for the mean temperature between 1 June and 1 September 2008, and
observational product from E-OBS [10]. Upper row: without spectral nudging; Lower row: with
spectral nudging.

2.2.2 Tests and Modifications Brought to the Research Plan

Spectral Nudging
The spectral nudging method of Miguez-Macho et al. (2005) has been tested for a
WRF simulation with a 5km grid spacing. The added value of spectral nudging can
be clearly seen on geopotential heights at 500 hPa, as illustrated in Fig. 1. Indeed,
modelled geopotential heights at 500 hPa are much closer to those in the ERA5 input
data when spectral nudging is activated. However, the model result difference in
precipitation with and without spectral nudging is small, as can be assessed in Fig. 2.
Still, the warm bias in eastern Europe is slightly reduced when spectral nudging is
activated, as shown in Fig. 3. Overall, the beneficial impact of using spectral nudging
in this case does not seem to be worth the additional computational effort, so that
in the following of this project it is chosen to conduct the WRF and WRF-Hydro
ensembles without spectral nudging.

Infiltration Excess Tagging with WRF-Hydro
In the original plan it was envisaged to generate two sets of WRF-Hydro ensem-
ble, the first one with the tagging of continental surface evaporation, and the second
one with the tagging of infiltration excess. The idea was to quantify the fate of this
infiltration excess in the WRF-Hydro simulation and relate it to some precipitation
characteristics, which could potential highlight a process-based precipitation differ-
ence with a WRF simulation in which the fate of this infiltration excess is neglected.
In particular, the hope was that the tagged precipitation originating from infiltra-
tion excess in WRF-Hydro would be comparable to the difference in precipitation
between WRF and WRF-Hydro. However, the reviewer was not convinced by this
argumentation and the allocated computing resources were cut accordingly. Still, we
wanted to test this idea. In order to save computing resource, the tagging procedure
has beenmodified in order to allow for two taggedwater cycleswithin one simulation.
With this new development, it is now possible to generate a single set ofWRF-Hydro
ensemble including both surface evaporation tagging and infiltration excess tagging,
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which is of course much cheaper than generating two sets of WRF-Hydro ensemble
with one tagged water cycle each. However, the result was deceiving. It appeared
that the tagged precipitation originating from infiltration excess in WRF-Hydro was
much larger than the difference in precipitation betweenWRF andWRF-Hydro. This
is related to the fact that the infiltration excess which re-infiltrates inWRF-Hydro not
only increases the amount of soil moisture, but also accelerates the infiltration and
percolation below the bottom soil layer. As a consequence, the amount of tagged soil
moisture originating from infiltration excess in WRF-Hydro is much larger than the
difference in soil moisture between WRF and WRF-Hydro, leading to an amount of
tagged precipitation originating from infiltration excess in WRF-Hydro much larger
than the difference in precipitation between WRF and WRF-Hydro. So finally, this
tagging of infiltration excess was not considered as useful for this particular investi-
gation and therefore abandoned, as suggested by the reviewer.

Effect of Horizontal Resolution—Test with a Grid Spacing of 2.5km
Concerning the simulationswith a 2.5kmgrid spacing, the timestep had to be reduced
from 15s to 12s in order to prevent from numerical instabilities. Still, one member at
2.5km has been generated in order to compare it with a member at 5km. Differences
shown in Fig. 4 suggest that the simulation at 2.5km tends to generate more surface
evaporation and more precipitation, although the generation of an ensemble mean
would be necessary to confirm this. It would of course be interesting to investigate
what would be the effect of the lateral terrestrial water flowwhen the horizontal reso-
lution is enhanced. However, results at 5km suggest that the number of 10 members
may not be enough to fully disentangle the respective effects of atmospheric random
fluctuation and lateral terrestrial water flow-related surface evaporation enhancement
on precipitation (see result Sect. 2.2.4).

Updated Research Plan
Since the allocated computing resources do not allow for a large increase of the
originally envisaged ensemble size at 2.5km, the research plan has been modified as
follows:

• No ensemble generation at 2.5km
• No spectral nudging
• No infiltration excess tagging for the WRF-Hydro simulations
• Land surface evaporation tagging for the WRF and WRF-Hydro simulations
• Activation of the SKEBS parameterization with a different seed number for each
simulation in order to ensure that the ensemble members are all different from
each other

• Study period extended to June-September 2008, that is 122 days, instead of June-
August 2008 in order to consider all the warm months

• Duplication of the study for West Africa using the same model setup, as one
original goal of W2W-A5 was to compare the effect of lateral terrestrial water
flow on precipitation in both European and West African regions

• Extension of the ensemble size to 20WRFmembers and 20WRF-Hydromembers,
eventually more if enough additional computing resource is allocated.
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Fig. 4 (First column) mean surface evaporation between 1 June and 1 September 2008 from a
WRF simulation with 5km grid spacing (top), from a WRF simulation with 2.5km grid spacing
(middle) and difference between the two (bottom). (second column) As in the first column, except
for precipitation.

2.2.3 Simulation Strategy and Current Status of the Simulations
Completed

The performance of the considered model setup at ForHLR2 has been assessed with
a series of scaling tests (see Fig. 5). As it is envisaged to generate ensembles, it is
chosen to run the simulations with 8 nodes.

The computation of each member is split in 122 consecutive jobs, one job for each
day. The job for the first day is submitted to the ForHLR2 super computer. When this
job is done, it automatically submits the job for the next day etc. As a result, there is
an output file for each day, so 122 output files per member, each output file having
of size of about 400 Mb. This gives a total size of about 50 Gb per member.

Using 8× 20 = 160 processors, a single day of simulation (one job) at ForHLR2
with WRF takes about 1 h 45 min, while with WRF-Hydro it takes about 2h40 min.
Accordingly, an ensemblewith 10WRFmembers and10WRF-Hydromembers costs
863,000 CPUh and can theoretically be achieved in 14 days if there is no queuing
time. In practice, we experience that the time to achieve the parallel computation of
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Fig. 5 Scaling of the WRF
and WRF-Hydro simulations
enhanced with surface
evaporation tagging, at
ForHLR2

Table 1 Summary of CPUh used at ForHLR2. Miscellaneous includes spinup simulations, simu-
lations at 2.5km, simulations with infiltration excess tagging, and also simulations with a bugged
version of the surface evaporation tagging.

Simulations completed CPU used

20 WRF members and 20 WRF-Hydro
members for Europe

1,726,000

10 WRF members and 10 WRF-Hydro
members for West Africa

863,000

Miscellaneous ~4,000,000

a set of 10WRFmembers and 10WRF-Hydro members at ForHLR2 varies between
1 and 2 months.

The amount of CPUh already used at ForHLR2 is summarized in Table1. It has
to be mentioned here that a preliminary set of ensembles for Europe andWest Africa
has been generated with a bugged version of the surface evaporation tagging. Indeed,
adapting the tagging procedure to isotope modelling, as reported in Sect. 2.3.C, we
noticed a spurious diverging temporal evolution between total and isotopic precipitat-
ing hydrometeors originating from the microphysics scheme. The problem was that
the downward velocity of the tagged precipitating hydrometeors was re-evaluated
and underestimated, although the downward velocities of the total and tagged pre-
cipitating hydrometeors should be the same. In the case of land surface evaporation
tagging for the European continent, this downward velocity underestimation led to a
precipitation recycling rate of about 19%,whereas the correct downward velocity led
to a precipitation recycling rate of about 20% (not shown). Although this difference
is small, about 1%, it was preferred to re-generate the ensembles.

Including the 6,900,000 CPUh of computing resources which was allocated for
this year, and the resource remaining from earlier application, we still have about
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1,200,000 CPUh available, which will be used to complete 10 additionalWRFmem-
bers and 10 additional WRF-Hydro members for West Africa.

With respect to the size of stored data at ForHLR2, the total amount of the output
files for 20WRFmembers and 20WRF-Hydro members for Europe andWest Africa
represents about 4 Tb. Temporary files during the computation may increase this
number by up to +4 Tb. All this data is currently stored in the workspace directory.

2.2.4 Current Results
Convergence Criteria
The aim of generating WRF and WRF-Hydro ensemble simulations for Europe and
West Africa is to disentangle the respective effects of atmospheric randomfluctuation
and lateral terrestrial water flow-related surface evaporation enhancement on precip-
itation. Indeed, it is clear that the effect of atmospheric random fluctuation on the
precipitation ensemble mean becomes smaller when the ensemble size is increased.
The question is to know what is the minimal ensemble size required that the differ-
ence between WRF and WRF-Hydro precipitation ensemble mean would be mainly
due to the lateral terrestrial water flow-related surface evaporation enhancement. In
order to address this specific issue, we have considered the following convergence
criteria cnrmsd(n) and cnmd(n), where n is the number of ensemble members:
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In (1) and (2) PW S and PW H stand for the study period-average precipitation from a
WRF “standard” simulation and from a WRF-Hydro simulation, respectively. Sub-
scripts i and j refer to the horizontal coordinates on the WRF grid, while subscript k
refers to the member number.

cnrmsd(n) is the normalized root mean squared difference between two ensemble
mean differences between WRF and WRF-Hydro ensembles, one with an ensemble
size of n and the other with an ensemble size of n + 1. As such, cnrmsd is a measure of
the dependency of the spatial differences between WRF and WRF-hydro ensemble
means to the ensemble size n. For sufficiently large n, the effect of atmospheric
random fluctuations on these spatial differences is expected to become negligible
and cnrmsd(n) to converge towards zero.
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Fig. 6 Timeseries of cnrmsd and cnmd as a function of the number of members, for the European
ensemble a and for the West African ensemble b. Note that the current European ensemble has 20
members, while the West African ensemble only has 10 members.

cnmd(n) is the normalized mean difference between two ensemble mean differ-
ences betweenWRF andWRF-Hydro ensembles, one with an ensemble size of n and
the other with an ensemble size of n + 1. Therefore, cnmd is a measure of the depen-
dency of the spatially-average difference between WRF and WRF-Hydro ensemble
means to the ensemble size. For sufficiently large n, the effect of atmospheric random
fluctuations on this spatially-average difference is also expected to become negligible
and cnmd(n) to converge towards zero. These two convergence criteria are displayed
in Fig. 6 for the European and West African cases.

Figure6 reveals two important features. Firstly, the spatial differences between
the WRF and WRF-hydro ensemble means are still affected by atmospheric random
fluctuations for an ensemble size of 20, with a convergence criterion cnrmsd reaching
0.20 for the European case. Secondly, the convergence criterion cnmd appears to
converge relatively quickly towards zero when the ensemble size is increased, both
for the European andWest African cases. This result implies that, for the current size
of both the European and West African ensembles, the spatial differences between
the WRF and WRF-Hydro ensemble means are partially influenced by atmospheric
random fluctuations, whereas the spatially-average difference between theWRF and
WRF-Hydro ensemble means can be mainly attributed to lateral terrestrial water
flow-related surface evaporation enhancement.

Spatial Analysis
In order to visualize these spatial differences betweenWRF andWRF-Hydro ensem-
ble means, we consider the normalized ensemble mean difference of surface evapo-
ration E and precipitation P defined as follows:

�Ei, j = 100

∑N
k=1

(
Ei, j,k
WH − Ei, j,k

WS

)

0.5
∑N

k=1

(
Pi, j,k
WH + Pi, j,k

WS

) (3)



496 J. Arnault and H. Kunstmann
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N is the ensemble size, currently equal to 20 for the European ensemble and equal
to 10 for the West African ensemble. It is recalled that these WRF and WRF-Hydro
simulations are enhanced with the tagging of land surface evaporation, so that the
variable Ptag in the model outputs gives the amount of precipitation originating from
evaporated water over the land. Therefore, the difference in Ptag between the WRF
and WRF-Hydro simulations is directly linked to the lateral terrestrial water flow-
related surface evaporation enhancement. The normalized ensemble mean difference
of tagged precipitation, which is called Pland , is defined as:

�Pi, j
land = 100

∑N
k=1

(
Ptag,i, j,k
WH − Ptag,i, j,k

WS

)

0.5
∑N

k=1

(
Pi, j,k
WH + Pi, j,k

WS

) (5)

Pland quantifies the part of P which originates from the land surface change
triggered by the lateral terrestrial water flow. Additionally, the difference between P
and Pland is interpreted as the effect of atmospheric changes triggered by the lateral
terrestrial water flow, and is named Patm :

�Patm = �P − �Pland (6)

Spatial patterns of both Pland and Patm are also influenced by the atmospheric
random fluctuations, at least with the current ensemble size available as deduced by
cnrmsd in Fig. 6. Maps of E, P, Pland and Patm are displayed in Fig. 7 for the European
and West African cases.

E mainly displays positive patterns, thus confirming that the description of lateral
terrestrial water flow in WRF-Hydro generally increases the surface evaporation [2,
4, 23]. Some areas where E is negative are related to mountainous regions, where the
lateral terrestrial water flow reduces the residence time of the soil water storage in
the root zone, and therefore reduces the amount of surface evaporation (e.g. Zhang
et al. [29], Arnault et al. [5]). Other areas with negative values of E are more related
to precipitation differences shown in P.

P and Pland mainly display positive patterns, which corresponds to the lateral ter-
restrial water flow-related surface evaporation enhancement on precipitation. Inter-
estingly, Pland is more uniformly positive in comparison to P, and most of the spatial
patterns of P are provided by Patm . This suggests that Patm , which is the atmospheric
change-related precipitation difference triggered by the lateral terrestrial water flow,
is significantly affected by atmospheric random fluctuations. Still, the fact that cnrmsd

in Fig. 6 is relatively small when the ensemble size is set to 20 suggests that Patm is
not a pure random process.
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Fig. 7 Maps of E, P, Pland and Patm for Europe (left column) and West Africa (right column).
Note that the current European ensemble has 20 members, while the West African ensemble only
has 10 members.

Concluding Remarks
In the case of Europe, the above result implies that the lateral terrestrial water flow
tends to increase precipitation by twoways. Firstly, it generally increases soil storage,
surface evaporation and precipitation through recycling. Secondly, the increased
surface evaporation tends to triggermore cloud condensation and therefore to convert
more atmospheric water vapor into cloud water and precipitation. However, this
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Fig. 8 Timeseries of Pland and Patm as a function of number of members for the ensemble size,
for the European ensemble a and for the West African ensemble b. Note that the current European
ensemble has 20 members, while the West African ensemble only has 10 members.

second process is highly dependent on atmospheric random fluctuations which may
have a larger impact on the amount of cloud condensation occurring at a specific
place. The contribution of these two processes to the lateral terrestrial water flow-
related enhancement of precipitation iswell summarizedwith spatially-average Pland

and Patm , displayed as a function of the ensemble size in Fig. 8.
In the case of West Africa, the effect of lateral terrestrial water flow on Patm

seems to be latitude-dependant, with more positive values in the northern part of the
Sahelian region and with more negative values in the southern part of the Sahelian
region. A negative Patm could be related to the fact that the lateral terrestrial water
flow-related surface evaporation enhancement does not increase cloud condensation,
but instead the evaporated water from the land takes the place of the atmospheric
water vapour, so that the contribution of atmospheric water vapour to precipitation
in a WRF-Hydro simulation is less than in a WRF simulation.

It has to be acknowledged that these results are preliminary as they are to some
extend affected by randomatmospheric fluctuation.A larger ensemble size is required
here in order to reduce this random effect and improve the quality of the results.

2.2.5 Next Steps
As already mentioned above at Sect. 2.2.3, the ensemble size forWest Africa first has
to be increased to 20, in order to allow for a fair comparison between the European
and West African results. In the future it would be valuable to increase the size
of the ensemble to 40 members in order to reduce the contribution of atmospheric
random fluctuations and better quantify the contribution of lateral terrestrial water
flow to precipitation. This additional computational effort will be part of a follow-up
proposal.

Differences between European andWest African ensemble results still need to be
analysed in more details. This analysis will also include the evaluation of the effect
of lateral terrestrial water flow on model internal variability, by adapting the method
developed by Arnault et al. [4] for the Central European region. In the end, these
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results will provide the material for a paper focusing on the lateral terrestrial water
flow feedbacks to summer precipitation at continental scale (Arnault et al. [6], in
revision).
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Computer Science

Hans-Joachim Bungartz

The following part deals with research labelled as “Computer Science”, mostly due
to the fact that the respective groups are affiliated with Computer Science depart-
ments. However, if we look at the domains of application addressed in the five
annual reports submitted this year, the impression is a bit different: we find
molecular dynamics, coupled problems, and others. Nevertheless, it is right that the
focus of the underlying research is on typical informatics issues, such as load
balancing, fault tolerance, GPU acceleration, or scalability – which justifies the
classification for this volume.

Out of those five submissions undergoing the usual reviewing process, two
project reports were selected: GCS-MDDC and lamd.

The contribution Load Balanced Particle Simulation with Automated Algorithm
Selection by Neumann et al. reports on recent progress in the GCS-MDDC project.
The project’s basis are, first, the software ls1 mardyn, a molecular dynamics
framework for multi-phase and multi-component studies at small scales with
applications in process engineering, and, second, the library AutoPas that employs
auto-tuning across a wide range of particle simulation schemes, data structures, and
node-level parallelization patterns. Both tools have been developed by the groups of
the authors and collaborators. The focus of the research reported in this article is on
a sophisticated integration of AutoPas into ls1 mardyn, as well as the extension of
the load balancing portfolio by diffusive load balancing.

The second report, Load-Balancing for Large-Scale Soot Particle Agglomeration
Simulations by Hirschmann et al., deals with the project lamd. Being similar to the first
report in terms of the underlying simulation methodology, lamd uses ESPResSo as its
software basis. The focus of the research activities in the last year was on combining
previous efforts to simulate large-scale soot particle agglomerations with a dynamic
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turbulent backgound flow field, which resulted in a significantly increased number of
particles that can be tackled.

By chance, both papers use short-range molecular dynamics and sophisticated
load balancing, but they also differ in various respects. Together, they show the
importance of algorithmic improvements for advancing the frontiers of
supercomputing.
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Load Balanced Particle Simulation with
Automated Algorithm Selection

Philipp Neumann, Fabio Gratl, Steffen Seckler, and Hans-Joachim Bungartz

Abstract ls1 mardyn is a molecular dynamics (MD) simulation framework for mul-
tiphase andmulticomponent investigations at small scales with application in process
engineering. AutoPas is a library that employs auto-tuning for various particle sim-
ulation algorithms, data structures, and node-level parallelization patterns.

In the last year, we have focussed on improving the interfaces of AutoPas to
support massively parallel, distributed-memory simulations. In this scope, we have
revised the incorporation of AutoPas into ls1 mardyn and extended ls1 mardyn by
diffusive load balancing.

1 Introduction

Molecular dynamics (MD) simulations have become a valuable tool for engineering
applications. Based on Newton’s laws of motion

d2xp

dt2
= 1

mp
Fp,

P. Neumann (B)
Helmut-Schmidt-Universität Hamburg, Department of Mechanical Engineering,
Holstenhofweg 85, 22043 Hamburg, Germany
e-mail: philipp.neumann@hsu-hh.de

F. Gratl · S. Seckler · H.-J. Bungartz
Technical University of Munich, Department of Informatics,
Boltzmannstr. 3, 85748 Garching, Germany
e-mail: gratl@in.tum.de

S. Seckler
e-mail: seckler@in.tum.de

H.-J. Bungartz
e-mail: bungartz@in.tum.de

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
W. E. Nagel et al. (eds.), High Performance Computing in Science and Engineering ’20,
https://doi.org/10.1007/978-3-030-80602-6_33

503

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80602-6_33&domain=pdf
mailto:philipp.neumann@hsu-hh.de
mailto:gratl@in.tum.de
mailto:seckler@in.tum.de
mailto:bungartz@in.tum.de
https://doi.org/10.1007/978-3-030-80602-6_33


504 P. Neumann et al.

the positions xp of individual particles p can be tracked virtually. These particles
move due to forces Fp = ∑

q �=p
Fpq , arising from interacting forces between particles

p, q. We will concentrate on short-range interactions: only particles within a pre-
scribed distance—the so-called cut-off radius rc—interact with each other. This can
be efficiently realized algorithmically by sorting the particles into Cartesian grid cells
(linked cell method) that exhibit the mesh size rc, or by storing potential interaction
partners for each particle in lists (Verlet lists) [9]; to avoid the expensive construction
of particle pair lists, these lists are only built every few time steps and comprise all
particle pairs within a distance rc + s where s is the so-called skin radius. If s is
rather large, the lists have to be built less frequently, but this comes at increasing
particle pair traversal cost.

Amongst others,MDsimulations canbe used to sample thermodynamic properties
from large systems of small molecules. This allows, e.g., to determine equations of
state for complex fluids, to investigate bubble formation [5], interfacial flows [6] or
droplet coalescence [10].

In a long-standing, interdisciplinary collaboration of computer scientists and
mechanical engineers, the MD simulation software ls1 mardyn has evolved to
assess such systems [7, 15]. ls1 mardyn supports vectorization, shared- as well as
distributed-memory parallelism [2, 14, 16] including dynamic load balancing which
allows accounting for load imbalances due to heterogeneous particle distributions or
due to the use of heterogeneous hardware [11, 12].

Besides load balancing on distributed-memory systems, another grand challenge
is given by the fact that a great variety of algorithmic realizations are available to
simulate short-rangeMDsystems [1, 4, 8, 9, 17].Anoptimal algorithm/data structure
layout/parallelization approach (at shared-memory level) strongly depends on both
the underlying hardware and the actual problem to solve. With new hardware rapidly
evolving and with the heterogeneity of hardware design still increasing in the HPC
sector, finding and incorporating the best algorithm into a simulation software is thus
demanding.

Over the last years, the authors have developed the particle simulation library
AutoPas [3], which provides various data structures, particle traversal schemes, and
shared-memory parallelization approaches and which automatically selects the opti-
mal combination thereof at run time.

In the following, we detail recent developments that build upon and extend the
load balancing capabilities of ls1 mardyn as well as our prototypical integration of
AutoPas and ls1 mardyn from the previous report [13]. We discuss the integration of
an alternative load balancing library, cf. Sect. 2, and elaborate on challenges when
integrating AutoPas and ls1 mardyn for distributed-memory simulations, cf. Sect. 3.
We close with a summary and an outlook to future work in Sect. 4.

Parts of this work have been submitted for publication [11].
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2 Load Balancing

So far, ls1 mardyn employed a kd-tree-based decomposition to balance the load
between MPI processes. Its recursive bisectioning is an efficient means to partition
and distribute loads. Yet, the implemented method bears some disadvantages. Due
to successive bisectioning, every dimension is visited a multiple number of times in
the partitioning process. Besides, a global collection of computational loads, that is
particle or at least cell-averaged data, is required and re-balancing can potentially
alter the overall topology of the simulation partitioning significantly from one to the
next time step.

Due to these points, the A Load-balancing Library (ALL)1 which is developed
at the Jülich Supercomputing Center has been incorporated as an alternative to the
existing kd-tree implementation. Still following the hierarchical/recursive splitting
approach, ALL allows to split the domain into multiple subsections in one recursion
step and limits the number of splits along every dimension to one. Moreover, to avoid
rigorous repartitioning, diffusive load balancing was incorporated into ls1 mardyn.
Since the diffusive load balancing algorithm operates (more or less) strictly locally,
loads are migrated between neighboring processes only. This limits the significance
of changes in the parallel topology.

The diffusive load balancing in conjunction with the ALL-based partitioner was
evaluated in various scenarios, including

– scenario droplet coalescence: the coalescence of two nanodroplets that are sus-
pended in a vapor phase, cf. Fig. 1(a),

– scenario spinodal decomposition: a fluid is rapidly cooled down and separates into
vapor and liquid phases, cf. Fig. 1(b),

– scenario exploding liquid: a compressed, hot liquid expands in vacuum, cf.
Fig. 1(c).

While noperformance improvementswere observed in the spinodal decomposition—
which was expected, since the occurring inhomogeneities are rather fine-scale—,
both kd-tree- and diffusive ALL-based load balancing significantly boosted perfor-
mance in the droplet coalescence. This is in accordance with expectations since the
merging process of the two droplets is relatively slow and thus, load changes occur on
rather long time scales. In contrast, diffusiveALL-based load balancing outperformed
the kd-tree approach significantly for the exploding liquid: here, the overall particle
distribution in the entire computational domain changes drastically, with particles
getting sucked outward at the beginning and bouncing back from the outer bound-
aries afterwards. This rather directedmotion of the film fragments is well reflected by
the diffusive load balancing algorithm, which effectively propagates loads between
spatially neighbored subdomains and MPI processes, respectively.

1 https://e-cam.readthedocs.io/en/latest/Meso-Multi-Scale-Modelling-Modules/modules/ALL_
library/tensor_method/readme.html.

https://e-cam.readthedocs.io/en/latest/Meso-Multi-Scale-Modelling-Modules/modules/ALL_library/tensor_method/readme.html
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Fig. 1 Scenarios considered in our work. (a) Droplet coalescence. (b) Spinodal decomposition.
(c) Exploding liquid; the liquid is initially placed in a vertical box-like form in the middle of the
domain and expands/breaks up towards the left and the right of the computational domain

3 Integrating AutoPas and Ls1 Mardyn for
Distributed-Memory Simulations

In a prior report [13], we had commented on the integration of AutoPas into ls1
mardyn, enabling an “on-the-fly” exchange of data structures, particle pair traversal
schemes, and parallelization methods during an MD simulation. AutoPas already
comprised a few implementations and configuration possibilities in terms of data
structures, linked cell-based particle traversal schemes, and linked cell-based shared-
memory parallelization approaches. At this stage, it had already been possible to
execute the spinodal decomposition in node-level simulations and to automatically
tune over some configurations.

Over the last year, AutoPaswas significantly extended. In particular, Verlet lists as
an alternative to the linked cell method to traverse particle pairs for force interactions



Load Balanced Particle Simulation with Automated Algorithm Selection 507

(a) Exploding liquid, mid of simulation, inho-
mogeneous

(b) Spinodal decomposition, start of simulation,
homogeneous

Fig. 2 Snapshot of simulation performance during the auto-tuning phase. In this phase, 48 algo-
rithmic configurations are tested, employing an exhaustive search. Data points are colored by their
traversal choice and the symbol is used to identify the particle container; note that further vari-
ants (AoS vs SoA data structures; Newton3-optimization to reduce computations; load balancing
schemes) are partly employed and varied (resembling multiple occurrences of the same symbols
in the plot). Always exactly three data points represent the same configuration, corresponding to
three samples being taken. The x-axis shows the number of iterations, the y-axis shows the time for
a single iteration. (a) Exploding liquid; the configuration, that is tested last, is chosen and is taken
over for the following 5000 iterations. (b) Spinodal decomposition.

were incorporated, including a vectorizing variant thereof (cluster lists, as used in
the software Gromacs, for example). This yields a total of> 70 discrete algorithmic
configurations, cf. [11] for details.

In Fig. 2, the performance behavior of the exhaustive search tuning strategy is
visualized. Every available algorithmic configuration is measured over three iter-
ations each. Afterwards, the fastest one is selected for the next period of—in this
case—5000 iterations. Verlet lists appear to be fluctuating in performance. This is,
however, due to the fact that in their first iteration, the neighbor lists are built, which
is taken into account here. As the two setups differ in their structure, differences
in the performance profiles can be seen, especially between the faster configura-
tions. It also becomes apparent, that there is still work to be done in a) improving
the average performance of individual configurations and b) only testing promising
configurations. Both of these tasks are subject to current research.

A specific challenge, however, arises when distributed-memory, that is MPI-
parallel, MD simulations shall be supported by AutoPas. Due to potential particle
distribution inhomogeneities over all MPI processes, cf. Sect. 2, every MPI process
might require a different AutoPas configuration to execute at optimal performance,
cf. Fig. 3. In particular, one MPI process might make use of Verlet lists, which
requires less MPI-based particle data exchange with neighboring processes (i.e.,
some information only needs to be exchanged every few time steps), while another
MPI process might employ linked cells which require particle data exchange in every
time step. This also renders the handling of particles at the interface of the embedding
simulation (ls1 mardyn in our case) andAutoPas challenging, since particle exchange
and updates need to be carried out consistently.
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Fig. 3 MPI-parallel use ofAutoPas in ls1 mardyn. AutoPasmay execute different configurations on
different MPI processes. Yet, a common interface and semantics is required to bridge all potential
particle simulation configurations of AutoPas

To solve this, the interface to AutoPas was designed such that it follows the Verlet
list idea, in the sense that the particle container ofAutoPas is only being updated every
few time steps. This implies that the linked cell implementation of AutoPas needs to
operate on slightly enlarged cells, corresponding to the skin radius s that is typically
added to the cut-off radius rc in the Verlet list approach to avoid frequent list rebuilds.
Yet, refined linked cells are also supported, which means that more neighbor cells
need to be searched. Although the Verlet-like approach comes with rather good
code maintainability features and performance, the overall usability of the library,
especially the particle exchange in theAutoPas-embeddingMD simulation, becomes
slightly more advanced.

Putting things together, we have combined ALL-based diffusive load balancing
and AutoPas-based automated node-level algorithm selection. Figure4 shows the
different algorithm choices per subdomain of an exemplary load balanced domain
decomposition for the scenario droplet coalescence. We simulated the three afore-
mentioned scenarios droplet coalescence, exploding liquid and spinodal decom-
position with this simulation technology on two platforms. Due to the HLRS
machine HAWK getting set up in 2019, we first established and tuned simulations
on SuperMUC-NG at LRZ during that time. Figure5 shows the scalability for the
exploding liquid on both machines. We can first observe that, expectedly, the per-
node performance on HAWK is significantly better than on SuperMUC-NG in terms
of simulated time steps per second. The ALL-based load balancing with auto-tuning
via AutoPas exhibits best performance on SuperMUC-NG compared to the other
configurations. This approach also scales well up to 8 nodes on HAWK. For larger
node counts, however, the curve currently flattens. Reasons for this lie in one node
featuring 8 NUMA domains; since we use one MPI process per NUMA domain, this
yields significantly more MPI processes on HAWK compared to SuperMUC-NG.
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Fig. 4 Algorithm selection on a load-balanced simulation of droplet coalescence. c08, sli, c18,
c01, c04 correspond to OpenMP parallelization schemes that operate on linked cells. In contrast,
VL, VL-Cells, VL-Build are parallel schemes that operate on Verlet lists

Fig. 5 Scalability of the scenario exploding liquid on two platforms SuperMUC-NG and HAWK.
–ALL: ALL-based diffusive load balancing; –sdd: standard domain decomposition; –noAP-sdd:
standard domain decomposition with ls1 mardyn kernels instead of using AutoPas; –noAP-kdd:
kd-tree decomposition with ls1 mardyn kernels instead of using AutoPas
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Besides, logging was not deactivated for AutoPas on both machines, which impedes
performance even more on HAWK, again, due to the increased number of MPI pro-
cesses. More detailed analysis and performance tuning on HAWK is subject to the
current investigation.

4 Summary and Outlook

We presented recent advances in our particle simulation software ls1 mardyn. Auto-
mated algorithm selection has been enabled in ls1 mardyn via the library AutoPas,
yielding optimal node-level performance. We further improved parallel performance
by incorporating diffusive balancing. The node-level throughput on HAWK sug-
gests very high performance for the three scenarios that we discussed in the future.
However, performance gains in the multi-node case are currently not optimal on
HAWK, due to the recent porting of our software to this architecture. This requires
further performance analysis and more tuning of the number of MPI processes and
OpenMP threads per node. Current and future work further focus on techniques to
improve auto-tuning in AutoPas: testing all combinations of algorithms is tedious
and requires many time steps. Therefore, Bayesian and other data analysis methods
are being evaluated in this scope.
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Large-Scale Soot Particle Agglomeration
Simulations” (Reprint)

Steffen Hirschmann, Andreas Kronenburg, Colin W. Glass, and Dirk Pflüger

Abstract In this reporting period, we have combined several previous efforts to
simulate a large-scale soot particle agglomeration with a dynamic, multi-scale tur-
bulent background flowfield.We have built upon previous simulations which include
3.2 million particles and have implemented load-balancing within a versatile simu-
lation software. We have furthermore contributed tests of the load-balancing mecha-
nisms for the agglomeration scenario.We have significantly increased the simulation
to 109.85million particles, superposing short-rangedMDwith a dynamically chang-
ing multi-scale background flow field. Based on extensive software enhancements
for the molecular dynamics software ESPResSo, we have started simulating on the
Cray XC40 at HLRS. To verify that our setup reproduces essential physics, we have
evaluated load-balancing for a scenario, for which we have scaled down the influence
of the flow field to make the scenario mostly homogeneous on the subdomain scale.
Finally, we have shown that load-balancing still pays off even for the homogenized
version of our dynamic soot particle agglomeration scenario.

Reprinted from Publication Advances in Parallel Computing, Volume 36: Parallel
Computing: Technology Trends, Steffen Hirschmann, Andreas Kronenburg, Colin
W. Glass, Dirk Pflüger, “Load-Balancing for Large-Scale Soot Particle Agglom-
eration Simulations”, pages 147–156, Copyright 2020, with permission from IOS
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Press [1]. The publication is available at IOS Press through http://dx.doi.org/10.
3233/APC200035.

1 Introduction

Short-range molecular dynamics (MD) [2] is an important field in Computational
Sciences. One particular example of a real-world application is the simulation of
soot particle agglomeration, which, for example, is relevant for the efficiency of
industrial processes. In these processes, particles collide and link irreversibly. Of
particular interest is the morphology of the resulting agglomerates. Because results
of a computer simulation allows the examination of morphology of agglomerates
over time, computer simulation plays an important role in this area.

The approach we use has been described in [3, 4]: Agglomeration processes are
simulated in a precomputed, turbulent flow field. Clustering of particles is driven
by Brownian motion as well as the background flow, which gets more important as
the particle density decreases. The influence of a turbulent background flow field is
of particular interest in particle agglomeration simulations. While small turbulence
scales can be resolved in small simulations, the open question remains if large, multi-
scale turbulent flows critically influence the results.

In order to get to more realistic agglomeration simulations we use a larger and
dynamically changing flow field that covers more scales of turbulence as well as a
larger setup including the number of particles. Starting from the largest simulation
in [4] (“Case 6”), we increase the domain size by a factor of 3.25. This allows us
to cover more realistic scales of turbulence. We keep the original particle loading.
Hence, we increase the number of primary particles from 3.2 million in [4] by a
factor of 3.253 ≈ 34.33 to 109.85 million.

This scenario is very large considering the elaborate physical bondingmodel used.
In fact, to the best of our knowledge it is the largest simulation with ESPResSo so far.
And, because we simulate an agglomeration process, the simulation naturally gets
more and more heterogeneous over time. Simulations of these sizes and types pose
two major challenges: (a) We need large-scale parallelism to cope with a simulation
of this size (b) wemust dynamically adapt the domain decomposition to the changing
particle distribution in order to copewith load-imbalances arising fromheterogeneity.

These challenges require us to combine this large-scale real world scenario with
our previous efforts to bring dynamic load-balancing to theMD software ESPResSo.
In particular, we need to make use of dynamic load-balancing at runtime, the newly
created, non-regularly partitioned grids and their associated asynchronous commu-
nication [5, 6] as well as other contributions to theMD software at hand, like parallel
input and output using MPI-IO.

In order to validate the physical correctness of the scenario and assess the appli-
cability of our load-balancing methods, we use a rather homogeneous version of the
scenario. A more homogeneous scenario allows us to first focus on physical correct-

http://dx.doi.org/10.3233/APC200035
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ness of the setup while not crucially depending on the best possible load-balancing.
We also test the applicability of our load-balancing methods for this scenario.

The remainder of this work is structured as follows: In Sect. 2 we report on related
work. In Section 3 we elaborate on the numerical simulation models as well as the
used code and our load-balancing methodology. We describe our simulation setup in
Sect. 4. Subsequently, in Sect. 5 we show the physical results and our assessment of
load-balancing for this setup. Finally, in Sect. 6we summarize ourwork and conclude
with a note on further topics to investigate.

2 Related Work

At the core of our modeling are Langevin-based agglomeration processes. These
have, e.g., been studied in [7]. We are, however, interested in agglomeration pro-
cesses that are subject to a turbulent background flow field and that links particles
irreversibly. This linking process should completely prohibit rotation and sliding of
the particles. To this end, the Langevin-based model has been augmented in [3, 4] to
include a coupling to a static flow field as well as dynamic bonding to link particles
irreversibly at runtime. In [3] several bonding models that effectively prohibit slid-
ing are proposed and evaluated. We use the so-called “AB” (all-bonds) model from
this work, which has the advantage, that it does not require the addition of virtual
particles.

Adifferent approach to tackle the upscaling of agglomeration simulation is coarse-
graining, i.e. aggregating whole clusters into one “super particle” (during the simula-
tion) and, thus, reducing the total computational burden. This is still a field of active
research, as the involved modeling is complex. For example, coarse grained particles
need to accurately resolve the collision probabilities of the underlying “real” cluster.
Algorithmically, this kind of dynamic coarse graining leads to larger cell sizes and,
thus, likely to less parallelism and more load-imbalances. Studies and first results
for this approach are, e.g., presented in [8]. However, the technique described there
is not ready yet for large-scale simulations such as ours.

For load-balancing several heuristics are used in existing MD (and other) soft-
ware. We have discussed details on the most commonly used ones in [9] and have
implemented some of them in theMD software ESPResSo in [5, 6, 10]. In this work,
we focus on the partitioner based on space-filling curves (SFC) leveraging the well-
known and scalable library p4est [11, 12], which in turn uses the Z-curve [13]. The
actual partitioning for SFC-based algorithms is performed using so-called chain-on-
chain partitioning [14]. Several studies find graph partitioning performs best because
of its superior model while SFC-based partitioning is fast and consumes less mem-
ory [15, 16]. A more theoretical review of several partitioning algorithms can be
found in [17] listing important properties like speed, memory usage, etc. Eibl and
Rüde [18] inspect different partitioners for the discrete element method and find that
there is a trade-off between scalability and quality of partitioning and recommend an
SFC-based strategy for small and mid-sized scenarios. Particularly for MD, several
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methods are implemented in the simulation software “ls1 mardyn” and compared
in [19–21]. These studies also present cost heuristics to estimate the load of indi-
vidual subdomains. They give us enough reason to focus on SFC-based partitioning
first for our current work.

3 Methodology

Our main methodological approach is two-part. First, we explain what numerical
models we use to simulate a soot particle agglomeration process within themolecular
dynamics framework. Second, we explain what parallelization and load-balancing
approaches we use for the implementation of the numerical models. Additionally,
we briefly introduce the relevant quantities for analyzing the shape of agglomerates.

3.1 Numerical Models

We model intermolecular interactions with the well-known Lennard-Jones-12-6
potential which consists of an attractive and a repulsive part,

ULJ(r) = 4ε

((σ

r

)12 −
(σ

r

)6
)

,

where σ and ε are properties of the modeled primary particles. Particles can be
bound together with distance-based and angular harmonic bonds. Their associated
potentials are given as

Udistance(r) = 1

2
kh (r − r0)

2 , and Uangular(φ) = 1

2
ka (φ − φ0)

2,

where r0 and φ0 are the equilibrium distance and angle, respectively, and kh and ka

spring constants. These bonds are established in groups at runtime for each triple of
particles that collides. This so-called “AB” model is adapted from [3] and depicted
in Fig. 1. Note, that the equilibrium angle φ0 is not constant across bonds but rather
different for each one. It is chosen as the angle between the particles at collision
time.

In order to model frictional influence from a fluid and Brownian motion, we use
Langevin Dynamics. A study of purely Langevin-driven agglomeration processes
without turbulent background flow can be found in [7]. The equation of motion is
given as:

mẍ = f − γ
(
ẋ − uflow(t, x)

) + R(t), (1)
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Fig. 1 Visualization of bonding at runtime. Left: If two particles are closer than the collision
distance, the algorithm aims to finds a third particle within the collision distance to establish a
triangular bonding structure. Right: The bonding structure consists of three angular bonds (indicated
as θ1, θ2, θ3) as well as three distance-based bonds (indicated as l1, l2, l3) between the particle pairs.
If no third particle could be found, only the distance bond l1 is created

where f are the forces given by the intermolecular potentials described above.
Additionally, R(t) is a random noise, which, together with the frictional term
γ (ẋ − uflow(t, x)) models Brownian motion and the temperature, as well as the fric-
tional influence of the fluid. The velocities uflow(t, x) stem from the fluid (external
flow field) at time t and position x. Analogously to [4] we model the friction between
the fluid and the particles by Stokes’ law, so γ = 3πμσ/Cc whereμ is the viscosity
of the fluid, σ the particle diameter and Cc being the Cunningham correction factor.
In ESPResSo, Langevin Dynamics is implemented with a Velocity Verlet integrator,
see e.g. [22], combined with a so-called Langevin thermostat [23] that applies the
frictional and random forces given the temperature and γ .

3.2 Parallelization and Load-Balancing

We use the simulation software ESPResSo1 [23, 24], which covers all the relevant
physics involved. Relevant parts of the dynamic bonding mechanisms have been
implemented in the course of [3, 4] and are also described in [24]. ESPResSo uses
the Linked-Cell algorithm [25] in combination with Verlet lists to calculate forces
stemming from short-range potentials, like the Lennard-Jones potential, in linear
time. Based on the Linked-Cell discretization, ESPResSo defines a uniform spatial
domain decomposition to allow for MPI-based parallelization [23]. While the simu-
lation core of ESPResSo is implemented in C++, it exposes a Python-based front-end
for setting up the scenario and controlling the simulation [26].

Our adaptions keep the MPI-only parallelization and its 1:1 mapping of subdo-
mains to processes. In [5] we have devised a general scheme to change this fixed
decomposition, allowing for arbitrary ones. Based on this work, we have imple-
mented different decompositions. We make the load-balancing mechanism available
to the user, so they can conveniently implement strategies for partitioning scenar-
ios in the simulation scripts themselves. Note that this load-balancing mechanism

1 Extensible Simulation Package for Research on Soft Matter, http://www.espressomd.org.

http://www.espressomd.org
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Fig. 2 Left: A sketch of a segment of an MD simulation. The gray arrows depict regular time
steps. From time to time the domain decomposition has to be adapted to the underlying scenario
(indicated by the “rebalancing” boxes). We outline our implementation on the right: The user calls
a function “repart” from their script. The linked cell grid (“cell system”) internally asks the grid to
repartition itself and then sets up the established partitioning in the core of the simulation software.
Afterwards, cell payload (particles) is migrated transparently to the user

is not constrained to the application presented in this work. It can be employed to
any heterogeneous simulation in ESPResSo. We depict this ability to do dynamic
repartitioning and sketch the underlying implementation in Fig. 2.

Given a functionm that defines a suitable loadmetric ormeasurement of execution
time for every process p ∈ {1, . . . , P}, we partition based on the imbalance I(m).
The imbalance is defined as the maximum over average load measurement: I(m) =
P max{m(p)}∑

p m(p)
. In the current setup, we use I(m) > 1.1 as criterion with the load metric

m(p) as the number of particles of process p and partition at most every 1000 time
steps. In [5] we have shown for a smaller agglomeration scenario that choosing the
number of particles as metricm(p) performs best among a range of different choices.

3.3 Analysis

An important characterization of particle clusters is their fractal dimension D f [27].
It is the power law relationship of the number of particles to their radius, see e.g. [28],
and calculated as

N =
(rg

d

)D f

,

with N the number of particles in the cluster, d = σ
2 and rg the radius of gyration,

which is the standard deviation of the particle positions ri in a cluster:
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rg =
√√√√ 1

N

N∑
i=1

||r − ri ||2 , with r = 1

N

N∑
i=1

ri .

4 Simulation Setup

The basic simulation parameters, which will be explained in the following, can be
found in Table1. The reference length, energy and time used for nondimensional-
ization of the MD simulation can be found in Table2. The simulation comprises
109.85 · 106 particles, the largest simulation with ESPResSo so far. Each of these
primary particles has a diameter of σ = 20 nm. Initially, they are placed in a simu-
lation box of size l0 = 2600σ , uniformly randomly distributed. We employ periodic
boundary conditions in all dimensions. The particle loading is n̂ = 6.2510−3. The
temperature of the solvent is T = 600K.

The flow field is primarily characterized by its kinematic viscosity ν and its dis-
sipation rate ε. Based on these, we can derive the characteristic time scales, namely
Brownian diffusion time tBM and the Kolmogorov time scale tk . These allow us to
define the nondimensional Péclet number Pe = tBM

tk
that describes the relative impor-

tance of turbulence over Brownian motion. The second nondimensional quantity that
is used in [4] to describe a scenario is the Knudsen number Kn = lmfp

σ/2 , where lmfp is
the mean free path length of the flow.

Our goal is to reproduce a larger version with more turbulent flow scales of
“Case 6” from [4]. This setup uses Kn = 11 and Pe = 1. To achieve that, we generate
the external background flow field in a separate pre-processing step using a Direct
Numerical Simulation (DNS)of homogeneous, isotropic forced turbulence in a boxof
length L = 2π l0 ≈ 326.7µm. It solves the incompressible Navier-Stokes equations
with periodic boundary conditions, discretized on a 64 × 64 × 64mesh. Thismesh is
unrelated to the linked cell grid and only defines the resolution of the flow field in the
later MD simulation. The viscosity is ν = 5.13 · 10−5m/s2 and the dissipation rate
ε = 1.25 · 1010m2/s3, which equals the desired values of Kn and Pe. These, however,

Table 1 Basic MD simulation parameters

n̂ T σ l0

6.2510 · ×−3 600K 20nm 2600σ

Table 2 Reference values used for nondimensionalization of physical quantities in the MD simu-
lation

σ ε∗ t∗

20nm 1.25×−20J 14ns
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lead to very heterogeneous particle distributions as we have shown in [5, 6] on basis
of “Case 6” from [4]. For first experiments at scale, we keep the particle distribution
mostly homogeneous on the subdomain scale by reducing the influence of the flow
field in the transport equation. Therefore, we scale down uflow(t, xi ) in Eq.1 by about
1/3. This rescales the gradients of the velocity by an equal factor, and, thus, also the
dissipation rate. So in our current simulation the Péclet number is roughly a third of
the intended target value.

We compute 6 · 10×7 iterations, each having a length of dt = 10−4 t∗ = 1.4fs.
Thus, the end of the simulation is at tend = 8.4µs. The bonding constants k̃a and k̃h

are estimated according to [4] to k̃a = k̃h = 1000ε∗. As collision distance, we use
rcol = σ .

Asmentioned above,wehave extended anduse the simulation softwareESPResSo
as it implements all relevant numerical models, especially dynamic bonding at run-
time. We perform the scenario setup as follows: (1) Setup random particles with zero
velocities (2) initialize all required potentials (3) equilibrate the system using steepest
descend integration [26] (4) reset velocities and forces to zero (5) setup the thermostat
as well as collision detection and dynamic bonding (6) start the simulation.

5 Results

One indicator of how much the agglomeration process has progressed in time, is the
number of agglomerates of a certain size. We present a histogram of the sizes of
the agglomeration for tend = 600 t∗ in Fig. 3. We clearly see that the most prevalent
cluster size is about one order of magnitude higher than the smallest possible (2 pri-
mary particles). This means that the simulation has left the initial state where the
growth of agglomerates is mainly driven by primary particle collisions. At tend the
process is primarily driven by cluster-cluster collisions for significant growth of the
agglomerates.

Fig. 3 Histogram of the
number of agglomerates per
size. Size is in number of
particles per agglomerate.
The location of the
maximum indicates that the
agglomeration process has
left its initial state where
growth is mainly driven by
collisions of primary
particles
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Fig. 4 Average fractal
dimension D f of
agglomerates of all
agglomerates of a certain
radius of gyration at different
time steps. While t = 100 t∗
is still early in the simulation,
the average D f does not vary
much in later time steps
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In Fig. 4 we plot the average D f of all agglomerates with more than 15 particles
at t = 100 t∗, 300 t∗, and 600 t∗ depending on the radius of gyration of the agglom-
erates. This relationship enables scientists to understand the agglomeration process
and to determine its influence on larger industrial processes and products. Therefore,
the criterion for stopping the simulation in [4] is when the individual lines converge.
While the process clearly has not converged yet at t = 100 t∗ in Fig. 4, the difference
in D f for the same rg between t = 300 t∗ and 600 t∗ gets significantly smaller, indi-
cating a possible convergence. Since the agglomerates are still rather small (rg ≤ 10),
the average fractal dimension is in the range of 1.9 ≤ D f ≤ 2.2. These D f are a bit
higher than the ones published by [4] using the same ansatz, as well as experimental
data obtained from soot aggregates in (turbulent) flames, see e.g. [29]. However, the
smaller the velocities of the superposed, turbulent background flow field in Eq.1,
the higher the influence of Brownian motion. In this case, [4] also states, that with
a higher influence of Brownian motion, D f approaches 2 for larger agglomerates.
Beyond that we can see a trend for agglomerates with larger rg to have a smaller
D f . In conclusion, we can say, that we are able to reproduce physical results for
the simulation of soot particle agglomeration, and we assume that the mentioned
differences stem from the smaller flow field velocities.

5.1 Load-Balancing

Although we enforce a more or less homogeneous particle distribution among the
subdomains, we still use load-balancing to counteract smaller heterogeneity that
evolves over time. For unscaled versions of this scenario, good load-balancing is
crucial as our studies on the smaller 3.2 million particle setup [5, 6] have shown.
Therefore, we also test and show load-balancing results here. The simulation ran on
“Hazel Hen” at the High Performance Computing Center Stuttgart (HLRS). It is a
Cray XC40 machine with 2 Intel Xeon E5-2680v3 (“Haswell” microarchitecture)
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per node, each of which has 12 cores (not counting Simultaneous Multi-Threading)
and a Cray Aries interconnect.

We use the snapshot at tend = 600 t∗ for our test. We run the test on 300 nodes,
i.e. 7200 processes. The imbalance in the number of particles for a decomposition
into equally sized boxes (MPI_Dims_create) is about 18.4%, which is quite
homogeneous. The runtimes for the default parallelization and our load-balanced
one can be found in Fig. 5. We plot the relevant runtimes in the following way: Let

f1 = max {tforce(p)}P
p=1,

f2 = max {tforce(p) + tcomm(p)}P
p=1, and

f3 = max {tforce(p) + tcomm(p) + tint(p) + tsync(p)}P
p=1,

where “force”, “comm”, “int” and “sync” refer to the individual components: force
calculation, communication, integration and synchronization. Then, we plot f1, f2 −
f1 and f3 − f2 − f1, i.e. the difference of the individual maxima runtimes of the
phases. We can see, that despite the homogeneous particle distribution, we achieve
a runtime reduction of about 10%. Additionally, in Fig. 6 we can see, that the load-
balancing is capable of keeping the imbalance at about the desired level of 1.1
during almost the entire 6 million time steps. The occasional spikes are still being
investigated. Given the overall behavior, however, it is likely, that the spikes stem
from runtime noise.

Default With Rebalancing
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Force Calc. Comm. Int.&Sync.

Fig. 5 Runtime of 1000 time steps beginning at t0 = tend = 600 t∗ for the default, unbalanced
paratitioning (“Default”) and our SFC-based partitioning (“With Rebalancing”) for 7200 processes.
For each of the three components (force calculation with the Linked-Cell/Verlet-list method, com-
munication and integration including synchronization)weplot themaximumruntimeof any process.
Even though the setup is quite homogeneous, we can reduce the runtime by about 10%
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Fig. 6 Imbalance in runtime per 1000 time steps between the different processes. Rebalancing with
the SFC-based method is performed if the number of particles diverges by 10% on any process from
the average. The number of particles per cell is also used as weights for repartitioning. The spikes
are still under investigation. Their occasional occurrences could simply be due to an influence of
non-deterministic components like hardware, communication, general network load on the HPC
system etc

6 Conclusion

We have successfully combined several previous works into one large-scale, dynam-
ically load-balanced soot particle agglomeration simulation. We have set up the
simulation with a complex physical bonding model, as well as a dynamically chang-
ing, multi-scale turbulent background flow field. We have increased the simulation
to over 100 million particles, which is over 30 times larger than results from previous
works with ESPResSo and, to the best of our knowledge, the largest simulation ever
with ESPResSo.

In order to assess the physical correctness of the new setup, we kept the simulation
rather homogeneous by rescaling the velocities stemming from the superposed flow
field. This way, we did not have to deal with large heterogeneity, and we were able
to reproduce previous results. We have shown that the resulting fractal dimensions
of the clusters seem reasonable and consistent with previous results. Also, we have
demonstrated, that even when keeping heterogeneity low, load-balancing is still able
to reduce the runtimes by about 10% and to consistently keep the imbalance in
runtime low throughout the simulation.

6.1 Future Work

There are two paths that we will pursue further. As we have verified that the setup is
physically correct and that load-balancing pays off, the first path is to use a physically
correct flow field with Pe ≈ 1. This will let us study the impact of the multi-scale tur-
bulent and dynamic background flow field on agglomeration processes at physically
relevant scales. We have already simulated a significant fraction of this physically
correct simulation.With the end of life of Hazel Hen, we had to pause the simulation,
and we intend to continue them as soon as possible on Hawk.
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Second, we have implemented different kinds of load-balancing methods in pre-
vious work [5, 6, 10], some of which might be more suitable for the heterogeneous
version of the simulation. We intend to test different methods as well as different
metrics and relate them to scenario properties in order to gain deeper insight into the
problem of balancing heterogeneous simulations with a low average fractal dimen-
sion of the clusters. We are currently preparing these runs and will start them, once
Hawk is stable and fully operational.
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Miscellaneous Topics

Wolfgang Schröder

In the Miscellaneous Topics section the breadth plus the bounty of numerical
simulation are evidenced. The simulations in this chapter go beyond fluid
mechanics, structural mechanics, thermodynamics, and so forth. This means,
another degree of interdisciplinary research is emphasized. The articles clearly
show the link between applied mathematics, fundamental physics, computer sci-
ence, and the ability to develop models such that a closed mathematical description
can be achieved which can be solved by highly sophisticated algorithms on
up-to-date high performance computers. It is the collaboration of several scientific
fields that determines the progress in fundamental and applied research. The sub-
sequent papers, which represent an excerpt of various projects, will confirm that
numerical simulations are not only used to compute some quantitative results but to
corroborate basic physical new models and to even develop new theories.

In the project of the Institute of Neutron Physics and Reactor Technology of the
Karlsruhe Institute of Technology Monte Carlo (MC) codes for nuclear reactor core
simulations are used. The remarkable increase of usage in the nuclear community is
due to the inherent absence of common approximations over the particle transport
modeling. The MC modeling of the particle transport process implies
high-computational resource requirements in contrast to the traditional deterministic
approach. Therefore, modern MC codes are designed to take advantage of the
increasing computational resources and in particular, to be used on massively
parallel computer architectures. The EU McSAFE project (Horizon 2020) yields
insight, new techniques developments, and coupled codes for multi-physics.

Molecular Modeling and simulation define the project of the Chair of
Thermodynamics and Thermal Process Technology of the TU Berlin and the Chair
of Thermodynamics of TU Kaiserslautern. Some findings discussed in the joint

W. Schröder
Institute of Aerodynamics, RWTH Aachen University, Wüllnerstr. 5a
52062 Aachen, Germany
e-mail: office@aia.rwth-aachen.de
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contribution are a comparison of a micro- and macroscopic solution of a two-phase
Riemann problem, a novel equation of state for the bulk viscosity of liquid noble
gases, a detailed analysis of the evaporation process of simple fluids, and an
analysis of the solid/fluid phase transition for the face centred cubic lattice to name
just a few.

Phase-field simulations are considered in the project of the Institute of Applied
Materials of the Karlsruhe Institute of Technology and the Institute of Digital
Materials of the Karlsruhe University of Applied Sciences. Such simulations sup-
port the development of new products. Many of those novel products rely on
precisely controlling the properties of their materials. They are closely linked to the
inner microstructure of the material which can be predicted by the phase-field
method. Using a grand potential approach, results for several processes will be
shown. Furthermore, one kind of process will be optimized and the effect on the
performance and scalability will be discussed.

Optimum configurations of human skin cell components are investigated in the
project of the Chair of High Performance Computing in the Engineering Sciences of
the Ruhr University Bochum and the Department of Mathematics of the University
Hamburg. Linear elastic mechanical properties of epidermal cell structures
including additional constraints for space-filling designs with minimal surfaces are
modelled. Several benchmark tests are performed using a gradient-penalized shape
optimization algorithm. In addition, an enhanced regularization for locally non-
singular deformation mappings is presented for a two-dimensional setting to sig-
nificantly reduce the number of required optimization steps while retaining very
thin inter-cellular channels.
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Year 2019 ForHLR II HPC Experience
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Manuel García, Diego Ferraro, Luigi Mercatali, and Victor Sanchez

Abstract Driven by the growing interest in the nuclear industry in high-fidelity
simulations for design and safety analysis of nuclear reactors, the EU Horizon 2020
McSAFE project was set to tackle the implementation of multiphysics tools based on
the Monte Carlo particle transport method. The general objective of the project is to
improve the prediction of local safety parameters at pin level in LightWater Reactors
(LWRs) solving large-scale pin-by-pin depletion and transient problems. This report
presents a summary of the simulations performed in the ForHLR II cluster in the
framework of the McSAFE project. The HPC resources provided by ForHLR II are
critical for the execution of the project, and provide an excellent infrastructure to
demonstrate the developed capabilities to the reactor physics community.

1 Background on McSAFE Project Scope and Main Goals

Monte Carlo (MC) codes for nuclear reactor core simulations have experienced a
remarkable increase of usage in the nuclear community during past years. One of
the main reasons for this interest is the inherent absence of common approximations
over the particle transport modeling (such as angular, energy and spatial considera-
tions traditionally done in the standard-industry approach, namely the deterministic
codes). Unfortunately, the MC modeling of the particle transport process implies a
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high-computational resource requirement in contrast with the traditional determin-
istic approach. To tackle this limitation, the modern MC codes are designed to take
advantage of the increasing computational resources, and in particular, to be used
under massively parallel computer architectures.

The combination of the MC inherent capabilities to diminish physics approxi-
mations together with the use of massive architectures provides the community the
capability to perform simulations never expected before.

Under this framework, the EU McSAFE project (Horizon 2020) includes the
goal of provide insights, new techniques developments and coupled codes for multi-
physics, oriented to tackle the capability of"high-fidelity" core analysis (namely high
detailed modeling).

These efforts under McSAFE are intended to provide state-of-the-art tools to
cover not only traditional coupled steady state calculations of nuclear reactors cores,
but also fast transient analyses and depletion calculations. Therefore, diverse com-
bination of neutronic plus thermal-hydraulic (MC-TH) coupling or neutronic plus
thermal-hydraulic (MC-TH) plus fuel-pin mechanics coupling (MC-TH-TM) cou-
plings are to be implemented and tested.

For such purpose diverse coupling strategies and tests were developed between the
Serpent 2 Monte Carlo (MC) neutronics, the SUBCHANFLOW (SCF) subchannel
TH and the TRANSURANUS (TU) fuel pin mechanic codes, where main insights
will be here provided.

Finally, to tackle the resources requirements, all these planned developments
should be demonstrated using a high-performance computer (HPC) in order to be
able to solve real whole-core rector cores at high detail level (i.e. at pin level resolu-
tion). Previous analysis were held during 2018–2019 testing the main codes features
within ForHLR II infrastructure [1], where this report will briefly summarize main
highlights for the work developed during 2019 period.

2 Year 2019 Experience with ForHLR II Under McSAFE
Project

During 2019 several analysis were performed regarding key aspects of massive par-
allelization ofmulti-physics Neutronics/Thermal-mechanics/Thermal-hydraulic cal-
culations under McSAFE stated goals. Main insights will be here discussed, where
details can be gathered in [2] to [8]. These analysis were done relying in the ForHLR
II infrastructure, as far as the inherent computational requirements are not reachable
within a standard computational architecture, as already identified in preliminary
testing held during 2018 period [1].

For such purpose in-depth testing and ad-hoc developments were held, including
(not exhaustive):

• Investigation of multi-physics schemes for neutronic-thermalhydraulic-fuel pin
mechanics coupling within diverse standard reactor designs [2, 3].
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• Investigation of coupled full scope steady-state MC-based calculations: Verifi-
cation of coupled steady-state Serpent-SCF within diverse LWR design, such as
VVER [4] and PWR [5].

• Investigation of coupled transient MC-based calculations: Preliminary testing [6],
Validation of coupled Serpent-SCF transient calculations within PWR-kind geo-
metrical and operational condition, namely using experimental data from SPERT-
IIIE reactor [7] and verification of coupled Serpent-SCF transient calculations
within a full-core scope [5].

• Development, implementation and testing of Domain-decomposition techniques,
oriented to tackle problems previously identified regarding full-core burnup cal-
culations.

A brief discussion of some of these aspects are provided in the following subsec-
tions, were in-depth analysis can be found in the listed references and the McSAFE
Project reports. During these analyses, the ForHLR II computer cluster was very
valuable to move forward in the development of high-fidelity simulations based on
Monte Carlo simulations. The obtained results are very promising and hence, a con-
tinuation of the HPC-work at the ForHLR II Cluster is essential for the proposed
research in the multi-physics and multi-scale field applied to reactor systems.

2.1 Investigation of Multi-physics Schemes: First Results for
Neutronic-thermalhydraulics-Fuel Pin Mechanics
Coupling

Regarding multi-physics development, a three code coupling using the three codes
mentioned above (i.e. Serpent 2, SCF and TU) was developed and implemented to be
run within the ForHLR II infrastructure [2, 3]. This high-fidelity scheme was devel-
oped using an object-oriented mesh-based implementation approach, as shown in
Fig. 1. The calculation scheme is based on replacing the simple fuel-rodmodel in SCF
with the more sophisticated thermomechanic model in TU, with the aim at adding
fuel-performance analysis capabilities to the traditional neutronic-thermalhydraulic
methodology.

Using this approach two different analysis were developed, namely using VVER
[2] and PWR [3] geometries, using the ForHLR II infrastructure to tackle the inherent
computational requirements of the proposed approach.

Regarding the first one, to test this three-code system, a 360-day depletion calcu-
lation of a VVER-1000 fuel assembly was performed using a pin-by-pin model and
the results were compared with the ones obtained with Serpent2-SCF without TU.

Several analysis were held regarding the capabilities of this multi-physics cou-
pling, as shown in Fig. 2 as example for the power distribution evolution with burnup,
comparing with results without the fuel pin mechanics physics. Further details can
be directly gathered in [2].
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Fig. 1 Three-code coupling scheme (neutronics - TH - fuel pin mechanics) [2]

Fig. 2 Serpent2-SCF-TU power (top) and difference with Serpent2-SCF (bottom) [2]
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Regarding PWR geometries, the same procedure was developed within PWR fuel
assembly using as basis a benchmark that consists of a Westinghouse 17× 17 fuel
assemblywith 24 guide tubes and a single instrumentation tube, defined at Beginning
of Cycle (BOC) and Hot Full Power (HFP) in the benchmark, as shown in Fig. 3.

Again, diverse pin-level results were analyzed and compared with those without
fuel pin-mechanics (i.e. 2-code coupling), as shown is Fig. 4 as an example. Further
details can be directly gathered in [3].

The analysis of the results of both example cases were shown to be consis-
tent, which serves as verification of the implementation of the three-code coupling.
To summarize, the general implementation of Serpent2-SCF-TU has been verified,
though there still remain issues to analyze, namely the treatment of the Doppler feed-
back and the influence of high-burnup effects that could lead to larger differences
between the fuel models of SCF and TU.

Fig. 3 Serpent2 and SCF (right) models for PWR geometries [3]

(a) Power peak factor. (b) Axial power profile.

Fig. 4 Examples of results analyzed within PWR geometries [3]
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2.2 Investigation of Coupled Full Scope Steady-State
MC-Based Calculations: Verification of Coupled
Steady-State Serpent-SCF Within Diverse LWR Design,
Such as VVER and PWR

Regarding the full-scope approach, the coupling capability was tested for a series of
full-core cases. For such purpose, a coupled master-slave approach between the MC
Serpent 2 and SCF codes was considered using a hybrid MPI-OMP approach. Tests
within diverse geometries and operational conditions were held, where details can
be gathered [4, 5].

Firstly, a full scope pin-by-pin modeling was developed for a VVER benchmark
that provides experimental results for diverse reactor states [4]. As a result, two
different reported states from first operating cycle were calculated with this high-
fidelity tool.Mainmodels are shown in Fig. 5 both for Serpent and SCF,where further
details can be found in [4].

Main aspects were verified with these models, where the ForHLR II resources
were mandatory to tackle the inherent requirements. Diverse full-scope results were
obtained for this VVER case, as shown in Fig. 6.

Afterwards, full-scope coupled steady-state calculations were developed for a
well-known PWR benchmark [5], where again the use of an HPC was mandatory
to tackle the computational requirements. As for the VVER case, the main Serpent
and SCF geometries are shown in Fig. 7, where example highly detailed results are
shown in Fig. 8.

Regarding computational resources, about 7e4 CPU mins (@ 2.60GHz Intel(R)
Xeon(R) CPU E5-2660 v3) were required for each N-TH iteration step for these full

(a) Serpent model. (b) SCF model.

Fig. 5 Examples of Serpent2 and SCF models for a full-core VVER [4]
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(a) Power density. (b) Temperature.

Fig. 6 Examples of Serpent2 and SCF results for a full-core VVER [4]

(a) Serpent model. (b) SCF model.

Fig. 7 Examples of Serpent2 and SCF models for a full-core PWR [5]

core pin-by-pin coupled calculations, thus reinforcing the importance of the ForHLR
II architecture.

The capabilities to develop full-core calculations with coupled N-TH for both
PWR and VVER real geometries and operational conditions were assessed [4, 5].
Besides the global agreement, pin-level detailed (i.e. high-fidelity) results for the
interchanged fieldswere also analyzed, showing both the capabilities availablewithin
this approach and the consistency of the behavior of these parameters.
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(a) Power density. (b) Temperature.

Fig. 8 Examples of Serpent2 and SCF results for a full-core PWR [5]

2.3 Investigation of Coupled Transient MC-Based
Calculations

One of themost novel applications of the tools developedwithin theMcSAFE project
is the pin-by-pin coupled calculations of transient scenarios. These analyses represent
the most demanding resources, as already identified in preparatory works [1]. In this
sense, during 2019 period both a preliminary testing [6], a validation of the coupled
Serpent-SCF transient calculations within PWR-kind geometrical and operational
condition [7] and full-scope PWR verification [7] were held.

Regarding the validation efforts, several scenarios from the experimental cam-
paign held within the SPERT-IIIE reactor were modeled and high-fidelity results
were obtained [7]. These experiments represent RIA-kind (reactivity insertion acci-
dents) scenarios, where a sudden withdrawal of a control rod is considered and a
transient calculation is held. Both Serpent and SCF models are presented in Fig. 9,
where examples of results are presented in Fig. 10 (details can be found in [7]).

The level of agreementwith experimental resultswas found to be very good,where
again the computational resources were prohibitive without an HPC infrastructure,
as far as 10e3 CPU hours where required for the complete 1s transient (using an
hybrid MPI/OMP implementation within 500 MPI nodes in ForHLR II) [7].

In view of the scaling of these novel applications to full-core PWR calculations
(which represents a potential industry-like application), a RIA-kind coupled tran-
sient scenario was developed, using the same PWR benchmark from the steady-state
calculations [5] in last section, where a CR is suddenly withdrawn. Main obtained
results were obtained and compared with reference ones, as show in Fig. 11, where
details can be found in [5].

It is important to note that main aspects for this full-scope transient case were
correctly reproduced, showing the aptness of the approach for full-scope transient
calculations. On the contrary, the computational requirement arises as a limiting
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(a) Serpent model. (b) SCF model.

Fig. 9 Examples of Serpent2 and SCF models for the SPERT IIIE experiments [7]

(a) Global power and reactivity comparison with
experimental results. (b) Change in temperature distribution.

Fig. 10 Examples of Serpent2 and SCF results for the SPERT IIIE experiments [7]

factor for such problems, where up to 1e5 CPU mins, that represented about 122h
using 1280 processors in the ForHLR II, were necessary for the whole 1s calculation.

2.4 Memory Scalability in Burnup Calculations

Previous sections showed the aptness of this novel approach to develop high-fidelity
analysis within real applications in reactor physics both for steady-state and transient
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(a) Global power and reactivity comparison with
experimental results. (b) Power distribution.

Fig. 11 Examples of Serpent2 and SCF results for a PWR benchmark [5]

(a) Memory scalability. (b) Speedup.

Fig. 12 Main results for the CDD implementation

calculations. In spite of this, when dealing with burnup calculations, limitations
related to RAM memory requirements were identified in previous periods [1].

In this framework, a Collision-based Domain Decomposition (CDD) scheme has
been implemented in Serpent2 to tackle problemswithmemory footprints that exceed
the typical in-node memory of HPC systems [8], in particular the ForHLR II cluster.
Dividing the material data of the target problem across MPI tasks, memory scal-
ability is achieved and nodes can be added to fit the problem in memory. This is
not possible in the traditional particle-based parallel scheme used in Monte Carlo
neutron transport, which relies on domain replication and has no memory scalability.

This new method has been tested in the ForHLR II cluster with the memory
scalability and speedup shown in Fig. 12. These results correspond to hybrid MPI-
OpenMP execution with 20 OpenMP threads per MPI task. The memory scalability



Year 2019 ForHLR II HPC Experience ... 539

is quite good and allows for the simulation of huge systems in terms of memory
demand. The speedup is very good as well, with almost 50% efficiency at 256 MPI
tasks (5120 cores).

3 Conclusions and Foreseen Steps

The unique possibility to use the KIT/SCC ForHLR II computer cluster was very
valuable to move forward in the development of high-fidelity simulations based on
Monte Carlo simulations. The obtained results showed the aptness of the proposed
approach within the McSAFE for the intended goals. Further works related to full
scope calculations including burnup are foreseen as final step, still under develop-
ment, as briefly discussed within last section.

As a result, the series of analyses developed during 2019 period relying on the
ForHLR II architecture provided insights and new techniques developments oriented
to tackle the novel high-fidelity reactor core analysis, thus representing several inter-
esting industry-like applications.
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Molecular Modeling and Simulation:
Model Development, Thermodynamic
Properties, Scaling Behavior and Data
Management

Matthias Heinen, René S. Chatwell, Simon Homes,
Gabriela Guevara-Carrion, Robin Fingerhut, Maximilian Kohns,
Simon Stephan, Martin T. Horsch, and Jadran Vrabec

Abstract We are outlining our most recent findings, covering: 1) A comparison of
a micro- and macroscopic solution of a two-phase Riemann problem obtained from
molecular dynamics simulations and finite volume schemes; 2) A novel equation of
state for the bulk viscosity of liquid noble gases based on a multi-mode relaxation
ansatz; 3) A detailed analysis of the evaporation process of simple fluids; 4) Diffusion
coefficients of quaternary liquid mixtures obtained with the Green-Kubo formalism;
5) An analysis of the solid/fluid phase transition for the face centered cubic (fcc) lat-
tice; 6) The relative permittivity of mixtures of water and acetone; 7) An assessment
of the reliability and reproducibility of molecular simulation results; 8) Techniques
for the data management in simulation workflows, including annotations of simula-
tion outcomes with appropriate metadata standardized by an ontology.

1 Two-Phase Shock Tube Scenario

Large scale molecular dynamics (MD) simulations of a two-phase shock tube sce-
nario were conducted. These simulations were intended to serve as a benchmark for
macroscopic solutions obtained from computational fluid dynamics (CFD) simula-
tions employing finite volume (FV) schemes. Two macroscopic approaches were
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considered: the homogeneous equilibrium method (HEM) and the sharp interface
method. Both are implemented in the discontinuous Galerkin spectral element
method (DGSEM) framework FLEXI [24].

In contrast to the scenario in Ref. [25] that considered two supercritical states,
known as the classical Riemann problem, the present scenario consisted of a liquid
and a vapor phase, connected through a planar interface. The thermodynamic states
of the liquid and vapor phases were specified such that they were out of equilibrium
and hence phase transition occurred. This scenario is known as two-phase Riemann
problem. While the classical Riemann problem is fully understood, the two-phase
Riemann problem has implications for the system of equations that cannot be solved
in a straightforward manner.

As in Ref. [25], the Lennard-Jones Truncated and Shifted (LJTS) fluid was
assumed for two reasons: it is computationally cheap in MD simulations and an
accurate equation of state (EOS) [21] is available for the macroscopic solution.

The initial configurations of the MD simulations were prepared in two steps, cf.
Fig. 1. First, a vapor-liquid equilibrium (VLE) was maintained at a temperature of

Fig. 1 Snapshots of the preparedmolecular systems, renderedwith the cross-platform visualization
prototyping framework MegaMol [18] and the Intel OSPRAY plugin. a) Final configuration of the
vapor-liquid equilibrium simulation from which the liquid phase was extracted to build the test
case scenarios. b) One of the test case scenarios with a vapor phase (green) diluted to 70% of the
saturated vapor density at the temperature T = 0.8. c) Close-up look at the interface



Atomistic Simulations 543

T = 0.9 in the usual reduced units. The liquid phase was extracted and brought
into contact with a vapor phase at a lower temperature T = 0.8 and a lower density
in a symmetric setup. Three cases were considered with varying the density of the
vapor phase ρv , i.e. specifying 50%, 70% and 90% of the saturated vapor density
at a temperature of T = 0.8. The system dimensions, specified in particle diameters
σ , were defined as follows: The extent of the vapor phase Lv = 1500 was chosen
to be wide enough so that the shock wave exerted from the liquid phase, which is
a consequence of the global non-equilibrium, could be observed for a sufficiently
long time period before it reached the periodic boundary. The specified width of the
liquid phase Ll = 200 was a compromise between being sufficiently wide such that
the opposite vapor-liquid interfaces do not interfere with each other, through rapid
state changes due to evaporation, and being small enough to keep the computational
cost on an acceptable level. To checkwhether the specifiedwidth of Ll is appropriate,
an exemplary simulation was repeated with a doubled width Ll = 400. From that,
almost identical results were obtained.

The cross-sectional area had an extent of 106σ 2 so that the sampling of the rapidly
changing profiles, i.e. temperature, density and hydrodynamic velocity, employing
a classical binning scheme with a high spatial and temporal resolution yielded an
excellent statistical quality. Because of the large number of up to N ≈ 3 · 108 par-
ticles, all simulations were carried out with the massively parallel code ls1 mardyn
[42]. This code is being continuously improved and was recently optimized with
respect to its node-level performance and parallel efficiency [56].

Results for the case with 50% of the saturated vapor density are shown in Fig. 2.
While the HEM approach is not able to reproduce the results of MD simulation, the
sharp interface approach showed a very good agreement with the MD data in the
homogeneous bulk phases, except for the vicinity of the interface. It reproduced the
propagation speed of the shock wave and the characteristic shapes of all profiles.
Even the magnitudes of the profile plateaus were quantitatively matched.
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Fig. 2 Results for the case with a vapor density of 50% of its saturation value. The plots show
profiles of density, velocity and temperature at the time instance t = 200 obtained from the sharp
interface method, HEM and MD
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2 Bulk Viscosity of Liquid Noble Gases

Stokes’ hypothesis postulates that any form-invariant changes of a fluid’s local vol-
ume, i.e. compression or dilatation, are not associated with the dissipation of linear
momentum, which is synonymous with a vanishing bulk viscosity μb = 0. Despite
theoretical and experimental evidence to the contrary, this hypothesis is still widely
applied throughout all branches of fluidmechanics. The bulk viscosity of liquid noble
gases was studied here on the basis of a multi-mode relaxation ansatz and an equa-
tion of state is proposed [9]. The relaxation ansatz is based on a large data set that
was generated by dedicated atomistic simulations, resulting in an EOS exposing the
bulk viscosity as a two-parametric power function of density, with the parameters
being functions of temperature. The noble gases’ atomistic description rests on the
Lennard-Jones potential.

The Green-Kubo formalism relates the bulk viscosity to time-autocorrelation
functions (ACF) that were sampled in the microcanonical (NVE) ensemble, utilizing
the fully open source programms2 [44]. To reduce finite size effects and to gain better
statistics, ensembles containing N = 4096 particles were placed in cubic volumes
with periodic boundary conditions. To resolve the small-scale pressure fluctuations,
a small integrator time step was used and each autocorrelation function was sampled
over a substantial time period. Relatively large ensemble sizes in combination with
long simulation times are computationally demanding and thus require modern HPC
architectures. The bulk viscosity can be determined microscopically by ACF of local
small-scale, transient pressure fluctuations that are intrinsic in any fluid under equi-
librium. These pressure fluctuations have been observed to relax in different modes.
Each mode decays exponentially over time, following a Kohlrausch-Williams-Watt
function. For liquid noble gases, three superimposing relaxation modes were found
to be present, leading to the relaxation model

BR(t) = C f exp
(
−

( t

δ f

)β f
)

+ Cm exp
(
−

( t

δm

)βm
)

+ Cs exp
(
−

( t

δs

)βs
)

. (1)

The first term describes the fast, and the subsequent terms the intermediate and slow
modes, respectively. The weighting factors are constraint, i.e. C f + Cm + Cs = 1,
and the Kohlrausch parameters δi , βi are a measure of relaxation time scale and
distortion from the exponential function. The model’s eight independent parameters
C f , Cm, δ f , δm, δs, β f , βm, βs were determined by fitting the relaxation model BR

to the data sampled by MD. Each mode’s average relaxation time τi is defined as
integral mean value of its respective relaxation model contribution BR,i . As origi-
nally proposed by Maxwell, the bulk viscosity μb is proportional to the cumulative
averaged relaxation time

μb = Kr

3∑
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∫ t

0
dt

(
BR,i

)
, (2)
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(a) (b)(a) (b)

Fig. 3 (a)Comparison of a sampledACFwith the relaxationmodel including all threemodes.While
the gray line constitutes the sampled ACF, the solid black line represents the relaxation model and
its fast (dashed), intermediate (short-dashed) and slow (dashed-dotted) modes, respectively. (b)
Comparison of the integrated sampled autocorrelation function with the relaxation model. Due to
noise contributions to the slow mode of the sampled autocorrelation function, the bulk viscosity
is difficult to determine precisely by molecular dynamics simulation (gray line). In contrast, the
employed relaxation model (solid black line) converges towards an unambiguous value at finite
times. The dashed, short-dashed and dotted-dashed lines represent the fast, intermediate and slow
modes, respectively

with the proportionality constant Kr being the fluid’s relaxation modulus. The sam-
pled ACF partitions into three segments, with each segment being dominated by a
different mode, cf. Fig. 3a. In contrast to the sampled ACF that is plagued by noise,
the employed relaxation model’s time integral properly converges to a definite value,
thus allowing to determine μb unambiguously, cf. Fig. 3b.

Applying the relaxation ansatz to all sampled state points generates a large dataset
from which the EOS emerges as a two-parametric power function with both param-
eters showing a conspicuous saturation behavior over temperature. After passing a
temperature threshold, the bulk viscosity is found to vary significantly over density,
a behavior that resembles the frequency response of a one pole low-pass filter.

3 Evaporation of Simple Fluids

Evaporation phenomena play a crucial role in process engineering and in many other
fields, but they are not yet fully understood. In order to gain further knowledge about
these basic phenomena, MD simulations were conducted building upon Ref. [23].
The simple and computationally efficient LJTS potential was applied to describe
the interactions between the particles. A parallelepiped was employed as simulation
volume, consisting of one liquid and one vapor phase, respectively. A net evaporation
flux was constrained by establishing a vaccuum boundary condition in the vapor.
Particles reaching this vaccuum region were deleted. In order to maintain a constant
number of particles N in the simulation domain, new particles had to be added.
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Fig. 4 Particle flux jp over
the interface temperature Ti
over the course of one
simulation. Throughout the
simulation run, Ti declined
until stationarity was
reached. The particle flux
first increased up to a
maximum, then decreased,
until it finally converged to a
stationary value. The dashed
line marks a fit through the
respective stationary values
of all simulations

This was achieved by a method proposed in Ref. [22]. Numerous simulations were
conducted for a range of temperatures of the bulk liquid as well as varying distances
between the bulk liquid and the interface.

The systems under investigation contained between 1.3 and 8.3 · 106 particles.
The utilized MD software was ls1 mardyn [42], which is designed for massive par-
allelization so that up to 7.8 · 103 cores could be used for one simulation run.

It was found that the evaporation flux setting in led to a decrease of the interface
temperature Ti . Since the particle flux jp depends on Ti , a decreasing temperature
induces a drop of jp itself. Upon progress of simulation, the interface temperature
and the particle flux converge towards a limit, cf. Fig. 4. Their value depends on the
bulk liquid temperature among others. For all conducted simulations, the respective
stationary values can be expressed by the dashed line in Fig. 4.

4 Diffusion in Quaternary Liquid Mixtures

Mostmass transfer processes occurring in nature and in technical applications involve
liquid solutions withmore than three components. Rate-basedmethods employed for
modeling, design and control of separation unit operations in chemical engineering,
such as distillation, rely on mass and energy transfer models which require reliable
information on diffusion coefficient data for the regarded mixtures. Therefore, there
is a significant interest in the improvement of experimental methodologies and the
development of reliable methods for the prediction of mutual diffusion coefficients
of liquid multicomponent mixtures.

Fick’s law for diffusion in a quaternary mixture requires nine different dif-
fusion coefficients that depend on temperature, pressure, composition and the
regarded frame of reference. The presence of six cross diffusion coefficients makes
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interpretation and data processing in experimental work a challenging task which
often leads to large experimental uncertainties. Despite the continuous improvement
and development of experimental techniques during the last decades, the availability
of diffusion coefficients of mixtures containing four components is still very poor.
Thus, the growing need of accurate diffusion data for basic research and engineering
applications cannot be satisfied by experimental measurements alone.

Most predictive equations for multicomponent diffusion of liquids rely on exten-
sions of the Darken relation [3] and are therefore only truly valid for ideal mixtures.
The underlying physical phenomena in non-ideal mixtures are still not well under-
stood and the lack of data impedes the development and verification of new predictive
equations. In this context, MD offers an alternative path not only to assess multicom-
ponent diffusion coefficients, but also to gain insight into the underlying microscopic
behavior.

Recently, the ability of MD to predict the Fick diffusion coefficient matrix of a
quaternary liquid mixture has been demonstrated for water + methanol + ethanol +
2-propanol [19]. However, because of the lack of experimental data, only consistency
test could be performed for the predicted diffusion data. Here, the Fick diffusion coef-
ficient matrix of the mixture cyclohexane + toluene + acetone +methanol, which was
recently studied with Raman spectroscopy [43], was successfully predicted solely
with molecular simulation techniques.

In the framework of the generalized form of Fick’s law, the molar flux of com-
ponent i in a mixture of four components is written as a linear combination of
concentration gradients ∇c j [10]

Ji = −
3∑

j=1

Di j∇c j , (i = 1, 2, 3) , (3)

where Dii are the main diffusion coefficients that relate the molar flux of component
i to its own concentration gradient and Di j are the cross diffusion coefficients that
relate the molar flux of component i to the concentration gradient of component j .
The Fick approach involves three independent diffusion fluxes and a 3 × 3 diffusion
coefficient matrix, which is generally not symmetric, i.e. Di j �= D ji . Further, the
numerical values of Di j depend both on the reference frame for velocity (molar-,
mass- or volume-averaged) and on the order of the components.

The main shortcoming of Fick’s law is the fact that concentration gradients are
not the true thermodynamic driving forces for diffusion, which are rather given by
chemical potential gradients. Maxwell-Stefan theory follows this path, assuming
that chemical potential gradients ∇μi are balanced by friction forces between the
components that are proportional to their mutual velocity [55]. The Maxwell-Stefan
diffusion coefficient -Di j plays the role of an inverse friction coefficient between
components i and j [55] and its matrix is symmetric so that it has only six indepen-
dent elements. Maxwell-Stefan diffusion coefficients are associated with chemical
potential gradients and thus cannot directly be measured in the laboratory. However,
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they are accessible with equilibriumMD techniques, i.e. the Green-Kubo formalism
or the Einstein approach.

This work employs the Green-Kubo formalism based on the net velocity auto-
correlation function to obtain n × n phenomenological coefficients [37]

Li j = 1

3N

∫ ∞

0
dt

〈 Ni∑
k=1

vi,k(0) ·
Nj∑

l=1

vj,l(t)
〉
, (4)

in a mixture of n components. Here, N is the total number of molecules, Ni is the
number of molecules of component i and vi,k(t) denotes the center of mass velocity
vector of the k-th molecule of component i at time t .

Starting from the phenomenological coefficients Li j , the elements of a (n − 1) ×
(n − 1) matrix Δ can be defined as [37]

Δi j = (1 − xi )

(
Li j

x j
− Lin

xn

)
− xi

n∑
k=1�=i

(
Lk j

x j
− Lkn

xn

)
, (5)

where xi is the molar fraction of component i . Its inverse matrix B = Δ−1 is related
to the Maxwell-Stefan diffusion coefficients -Di j .

On the other hand, experimental methods yield the Fick diffusion coefficients.
Thus, to compare the predictions by molecular simulation with experimental values,
a relation between Fick and Maxwell-Stefan diffusion coefficients is required [55]

D = Δ · Γ , (6)

in which all three symbols represent 3 × 3 matrices and the elements of Δ are given
by Eq. (5). Γ is the thermodynamic factor matrix

Γi j = δi j + xi
∂ ln γi

∂x j

∣∣∣∣
T,p,xk,k �= j=1...3

. (7)

Therein, δi j is the Kronecker delta function and γi the activity coefficient of com-
ponent i . Here, the thermodynamic factor matrix was estimated from information
on the microscopic structure given by radial distribution functions gi j (r) based on
Kirkwood-Buff theory. In the grand canonical (μV T ) ensemble, Kirkwood-Buff
integrals Gi j are defined by [33]

Gi j = 4π
∫ ∞

0

(
gi j (r) − 1

)
r2dr. (8)

Because the canonical (N V T ) ensemble was employed, possible convergence
issues [41] were corrected with the method by Krüger et al. [38]. Moreover, cor-
rections of the radial distribution functions are required. Therefore, Kirkwood-Buff
integrals were calculated based on the methodology proposed by Ganguly and van
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Fig. 5 Main (left) and cross (right) elements of the Fick diffusion coefficient matrix of the mixture
cyclohexane (1) + toluene (2) + acetone (3) + methanol (4) at 298.15K and 0.1 MPa. Present
simulation results (black bullets) are compared with the experimental data [43] estimated from
three and twelve experiments (blue crosses)

der Vegt [16]. Extrapolation to the thermodynamic limit was not necessary because
of the rather large ensemble size N = 8000.

Predictive equilibrium MD simulations of diffusion coefficients and the thermo-
dynamic factor of the quaternary mixture cyclohexane (1) + toluene (2) + acetone
(3) + methanol (4) were carried out at 298.15 K and 0.1 MPa for one composition
that was studied experimentally [43], i.e. x1 = x2 = x3 = 0.05 mol mol−1. A cubic
simulation volume containing 8000 molecules with a cut-off radius of 24.5Å was
employed for this purpose. The resulting phenomenological coefficients Li j were
averaged from more than 105 correlation functions with a length of 20 ps. These
coefficients were employed together with the thermodynamic factor matrix to calcu-
late the Fick diffusion coefficient matrix in the molar frame of reference. In order to
compare simulation results with the experimental data, the Fick diffusion coefficient
matrix was transformed into the volume-averaged frame [55].

A comparison between present simulation results and experimental data is given
in Fig. 5. The simulation results for all elements of the diffusion matrix agree with
the experimental data within the reported uncertainties.

5 Solid/Fluid Phase Transition and Strong Scaling of ms2

In a recent study [40], the solid/fluid (S/F) phase transition was analyzed for the
face centered cubic (fcc) lattice utilizing ms2 [44]. The LJ potential was applied in
MD simulations such that the solid was heated at constant volume up to its phase
transition. The Z method [5] was applied to determine the limit of superheating (LS)
and the melting point (MP). For this purpose, total energy u (potential + kinetic
energy) and temperature T were evaluated, cf. Fig. 6a. First, the fcc lattice remains
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(a) (b)

Fig. 6 (a) Z method sampled by MD simulations using ms2; pink: N = 500; green: N = 1372;
red: N = 10976; blue: N = 108000 atoms; vertical lines indicate the temperature drop from the LS
to the MP. (b) Strong scaling efficiency of MD simulations with ms2 for a fcc LJ solid measured on
CRAY XC40 (Hazel Hen) with hybrid MPI + OpenMP parallelization (each MPI process had two
OpenMP threads); black: N = 64000 with a cutoff of rc = 6σ ; red: N = 64000 with rc = 29σ ;
blue: N = 120000 with rc = 36σ

for a specific total energy range in the metastable solid state, which is limited by
uL S when the solid melts. Beyond this range (u reaches values slightly above uL S),
the temperature drops to its melting temperature Tm since kinetic energy supplies
the internal energy of fusion. At the S/F transition, the total energy usolid(v, TL S) =
u f luid(v, Tm) holds with the maximum TL S and minimum temperature Tm when a
constant volume is maintained [40].

The melting process is strongly dependent on the system’s structure and dynam-
ics, particularly when a perfect fcc lattice without defects is considered. Thus, finite
size effects were hypothesized and supported by a recent study [40]. Figure6a clearly
shows a substantial system size dependence of TL S and Tm . Moreover, this behavior
reinforces how well molecular simulations are able to tackle physical phenomena
from a theoretical point of view, where experiments are challenging or even impos-
sible because of extreme conditions.

In this context, the strong scaling efficiency of ms2 was analyzed for its hybrid
MPI + OpenMP parallelization. Combining MPI and OpenMP, the memory demand
of ms2 was optimized such that simulations with a larger particle number N can
be achieved. In Fig. 6b, the vertical axis shows the computing power (nodes) times
computing time per computing intensity (problem size), so that, horizontal lines
would show a strong scaling efficiency of 100 %. From Fig. 6b, it becomes clear
that ms2 is close to optimal strong scaling. However, the computing intensity of
traversing the particlematrix is proportional to N 2, but intermolecular interactions are
calculated for particles that are in the cutoff sphere only.As a result, the scaling ofms2
should be in between N and N 2. Figure6b indicates that almost doubling the number
of particles (120000/64000 = 1.875) in ms2 leads to an increase of computational
cost of a factor around 1.91 if the number of nodes was chosen appropriately so that
the overhead is small (comparison of red and blue symbols for 800 nodes).
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6 Relative Permittivity of Mixtures

The relative permittivity of a fluid ε, also known as dielectric constant, indicates
how that fluid weakens an external electric field compared to vacuum. While exper-
imental data on the relative permittivity are available for many pure fluids (at least
under ambient conditions), measurements of the relative permittivity for mixtures
have rarely been reported. However, such information is important for chemical
engineering, e.g. for electrolyte solutions with mixed solvents or solutions of weak
electrolytes [35].

On the molecular scale, the relative permittivity is directly related to the mutual
orientation of the molecular dipoles via Kirkwood’s theory [32]. Thus, the relative
permittivity can be sampled straightforwardly with molecular simulations in the
canonical (N V T ) ensemble via

ε − 1 = 4π

3kBT V
(〈M2〉 − 〈M〉2), (9)

where kB is Boltzmann’s constant, T the temperature, V the volume and M the
total dipole moment of the simulation volume that is obtained by summing up all
molecular dipole moment vectors

M =
N∑

i=1

μi . (10)

Hence, molecular simulations are an ideal tool to study the relative permittivity of
mixtures. It has recently been shown thatwith existingmolecularmodels formixtures
of molecular fluids [34] and electrolyte solutions [45], at least qualitative agreement
with experimental data can be obtained. To further demonstrate the power of this
predictive approach also in a quantitative manner, MD simulations of the relative
permittivity of the mixture acetone + water were carried out with the molecular
simulation tool ms2 [44], using the TIP4P/ε water model [15] and the acetone model
by Windmann et al. [58]. These models are known to yield the pure component
permittivities excellently. The Lorentz-Berthelot combining rules were applied so
that the simulation results for the mixture are strictly predictive. First, the mixture
density was obtained with isothermal-isobaric (N pT ) runs and then the relative
permittivity was sampled with N V T simulations. The results in Fig. 7 demonstrate
that a good prediction of the mixture permittivity was obtained.
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Fig. 7 Relative permittivity of mixtures of water and acetone as a function of the acetone mass
fraction at two different temperatures and a pressure of 1 bar. Crosses show the experimental data
by Åkerlöf [1], open circles denote present simulation results. Simulation uncertainties are within
symbol size, dotted lines are guides to the eye

7 Reliability and Reproducibility of Simulation Data

Molecular simulations havebecomeawell established alternative to laboratory exper-
iments for predicting thermophysical properties of fluids [50, 51, 53]. Evidently, the
reliability and reproducibility of such predictions is of fundamental importance.

To sample thermophysical properties of a givenmolecularmodel, computer exper-
iments can be carried out. In general, the simulation result of a given observable x sim

will not agree with the true model value xmod [20]. Like in laboratory experiments,
errors can also occur in computer experiments [46] that can cause deviations between
the true value xmod and the value observed in simulation x sim [20, 46]. Both stochastic
and systematic errors may in general occur in computer experiments. While tech-
niques to assess statistical errors are well established for computer simulations [2,
13, 14], it is more difficult to deal with systematic errors, which have a significant
influence on the reliability of the results. Systematic errors may be a consequence of
erroneous algorithms, user errors, differences due to different simulation methods,
finite size effects, erroneous evaluation of long-range interactions, insufficient equi-
libration or production periods, compilers, parallelization, hardware architecture etc.
[46]. As in laboratory experiments, round Robin studies can be made for quantifying
systematic errors, in which the same simulation task is carried out by different groups
with different programs.

The detection and assessment of outliers in large datasets is a standard task in
the field of data science, but has to the best of our knowledge not yet been applied
to thermophysical property data obtained by molecular simulation. The assessment
of experimental thermophysical property data is a well-established field in chemical
engineering [11], especially for phase equilibrium data [30, 31].

The accuracy with which properties of a simple (Lennard-Jones) model fluid can
currently be determined by molecular simulation was assessed. The Lennard-Jones
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Fig. 8 Overview of about 1000 state points that were studied with the Lustig formalism [39] by
different authors. Circles: Thol et al. [57]; triangles: Köster et al. [36]; squares: this work. Data for
the Helmholtz energy and its density and inverse temperature derivatives up to second order were
available for the stable state points. For the metastable state points, the derivatives were available
up to first order

potential is often used as a starting point for the development of many force fields for
complex molecules [52]. It is often taken as a benchmark for the validation of simu-
lation codes and the test of new simulation techniques. Accordingly, a large number
of computer experiment data are available for this fluid. Molecular simulations were
performed both for homogeneous state points and for the vapor-liquid equilibrium to
complement the data in regions that were only sparsely investigated in the literature.
This database (cf. Fig. 8) allows for a systematic data evaluation and determina-
tion of outliers. In total, about 35,000 data points were evaluated [54]. The VLE
properties: vapor pressure, saturated densities, enthalpy of vaporization and surface
tension were investigated; for homogeneous state points, the investigated properties
were: pressure, thermal expansion coefficient, isothermal compressibility, thermal
pressure coefficient, internal energy, isochoric heat capacity, isobaric heat capacity,
Grüneisen parameter, Joule-Thomson coefficient, speed of sound, Helmholtz energy
and chemical potential.

Different consistency tests were applied to assess the accuracy and precision and
thereby the reliability of the data. The data on homogeneous states were evaluated
point-wise using data from their respective vicinity and EOS. Approximately 10% of
all homogeneous bulk data were identified as gross outliers. VLE data were assessed
by tests based on the compressibility factor, the Clausius-Clapeyron equation and
by an outlier test. First, consistency tests were used to identify unreliable datasets.
In a subsequent step, the mutual agreement of the remaining datasets was evaluated.
Seven particularly reliable VLE data sets were identified. The mutual agreement of
these data sets is approximately ±1% for vapor pressure, ±0.2% for saturated liquid
density, ±1% for saturated vapor density and ±0.75% for enthalpy of vaporization
– excluding the extended critical region. In most cases, the results from different
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datasets were found to differ by more than the combined statistical uncertainty of the
individual data. Hence, the magnitude of systematic errors often exceeds that from
stochastic errors.

8 Data Management

While it is generally always advisable to follow good practices of data management
when dealing with research data, this becomes even more expedient in cases where
the data have been obtained by accessing dedicated facilities, as it is the case in sci-
entific high-performance computing: Simulation results without annotation become
dark data, making their meaning and purpose unintelligible to others, in particular,
to automated processing on repositories and computing environments [47]. HPC and
other facilities are not employed adequately if they are used to generate dark data.
Obversely, annotating the simulation outcomewith appropriatemetadata enhances its
value to the community and ensures that data become and remain FAIR, i.e., findable,
accessible, interoperable, and reusable, permitting their preservation far beyond the
immediate circumstances that motivated their creation originally [6, 7, 48].

Data infrastructures, such as repositories, digital marketplaces or modelling and
simulation environments, often follow a multi-tier design with an explicit logical
or semantic layer, as illustrated by Fig. 9. In these cases, the underlying semantic
technology, which may include non-relational databases, mechanisms for checking
constraints, or handling digital objects, requires mechanisms for knowledge repre-
sentation. This technical requirement is the main underlying cause of the increas-
ing pressure on scientific communities to develop standardized schema metadata

Fig. 9 Role of semantic technology within interoperable data infrastructures, illustrated for the
case of a typical multi-tier architecture
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definitions or ontologies. Such metadata standards are known as semantic assets; an
agreement on semantic assets establishes semantic interoperability.

In materials modelling, understood here as roughly comprising the fields of com-
putational molecular engineering (CME) for soft matter [29] and integrated compu-
tational materials engineering (ICME) for solid materials [49], a major community-
governed effort towards metadata standardization is conducted by the European
Materials Modelling Council (EMMC), specifically the EMMC focus areas on dig-
italization and interoperability, supported by a series of projects funded from the
Horizon 2020 research and innovation programme, including VIMMP [28]. This
approach, which is implemented by the present data management concept, is based
on a systemof ontologies that permits the characterization of CME/ICMEdata prove-
nance at multiple levels of abstraction:

To facilitate technical-level reproducibility, metadata documenting all boundary
conditions, technical parameters of the employed software and circumstances related
to workflow execution need to be provided, including details on the hardware archi-
tecture and the mode of parallelization. Semantic assets that can be used for this
purpose include the VIMMP ontologies MACRO, OSMO, VISO and VOV [28] in
combination with the PaaSPort ontology [4]. Documenting a workflow manually in
this way, at full detail, is not recommended except in the case of very straightforward
scenarios; the complete viability of such an approach would require the automated
annotation by an integration of ontologies with workflowmanagement systems [29].

In a logical representation of a simulationworkflow, details of the technical imple-
mentation are left out of consideration; instead, the workflow is described in terms
of the involved use cases, models, solvers and processors, which are defined by their
function rather than by their practical realization. This approach was introduced by
the EMMC through the development of the MODA (Model Data) workflow descrip-
tion standard [8]; this is an adequate level of annotation for most purposes, as it
permits documenting the provenance of simulation results as well as the intended
use cases in a similar way as it is usually done in a scientific journal article. How-
ever, metadata provided in this way are machine-processable and standardized by an
ontology – in the present case, by the Ontology for Simulation, Modelling, and Opti-
mization (OSMO), i.e., the ontology version of MODA [29]. Logical data transfer
(LDT) notation is a graph-based visualization of such workflow descriptions, which
was also developed on the basis of a similar notation from MODA. The LDT graph
corresponding to the scenario from Sect. 1 is shown in Fig. 10; this graph corresponds
to a workflow description in terms of OSMO and to a collection of digital objects
that can be ingested into (and extracted from) an interoperable data infrastructure,
e.g., in JSON or JSON-LD format, cf. Fig. 9.

For a high-level representation of CME/ICME scenarios, a conceptualization of
modelling and simulation workflows as semioses is developed on the basis of the
EuropeanMaterials andModellingOntology (EMMO) [12, 17]. As a top-level ontol-
ogy, the main purpose of the EMMO consists in establishing the foundations for a
coherent architecture of semantic assets at the highest possible degree of abstrac-
tion. Due to the nature of this work, technical and philosophical requirements need
to be reconciled; the present stage of these developments is discussed in a recent
report [27].
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Fig. 10 Logical data transfer (LDT) provenance documentation for simulations by Hitz et al. [26]
addressing the Riemann problem use case from Sect. 1. The LDT notation was presented in detail
in previous work [29]
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Phase-Field Simulations with the Grand
Potential Approach

M. Seiz, P. Hoffrogge, H. Hierl, A. Reiter, D. Schneider, and B. Nestler

Abstract Simulations have become a powerful tool for understanding physical pro-
cesses and help the development of new products. Many of these new products rely
on controlling the properties of their materials precisely. These properties are closely
linked to the inner microstructure of the material, which the phase-field method can
predict. Based on a grand potential approach, several results from different processes
will be shown. Additionally, optimizations for one kind of process will be discussed
and their effect on the performance and scalability shown.

Keywords Phase-field · Simulation · Vectorization · Parallel scaling ·
Freeze-casting · Sintering · SOFC

1 Introduction

The properties of materials depend on both the chemical composition and on the
microstructure, which is dependent on the manufacturing process and its parame-
ters. The phase-field method is an appealing technique to study various processes
in materials science and engineering where complex microstructural phenomena
play an important role. Take the sintering process as an example: A loosely bound
powder (green body) is heated up to a significant fraction of its melting point. The
individual particles of the green body begin to diffuse and approach each other to
minimize the total energy. Tracking the changes during this process with experiments
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requires in-situ time-resolved 3D computer tomography, which is a quite involved
and expensive process. In contrast to this, the phase-field method naturally allows
tracking the changes during a simulation run. While a model includes many simpli-
fications compared to reality, the phase-field model delivers three-dimensional data
about the temporal evolution of microstructure which remains in many applications
challenging, if not infeasible, to obtain in an experimental setup.

This report focuses predominantly on the application of multi phase-field mod-
els in the field of high performance computing on modern supercomputers. Imple-
mentation details are discussed in addition to few simulation examples. Within the
manuscript, the following applications of the phase-field models are presented:

• Stability of planar fronts during the freeze-casting process (ForHLR II)
• Performance optimizations for a 3-component phase-field model for nickel coars-
ening in a Ni-YSZ SOFC-anode (ForHLR II)

• Scalability and time-to-solution of an optimized 2-component alumina sintering
model for different time integration schemes (Hazel Hen)

First, the employed model is described with the differences between the simula-
tions also being discussed. Next, the implementation of the models within the mas-
sively parallel framework Pace3D is detailed. Based on this the individual results
are presented and conclusions are drawn.

2 Model

The phase-fieldmodel of [1, 9, 19] based on the grand potential approach is used. The
N different phases are described by the order-parameters φα , with α ∈ {1, . . . , N }
[10]. Each φα can be interpreted as the local volume fraction of a phase α, each
of which may differ in its state of matter, crystallographic arrangement and ori-
entation. These order-parameters are collected in the phase-field vector φ. The K
concentrations ci and their corresponding chemical potentials μi of the components
i ∈ {1, . . . , K } are described by the concentration vector c and chemical potential
vector μ, respectively [2, 19].

The evolution equation for φ reads

τε
∂φα

∂t
= − ε

(
∂a(φ,∇φ)

∂φα

− ∇ · ∂a(φ,∇φ)

∂∇φα

)
− 1

ε

∂w(φ)

∂φα

−
N∑

β=1

ψβ(μ, T )
∂hβ(φ)

∂φα

− λ (1)

with the kinetic coefficient τ , the gradient energy a, the obstacle potential w, the
grand potential ψβ and a Lagrange multiplier λ. The kinetic coefficient τ controls
the timescale on which φ evolves and is calculated as
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τ =

⎛
⎜⎜⎝

N ,N∑
α,β=1
(α<β)
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⎛
⎜⎜⎝
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⎟⎟⎠
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(2)

with the pairwise ταβ coefficients for each interface and a kinetic anisotropy term akin .
The gradient energy a and the obstacle potential w control the equilibrium interface
shape and integrate the effects of surface energy into the phase-field model with the
pairwise surface energies γαβ . The interface is about 2.5ε thick. The grand potentials
ψβ are the driving forces for non-capillary interface motion and are interpolated with
the hβ of [16]. TheLagrangemultiplierλ = 1

N

∑N
β=1 rhsβ accounts for the constraint∑N

α=1
∂φα/∂t = 0. Note that in the case of SOFC-modeling, a slightly different model

formulation following Steinbach and Pezzolla [23] is employed, which obviates both
the use of a Lagrange multiplier and interpolation of the kinetic coefficient according
to Eq. (2).

For the three presented results, themain difference for Eq. (1) lies in the number of
phases N . In case of the solidification of a planar front, only two phases are required.
For SOFC degradation, three distinct phases are necessary, but as the mechanism
is surface diffusion controlled, the grain boundaries need not be resolved. Hence
three order parameters are employed. In contrast to these, sintering requires the
resolution of individual particles (grains) and their grain boundaries, hence many
phases are necessary. This would ordinarily lead to at least a linear dependence of
the memory and computational requirements on the number of phases, as Eq. (1)
needs to be solved for each phase φα . By implementing a locally reduced order
parameter (LROP) approach [14], the memory and computational effort are kept
independent of the number of phases. In the LROP approach, only a fixed number of
phases are saved per voxel cell, with the results of [14] suggesting that 6 local phases
are sufficient to reproduce the correct behavior. Due to vectorization over phases, the
sintering model uses 8 local phases.

Besides the number of phases, the gradient energy a and the kinetic coefficient τ
are anisotropic in case of solidification. The anisotropy is introduced by multiplying
the interpolated gradient energy term respectively kinetic coefficient with an appro-
priate anisotropy function as shown in Eq. (2) with akin(φ,∇φ). The anisotropy
function needs to account for the phases present as well as the interface orientation
and hence depends on both φ and ∇φ.

The phase-field equation is coupled to the evolution of the chemical potential

∂μ =
[

N∑
α=1

hα(φ)

(
∂cα(μ, T )

∂μ

)]−1 (
∇ ·

(
M(φ, μ, T )∇μ − Jat (φ, μ, T )

)

−
N∑

α=1

cα(μ, T )
∂hα(φ)

∂t
−

N∑
α=1

hα(φ)

(
∂cα(μ, T )

∂T

)
∂T

)
, (3)
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which is related to the conservation of mass via the conserved concentration field
c. The change of concentration due to fluxes and coupling to the phase-field and
temperature are calculated and then transformed into a change of chemical potential
with the generalized susceptibility ∂μ

∂c . The phase concentrations cα are calculated
from the chemical potential μ and the temperature T . The anti-trapping current Jat

prevents effects of the artificially enlarged interface width in case of solidification [1,
3, 12] and does not enter the other models. The other two terms within the brackets
are the changes of concentration due to the coupling the chemical potential to the
phase-field and the temperature.

The mobilityM is related to the diffusivityDα which is a vector of K components
per phase α. In case of solidification, only volume diffusion is considered and hence
M = ∑N

α=1 hμ
α (φ)Mα with Mα = Dα

∂cα(μ,T )/∂μ being the chemical mobility within
phase α for the K components. The function hμ

α (φ) = φα is used for interpolation
for computational efficiency [13, 20]. In contrast to this, SOFC-degradation and
sintering requires the inclusion of boundary diffusion, which is incorporated as in
[8] yielding

M =
N∑

α=1

hμ
α (φ)Mα (4)

+
N∑

α=1
α �=v

g(φα, φv)Ds

(
∂cα(μ, T )

∂μ
φα + ∂cv(μ, T )

∂μ
φv

)
(5)

+
N∑

α=1
α �=v

N∑
β=1
β �=α
β �=v

g(φα, φβ)Dgb

(
∂cα(μ, T )

∂μ
φα + ∂cβ(μ, T )

∂μ
φβ

)
(6)

with the surface diffusivityDs , the grain boundary diffusivityDgb and the index of
the surrounding vapor phase v. The function g(φα, φβ) = φαφβ identifies the regions
where these boundary diffusion mechanisms are active.

For the SOFC degradation, the three components Ni, YSZ and Pore (K = 3)
are introduced while the three components are treated as near-immiscible by simple
parabolic free-energies whereas for the sintering of alumina the two components Al
and O (K = 2) are employed. In the SOFC-model, surface diffusion is assumed to
be the dominant mass-transfer mechanism for nickel, while the YSZ-component in
the SOFC-model is treated as stable by assigning vanishing diffusivities to it.

Finally, in the case of solidification an external temperature gradient is applied by

T (x, t) = T0 + G(x − vt)
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with the gradient G, its velocity v and x pointing in the growth direction. The SOFC
degradation and sintering models are assumed to be isothermal and hence the tem-
perature dependence in the equations thus far vanishes.

A paper is under preparation for the parametrization and further results on freeze-
casting process. Further specifics including the concrete parametrization of the alu-
mina sintering model can be found in [8]. While the current manuscript focuses on
the implementation and optimization of the phase-field model at hand, details of the
parametrization and modelling approach of nickel-coarsening in SOFC-anodes are
omitted here for the sake of brevity. These details are planned to be included in at
least one future publication.

3 The PACE3D framework

The phase-field models are implemented in the massively parallel framework
Pace3D [7]. A wide range of multi-physics models is available within the solver
in order to study the microstructure evolution for many processes. Parallelization
is achieved by spatial domain decomposition using the message passing interface
(MPI). Each rectangular subdomain is assigned a rank and extended by ghost layers.
The ghost layer exchange can be done with both blocking and non-blocking send and
receive functions. If diagonal cells are required by the stencil, the send and receive
functions are executed separately for each dimension to avoid diagonal exchanges
between the subdomains. The solver scales almost ideally on up to 172 032 cores on
different German supercomputers like the Hazel Hen, the SuperMUC-NG as well
as the ForHLR I and II. On an Intel Xeon CPU E5-2680 v3 a single-core peak per-
formance of 13GFLOP/s was reached, corresponding to 32.5% of the theoretical
peak performance [6]. MPI I/O is used for storing and reading the voxel fields. Addi-
tionally, the voxel fields can be turned into surface meshes employing a marching
cubes algorithm. This generally reduces the size, which allows higher output rates
for visualization.

4 Results

4.1 Stability During Freeze-Casting

Freeze-casting is a novel manufacturing technique with applications including fil-
ters [15], near-net shape casting [22] and biomaterials [21, 26] e.g. for bone replace-
ment. A suspension is brought below its freezing point with the fluid solidifying.
Depending on the processing parameters and the fluid plus its additives, many differ-
ent microstructures may be achieved. But for any application relevant microstructure



566 M. Seiz et al.

(a) initial conditions (b) example of the onset of instability

Fig. 1 Initial conditions of the simulation as well an exemplary unstable simulation. Yellow indi-
cates the ice crystal and blue the suspension, with the red-orange part being the diffuse interface

to appear, the initially flat interface has to destabilize. Hence the stability of a planar
ice front against an undercooled suspension is investigated.

The simulations are conducted as follows: A planar ice front is put in one part of
the domain and the rest of the domain is filled with the suspension at the investigated
concentration c0. In the immediate vicinity of the solid front, a higher concentration
of particles is assumed, corresponding to 0.9 times the equilibrium concentration of
the suspension—this reduces the initial driving force which helps avoid stretched
interfaces. Periodic boundary conditions are applied on the sides, whereas zero flux
conditions are applied on the solid side. On the liquid side of the domain the phase-
field has zero flux conditions and the concentration is fixed to the concentration c0
with a Dirichlet boundary condition. Amoving window technique is applied in order
to simulate a quasi-infinite domain in the growth direction. The planar ice front is
set such that this moving window starts immediately. A graphical overview of the
simulation setup can be seen in Fig. 1a and a visibly perturbed state Fig. 1b.

All simulations were ran on 20 cores (1 node) of the ForHLR II at the SCC
Karlsruhe.

Based on experimental results [25] the velocity range 50nm/s to 400nm/s and the
concentration range 0.05 to 0.2 are chosen for this study. Two temperature gradients
are investigated, 1.5K/mm which is close to the experiments and 24K/mm in order
to observe the effects of an increased gradient. The simulations were run until the
interface destabilized or the interface temperature had been constant for at least
100min. Following the end of the simulation, the maximum and minimum interface
heights were determined. If the interfacial height difference �h = hmax − hmin is
significantly above 0, the simulation has destabilized. Using the interfacial height
difference as the stability indicator yields Fig. 2. The critical velocity for a transition
from a stable planar ice front to a cellularmorphology decreases roughly linearlywith
the particle concentration in the suspension, as also observed in [25]. Furthermore,
the higher temperature gradient shows an increase of the critical velocity. However,
its effect seems to be nonlinear, as factor of 16 in the gradient only yields a factor
of 2 increase in the critical velocity. This is in contrast to classical theory on the
stability of planar fronts [17, 24] in which the gradient enters the stability condition
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(a) Stability map for 1 5K mm (b) Stability map for 24K mm

Fig. 2 Stability maps for two temperature gradients. The dots indicate stable simulations and
the crosses unstable simulations. It can be seen that as in the experiments, higher suspension
concentrations cause the stability limit to shift to lower velocities. Furthermore, a higher temperature
gradient increases the critical velocity for the transition from a planar interface to a cellular interface

linearly. Further investigations will be conducted to determine the cause of observed
nonlinearity.

4.2 Optimization Techniques for an SOFC-Anode Model

Solide oxide fuel cells (SOFCs) are one of the most promising devices which enable
efficient, decentralized and low pollution energy supply. Gaining a long lifetime and
corresponding cost-efficient operation is one of the most challenging tasks in the
field of SOFC. The lifetime is commonly limited due to several causes, one of which
is the degradation of anode material [11]. The SOFC-anode is comprised of a fine
network of pores embedded in a solid electrolyte and metallic compound. State-of-
the art materials for the anode are Yttria-stabilized Zirconia (YSZ) and nickel which
act as the ion and electron conductor, respectively. Since SOFCs are operated at
high temperatures (700–1000 ◦C), nickel diffuses significantly. The corresponding
change in the anode microstructure is commonly held responsible for a lowering of
the SOFC performance [4, 18].

Due to the longperiod of operation associatedwithSOFCs, a correspondingly long
simulation time is required in order to successfully predict long-term degradation.
Therefore, an optimization of the solver towards a reduced runtime was carried out.
The phase-field evolution equations are solved using finite differences and integrated
in time by an explicit Euler scheme. The optimized solver largely relies on the
availability of vectorized floating point computing units, which is an intrinsic feature
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(a) Original Solver (b) Optimized Solver

Fig. 3 Schematic of the memory access patterns in a 2D-domain for the original solver (a) and
the optimized solver (b) for a sequential sweep (non-vectorized). Open and closed circles denote a
read and write operation, respectively. Lines and corresponding arrows indicate the chronology of
memory operations whereas colored cells belong to the stencils. Note that for the original solver
there exists only a single phase-field, which is shown at the top and bottom for sake of clarity

ofmodernCPUs.Additionally, it exploits the specificmechanismofmemory caching
and fetching in the hardware by massively reusing data elements in order to keep the
number of loads and storesminimal aswell as conforming to alignment requirements.

For the herein discussed solvers, the memory access patterns are illustrated in
Fig. 3 for a pure phase-field sweep. Note that in the grand-potential model, the phase-
field sweep additionally requires information from the μ-fields which is omitted
here for the sake of simplicity. The illustration is also restricted to a 2D-setup, while
the underlying principles are easily adapted for a 3D-setup. As a starting point,
the original solver design is illustrated in Fig. 3 (a). The original general-purpose
solver is optimized towards the minimization of overall memory requirements and a
reduced number of floating point operations by relying on only a single phase-field
(shown black) and the use of a gradient layer (teal), respectively. Let Nx and Ny

denote the dimensions of the simulation grid, then the overall memory requirements
are approximately Nx × Ny + 5 × Nx , which include the gradient layers (4 × Nx ,
teal) and the phase-field buffer (Nx , purple). The domain is updated consecutively
within two subsequent sweeps in x-direction, where the first sweep calculates the
current gradients and stores the x and y-component for the current y-coordinate in
one of the gradient-layers. The other gradient-layer contains the gradients of the
previous y-layer which are swapped after the sweep of each layer. This guarantees
that gradients are calculated only once for each layer. After the gradient sweep is
finalized for the current y-coordinate, the update of the phase-field is achieved by
the use of a phase-buffer. Here, the previously calculated gradients are used as well
as additional information from the phase-field (shown below). Note that during the
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sweep, the updated value is stored solely into the buffer. The storage into the phase-
field is delayed such that the value is written into the phase-field from the buffer at
the next y-layer. This prevents the unwanted use of updated phase-field values in
the current sweep. While the original solver elegantly reduces the overall memory
requirement, its memory access patterns are complex. Moreover, it strictly relies on
a granular chronology of the cell-updates which inherently prevents from automatic
vectorization by the compiler. Note that, the original solver allows for a variety
of model variants being solved which requires numerous evaluations of conditionals
(e.g. if/else statements) and hence is clearly disadvantageous in terms of performance.
Additionally, themassive use of non-inlined functions callswithin the kernel hampers
any further optimization techniques such as arithmetic reordering. At least two reads
from the phase-field are required which results in thirteen read operations (number
of open circles) and four write operations (number of closed circles) per cell if the
memory remains fully cached during the calculation procedures.

In contrast to this, a double-buffering technique is utilized in the optimized solver.
Hereby, the overall memory requirement is sacrificed for a reduced number of mem-
ory fetches. The minimum memory requirement is 2 × Nx × Ny . Note that, by the
use of only a single sweep the number of load operations is reduced to only five
while a single store operation suffices. Therefore, the number of fetch operations
could largely be reduced. While the optimized version may require more gradient
calculations compared to the original solver this is not seen as a serious drawback
since the operations may easily be reordered either by the compiler or manually
into efficient fused-multiply-add (FMA) operations. Another major advantage of the
double-buffering design is the ease of applying a vectorization on it. A manual vec-
torization of the solver is illustrated in Fig. 4. Here, the vectorization is applied in
x-direction to calculate the updated values of subsequent cells in a single kernel
call. Padding the simulation domain in order to guarantee a divisibility by the vector
width furthermore simplifies the main loop and obviates any further conditionals in
the solver. Note that computed cell-vectors (red) and y-neighbors (blue) are always
properly aligned to the vector width in memory. Accordingly, the solver also benefits
from proper memory alignment which likely reduces the number of cache misses
during the solver run. In Fig. 4 the number of kernel calls was reduced from 80 to 24
which results in a theoretical speedup of approximately 3.3. The maximum achiev-
able speedup is equal to the vector-width (here four) and can be reached if the domain
is appropriately divisible.

Both of the solvers are parallelized by means of the message passing interface
(MPI) and subdivided into several domains each being independently handled by
individual CPU cores. A three-dimensional domain of a total of 300 × 300 × 185
cells has been used for a case study to measure the solvers performance. In a strong-
scaling study, multiple runs of the same domain on an increasing number of com-
pute cores and corresponding nodes have been performed. The scaling runs were
conducted on the ForHLR II at the SCC Karlsruhe. Both solvers were compiled with
the Intel compiler version 18.0 and using Intel-MPI 2018. The strong-scaling results
are shown in Fig. 5. Here, a sublinear scaling for both of the original and vectorized
solver is observed in the left sub-figure (Fig. 5a). However, compared to the original
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Fig. 5 Strong scaling behavior measured in terms of performance (a) and efficiency (b) as the
number of compute cores (MPI processes) is increased. In (b) the efficiency is plotted over the
block size per worker with the vertical dashed line indicating the production run conditions at 553

voxel cells

Fig. 6 Performance gain of the computation by replacing the original solver with the vectorized
one in a strong-scaling study
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(a) Initial microstructure (b) Final microstructure

Fig. 7 Two-dimensional cross-sections of a phase-field simulation on nickel coarsening in an
SOFC-anode for the initial setup (a) and after the simulation finalized (b)

one, the vectorized solver does scale perceivably worse. This becomes even more
visible if one calculates the efficiency for both of the solvers (Fig. 5b) (note the dif-
ferent abscissa). The efficiency for a simulation with Ncores number of cores is the
ratio tideal/tNcores , where tNcores and tideal ≡ t1/Ncores represent actual simulation time
and the simulation time in case of an ideal scaling, respectively. Both of the solvers
show initially an as-ideal or super-ideal behavior which belongs to a small number
of compute cores (<10) on a single node. With increasing number of compute cores,
both solver suffer from an efficiency decline, while the decrease in efficiency is more
strongly pronounced for the optimized solver. In the case ofmaximum resources (400
CPU cores), the efficiency of the original and vectorized solvers are about 68% and
39%, respectively. From that point of view one might infer that the original solver is
advantageous. However, taking into account the absolute compute times, which can
also be deduced fromFig. 5a, it is seen that the optimized solver is at least one order of
magnitude faster than the original one. The corresponding performance gain that was
achieved in the study by the application of the vectorized solver is shown in Fig. 6.
Here, it can be seen that at best the optimized solver is 32 times faster which was
reached on a single node. With increasing number of nodes, the gain in performance
considerably decays. However, in the case of maximum parallelization (400 CPU
cores), the vectorized solver is still more than 18 times faster than the original one.
Since the computation time in the vectorized solver is much smaller, the commu-
nication takes a comparatively long period of time. With increased parallelization,
the communication time increases which may explain the reduced scalability of the
vectorized solver. A typical choice of simulation block-size is additionally shown in
Fig. 5b which belongs to an efficiency larger than 60% for the optimized solver.
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In Fig. 7 two-dimensional cross-sections of the microstructure corresponding to
the initial state and at the end of the simulation run are shown. First of all, as desired,
the YSZ-structure remains invariant during the simulation run. In contrast to this,
the coarsening of the nickel particles is strongly pronounced. In the initial setup, the
nickel particles are irregularly shaped and of relatively small size. In the final state,
rounded and/or flat surfaces dominate the morphology of the nickel particles while
the average particle size has apparently increased. Interestingly, due to the invariance
of the YSZ-structure, further coarsening of few nickel particles could be significantly
suppressed. Toobtain deeper understanding of the underlying phenomena, in addition
to the qualitative results presented here, a future publication will be devoted to a
detailed and quantitative investigation of nickel coarsening in SOFC-anodes. This
study will largely benefit from the herein discussed solver optimizations.

4.3 Time-to-Solution and Scalability of Different Time
Integration Schemes

Parts of the results presented in this section are based on work published by some of
the authors [6]. Not included in that reference but included here are the small scaling
results which led to the choice of time integration schemes scaled to the full machine
in [6].

Since the timescales ofEq. (1) (φ) andEq. (3) (μ)maydiffer substantially, employ-
ing different time integration schemes for the equations may be useful. Specifically,
the timescale of Eq. (3) is typically below that of Eq. (1). Equation (3) is a linear
diffusion-reaction equationwhich allows the first-order backward Euler scheme to be
efficiently applied. With Eq. (1) the non-convex contribution from the bulk potential
w would enforce a time step restriction, removing the advantage of implicit schemes.
Hence Eq. (1) is integrated explicitly with the first-order forward Euler scheme.

The system of equations resulting from discretizing Eq. (3) with the backward
Euler scheme is solved with different methods in order to determine the most
appropriate one: Jacobi, conjugated gradients (CG), Jacobi-preconditioned conju-
gated gradients (PCG), and pipelined Jacobi-preconditioned conjugated gradients [5]
(PipeCG). All of these schemes require global communication for the residual which
is a potential bottleneck for scalability. In the case of the Jacobi scheme, the residual is
only a stopping condition and not required for the next iteration. Hence the number of
iterations required to reach the prescribed residual norm is analyzed. After an initial
period of higher iterations counts, the necessary number of iterations was generally
below 8 per time step for the rest of the simulation. Therefore a Jacobi scheme with
a fixed number Z of iterations (JACFIXZ ) is additionally implemented. Since this
scheme is by nature not certain to converge all the time a runtime kernel switching
is implemented as well. First, the full Jacobi scheme is run until the number of iter-
ations has become sufficiently low. Afterwards, the kernel is switched to JACFIXZ
and low-frequency checks on the residual are conducted. If such a check fails, the full
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Jacobi scheme is employed again until another region of low iterations is reached.
During the scaling runs no such kernel switching was necessary.

For the performance measurements the domains are constructed such that all MPI
processes have equal load with a representative order parameter distribution as in
production results. Each MPI process calculates the updates for 803 voxel cells,
i.e. a weak scaling experiment is conducted. This always includes the explicitly
integrated evolution for φ and the different time integration schemes for μ. In order
to measure time-to-solution (TTS) a fixed simulation time is established as the goal.
Since the implicit schemes show much better TTS behavior, the explicit scheme is
not calculated to this goal time, but rather is linearly extrapolated from roughly 1/6 of
the simulation time. This is done for simulations above 1 536 cores in order to reduce
the computational cost of scaling the purely explicit scheme.Within the scaling from
24 to 1 536 cores the extrapolation is validated and found to have an error less than
0.1%.The implicit schemes always calculate 100 time steps, the extrapolated explicit
scheme 1000 and the non-extrapolated explicit scheme 6400 time steps. The time
step width of the explicit scheme corresponds to the von Neumann stability limit of
Eq. (3). The time step width of the implicit scheme is set to 64 times that of explicit
scheme. The reported TTS includes timing for the whole application with I/O, but
without (de-)initialization.

Figure8a shows the TTS up to 1 536 cores for all considered schemes. The TTS is
plotted on a logarithmic scale to show the massive advantage of implicit schemes in
reaching the prescribed simulation time; whereas the explicit scheme has a runtime
close to 700s, all of the implicit schemes clock in at a runtime below 200s. The
JACFIX8 scheme reaches a runtime of around 20s, which implies a speedup of 35
relative to the purely explicit schemes. As already suggested by the nearly horizontal
lines in Fig. 8a, the efficiencies relative to a single node (24 cores) of the schemes
depicted in Fig. 8b are high and stay above 90% up to the maximum considered core
count.

Based on these results the Jacobi scheme can easily be excluded from further
investigation, as it shows both a worse TTS and slightly worse scaling behavior than
the other schemes. For the schemes in theCGgroup, the standard conjugated gradient
scheme is excluded as it is likely to scale worse than its brethren PipeCG and PCG.
This leads to Fig. 8c in which the remaining schemes (purely explicit with extrapola-
tion, JACFIX8, PipeCG and PCG) were scaled up to 98304 cores on the Hazel Hen.
A significant further drop in efficiency is observed for all implicit schemes, with the
PCG showing at worst an efficiency of about 80% at 98304 cores. As expected, the
PipeCG scheme shows better scaling behavior than the PCG scheme since it allows
global communication to be done asynchronously. Somewhat surprisingly the JAC-
FIX8 scales worse than the PipeCG scheme even though it does not require global
communication. This can be explained by the very low computational effort of the
JACFIX8 scheme per iteration within a time step, after which a ghost layer exchange
is necessary. Hence the drop in efficiency of the CG schemes can be attributed to
global communication being the bottleneck, whereas for the JACFIX8 scheme the
local communication seems to be the limiting factor.
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(a) time-to-solution up to 1536 cores

(b) efficiency up to 1536 cores

(c) efficiency up to 98304 cores

Fig. 8 Whole-application efficiency and time to solution plots of multi-node weak scaling of 803

voxel cells per core. (a and b) up to 1536 cores corresponding to 64 nodes and (c) up to 98304 cores
corresponding to 4096 nodes on the Hazel Hen
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5 Conclusion

Applications of a general multiphase-field model based on the grand potential
approach in the context of high performance computing have been presented. Within
the document, three different topics are discussed which are (1) the stability dur-
ing freeze-casting of ice (2) nickel coarsening in an Ni-YSZ solide-oxide-fuel-cell
(SOFC) anode and (3) sintering of alumina. During freeze-casting the effect of con-
centration in the liquid and the temperature gradient on the stability of a planar
growth front was investigated. The critical velocity beyond which the planar front
destabilized was observed to depend roughly linearly on the concentration in the
liquid, which matches experimental results and theory. However, the temperature
gradient is observed to have a nonlinear influence on the critical velocity, which is in
contrast to theory. The cause of this nonlinearity will be investigated in future work.
In the case of nickel coarsening in SOFC-anodes, details on the implementation and
optimization strategies towards a reduced runtime of the MPI-parallelized solver
were presented. A comparative strong-scaling study was carried out to investigate
the scaling and performance gain of the optimized solver for an increased number
of compute cores. It could be demonstrated, that the runtime of the optimized solver
is more than one order of magnitude faster than the original general-purpose solver.
The performance gain was achieved through a design towards reduced number of
memory fetches and by a manual SIMD-vectorization of the code. First qualitative
simulation results show a pronounced coarsening of nickel in the SOFC-anode. For
the sintering of alumina, the influence of different numerical solution methods for an
implicit backward-Euler scheme on the scalability and performance of the solver at
hand are demonstrated. It is seen that all methods scale well up to almost 100 thou-
sand compute cores. Differences arising from the communication requirements of the
methods are discussed which may explain the observed differences in performance.
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High-Performance Shape Optimization
for Linear Elastic Models of Epidermal
Cell Structures

Jose Pinzon, Martin Siebenborn, and Andreas Vogel

Abstract We employ parallel shape optimization to find optimal configurations of
human skin cell compounds minimizing the stored energy. To this end, we model
linear elastic mechanical properties of epidermal cell structures including additional
constraints for space-filling designs with minimal surfaces. The large distributed-
memory cluster Hazel Hen is used to simulate these three-dimensional domains at
a cellular level. Several benchmark tests are carried out using a gradient-penalized
shape optimization algorithm comparing the influence of optimization weights. In
addition, an enhanced regularization for locally nonsingular deformationmappings is
presented for the two-dimensional setting which significantly reduces the number of
required optimization steps while retaining very thin inter-cellular channels. Results
for weak scaling studies are shown for up to 3 billion degrees of freedom and 12,288
cores with close to ideal speedup.

1 Introduction

The main goal of our project is to understand the structural layout of human skin at a
cellular level with respect to its mechanical properties. To this end, we employ shape
optimization to study the influence of optimality objectives guided by the principle
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of minimal energy and compare the resulting cell arrangements with the settings
observed in nature.

Overviews for skin models can be found in [8, 9, 11, 14] and most models
employ a continuum formulation with constitutive equations. However, the geo-
metrical arrangement of cells has a strong effect on the skin properties. The influ-
ence on its permeability has been investigated, e.g., in [12, 28]. In such studies, the
arrangement in the stratum corneum, the uppermost layer of the epidermis, is cap-
tured by an apriori assumed geometrical representation such as brick-and-mortar [5]
and tetrakaidecahedral (TKD) [3] models. Interestingly, TKD-shaped cell arrange-
ments possess an optimal ratio between cell volume and outer surface also known
as Kelvin’s conjecture [24]. This suggests that the cell arrangement is guided by
optimality principles. We therefore used these constraints and the minimization of
elastic energy to investigate the impact on the optimal cell arrangement in 2d [22]
and 3d [13] domains. Notably, no prior information other than cell levels with differ-
ent mechanical properties embedded in an outer surrounding material are required
to resemble the characteristic shape configurations of the stratum corneum. For the
biological domains, contacts and overlaps of cells are prevented and a very thin lipid
channel separates the cells. These conditions are introduced into our modeling and
optimization scheme by appropriate regularization.

In order to find the optimal arrangements, methods from the field of PDE-
constrained shape optimization are used. An overview about the topic can be found,
e.g., in [4]. The objective in our simulation is to reshape and relocate internal inter-
faces in order to minimize the elastic energy under an applied tensile force. Detailed
information about the mathematical methodology including the selection of appro-
priate inner product and shape spaces can be found in [19, 20, 23] and the application
to cellular composites in [22]. In order to regularize the mesh movement, a penal-
ization of high-valued deformation gradients is employed and helps to maintain the
mesh quality to the required extend. For efficiency reasons, we use the geometric
multigrid method [6] to solve the linear systems of equations. For the parallel scala-
bility, the hierarchically distributed multigrid approach [16, 27] is employed, which
has proven efficient for human skin simulations in prior works [15, 18, 25, 26].

2 Mathematical Methodology

We solve the PDE-constrained shape optimization problem [13, 22] given by

min
�int

J (u,�) := νelast

2

∫
�

σ(u) : ∇u dx + νvol

∫
�out

1 dx + νperi

∫
�int

1 ds

s.t.
∫

�

σ(u) : ∇w dx =
∫

�top

f · w ds ∀w.

(1)
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Algorithm 1 Gradient-penalized optimization algorithm from [22]
1: Choose initial domain �0; choose νelast, νvol, νperi; choose νpenalty, b, t
2: for k = 0, 1, 2, . . . do
3: Compute displacement field uk , i.e. solve the elasticity problem, for the current �k

4: Compute shape derivative d J (�)[w], i.e. assemble d J (�k) = νelastd Jelast(uk , �k) +
νvold Jvol(�k) + νperid Jperi(�k)

5: Reset shape derivative in interior, i.e. set d J (�k)[φ] = 0 if supp(φ) ∩ �int = ∅
6: Compute descent direction v, i.e. solve g(v,w) = d J (�k)[w] for all w ∈ H1

0 (�,Rd )

7: Update shape: �k+1 = {x + tv(x) : x ∈ �k}
8: end for

Here, u denotes the displacement of a linear elastic material�, if a force f is applied
to the upper boundary �top. The objective function is composed of the elastic energy
multiplied by a weighting factor νelast, and the geometrical terms that represent the
minimization of the outer volume �out and of the cell surfaces �int, weighted by the
terms νvol and νperi, respectively. The optimization variable is the shape and location
of internal interfaces �int, which separate materials with different properties, i.e., we
treat the skin as a composite material with different properties for skin cell layers
and fill-in material.

In the following, d J (�)[w] denotes the shape derivative evaluated in directionw,
cf. [22, 23]. The approach in [21] is pursued to represent the shape derivative w.r.t.
appropriate inner products. A common choice is to utilize the bilinear form of linear
elasticity in order to determine the gradient v by solving

a(v,w) :=
∫

�

σ(v) : ∇w dx = d J (�)[w], ∀w ∈ H 1
0 (�,Rd). (2)

In addition, the biological aspects of epidermal cell interaction have to be incorpo-
rated into the modeling. This includes to avoid contact between the cells by main-
taining a thin inter-cellular channel between them, as well as to prevent disappearing
subdomains due to the shape movement. This is achieved by a modification of the
inner product to

a(v,w) + νpenalty

∫
�

(∇v : ∇v − b2
)
+ ∇v : ∇w dx = d J (�)[w] ∀w. (3)

The additional penalty term promotes descent directions whose norm of the defor-
mation gradient does not exceed a threshold b. If effective, the bilinear form switches
to a nonlinear behavior. The final algorithm to compute the optimal shapes is shown
in Algorithm 1. The weighting factors and threshold are found empirically and its
influence is the subject of this report.
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3 Numerical Results

All simulations are carried out using UG4 [27] which is a simulation framework
for PDE-based models on high-performance computers. The parallel scalability of
UG4 is investigated and documented in [16, 17, 25]. The Finite Element method
(FEM) has been used to discretize the involved PDEs of the shape optimization
problems. The computational meshes are created using ProMesh [1]. ParaView [2]
is utilized for visualization of the cell arrangements in the deformed configuration.
The simulations are carried out using one MPI process per core. The 3d model is
refined two times, starting at 2,953 tetrahedral elements up to 188,992 in the highest
level of refinement. It features five cell levels with 35 cells in total. Due to simplified
boundary conditions, only inner cells deform to TKD shapes. See [13] for details
and a visualization of computed inner TKDs.

3.1 Influence Study for Weighting Factors and Threshold

Employing several case studies, we illustrate the effects of theweighting factors νelast,
νperi, νvol in the objective function given in Eq. (1) as well as the threshold factor b and
νpenalty in Eq. (3) on the final epidermal cell arrangement. The influences are studied
with respect to parameters used for the elastic energy minimization in [13] with
an approximately space-filling TKD cell design. The modifications of the constants
have effects on the total number of steps, geometric configuration, and therefore on
the final inner cell volume. Optimization steps are performed as long as a reasonable
mesh quality is maintained and the simulation is aborted once the quality leads to an
insufficient multigrid solver convergence.

3.1.1 Influence of the Threshold for the Deformation Gradient

The threshold value b limits the Frobenius norm of the deformation gradient. This
controls the node displacement within each optimization step. As a consequence,
deformations that could lead to contact between inclusions are preventedmaintaining
inter-cellular channels and retainingmesh quality. In order to test the influence of this
parameter, we consider two configurations with different threshold values b given
by

νelast = 105 νvol = 104 νperi = 103

νpenalty = 5 · 107 b ∈ {10−2, 10−5} refinements = 2.

For the specific weighting factors used here, a maximum threshold turns out to
be 10−2. Figure1 shows the cell arrangement for the two configurations. The results
are geometrically almost equivalent. The difference between the two optimization



High-Performance Shape Optimization for Epidermal Cell Structures 583

Fig. 1 Influence of deformation gradient threshold value: Deformed (left) and reference (right)
configurations in optimization step 37 for: (a) b = 10−2, (b) b = 10−5

runs is visible in different numbers of iterations. While b = 10−2 results in 37 opti-
mization steps, the optimization with b = 10−5 requires 44 gradient descent steps.

3.1.2 Influence of Penalization Weight νpenalty

The factor νpenalty penalizes large gradients ∇v of the descent direction calculated
in step 6 of Algorithm 1, if the Frobenius norm of ∇v exceeds b, cf. Eq. (3). The
interaction between the two values νpenalty and b can be summarized as follows: by
b, a maximum of the Frobenius-norm of the deformation gradient is determined and
νpenalty controls how much the excess of b is penalized. From a mathematical point
of view, b controls when the inner product of the shape space turns to a nonlinear
behavior.

While it is shown in Sect. 3.1.1 that b only has a small effect on the number of
optimization steps for a substantial reduction of three orders ofmagnitude, the effects
of modifying νpenalty are more significant. For this test we use the values
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Fig. 2 Influence of νpenalty: Deformed (left) and reference (right) configurations in step 2 for
simulations with: (a) νpenalty = 5 · 104, (b) νpenalty = 5 · 107

νelast = 105 νvol = 104 νperi = 103

νpenalty ∈ {5 · 104, 5 · 107} b = 10−3 refinements = 2.

The results are shown in Fig. 2. A reduction by three orders of magnitude in the
penalty factor caused a significant decrease in the number of optimization steps.
For νpenalty = 1 · 105, only 2 optimization steps are possible, because the inner cell
volume increases too rapidly leading to intersecting finite elements. Moreover, there
are also geometrical differences in the final cell arrangement compared to the one
shown in Fig. 1, where the uppermost cell level, the softer cells, are compressed by
the stiffer levels.

In Fig. 2, the simulation stops before the compression is as shown in Fig. 1. The
configuration with νpenalty = 5 · 107 in Fig. 2(b) is still in the process of increasing the
inner cell volume. This shows that, although there is a large tolerance for the range
of b values, the final cell arrangement is much more sensitive w.r.t. modifications
in νpenalty. Moreover, the observed number of optimization steps is more sensitive in
terms of νpenalty than b.



High-Performance Shape Optimization for Epidermal Cell Structures 585

Fig. 3 Influence of νvol: Deformed (left) and reference (right) configurations in step 16 for simu-
lations with: (a) νvol = 2 · 105, (b) νvol = 104

3.1.3 Influence of Volume Weight νvol

The next experiment illustrates the influence of the factor νvol. In the objective func-
tion in Eq. (1), it weights the volume of the fill-in material between the cells. Mini-
mizing this volume leads to a compression of the channels and an expansion of the
cells themselves. For larger values of νvol, we expect the compression to dominate
the other terms in the objective function and thus lead to a space-filling design. We
test the settings

νelast = 105 νvol ∈ {5 · 105, 104} νperi = 103

νpenalty = 5 · 107 b = 10−3 refinements = 2.

For larger volume weight, the expected results are a smaller number of gradient
steps and a cell arrangement with a denser outer volume filling, but with a minor
compression of the softer cells in the upper part of the domain. Figure3 shows a
comparison between the experimental settings, also cf. [13]. The larger value of νvol
results in 16 steps being solved as opposed to 44 gradient steps for a smaller weight.



586 J. Pinzon et al.

Fig. 4 Influence of νelast: Deformed (left) and reference (right) configurations in step 22 for simu-
lations with: (a) νelast = 5 · 105, (b) νelast = 105

For νvol = 104, the cells remain being surrounded by a relatively thick layer of the
fill-in material. Whereas, for νvol = 2 · 105, the optimization terminates with a thin
layer, but without significant compression of the uppermost cell level.

3.1.4 Influence of Elastic Weight νelast

The experiments in this section illustrate the influence of νelast. This factor weights
the elastic energy in the objective function in Eq. (1). In contrast to the pure geometric
terms in the objective, this value is coupled with the displacement u determined by
the PDE constraint. While dominating values of νvol and νperi lead to a space-filling
TKD design, larger values of νelast move the focus of the final configuration towards
stiffness. In the following, we present results with the configurations

νelast = {5 · 105, 105} νvol = 104 νperi = 103

νpenalty = 5 · 107 b = 10−3 refinements = 2.
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Fig. 5 Influence of geometrical weights: Deformed (left) and reference (right) configurations in
step 27 for: (a) νvol > νperi, (b) νvol < νperi

In Fig. 4, the results after 22 gradient steps are shown. The larger value of νelast is
reflected in a higher compression of the softer cells by the expanding stiffer ones. In
this case, the optimization is dominated by the elastic properties of the cell arrange-
ment rather than volume and perimeter minimization. Theses results also show that
with a larger value of νelast the final configuration exhibits more stiffness in the tensile
test, which is described by the PDE constraint.

3.1.5 Interplay Between the Geometrical Factors νperi and νvol

This section is devoted to a study of the two geometric weighting factors νvol and
νperi while νelast is fixed. The associated two terms in the objective function in Eq. (1)
have opposing geometrical effects. Minimizing the volume of the fill-in material
leads to an increase of the cell volumes which is accompanied by an increase of their
surface area. Thus, the ratio between νvol and νperi determines whether the optimized
configuration shows inflating shapes or decreasing spherical cells.
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As test settings, two extreme cases of the proportion between νvol and νperi are
presented. The first configuration is

νelast = 105 νvol = 104 νperi = 10

νpenalty = 5 · 107 b = 10−3 refinements = 2,

where the volume term is four orders of magnitude larger than the surface term. The
second setting presents the opposite case,

νelast = 105 νvol = 103 νperi = 104

νpenalty = 5 · 107 b = 10−3 refinements = 2,

where the surface weight is larger than the volume weighting factor.
The results are shown in Fig. 5. The larger value of νvol promotes the inner cell

volume expansion, which can be seen by the larger cells after 27 gradient steps.
Inverting the ratio, i.e., smaller νvol and larger νperi, results in smaller cells. This
reflects the dominant influence of the surface term in the objective, that prevents
the cells from expanding. In our experiments, it turns out that νvol > νperi results in
approximately space-filling cell arrangement.

3.2 Locally Injective Descent Directions

In the previous sections, we computed the results employing a weakly enforced con-
straint for the upper limit of the Frobenius norm of the mesh deformation. The aim
of the additional term is to prevent mesh degradation by allowing only sufficiently
small displacements. This strategy has also been employed in [22] and has proven
to be efficiently scalable on large distributed memory clusters [13]. However, a sig-
nificant number of optimization steps is required to reach the optimized shapes. In
contrast, we now present results for a different approach which has been proposed
for the general case in [7] and is applied here to the human skin setting. The approach
enforces the condition

det(∇F) ≥ b a.e. in � (4)

where F = id+v denotes the deformation mapping. This leads to locally injective
deformations and is realized by the following penalty term in the objective function

Jdet(v) := νpenalty

2

∫
�

((b − det(∇F))+)2 dx . (5)

Thus, descent directions are obtained that prevent self-intersecting finite elements.
Following again the approach in [22], where the inner product of the shape space

is modified in order to promote descent directions preventing overlaps, the term
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∂ Jdet
∂v

(v)[w1] = −νpenalty

∫
�

(b − det(∇F))+ Tr((∇F)−1∇w1) det(∇F) dx (6)

has to be added to the bilinear form. Note that Eq. (6) is non-differentiable but only
semismooth. In order to run the semismooth Newton’s method, an element of the
generalized derivative has to be computed. A possible choice for a second derivative
of Eq. (5) in the directions w1 and w2 is given by

∂2 Jdet
∂v2

(v)[w1, w2] =

νpenalty

∫
�

χ{b>det(∇F)} Tr((∇F)−1∇w2)Tr((∇F)−1∇w1) det(∇F)2

+(b − det(∇F))+ Tr((∇F)−1∇w2(∇F)−1∇w1) det(∇F)

−(b − det(∇F))+ Tr((∇F)−1∇w1)Tr((∇F)−1∇w2) det(∇F) dx

(7)

in terms of the indicator function

χ{b>det(∇F)} =
{
1, if b > det(∇F),

0, else.
(8)

The numerical results for a two-dimensional cell setting employing this non-
singular displacement gradient constraint with νpenalty = 102 and b = 5 · 10−2 are
presented in Fig. 6 and the behavior for the components of the objective function in
Fig. 7. The same example has been chosen in [22, Fig. 4] and the computed shape
positions are very similar. However, as a great benefit, significantly less optimization
steps are required for the new formulation. While in [22] the final configurations
has been approached with 100 steps, a very close result is now obtained within only
5 steps. As a small drawback, it turns out that the semismoothness of the modified
formulation has a larger influence on the performance of Newton’s method. This
results in an increased number of iterations for the Newton solver and the employ-
ment of line search becomes mandatory. As a next step, we are going to investigate
the scalability of this approach on the Hawk cluster.

4 Scalability Results

We performed weak scaling studies on the Cray XC40 Hazel Hen supercomputer
at HLRS [13]. It features 7712 nodes with 128GB of memory each. Every node is
composed of two Intel Xeon E5-2680 processors, providing a total of 24 cores per
node. In Fig. 8, we present accumulated timings and iteration counts for the first two
optimization steps employing ParMETIS [10] for load balancing. The timing and
speedup results are relative to 24 cores. The mesh is refined once for every core
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Step Deformed specimen Cell arrangement Closeup

0

1
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3

4

Fig. 6 Employing the constraint for a nonsingular displacement gradient with νpenalty = 102 and
b = 5 · 10−2: Shape positions of the cells (green) in the deformed specimen (left) and in the FEM
mesh in reference configuration (right) shown for the first 5 optimization steps
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Fig. 7 Employing the constraint for a nonsingular displacement gradient with νpenalty = 102 and
b = 5 · 10−2: Value of the objective function

count increment, reaching more than 3 billion degrees of freedom in Fig. 8, where
the maximum number of cores used is 12288.

The shape gradient computation was performed using Newton’s method, which
stops at a relative error reduction of 10−9. The linearized problems are solved with a
BiCGStab method preconditioned by a geometric multigrid method. The multigrid
uses a Block-Jacobi with 3 pre- and postsmoothing steps in a V-cycle, assembled
coarse grid matrices, and a serial LU base solver on a single process. The error reduc-
tion criteria for the linear elasticity problem is 10−10, and for the linearizations in the
Newtonmethod 10−3, which is in this case sufficient to retain quadratic convergence.

Speedup and timings are provided for the following phases: fine level matrix
assembly (ass),multigrid initialization (init), solve phases (solve) for the linear elastic
problem and shape derivative, as well as for the Newton solver (newton). The results
for the weak scaling are close to ideal for both the linear and nonlinear solvers.
However, there is an increase in the number of steps for the linear solvers, which
is attributed to the fairly different problem generated by the refinement of the mesh
upon each core count increase and is reflected in an increase of the timings for the
linear solver. Nonetheless, the overall results for the Newton method show a very
good speedup, even for the large system of over 3 billion degrees of freedom.
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(b) Shape Derivative Solver

Procs Refs DoFs Linear solver Newton solver Linear solver
(elasticity) (shape derivative) (shape derivative)

24 4 6,085,035 159 16 293
192 5 48,530,259 186 16 382

1,536 6 387,647,139 190 17 574
12,288 7 3,098,807,619 203 19 740

(c) Accumulated iteration counts for the weak scaling study

Fig. 8 Weak Scaling (from [13]): For the first two optimization steps, the accumulated wallclock
time is shown for: (a) the elastic solver, (b) the shape derivative solver. In (c), the accumulated
iteration counts are presented for solving the elasticity PDE-constraint with geometric multigrid,
the requiredNewton steps to compute the shape derivative, and the accumulated geometricmultigrid
steps to solve the linearization within the Newton algorithm

5 Conclusion and Outlook

We presented optimized cell arrangements that resemble the structures observed
in the upper layer of the human skin. We used a linear elastic material model to
simulate tensile deformations of a human skin inspired model. Starting from equally
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shaped spherical shapes, PDE-constrained shape optimization has been employed to
minimize for the elastic energy.

Several case studies for the weighting factors used in the optimization algorithm
have been presented. These broaden our understanding of numerical shape optimiza-
tion applications and provide a deeper insight into the correct configuration necessary
to achieve meaningful cellular structures. We provided a weak scaling study carried
out on the Hazel Hen supercomputer. The good scalability results are an important
step towards achieving realistic epidermal cell structure simulations.

As next steps, we intend to study the scalability of the nonsingular displacement
gradient approach on theHawk supercomputer. In addition, our penalization scheme
can be extended to other material models such as hyperelasticity.

Acknowledgment Computing time on the supercomputer Hazel Hen at HLRS under the grant
ShapeOptCompMat (ACID 44171, Shape Optimization for 3d Composite Material Models) is
gratefully acknowledged.
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