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Preface

Currently, Geospatial Data are democratized leading to a huge of data available to everyone.
Handling of such large volume of data is, however, a complex and laborious problem. Pro-
cessing large volume of data requires vast computing power and specific expertise. That is
why we need to use artificial intelligence that structure data, optimize productivity, and
automate repetitive tasks. The main objective of this book entitled Geospatial Intelligence:
Applications and Future Trends is to explore cutting-edge methods combining geospatial
technologies and artificial intelligence related to several diversified fields such as smart
farming, urban planning, transportation, and 3D city models. It introduces techniques which
range from machine and deep learning to remote sensing for geospatial data analysis. The
work in this book is addressed to the scientific community interested in the coupling between
Geospatial Technologies and Artificial Intelligence. It will offer practitioners and researchers
from academia, industry and government information, experiences, and research results about
all aspects of specialized and interdisciplinary fields on Geospatial Intelligence. This book will
focus on the recent trends and challenges for employing artificial intelligence for remote
sensing and spatial data analytics. To achieve the objectives, the book consists of two main
parts that includes 13 chapters contributed by promising authors.

The first part deals with the use of artificial intelligence techniques to improve spatial data
analytics. It includes 7 chapters: In chapter 1, “Towards a Multi-agents Model for Automatic
Big Data Processing to Support Urban Planning”, Sassite et al. propose a multi-agent model
for automating big data processing based on a smart data approach. In chapter 2, “Geospatial
Forecasting and Social Media Exploration Based on Sentiment Analysis: Application to Flood
Forecasting”, Abas et al. propose a geospatial forecasting approach to analyze the textual
content of social media using geospatial components and Natural Language Processing
(NLP) tools. In chapter 3, “Deep Convolution Neural Network for Automated Method of Road
Extraction on Aerial Imagery”, Norelyaqine et al. present the use, deployment, and validation
of deep learning strategies, in particular, the U-net architecture based on deep convolutional
neural networks for extracting roads from remote sensing images. In chapter 4, “Enhancing the
Management of Traffic Sequence Following Departure Trajectories”, Bikir et al. establish an
algorithm that optimizes the departure sequence taking into account the aircraft categories, the
spent time on the taxiway, the runway, and the climb in the departure trajectory. In chapter 5,
“A Multiagent and Machine Learning Based Denial of Service Intrusion Detection System for
Drone Networks”, Ouizzane et al. propose a new model based on Muli-Agent System and on
machine learning techniques to detect DoS cyber-attacks targeting drones networks. In chapter
6, “Toward a Deep Learning Approach for Automatic Semantic Segmentation of 3D Lidar
Point Clouds in Urban Areas”, Ballouch et al. propose a new approach based on the com-
bination of Lidar data and other sources in conjunction with a deep dearning technique to
automatically extract semantic information from airborne Lidar point clouds by enhancing
both accuracy and semantic precision compared to the existing methods. In chapter 7,
“Artificial and Geospatial Intelligence Driven Digital Twins’ Architecture Development
Against the Worldwide Twin Crisis Caused by COVID-19”, Mezzour et al. propose a generic
solution combining advanced simulation and multidimensional modeling through DT,
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geostatistical exploration through location intelligence and new business models by BI for
strengthening the resilience of critical value chains.

The second part deals with the use of artificial intelligence with remote sensing in several
fields. It includes six chapters: in chapter 8, “Opportunities for Artificial Intelligence in
Precision Agriculture Using Satellite Remote Sensing”, Dakir et al. present recent techniques,
algorithms, and methodologies using artificial intelligence in precision agriculture using
satellite remote sensing, and concern recent studies that were conducted in latest years 2019–
2020. In chapter 9, “Monitoring Land Productivity Trends in Souss-Massa Region Using
Landsat Time Series Data to Support SDG Target 15.3”, Saadani et al. conducted a study for
measuring the proportion of degraded land in the Souss–Massa region by the use of Google
Earth Engine. In chapter 10, “Subimages-Based Approach for Landslide Susceptibility
Mapping Using Convolutional Neural Network”, Alami Machichi et al. developed a convo-
lutional neural networks (CNN) model capable of producing a susceptibility map using seven
explanatory variables: lithology, slope, drainage density, fault density, elevation, roughness,
and aspect. A susceptibility index map was generated in the Aknoul region in the Rif to
illustrate the CNN results. In chapter 11, “Lithological Mapping for a Semi-arid Area Using
GEOBIA and PBIA Machine Learning Approaches with Sentinel-2 Imagery: Case Study of
Skhour Rehamna, Morocco”, Serbouti et al. conduct a study to evaluate different approaches
including pixel and object-based image analysis, in order to select the most accurate approach
for mapping lithological units in semi-arid areas, where Skhour Rehamna was chosen as a case
study region. In chapter 12, “Optimization of Object-Based Image Analysis with Genetic
Programming to Generate Explicit Knowledge from WorldView-2 Data for Urban Mapping”,
Azmi et al. conduct a study that aims to examine how data mining techniques, in the context of
rule induction algorithms based on GP method, can help to discover knowledge and extract
classification rules automatically to well illustrate this knowledge. In chapter 13, “Machine
Learning and Remote Sensing in Mapping and Estimating Rosemary Cover Biomass”, Chafik
et al. present an efficient method to estimate the bio-mass of rosemary cover based on satellite
imagery data and machine learning technics.

Casablanca, Morocco Prof. Fatimazahra Barramou
Casablanca, Morocco Prof. El Hassan El Brirchi
Mohammedia, Morocco Prof. Khalifa Mansouri
Bonn, Germany Dr.-Ing. Youness Dehbi
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Towards a Multi-agents Model for Automatic
Big Data Processing to Support Urban
Planning

Fouad Sassite, Malika Addou, and Fatimazahra Barramou

Abstract

The objective of this paper was to propose a multi-agents
model for automating big data processing, to improve the
process of decision-making and urban planning. The huge
amounts of collected data from different domains, such as
urban management and remote sensing, are characterized
as big data with a spatial component. Smart data is the
approach to deal with big data characteristics and
challenges by focusing on the Value aspect. The focus
on smart data on the relevant data and the mechanism of
automation and collaboration of the agents, will contribute
to the efficient automating for big data analytics and
processing. The proposed approach is based on a collec-
tion of agents, and adopt the concept of smart data, this
paradigm focus on the aspect value from the big data and
help to retrieve the useful information from the large
volumes of data by intelligent processing. The proposed
model describes the functionalities of the agents. The
agents receive data in real time, perform the operations of
storing data, pre-processing, streaming processing and
batch processing and finally transfer the results of analysis
to the services and applications. Machine learning tech-
niques can be used to enhance the aspect of cognition of
the agents; through a case study, we used supervised
learning methods to build a classification model to support
the process of urban planning by predicting the type of
habitat adequate for the population based on their
demographic and socio-economic characteristics.

Keywords

Smart data�Big data�Multi-agent system�Automation� Machine learning � Urban planning � Big data
analytics � Decision-making

1 Introduction

With the technological advances we are witnessing today,
which are transforming our daily lives and changing the way
we interact with the world around us, these advances have
particularly evolved in the field of data science, through the
rapid evolution of connected objects, computing power, data
storage and processing.

The diversity of data sources (social networks, sensors,
connected objects…) provide a large volume of data char-
acterized by the diversity in types and formats with possible
heterogeneous data.

The huge amounts of collected data fromdifferent domains,
such as urban management and remote sensing, are charac-
terized as big data with a spatial component [1]; to deal with
the storage, management and processing of this data, we need
reliable methods. Smart data is the approach to deal with big
data characteristics and challenges by focusing on the Value
aspect [2] by extracting useful information from the large
volumes of big data and to minimize the latency to support
real-time data processing. Another aspect of smart data is the
focus on supporting decision-making and automatization.

The Big Data features increasingly generated at high rates
come from different sources or systems within intelligent
cities, such as traffic management data based on wireless
sensor networks [3], and in different domains such as the
domain of smart weather prediction [4].

The need of effective urban planning is highlighted to
meet the challenge of the continuous population growth in
urban areas, and it is necessary to develop a strategic and
effective data system that can consider these populations in
terms of planning.

F. Sassite (&) � M. Addou
ASYR RT, LaGes Laboratory, Hassania School of Public Works,
Casablanca, Morocco

F. Barramou
Geomatics Science Research Team (SGEO), LaGeS Laboratory,
Hassania School of Public Works, Casablanca, Morocco
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By adopting an approach that includes the cleaning,
processing and analysis of data for decision-making pur-
poses to face the different Data available for development
include population index, national boundary data and satel-
lite image information [5].

The smart data is a topic of interest to researchers since
advances in big data processing; in this paper, we are interested
ona smart datafiled,which is automationof big data processing.

The purpose of this paper is to present a multi-agent
system model to automate big data analytics and
decision-making, such a need is expressed in several areas,
particularly in the area of urban management and planning.
The use of some techniques of machine learning used in this
proposition will improve the data processing, the transition
from Big data to smart data and process of decision-making.

The document is organized as follows: in Sect. 2, we will
discuss some concepts and paradigms related to the prob-
lems studied. Section 3 highlights some related works.
Section 4 presents the proposed model. Section 5 studies the
experimentation conducted in this work, and in the final
section, we will conclude and present some perspectives.

2 Background of the Study

In this section, we will highlight some concepts and para-
digms related to the problem under study. First, we will
begin by identifying the characteristics of geospatial big
data, the added value of big data by adopting the smart data
approach, then we will present algorithms of machine
learning used to build the model in the case study, finally we
will talk about the multi-agent paradigm.

The objective is to build a solution capable to automate
big data analytics, based on the smart data approach.

2.1 Big Data

The massive production of data that we witness today is a
result of the rapid evolution of storage media, connected
objects, sensors, online services, etc. These quantities of data
generated at high rates are mainly characterized by the high
volume and complexity of data sets. This characteristic is a
result of the diversity of data sources; consequently, there is
a need to analyze the data flows with efficient techniques to
better benefit from the generated data [2].

2.2 Geospatial Big Data

Generally, the term of big data try to describe the data
characterized with complexity in different terms, in either
storage, management or analysis [6].

Systems dealing with Geospatial big data manage data in
different type structures, at the same time, lead a real-time

analysis to help in the process of obtaining valuable data that
will be useful for further decision-making.

The geospatial Big data is characterized with 7v related to
the already available description of big data in addition to
other characteristics of the spatial aspect of this type of data.

The volume characteristic is the most discussed when the
subject of big data is highlighted, this characteristic tries to
describe other notions like the size of data, the storage
organization and strategies. Velocity describes the speed of
data generation, and the real-time data management and
processing. Variety includes the aspect data type, in different
form and structuration. Veracity stands for data integrity, the
gathered data should correspond to the result of the data
processing. Versatility characteristic is interested in devel-
opment and support of user-friendly interfaces to show and
expose the results of processing data (Fig. 1).

2.3 Smart Data

The aim of smart data is to provide useful information from
big data described by large quantities of data by concen-
trating efforts on the value aspect and the veracity of data, by
filtering or transforming data and to reveal the valuable
aspect which can be used in different applications by gov-
ernments and businesses like improve decision-making and
planning tasks [8].

The data used in order to be smart should have three main
characteristics:

– Actionable: The studied data should lead to take action-
able actions, based on this value-driven approach.

– Accurate: Data accuracy is an important aspect of data
quality and it means that the data value stored should be
the correct value; this representation should be consistent
and clear to avoid dealing with ambiguity.

– Agile: data availability should be guaranteed in real time,
and the evolution of data can affect the organizations and
lead them to change in a flexible way.

In the smart data projects, we are particularly interested in
combining advancement in the next four fields in order to
build reliable solutions [9]:

– Reliable Infrastructure.
– Data Organization and Management.
– Analysis and Prediction.
– Decision Support and Automatization.

2.4 Machine Learning

Machine learning is a type of Artificial intelligence and a
sub-domain of computer science that allows machines to learn
without explicit programming.Machine learninghas developed
essentially from computer learning theory and pattern

4 F. Sassite et al.



recognition. Generally, there are three major categories of
machine learning: unsupervised, supervised and reinforcement
[10].

In the supervised learning, the entire training consists of
samples of data input vectors and their corresponding
appropriate target vectors, commonly known as labels. The
goal of supervised learning is to learn to predict the corre-
sponding output vector for a given input vector, this type of
algorithms can be used to solve problems that necessitate
classification tasks. In the case of unsupervised learning, no
labels are required for the training set. Machine learning by
reinforcement addresses to the problem of learning the
appropriate action or sequence of actions to be taken for a
given situation in order to maximize the score [11].

Reaching meaningful results by processing big data goes
through different stages from data acquisition to consuming
services and reporting. Machine learning can be a very
useful technique in order to get insights and discover hidden
patterns in data. After the acquisition of data, a series of
tasks is performed like pre-processing data and applying
filters and cleaning data, and split the data into training set
and testing set, the result can be very helpful in the process
of decision-making.

2.4.1 Supervised Machine Learning
The Supervised Machine Learning process consists of dif-
ferent consecutive steps aimed at building a model that will
be used as a classifier. The first step is closely related to the
trade studied where the problem to be solved using Machine
Learning techniques must be identified, then the identifica-
tion of the data needed to build the model and subsequently
solve the problem studied, then we have to go through the
pre-processing stage. This stage is very important in the

learning process because it allows us to prepare the data
according to the necessary requirements; in this part, we can
apply the tasks, and to start the learning part, we have to
divide the data into two datasets: one part for learning and
the other for testing the model.

The next step is the choice of the algorithm: this choice
depends on the type of problem, the learning objective and
the nature of the data.

After the training phase of the model, the model will be
validated in the evaluation stage, thanks to the Test Data Set.
If the model is not reliable, the parameters used in the
training phase must be changed or adjusted, then after
having a reliable model, it can be saved and used in any
needed prediction (Fig. 2).

2.4.2 Semi-supervised Machine Learning
Semi-supervised learning is mainly based on the two types
of learning, the supervised learning that uses data with labels
and the unsupervised learning that uses unlabeled data. It is a
combination between the two to build a solution that takes
advantage of the benefits of each technique. This type of
learning is often used in situations where we process large
volumes of data without labeling them all [13].

The data-labeling phase can be a very time- and
resource-consuming task, especially if an expert intervention is
required and the data tobe labeled is large.Wemainly talk about:

• Transductive learning: whose objective is to make pre-
dictions about observations in order to minimize error, it
can also provide the class for already labeled data.

• Inductive learning: this type of learning is able to provide for
unlabeled data, the classifier and labels; it is based on other
learning methods such as self-learning, S3VM and T-SVM.

Fig. 1 7Vs: characteristics of
geospatial big data. Redrawn
based on [7]
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2.4.3 Applications of Machine Learning
The applications of machine learning algorithms are very
numerous and they are used in several fields and disciplines.
We find applications of these techniques for gesture recog-
nition, improving the experience of human–computer inter-
action, computer vision, prediction, semantic analysis,
recommendation, intrusion detection, object recognition,
natural language processing, social media… [14]. This
technique also finds its application in the geospatial field in
different domains like urban planning, self-driving tech-
niques for vehicles and disaster management [15].

The applications of this technique is widely used in dif-
ferent areas by giving the ability of learning to the machines,
and by taking advantages from the powerful capacity of
computing and storing data that we are witnessing today.

In our study, we had to use some algorithms for supervised
learning with the aim to get a classifier. We studied various
algorithms in this field like: decision tree, naïve Bayes, Random
Forest, Adaptive Boosting, support VectorMachine (SVM) and
the multi-layer perceptron (MLP) for classification.

We will present here the three main algorithms we used in
the study in the previous section, and then we will present
the metrics, used to choose the most accurate model:

• Naïve Bayes:

The classifiers based on Bayes’ naive methods are a group of
supervised learning algorithms, which are based on the use
of the Bayes’ theorem, with the “naïve” hypothesis of a
conditional independence of each pair of characteristics
given the value of the class variable. The Bayes theorem
establishes the following relationship, given the class vari-
able and dependent characteristic vector [16].

The Bayes rule:

Pðy j x1; . . .; xnÞ ¼ PðyÞPðx1; . . .; xn j yÞ
Pðx1; . . .; xnÞ ð1Þ

• Random Forest:

The principle of the Random Forest classifier is a combi-
nation of the concepts of random subspaces and bagging.
The random forest algorithm performs a division of the
training data into a specific numbers of subsets of data used
to perform learning on multiple decision trees, the used
subsets used to train the model are slightly different, then the
forest based on the method of vote choose the classification
with the most votes [17] (Fig. 3).

• Multi-Layer Perceptron (MLP):

The Multi-layer perceptron MLP is a type of artificial neural
network organized as a set of several layers, the information
only flows from the input layer to the output layer. It is
therefore a feedforward network, each layer is constituted of
a variable number of neurons, the neurons of the last layer
being the outputs of the global system. The Multi-layer
Perceptron can be used either for scenario of classification or
regression, and to optimize models. Based on the MLP, we
can use various algorithms such as: Adam, SGD and
L-BFGS. Some of the strengths of this model are:

• The possibility to learn and build the models in real-time.
• The possibility to use it for non-linear models [19].

2.4.4 Metrics
To evaluate the performance of the classifiers and as a sys-
tematic comparison approach, there are typically four used
measures of precision in a classification problem [20]. We
will use in this study the following metrics: Accuracy, Pre-
cision, Recall and F1-Score, these metrics are calculated on
the basis of the following parameters:

TP: True Positives,
FP: False Positives,

Fig. 2 Supervised machine learning workflow. Redrawn based on [12]
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TN: True Negatives,
FN: False Negatives.

Actual class Predicted class

False True

False TN FP

True FN TP

• Accuracy is the most intuitively measured measure of
performance. It represents the ratio of the correctly pre-
dicted observation to the set of observations:

Accuracy ¼ TPþTN = TPþ FPþ FNþTN ð2Þ

• Precision is the ratio of well-predicted positive observa-
tions to the total predicted observations:

Precision ¼ TP=TPþ FP ð3Þ

• Recall is the ratio of well-predicted positive observations
to all observations in the actual class:

Recall ¼ TP=TPþ FN ð4Þ

• F1-Score is the weighted average of accuracy and recall.
This score therefore takes into consideration both false
positives and false negatives.

F1 Score ¼ 2
� Recall � Precisionð Þ = Recall þ Precisionð Þ

ð5Þ

2.5 Multi-agent System

According to [21], agent is an entity that is located in an
environment and senses the several parameters that are used
to reach a decision according to the entity’s objective. The
entity completes the necessary environmental measures
based on the taken decision, and the type of this entity can be
a physical like robots, hardware components or virtual one
like software agents.

An agent is in interaction with its environment, which is
where it is located; the environment has a major role in the
complexity of the system based on multi-agent paradigm.

Some of the interesting functionalities of the agents that
show their capabilities to complete some tasks in a collab-
orative way,

• Sociability: the agents are capable of sharing their
knowledge and send requests to get informations from
other agents, in order to improve reaching their
objectives.

• Autonomy: every single agent can execute its own
decision-making process and try to reach its own goals
and take the appropriate actions.

• Proactivity: the agents can store their own historical data,
some data about other agents and their sensed data to take
action in their environments; based on this information,
agents can take different actions based on their located
environment.

In this study, we are particularly interested in the ability
of collaboration of the agents. Every agent maximizes its
capability to reach its own objectives, so the use of multiple
agents to solve a problem can be very useful to resolve
complex problems. This paradigm is known as the
multi-agent system.

The aim of the Multi-agent system is to solve a complex
situation by the capability of collaboration of the agents, and

Fig. 3 Random forest algorithm.
Redrawn based on [18]
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by dividing that complex problem to small tasks, assigned to
the different agents of the system.

The main characteristics that a multi-agent system offers
to solve complex tasks are:

• The efficiency,
• The low cost,
• The flexibility,
• The reliability.

The efficiency we look for in the use of multi-agent
system can be obtained by taking advantage of the autonomy
of the agents. This autonomy, combined with an appropriate
agent behavior, can produce systems that are capable of
adapting, organizing, reacting to changes, … without any
external guidance from an external authority [22].

3 Related Works

In this section, we will highlight some concepts and para-
digms related to the problem under study. With the tech-
nological advances that we are witnessing today, the large
generation of data, the increased use of tools and technology
around the concept of big data, we are in the necessity to
realize tasks of data processing and analysis. The need to
perform real-time analysis for decision-making and to
automate these analysis tasks in several domains including
management and urban planning, in order to create auton-
omous systems capable of performing data management and
processing tasks, and real-time decision-making.

In the literature, several works have been done to study
data analysis and data processing flows. First, we will talk in
this part about the Big Data processing and analysis pro-
cesses, and then about some methods to automate this pro-
cessing, then to justify our choice of the multi-agent systems
adopted for the proposed approach.

3.1 Big Data Analytics Processes

The purpose of extracting valuable information from the
acquired data and reveal the true potential of big amounts of
data by guiding the process of decision-making through the
use of different techniques of data mining and by following
efficient processes of big data analytics. The process can be
detailed principally in two main sub-processes containing
five steps;

The first sub-process deals with the Data management
and regroups the practices of collecting and recording data
into the big data infrastructures, extracting, cleaning and
annotating the collected data, and the last step consists of

carrying out the operations of data integration, aggregation
and representation [23].

The Description of the necessary steps for modeling and
implementing solutions to extract the value from Big Data is
resumed mainly in the next four steps [24]:

• Gather data: includes the approaches of collecting data
from different sources; in this step, the metadata can also
be collected for further use.

• Load data: describe the process of loading data sets into
data clusters for operations of data storage, data prepa-
ration and data association with their metadata.

• Transform data: describe the process of changing and
transforming the data according to the business require-
ments or the data processing needs; this process can be
performed, accordingly, by two approaches: through
Batch data transformation or through the interactive mode
by automating the data profiling or using some interactive
interfaces.

• Extract data: this step describes the operations to be
performed on the resulting data sets; it can be used for
further data analytics, Databases integration, raw extracts
or for operational reporting (Fig. 4).

3.2 Processes Automation Through Automatic
Service Composition ASC

The efficient use of data analytics inside organizations can be
a major factor contributing to their success and fast growth.
The use of some advanced techniques in data analytics
represents a real opportunity to gain helpful information, and
to provide help for decision-makers [25].

The approach of Automatic Service Composition ASC
aims to provide an improved way to deal with the process of
decision-making by automating it, based on the composition
of services and the generation of a framework containing the
chosen services from the planning stage to execution stage.

The use of an approach Service-Oriented Computing
offers the possibility to implement functionalities as a dis-
tributed system which is composed of various blocks, the
services are an abstraction describing the functioning of a
part of the system, and they can be consumed separately
[26].

The main steps of the approach based on automatic
composition system are [25]:

• Planning Stage: this step is dedicated to recognize func-
tional and non-functional characteristics, and schedules a
workflow whose component workstations are labeled
with the properties.
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• Discovery stage: this phase tries to discover for every
single task in the workflow the related services that can
represent a candidate in the final workflow of processing.

• Selection stage: this phase selects the optimal service for
each single task.

• Execution stage: In this phase, the previous selected
services participate in the creation of the final optimized
workflow using the right operators between services
(Fig. 5).

3.3 Discussion

Previously, we presented some approaches to deal with data
processing. Some of them describe the whole process from
gathering the data from heterogeneous sources to the inter-
pretation phase; but they do not present a mechanism to
automate the whole process or to give the autonomy aspect
to the system, to deal with every situation and take some
decisions based on its own knowledge. In the second part,
we presented an approach to automate the process based on
the concept of services.

The service composition approach needs to identify in
advance the whole behavior of each service and to describe
in a static way all the functional behaviors. This approach
can be improved by using workflow generation in a dynamic
way, based on semantics where the service composition can
be chosen depending on the processing.

The service composition model may also have, in an
explicitly manner, the goals of the composition, to allow to
the interpreter which will execute the solution, to find
alternative solutions if one or more referenced services are
not existing or not available.

In the literature review, we presented the multi-agent
paradigm which is a powerful concept widely cited in the
literature and recommended for the resolution of complex

problems in several areas such as the study of data analysis
[27], the domain of robotics [28], the field of security and
intrusion detection [29].

Based on the paradigm of multi-agent system, we can
build solutions, to deal with the automation of data pro-
cessing and overcoming the challenges in the other solu-
tions. We can also benefit from advantages of the other
solution, thanks to the capabilities of multi-agent systems to
combine other technologies such as services and semantic
services, the autonomous aspect of the agents, their dynamic
character and their ability to learn.

4 Proposed Approach

The main idea of this paper is to present a model based on
the Multi-agent and Smart Data approach to automate big
data processing. This approach finds its applications in
several fields, especially in urban management and planning,
where we need to deal with geospatial big data management
and processing in different types.

Such functionality can help in improving and automating
the decision-making process, and real-time data management
and processing, this work comes to complete our previous
work [30].

The operating principle of the architecture proposed in
the previous work is a combination between a multi-layer
architecture and a multi-agent system, this architecture is
mainly composed of three layers:

• The data acquisition layer: it supports the collection of
data from different sources respecting the principle of
data heterogeneity; in order to store these data in a cluster
composed of several nodes. The system supports the
management of spatial data, and handle the generated
data at different rates either in batch or streaming such as
the continuous collection of GPS data.

Fig. 4 Extracting insights from big data. Redrawn based on [23]
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• The data management and processing layer: This layer
mainly includes the modules dedicated to data processing,
namely, the components for pre-processing operations,
processing queue management, data storage, batch data
processing and real-time data processing.

• The data services layer: the main role of this layer is to
provide processing results, dashboard tracking and
reporting and also to provide interfaces to services and
applications.

4.1 Overview of the Functionalities
of the Proposed Multi-agent System

In this section, we will present the main functionalities of the
proposed system. Which is based on a multi-agent system
trying to automate the data processing and the decision
management, in a big data context, this proposition adopts
the smart data approach trying to deal with the complexity,
the volume of big data huge datasets by focusing on the
value aspect. The smart data approach can reduce the time of
processing and data latency, this advantage is helpful to

improve the response of the system in processing data in real
time.

The proposed Multi-agent system through the collabora-
tion of the agents can automate the processing and man-
agement of the data on several levels: On the data
acquisition component, data management and processing
and on the service management and communication
component.

The operation of the proposed multi-agent system
(Fig. 6).

The workflow below explains the functioning of the
proposed multi-agent system through the communication
and the collaboration of the agents. The system deals with
the automated tasks of data processing and handles the dif-
ferent requests from applications and services and manages
data from the heterogeneous data sources.

The System is composed of the following components:

• Receiver agent: this agent represents the interface of the
system with the data sources. The receiver agent gets data
of different types and from different sources like sensors,
external databases, web services, etc., and at different
rates in streaming or by batch.

Fig. 5 ASC: Automatic Service Composition. Redrawn Based on [25]
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• Storage agent: this agent is responsible for operations
related to storage management and reading data from the
Hadoop cluster.

• Offline analysis agent: This agent is responsible for the
operations of processing data by batch; this type of
analysis can be done on any time, and it can be planned to
deal with analysis using historical data, stored in the
Hadoop cluster. Batch processing can help in automating
tasks of periodical data analysis.

• Stream analysis agent: the role of this agent is to deal with
processing the flow of data generally in real time, the use
of technologies that generate data in real time like sensors
and devices that send requests and data in real time.
Those requests wait for responses from the system
immediately. The Stream analysis agent in collaboration
with the offline analysis agent can solve many type of
processing requests like those they need in the same time;
processing data in the same time based on the historical
data already stored, this collaboration can be done
through the manager agent.

• Data transformation agent: this agent is capable of
changing the format of data based on the processing
needs, to facilitate the learning phase by applying oper-
ations of data normalization, aggregation and filtering.

• Data reduction agent: this agent plays an important role to
reduce time latency, by reducing the data, and produces
representative data with a reduced volume, in this phase
various technique exists such as clustering, sampling and
data compression.

• Service agent: this agent is able to communicate with the
applications and services and transfer the results of the
processing, through interfaces and user-friendly applica-
tions. Through this agent, the users can also plan or
execute some tasks.

4.2 The Proposed Multi-agent System Workflow

The operating principle of the proposed multi-agent system
is described in Fig. 7; it contains the necessary steps to
guarantee the functioning of the system in different situa-
tions, through the coordination of the work between agents
that compose the system.

The workflow has two entry points, the first from the data
sources and the second is the service and applications, and
describe the functionality of the system in different scenar-
ios. For example, the system can initiate the processing of
the data based on a request received from a sensor or a
device, and applies multiple tasks that require the collabo-
ration of all the components of this system. This concept can
be applied in several applications such as its use as a rec-
ommender system in real time. When the request pass from
the receiver agent to the manager, it will be dispatched into
tasks according to the type of data processing required. The
tasks of storing and processing data will be handled by the
pre-processing agent, the online analysis and offline analysis.
The tasks related to respond to real time queries based on the

Fig. 6 General overview of the functionalities of the proposed multi-agent system
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historical data will use also require the use of the storage
agent. And the response of the query can be transferred by
the service agent.

• In the case of a request from data sources, the receiver
agent receives the request and attempts to process it
according to the data type, and sends it to the manager.
The manager agent who coordinates the work of the
different other agents decides whether to store it directly
by sending it to storage agent or to send it to the pro-
cessing agent to pre-process this data using the data
cleaning, transformation and reduction agents. After the
pre-processing phase, the agent manager decides,
depending on the rate of the data received and the
requests to be answered, to send this data to the data
processing agents: the stream analysis which processes
the data in real time and the offline analysis which pro-
cesses the requests based on batch processing or on his-
torical data. After completion of the processing steps, the
agent manager sends the result or the requested data to the
application and service layer through the agent service.

• In the case of a request from the service and application
layer as well as in the case of planning a reporting task or
a particular processing or request to be executed. The
agent manager sends the result or data requested through
the agent service to the application and service layer, this
request goes through the agent service, which transmits
the request to the agent manager. The Manager can col-
lect the necessary data from the data cluster or collect the

data from the data sources; and depending on the type of
this request decides to send this data to one of the data
processing agents, in stream or offline analysis. Then
performs the necessary pre-processing through the
pre-processing agents and returns the result through the
agent service.

5 Tests and Results

In this section, we will study the operation of a micro
functionality of our system, the feature responsible for
storage analysis and data batch processing. This part studies
the use of datasets already collected and stored in the storage
cluster, and then the application of different operations like
data transformation, pre-processing. The learning phase is
based on a machine learning model; this model will be used
in the context to help in the decision-making process in
smart cities and to serve in urban management and planning,
and to predict the different types of habitats according to the
characteristics of the population.

Efficient urban planning can help to provide the neces-
sities and needs of the citizens by taking decisions in long
and medium term in order to deal with the challenges of
managing cities, especially cities facing population explo-
sion density like Casablanca. The proposed solution can be
helpful to take the right decisions for urban planning and
taking long-term decisions for the city and the different

Fig. 7 Agent’s coordination workflow
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districts by proposing the adequate distribution for the
facilities and equipment.

5.1 Data Set: Individuals, Households

For the learning and testing of the model, we used the
dataset that contains information about individuals and
households in Morocco. Specifically in the city of Casa-
blanca, these data are from the latest census (General Census
of Population and Housing 2014, and the data are published
in public from 2019); the dataset contains anonymous micro
data that includes a sample of 10% of all units except
nomadic households, homeless people and the population
counted separately.

This dataset is considered sufficient for a better repre-
sentativeness of the population [31] and to study the popu-
lation according to the main demographic and
socio-economic characteristics such as gender, place of
residence, age groups, type of housing, …

In the experimentation part for each habitat type, we
distinguish between seven habitat types in the census data:

T1: Villa/Floor of villa
T2: Apartment
T3: Moroccan House
T4: Summary house/Slum
T5: Rural housing
T6: Other
T7: Not determined.

5.2 Results and Metrics

In the learning phase of a supervised model for classifica-
tion, we pass through several stages; in our context, we will
study the scenario based on learning from a large
dataset already recorded and stored in our data storage
cluster.

This scenario of processing and analysis of historical
data, recorded as a batch of data, will be retrieved, and then
proceed to the preparation step; in this step, we will perform
pre-processing tasks necessary to the data, such as data
cleaning to deal with missing or aberrant data. We per-
formed also some additional pre-processing operations like
data transformation and normalization.

After the data pre-processing phase, we move on to the
partitioning of the data by dividing it into two partitions:
training datasets, which in our case will contain 80% of the
data and the test data, and 20% of the test data to evaluate
the accuracy of our model.

The objective in this part is to build a classification model
capable of predicting the type of housing of the inhabitants
based on their socio-economic information such as age,
place of residence, level of education, income, …

For this purpose, it is necessary to try to build the clas-
sification model suitable for the type of data being studied
using several classification algorithms. Several algorithms
have been tried and the three that have given more results
have been presented.

For each phase of learning and then creating a new
model, an evaluation step is necessary to evaluate the model
and adjust its parameter settings to have the best settings for
a given algorithm. After the correct hyper-tuning of the
model comes a step of saving and then using the model for
future prediction queries (Fig. 8).

In the purpose of choosing the best model based on a
supervised learning algorithm in our study, we proceeded by
the creation, the training and the parameter setting of various
models to choose the most suitable model in this case study.
The next step is to choose the best model, in this step based
on the metrics used in classification problems, like the
accuracy, precision, recall and f1-score; we can have an idea
about the accuracy and the performance of our model.

In this step, the model with the high metrics like the
accuracy will be chosen as a model. Based on this approach,
the chosen model will be the best-tested model, with the best
parameter tuning (Fig. 9).

The next results will show the details of the metrics of
each model:

Fig. 8 Machine learning model using classification algorithm
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• Multi-layer Perceptron (Table 1).

• Gaussian Naïve Bayes (Table 2).

• Random Forest Algorithm (Table 3).

The tables shown previously presented the main metrics
used to study the accuracy of a model; the results are shown
for every class, which represent a type of habitat.

According to the previous results presented in the tables,
which calculates the metrics for each algorithm used in this
study, we have the classifier based on the Multi-layer per-
ceptron with an accuracy of 73%, the model based on
Gaussian Naïve Bayes with an accuracy of 61% and the
model based on Random Forest Algorithm with an accuracy
of 85%. In this study, the Model based on the Random
Forest Algorithm has the best results.

Based on the ability of the model to predict and have a
best accuracy, we will opt for the model based on random
forest algorithm which is the best model; in our case, the best
results are given by the Random Forest algorithm.

5.3 Data Visualization

The step of data visualization is an important phase, which
tries to present the results of the data processing in a
user-friendly interface or a comprehensive report to facilitate
the task of getting valuable information from the process of
data management and analytics to the end user. In our study,
after the steps of data storage, data pre-processing, data
processing, building a machine learning model, we used this
model to predict the type of habitat for the population of the

region Casablanca-Settat. The result of this prediction can be
exported using csv files or directly in a database. That
information can be shown on a map for every province in
this region with the help geographic system like QGIS or
ArcGIS.

The map shows the type of habitat with proportions in
each province; for example, in Casablanca, apartment is the
most demanded type of habitat; in Berrchid and Eljadida
Moroccan, house is the most appeared; and the province Sidi
Bennour known for agriculture activities has rural housing as
the most common type of habitat (Fig. 10).

The results presented in the map can provide a basis on
which decisions can be made to adjust housing policy in the
Casablanca-State region.

For example, it can be observed that the dominant type of
housing in Casablanca city is apartments, and this is normal
given the large number of middle class people living in this
city. Which may prompt decision-makers to consider that
city planning should take into consideration, the preparation
of housing type areas in the right proportions for each type
of housing and make the necessary provisions for the various
facilities required such as the number of schools and
hospitals.

6 Conclusion

In this paper, we had proposed a multi-agents model for
automating big data analysis and processing based on the
smart data approach in order to support urban planning and
management and enhance the decision-making process.
A state of art was presented where we cited the concept and
paradigms in relation to the studied problem.

We presented also some related works to suit our work. In
the section of the proposed model, we explained the func-
tionalities and the workflow of the agents, and we presented
a case study of the allocation of machine learning algorithms
for classification to support the decision-making.

The proposed approach is also extensible; we can add
other agents if needed, due to the powerful paradigm of
distributed artificial intelligence of the multi-agent system.

The use of the proposed model can help Automating
Urban planning and management in smart cities, and support
decision-making in addition to other points:

• In the majority of cases, there is an absence in the
automation of tasks, especially in the area of
decision-making and data science.

• The automation of such process will have a beneficial
effect on organizations and companies.

• To increase their return on investment by benefiting from
the recommendations, and help for real-time
decision-making.

Fig. 9 Selection of machine learning algorithm
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• Optimize the production and monitoring costs of the
observed or studied process; this optimization will have a
positive effect on the optimization of the income on
investment compared to such a type of system.

• The automation of such a process in a Big Data envi-
ronment will contribute to the resolution of a number of
issues related to the storage, use, analysis and exploitation
of advanced techniques of Big Data Analytics to manage

real-time events, and to provide a set of KPIs allowing
real-time monitoring.

• Favoring autonomous systems based on knowledge bases
that contain expertise in a given domain, and on machine
learning techniques, this use can also contribute to the
decrease of the factor related to human error in
decision-making in some situations.

Table 1 Classification report for
the model based on MLP

Precision Recall F1-Score

T1 0.68 0.43 0.53

T2 0.81 0.57 0.67

T3 0.68 0.89 0.77

T4 0.89 0.75 0.81

T5 0.00 0.00 0.00

T6 0.00 0.00 0.00

T7 0.00 0.00 0.00

Accuracy 0.73

Table 2 Classification report for
the model based on Naïve Bayes

Precision Recall F1-Score

T1 0.29 0.25 0.27

T2 0.57 0.79 0.66

T3 0.74 0.52 0.61

T4 0.76 0.66 0.70

T5 0.03 0.16 0.05

T6 0.09 0.11 0.10

T7 0.06 0.21 0.09

Accuracy 0.61

Table 3 Classification report for
the model based on Random
Forest

Precision Recall F1-Score

T1 0.94 0.57 0.71

T2 0.83 0.83 0.83

T3 0.83 0.89 0.86

T4 0.95 0.91 0.93

T5 0.96 0.45 0.61

T6 0.99 0.24 0.38

T7 1.00 0.77 0.87

Accuracy 0.85
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Geospatial Forecasting and Social Media
Exploration Based on Sentiment Analysis:
Application to Flood Forecasting

Sara Abas and Malika Addou

Abstract

The objective of this article was to propose a geospatial
forecasting approach to analyze the textual content of social
media using geospatial components and Natural Language
Processing (NLP) tools. This approach has been applied to
flood forecasting to mitigate future risks and flood damage
since the dynamics of real-world events such as floods
prompt users to discuss the topic. The approach is based on
the appropriate filtering and preprocessing of information
from the Twitter exchange platform. A textual preprocess-
ing method and a new sentiment analysis method (also
called opinion extraction method) have been developed to
gradually build the database provided by humans. Another
methodwas associatedwith sentiment analysis, the polarity
method which was developed to identify the good or bad
feeling attributed to a word in a sentence (positive or
negative polarity). The work of this paper offers a different
approach of geospatial flood prediction. The method relies
on social behavior displayed andmade available by users of
the platform Twitter. A sentiment analysis method is
developed in order to identify users’ reactions to inunda-
tions according to their geospatial location, while consid-
ering how users randomly interact on social media. This
paper is innovative compared to the existing approaches,
for it uses a social network to extract geospatial compo-
nents, pairs them with a new data preprocessing and a
sentiment analysis method, in order to predict floods on a
map, by selecting relevant data. The system thus proposed
in this exploration on social media allows the generation of
flood forecasting maps to aid the alerting decision-making
process. The flood occurrence probabilities provided by
this system allow the simulation of the flood forecast
distribution map for each month of the year.

Keywords

Geospatial forecasting � Flood forecasting� Social media
exploration � Sentiment analysis

1 Introduction

The retrieval and analysis of geospatial data for scientific
research is an important part of geospatial scientific research,
but also for other fields that benefit from its contribution.
Spatial analysis helps solve complex problems and gain a
better understanding of what is happening in the world, and
where it is happening. It goes beyond simple cartography,
allowing the study of the characteristics of places and the
relationship between them. Spatial analysis opens up new
perspectives in decision-making processes. One of the most
intriguing and remarkable aspects of GIS (Geographic
Information Systems) [1] is spatial analysis. With spatial
analysis, we can combine information from many indepen-
dent sources and generate an entirely new set of information
(results), by applying an elaborate set of spatial operators.
This comprehensive set of spatial analysis tools helps us find
answers to complex questions in this area. Statistical analysis
helps determine whether the phenomena or trends we
observe are significant. One of the most useful interactional
platforms for gathering such statistics are social networks.
Social networks make it possible to observe phenomena
according to their spatio-temporal attributes. These obser-
vations can be used for several purposes, such as generating
analysis of rumors, the medical field, or natural disasters
such as inundations.

Urban inundations are posing a threat to economical and
humanitarian sustainability. It costs billions of dollars to
undo the damage post urban flooding. Hydrodynamic
models for determining flood inundation are presented in
flooding maps using GIS. The tools developed for several
years from GIS are receiving unprecedented echo. Maps

S. Abas (&) � M. Addou
Architecture, System and Networks Team (ASYR) - Laboratory of
Systems Engineering (LaGeS), Hassania School of Public Works
EHTP, Casablanca, Morocco

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
F. Barramou et al. (eds.), Geospatial Intelligence, Advances in Science, Technology & Innovation,
https://doi.org/10.1007/978-3-030-80458-9_2

19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80458-9_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80458-9_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80458-9_2&amp;domain=pdf
https://doi.org/10.1007/978-3-030-80458-9_2


monitoring and simulation tools find their true place in
communication around floods, both in prevention, alerting,
and monitoring the event. However, high spatial and tem-
poral resolution data have been challenging to collect
because of: certain weather conditions, surveying is very
limited in accuracy and disciplined frequency, and climate
change. The climate change alone, indicates that historical
data used from years ago can lead to invalid results in
regards to future predictions. Weather is constantly changing
on the planet for millions of years, and is rapid in certain
intervals of time such as the current one we are witnessing.
Real life dynamic data is the best database for recent
updates. Social media is a dynamic platform constantly fed
by real-life information provided by the users. This can
represent a great database of reference for studying phe-
nomena such as urban flooding. With the rise of technology
in the millennial era, communities’ self-expression is set free
and available to the public. This has led to a widely available
data to analyze and study provided by the real-world com-
munities. In the real world, certain natural occurrences and
hazards, like environmental disasters, translate to a propa-
gation of information on this topic, on social networks. The
equivalent of human action on social media is the informa-
tion diffusion between the users. This exchange can provide
a statement, a warning to flee a geographic area, or even a
solution or cautious prevention suggestion to help rescue
people in an emergency related event. This paper uses the
availability of recent years’ user-provided activity on the
platform Twitter in order to develop a geospatial method
which optimizes the flood risk management, by prepro-
cessing human inserted data, for the purpose of determining
a flood prediction using the components provided by social
networks related to geospatial and temporal dimensions. The
second section of the paper discusses the literature regarding
flood prediction, and sentiment analysis. The third section
details our approach and the conclusion at last to sum up our
work.

2 State of the Art

2.1 Geospatial Aspect

When a person views a map, they subconsciously begin to
transform it into information and explore its contents to
uncover trends or make decisions based on what they see.
Geospatial data designates information related to objects or
elements present in a geographic space. Technological
advances allow us to capture more spatial data than before.
The increasing scale and complexity of data analysis prob-
lems require tighter integration of interactive geospatial data
visualization with statistical data-mining algorithms [2].
Visualizing large geospatial data sets involves mapping the

two geographical dimensions to screen coordinates and
encoding the statistical value by color [3].

Flood forecasting techniques are found in literature using
GIS. GIS is a computer system that analyzes and displays
geographically referenced information. It uses data that is
attached to a unique location. These systems store, analyze,
and visualize data for geographic positions on Earth’s sur-
face. An example of the use of GIS in flood forecasting and
inundation mapping for the Indus River [4]. A river routing
model has been developed that can predict the flood con-
dition (discharges and stages) at known locations. Digital
maps of the entire Indus Basin are produced in order to show
expected flood prone areas. The methodology relies on
datasets like 1500 scale maps, satellite imagery, and flood
plain maps. Another work [5] uses as the main method a
Web-based GIS software as a decision support system for
flood events is presented. GIS systems rely on real-life his-
torical databases and satellite provided imagery to introduce
flood forecasting methods. An alternative to the use of such
databases are real-life reports on virtual platforms such as
social media.

2.2 Geospatial Forecasting and Social Media

Social media can also provide a real-life database of
geospatial information and events from an alternative per-
spective than that of the main GIS databases of references.
A dynamic database is fed with human-reported events and
stories, which can be analyzed and preprocessed using NLP
tools to build a consistent relevant database used as the main
reference for analysis. The NLP is a field of artificial intel-
ligence (AI) whose main purpose is to develop algorithms
that can interpret human language, understand the content of
textual statements, and draw conclusions. To achieve that,
subtasks of NLP tackle the process of human–machine
language. Available NLP platforms are deployed to run NLP
oriented algorithms. Most commonly used are: NLTK
(Natural Language Toolkit), spaCy [6], Stanford’s NLP
tools, including the part-of-speech (POS) tagger, the named
entity recognizer (NER), the parser, and other provided
components.

Social media data can be used for tracking emergency
events such as natural catastrophe. They offer a relevant
reliable source of data provision for textual and visual
analysis. Twitter is the platform of reference used in [7]’s
work to track flood phase transitions. The method consists of
image classification/topic filtering and a textual geolocating
process using an NLP deep learning model, by using an
NER tool NeuroNER [8]. This helps identify place names
such as “Houston”, mostly cities and towns. GeoNames [9]
and TIGER road [10] data are used to identify the geospatial
data referred to in a textual content. Another work [11] used
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NLP techniques to data collected from Twitter, and NER to
identify and detect geographic data within user-provided
content. Keyword mining is the most used method of ref-
erence when it comes to filtering flood-related relevant
tweets [12–18]. The process of geolocating using
text-mining and NER tools to identify geospatial data can be
efficient. Keyword mining is also a good method to use in
order to identify the spectrum of flood lexical field. How-
ever, these main attributes research aspires to look for and
use in order to draw conclusions can lead to error if the topic
is not related to inundations regardless of contrary literal
evidence. Twitter data is a human-generated dynamic data-
base. The flood keywords might be detected by the pro-
grams, however, the topic might have nothing to do with the
literal definition of a flood found in a dictionary. In order to
remedy this issue, this paper suggests a method to identify
sentiment behind flood-related tweets. When a sentiment is
positive, it is estimated in this paper that it is less likely
related to an actual flood which is the main target of this
paper. Sentiment analysis is an important methodology used
in this work. As mentioned in the paper [19], a lot of
research has been done on sentiment analysis using the
twitter platform [20, 21].

Comparison discussion with similar approaches

A lot fewer works have been done for sentiment analysis
over spatial perspective, which is the idea of this paper. The
paper [19] focuses on developing a geospatial sentiment
analysis method as well, to study the Brexit event. In that
approach, the author combines geospatial components data
and sentiment analysis as well. However, the difference is
that the global appreciation is calculated by the average sum
of reactions with regard to “Brexit”, whether they are posi-
tive or negative. The method [19] is statistical, and obser-
vational of past occurring events. The method of this paper is
probabilistic, and predictive of future events. Another dif-
ference between the two approaches is that the present work
filters the context before considering the Tweet or shared

content. If the content is irrelevant to the context even
though it mentions the word of interest, it could lead the
results into error. In this paper, we suggest a method to make
that differentiation, and it is not manual. As a concrete
example, there is another geospatial sentiment analysis
method [22] used to identify a tie between sentiment and
geospatial temporal effect. For example, weekend events and
friend and family gatherings are the time that users prefer to
post positive tweets. In the western part of the US, users love
to post photos on Twitter more than in other parts of the US.
Much like method [19], approach [22] does not filter con-
text, predict, or identify sentiment behind informal words,
which are points addressed by this paper. Table 1 compares
the different approaches discussed above. The colons rep-
resent the methods used in their works, as criteria for
comparison.

– Keyword Filtering Method: The operation of searching
for relevant tweets using the proper keywords.

– Name Entity Recognition (N.E.R): The use of NLP
libraries to extract entities.

– Sentiment Analysis Method (S.A): The identification of
user sentiment behind their statements.

Formal Language: The formal language referred to is the
one found in common knowledge bases used as a refer-
ence to evaluate a formal word.

Informal Language: The language used by users on social
networks. A lot of times it is invented by the users.

– Relevant Tweet Selection Automatic Method (R.T.S.A.
M): The extraction of tweets relevant to theme of our
research, which is in this paper the context of “inunda-
tion” as in water floods.

– Polarity Quantification Method (P.Q): The quantifica-
tion of the detected polarities or the evaluated sentiment
behind global and relevant textual data.

– Twitter Geospatial attributes: The geospatial components
made accessible via Twitter Developer tools.

Table 1 Methods used for
content analysis and geospatial
components retrieval on social
media

Approach Keyword
filtering

N.
E.
R

S.A (informal
language)

S.A (formal
language)

R.T.
S.A.
M

P.
Q

Twitter
geospatial
attributes

[4] ✓

[8] ✓

[9] ✓

[19] ✓ ✓ ✓

[22] ✓ ✓

Our
approach

✓ ✓ ✓ ✓ ✓ ✓ ✓
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2.3 Sentiment Analysis for Social Media
and Geospatial Research

The rich amount of user-provided data is a gift from social
media to content analysis and geospatial information access.
On social media platforms such as Twitter, users express
their sentiment when sharing content, and geospatial infor-
mation is a present component which can be deduced from
it. Establishing a statistical function between the geospatial
components and the sentiment behind textual content is an
innovative method to analyze user feedback by geolocation.
User feedback represents user sentiment. Sentiment analysis,
also known as opinion mining, is the study of feelings
associated to dematerialized textual data. Review sites are a
good example of data made available for research purposes.
They present a good understanding of the clients’ reception
perspective of the products and services. They are used as a
data source for sentiment analysis models trainings and tests.
In the available literature, several opinion-mining studies
investigated different approaches. An example of an unsu-
pervised technique for sentiment analysis is Turney’s
Algorithm [23]. To identify the semantic orientation of a
phrase noted as SO(phrase), the author uses Alta Vista [24]
as a Web Search Engine resource. It is defined as follows:
The positive polarity is calculated by the identification of the
phrase with the word “excellent”. Similarly, the negative
polarity is calculated by the identification of a phrase with
the word “poor”.

SO phraseð Þ ¼ hits phrase NEAR ‘‘excellent’’ð Þ hits ‘‘poor’’ð Þ
log 2 hits phrase NEAR ‘‘poor’’ð Þ hits ‘‘excellent’’ð Þ

ð1Þ

The hits(phrase NEAR “excellent”) “NEAR” operator in
the equation represents the co-occurrence of the phrase and
the word excellent, through its quantified number of search
results in Alta Vista. This method is successful at a 74%
accuracy success rate. However, when it comes to words that
have several meanings but are written the same, this method
leads to the wrong semantic analysis of words. In this paper, a
method which identifies a unique meaning to words in tweets
is presented. In Ayush Das’s work [25], the paper aims to
determine the polarity of phrases, and views Turney’s Algo-
rithm’s method as not independent since it relies on an
external search engine. To solve this, the author used Senti-
WordNet [26] as a resource for sentiment analysis. Senti-
WordNet contains opinion information related to words
extracted from the WordNet database and made publicly
available for research purposes. SentiWordNet is built via a
semi-supervised method and could be considered a valuable
resource for performing opinion-mining tasks. The author
uses sentiment weights derived from aword lexicon annotated

with its corresponding polarities. The method proved itself
efficient at a 75% accuracy rate. However, nowadays on social
platforms like Twitter, new words are constantly emerging.
The social network’s users come up with new terms to
exchange, which don’t have a meaning prior to their first
emergence on the platform. These words are not available on
WordNet, which SentiWordNet relies on in the first place.
This work, presents a solution to these newly invented words,
which are not available on external database resources. The
commonly used sentiment analysis algorithms are Baseline
Algorithm [27], Modified Baseline [28], and Turney’s
Algorithm [29] which were discussed above. Their perfor-
mance rates vary. However, they are strongly dependent on
formal phrasing and they don’t take into consideration dis-
ambiguation. Other works [30, 31] strongly support the
analysis of emoticons used, because they are emotionally
expressive. An emoticon is a symbol or icon used, to express
an emotion without words. The authors’works’ relied on a list
of pre-classified emoticons, and emotionally intense words.
These approaches have proven to be efficient, however, on
platforms like Twitter, emoticons are no longer inserted via
text, they are images. A study [30] using available Dutch
Tweets, identifies emoticon polarities based on tweets.
However, it is focused on text-inserted emoticons.
Text-inserted emoticons are icons that show up when the user
types certain text sequences. With the updated phone oper-
ating systems nowadays, users tweet using the available
emojis on their phones. Sentiment analysis is used in this
paper in order to identify information which is more likely to
truly refer to the inundation lexical field. When a statement is
positively polarized, it is less likely to be about a real flood.
The following tweet is an example: “I received a flood of
congratulations today. Thank you to everyone who did. I am
so happy and grateful. Love to all”. The word “flood” is
detected, however, the polarity of tweet is positive. Given the
natural negative polarization humans use to refer to a flood, a
positive polarity is not an indicator that the tweet is about a
real flood, unless it is the case when it comes to flood
recovery. In the case offlood recovery, users tend to tweet less
about the previously occurring flood, since it is no longer a
trending topic. It is in the phase of disappearance. This is the
reason why a negative polarity is considered more associated
to a real-life flood.

3 Our Approach

Our approach aims to provide the system’s user with a
ranked flood likelihood in terms of geographic location as
well as month of the inundation occurrence. In order to start
the data analysis, the user of the system must start by
selecting the preferred language of data. This step is
important in order to extract the right lexical field, which is
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applied to the flood lexical field in this case. After the proper
language is chosen, comes the Twitter Search Filtering
step. In this step, the keywords are used in order to retrieve
the relevant tweets. In the Tweet Analysis phase, the con-
tribution of the present paper is highlighted the most. This
phase is composed of preprocessing, Part-Of-Speech tag-
ging, a sentiment analysis method, and the polarity quan-
tification method. Finally, a geographic-temporal predictive
method is suggested to generate predictive maps of flood
occurrence, according to each month of the year. These are
discussed in detail in the next section. Figure 1 sums up the
method on a macroscopic level.

3.1 Twitter Search Filtering

In order to explain the Twitter Search operation, we use the
English language as an example. The set of key words that
belong to the same semantic field as the word “flood” used
to find the Tweets we are looking for is the following one:

Keywords ¼ deluge ; inundation ; tsunami ; floodwaters ; rainstorm inundated;

floodwater; submerged

( )

This set of words is searched for. However, only a tweet
that contains at least one of these words, which also
expresses a negative sentiment is taken into consideration.
A negative sentiment is one that is similar to pain, fear,
shock, depression, or disappointment. When a statement
reflects this type of emotion, it is said to have a negative
polarity. Since this paper focuses on the natural disaster,
only negatively polarized tweets are subject to analysis.

We use Twitter Advanced Search option to filter tweets
which are shared posts, using the following options:

– Date of the tweet: No more than 5-year-old content
The reason 5-year-old content is chosen is to avoid
irrelevancy of an updated situation.

– Number of votes: At least 300 likes

When a shared content gets at least 300 votes, this means
it is most likely credible.

– Option of Search: “Any of These Words”
Any of the words that belong to the keyword set K.

• Geospatial components extraction

First, the selected tweets after the first phase are extracted
accordingly to their geographic information. There are two
classes of geographic metadata: tweet location, and account
location. Given that most users of the platform don’t indi-
vidually geotag their tweets [32], we use the account loca-
tion when extracting tweets. Geotagging is the act of
precising one’s location when sharing content. Gnip Pow-
erTrack provides many ways to filter on these types of
geographic metadata. It provides an optional Profile Geo
enrichment that formalizes the data in the profile location,
and makes it more convenient to filter. All Profile Geo
coordinates are provided in the [Longitude, Latitude] order.
For example, if the user’s profile location is: “Denver, CO”
With Profile Geo Information enabled, profile location
results in setting an array of locations called user.derived.
locations attribute, which includes: country_code, locality,
sub_region, full_name (“Denver, Colorado, United States”),
and coordinates: [−104.9847, 39.73915]. Helpful Geooper-
ators are made available such as bio_contains. It performs a
substring match on the user’s account-level bio. This can
help us find users who introduce themselves by mentioning
their home location. Another method consists of using
Twitter Advanced Search, and combining it with APIs such
as Tweepy, or ready-to-use data providing services such as
Octoparse. When a user u1 shares a Tweet that we have
previously selected, the geolocation of the account is
attached to the userID, in case another Tweet by the same
user is presented.

Example:Position u1ð Þ ¼ ‘‘Florida; USA‘‘:

3.2 Tweet Analysis

After having collected the proper tweets related to the flood
lexical scope, accordingly to their geographic locations,
comes the step of tweet analysis. Figure 2 displays the
process used in order to analyze a tweet all the way to
quantifying the polarities. The first phase consists of pre-
processing the data as a stepping stone to accessing clean
data. The second phase is part-of-speech tagging in order to
identify the words that can be subject to sentiment analysis;
in this case, these words are adjectives as they are the most
emotionally expressive ones in a sentence. The third phase is
a sentiment analysis method applied to both commonly used

Fig. 1 Method of flood maps probability generation
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words, and unidentified words. The last step in Tweet
analysis is polarity quantification where a global feedback is
reported as statistics.

Preprocessing

The preprocessing phase is an optimizing important phase in
NLP tasks. In this step, a phrase is transformed in order to be
interpreted by machine learning algorithms. There are
important steps to perform in this NLP subtask. These
components consist of:

– Noise removal: replacing irrelevant characters like num-
bers and special characters with ‘ ’.

– Lowercasing: replacing capital letters with their lower-
case sizes.

– Tokenization: Converting word sequences to a String list
of Tokens.

Example: ‘‘This overwhelming flood; made us := reflect on how

important infrastructure is‘‘

After tokenization and the previous phases, this statement
is transformed into the following sequence.

Example:
‘this’; ‘overwhelming’; ‘flood’; ‘made’; ‘us’; ‘reflect’; ‘on’; ‘how’;

‘important’ ‘infrastructure’; ‘is’

" #

– Removal of Stopwords: Removal of the common stop-
words which are not of use in interpretation such as: “a”,
“is”, “the”, “to”. In our method, “the” and “a” are not
removed because they are used in the next step in order to
identify a past-simple verb as an adjective.

After removal of the stopword, the example is trans-
formed to the following list of String characters.

Example:
‘overwhelming’; ‘flood’; ‘made’; ‘reflect’;

‘important’ ‘infrastructure’

" #

– Stemming and Lemmatization [33] are often used in
preprocessing. They are not referred to in our method
because the aim is to identify adjectives. The NLTK
library [34] is used to accomplish these tasks.

Part-of-Speech Tagging

Before performing sentiment analysis, identifying the
adjective in the Tweets is one of the steps of our final pro-
gram. Adjectives are the most emotionally expressive words
formulated by a user of a social media platform in a sen-
tence. In order to optimize the method, the sentiment anal-
ysis step targets mainly adjectives of the sentence. Libraries
such as Stanford NLP [35] or online tools such as
Part-of-speech.info [36] are used in order to determine the
adjectives in a sentence.

Example: ‘‘The use of geospatial tools is valuable‘‘

After using the Part-Of-Speech Tagger, the results should
be as follows:

– tools ! “Noun”
– valuable ! “Adjective”

Sentiment Analysis Method

After preprocessing and identifying tags in a sequenced set
of words, comes the sentiment analysis phase. The method
suggested by this paper (see Fig. 3) consists of analyzing
two different types of identified adjectives. When an adjec-
tive is commonly used and found in the database used in our
method, and when it is only used within the social media
platform Twitter. The proposed method addresses the use of
commonly known adjectives, new adjectives, and
emoticons.

• Extraction of Phrase Adjectives

In this phase, the adjectives identified by the previously
explained phase “Part-Of-Speech Tagging” are extracted and
are considered representatives of the entire statement’s
polarities.

Fig. 2 Global method
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• Word Sentiment Identification

New Approach of Common Words Sentiment Identification

Websites like www.imdb.com (movie reviews), www.ama-
zon.com (product reviews), www.yelp.com (restaurant
reviews), www.CNET download.com (product reviews), and
www.reviewcentre.com, host millions of product reviews by
consumers. For the sample use, dataset for research purposes
is made available by these platforms, such as Amazon. This
includes reviews (ratings, text, helpfulness votes), product
metadata (descriptions, category information, price, brand,
and image features), and links (also viewed/also bought
graphs).

After extracting the selected tweets accordingly to their
geographic attributes, comes the step of polarity detection. In
order to optimize the computation of our method, only
adjectives are taken into consideration. An adjective is more
emotionally descriptive of mentioned information. We use
Stanford’s NLP part-of-speech (POS) tagger tool, to identify
the adjectives.

Figure 4 explains the process of assigning a value to an
adjective found in the relevant data that the system analyzes.
The number of stars reflects the emotion behind the adjective
used to describe the client experience. “Tweet 1” is a phrase
subject to analysis. This is how the process of identifying the
sentiment and therefore the polarity behind happy works in
this article.

To fluidly explain the method, let’s take an example. Our
program should find similar results: Let the following be

tweets about the flood event extracted, identified by id on the
platform.

Examples: ‘‘The deluge is disastrous:‘‘ Tw1; area : Atlantic cityð Þ
‘‘A tsunami of people showed up tomywedding: I am so happy:’’ Tw2; area : Floridað Þ

The user who tweeted Tw1, refers to the deluge as
“overwhelming” which is detected by the Part-Of-Speech
tagger as an adjective. In our dataset sample, we select
reviews which contain the label “overwhelming”. The rea-
son behind choosing labels instead of the expressed para-
graphs is for optimization purposes. Let’s say that in our
sample we have four reviews, as displayed in Table 2.

These reviews are paired as such with their ratings:
(Review 1, 0 stars), (Review 2, 1 star), (Review 3, 2 stars),
(Review 4, 1 stars).

The variable ak(w1) is used to define whether a review is
associated to more than 3 stars or less.

ak w1ð Þ ¼ Sk ð2Þ
Sk is a binary variable that takes the following values.

• If the review Rk has 3 or more stars, Sk = 1.
• Otherwise, Sk = 0.

Mv(w1) is the matching vector of the word w1 in a set of
n reviews from a dataset. All n reviews including the word
w1. The colons are the reviews.

Mv w1ð Þ ¼ a1 w1ð Þa2 w1ð Þ . . . an w1ð Þð Þ ð3Þ

Fig. 3 Sentiment analysis
method

Fig. 4 Word-based database
exploration method
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The polarity of the word w1 is then defined as such:

P w1ð Þ ¼
P

ak

n
ð4Þ

• If P(wj) � 1
2; then the word wj has a positive polarity.

• If P(wj) = 1
2; then the word wj is neutral.

• Otherwise, the polarity of the word is negative.

Now that we developed the equation of polarity, let’s
move on to the phrase’s polarity. A phrase contains a set of
words, like verbs, nouns, adjectives, adverbs. We identify
the adjectives using the Part-Of-Speech tagger. If the user
used adjectives to describe their experience along with an
emoticon, the system would assume that the polarity of the
emoticon is that of the adjective.

Emoticon Sentiment Identification

In case the user does not use an adjective but uses an
emoticon, we use a sample of 1000 random tweets con-
taining the used emoticons. The choice of 1000 is made
solely for optimization of computation. If the font of the
editor cannot display the character or if it detects it as an
image, it is copied from its original form, then searched for
on Twitter Advanced Search Tool. The dominant polarity of
adjectives detected within those tweets, using the method
above, sets its polarity.

New Approach of Unrecognized Words Sentiment
Identification

Certain words that are identified by the Part-Of-Speech
Tagger as adjectives can not be found on Amazon databases
much less on official knowledge bases such as SentiWordnet
[26]. In order to correctly identify the sentiment behind these
words, the main database reference would be the platform
itself. Users of Twitter can start using an adjective they

collectively agree on. When such word is detected, in other
words, when it is not found in the preferred reviews database
of choice, its polarity is identified by the polarity of the
adjectives and emoticons it coexists with.

Example: ‘‘Flood is disastrous:People are bummed out :=‘‘

The polarity of the word “bummed” is the sum of polarity
of adjective “disastrous” and the polarity of the emoji
referred to with “:/”. Since Polarity(phrase k) = −1, with
phrase being the Tweet minus the unusual adjective, the
polarity of bummed is negative. This task is applied on a
sample of 500 phrases containing the same word “bummed”.
The following equation is the average polarity found in
sentences when the unusual adjective occurs.

Avg Polarity wkð Þ ¼
P

polarity phrase ið Þ
500

ð6Þ

• If Avg_Polarity(wk) � 1
2 ; then the phrase has a positive

polarity, and Polarity(wk) = 1.
• If Avg_Polarity(wk) = 1

2; then the phrase is neutral,
Polarity(wk) = 0.

• Otherwise, the polarity of the phrase is negative, Polarity
(wk) = −1.

The polarity of the word is then added to the polarities of
words and emoticons of the tweet of desire.

Polarity Quantification

The purpose of this phase is to assign a polarity to a whole
statement expressed by a user. This means a single polarity
(negative, or positive) is assigned to a phrase. A statement is
said to have a positive polarity if it aligns with the words
people use to refer to emotions similar to happiness, joy,
pride, gratitude, peace. It is negative if, as mentioned before,
it refers to sentiments similar to sadness, disappointment,
fear, or anger.

If the phrase contains an adjective: Let m be the number
of identified adjectives. wk is a detected adjective in the
phrase, while bk is a binary variable

Po Phraseð Þ ¼
P

bk

m
ð5Þ

Table 2 Examples of review

Review Statement

1 This is disastrous. Bad product

2 I don’t like it

3 Needs improvement

4 I don’t enjoy it
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• If P(wk) is positive then bk = 1. If P(wk) is negative then
bk = 0.

• If Po(Phrase) � 1
2; then the phrase has a positive

polarity, and Polarity(phrase) = 1.
• If Po(phrase) = 1

2; then the phrase is neutral, Polarity
(phrase) = 0.

• Otherwise, the polarity of the phrase is negative, Polarity
(phrase) = −1.

If the polarity is negative, then the tweet is acknowledged
and counted via an incrementation of xij, j referring to the
month of its publication, and i refers to its geographic
location.

Relevant Data Selection

Only negative polarity detected tweets are selected, because
the method aims to find posts that refer to an inundation
event which is not spoken of metaphorically. If we were to
use the method [19] by calculating the average of sentiment
expressed with regard to inundations, by considering all the
tweets, the method would not be efficient. Given a fixed
month of the year, and a fixed geospatial area, if most
Tweets containing inundation keywords refer to it positively,
and few report it in a negative sentiment, the average would
be positive. In this case, we would judge the area as less
likely to be inundated, even though it isn’t true.

We use the following method to automatically disqualify
Tweets containing inundation keywords and a positive
sentiment at the same time, for the method is looking to
identify natural flood disaster, and therefore a negative
sentiment.

Table 3 explains the process of associating Tweets to
their sentiment, geographic, and temporal data. When the
polarity detected is positive, the flood is most likely not the
one referring to literal inundations. In this case, there is no
extraction of the geographic location or the temporal com-
ponent for algorithm optimization purposes.

3.3 Geographic-Temporal Predictive Method

In order to find out the probability rank of geographic and
temporal co-occurrence of a flood, a sentiment analysis
method, as well as the following matrix are dynamically
developed if the polarity of the phrase is negative. The
matrix below represents an example for three geographic
areas, and 3 months.

The variable xij refers to the quantified number of times
tweets have a negative polarity in area i and month j.

M Englishð Þ ¼
þ 5 . . . þ 1
þ 13 xij þ 2
þ 15 . . . þ 3

8<
:

9=
; ð7Þ

This matrix is just an example. It is in reality multidimen-
sional with 12 colons and contains as many lines as geospatial
areas identified. It can be translated to Table 4, another
example of five area during 3 months for further explanation.
From a sample of 500 filtered Tweets, each time a Tweet is
referenced in a negative sentiment, the variable is incre-
mented. If the sentiment is positive or neutral, it is completely
omitted. X2k represents the variable of line 2; colon k.

Every colon represents a month of the year. The global
matrix is composed of 12 colons, and n ligns. n represents the
number of Tweets detected referring the flood concept in a
negative way. Every line represents a geographic location
identified from a selected Tweet’s user’s account geolocation
or bio description attributes provided by the Twitter API as
mentioned in the previous section. Every time the month
corresponding to the colon j occurs in the location corre-
sponding to the line i while the polarity is negative, the vari-
able xij is incremented. Let (m, n) be the final obtained
dimensions of the matrix. The most incremented variable
(which represents the maximum in Eq. (8)) obtained in a fixed
area, during a fixed month is considered the 100% chance
reference. The occurrence probability of a flood within a
precise month is calculated by the following equation:

Flood Probability Zone i; Month kð Þ
¼ xik � 100

max x1k; x2k; x3k. . .; xmkð Þ ð8Þ

Table 3 Tweet characteristics
and components retrieval

Tweet Expressed
sentiment

Geographic
zone

Temporal
component

I had a flood of compliments today. I’m so happy :
D

Positive Not
extracted

Not extracted

The flood has been quite the handful. It’s been
tiresome

Negative Mississippi 03 December
2019

Flood is big. It was shockingly fast, it’s sad. It was
devastating

Negative Florida 22 January
2020
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3.4 Results and Validation

Table 5 is the application of the formula (8). It represents the
output results for five different geographic areas in the month
of January. For the month of January, the mathematical
results of the calculated flood probabilities, as previously
presented in Table 4 from a Tweet sample, are presented in
Table 5.

Figure 5 is an example of a map that would illustrate the
month of January for statistics made available on www.
statista.com/statistics. In this case, our probabilistic formula
represents a highly similar map, for the percentages shown
in Table 5, which are based on a Twitter sample, are similar
to the ones noted in the areas. The result of our system are 12
predictive maps of flood occurrence, one for each month. For
the purpose of better explanation, only the month of January
was the subject of numerical study.

A statistical map is a cartographic representation on
which quantitative data are represented (see Fig. 5). It is
used to represent the value of a statistical variable in each of
the geographic units of a global entity. It is a data visual-
ization tool. The statistical map has the advantage of being
able to both reveal a global analysis while allowing everyone
to locate details for each geographic unit. A heat map is a
data visualization technique that shows magnitude of a
phenomenon as color in two dimensions. Softwares like
StoryMap JS (Knight Lab) [37] and ArcGIS [38] are tools to
help the user tell stories on the web that highlight the
locations of a series of events. Carto [39] is also a great tool
for data visualization. Below is our application with an
illustration, which displays the inundation probabilities for
the month of January in the USA area.

4 Conclusion

In this paper, a geospatial flood-forecasting approach was
proposed to contribute to flood risk management techniques
using NLP-based methods. It consisted of analyzing social
media textual content from the Twitter platform, with the use
of the geospatial components and NLP tools in order to
preprocess data. This paper proposes a unique method,
which consists of combining geospatial component extrac-
tion methods and sentiment analysis to predict floods. It is
different from other methods because a new approach is
elaborated to omit irrelevant data, detect sentiment of formal
as well as informal words, and the proposed formula
translates the obtained results without a survey intervention.
A new method for preprocessing textual data is also
developed. Probabilities of flood occurrence were calculated
after proper analysis of user generated data related to
inundations. The calculated estimations of flood occurrence
accordingly to their geospatial and temporal components are
represented with flood prediction maps.

Table 4 Assignment matrix
illustration

Areas January February March

Florida +30 +25 +7

Louisiana +20 X2k +3

California +15 +17 +3

New York +10 +14 +2

New Jersey +5 +10 +2

Fig. 5 Predictive flood map of the month of January in USA

Table 5 Probability distribution for the month of January

Geographic zone Flood probability formula results (%)

Florida 100

Louisiana 67

California 50

New York 30

New Jersey 17
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Deep Convolution Neural Network
for Automated Method of Road Extraction
on Aerial Imagery

Norelyaqine Abderrahim, Abderrahim Saadane, and Azmi Rida

Abstract

The detection of roads from satellite images is among the
most important topics for planning and development for
cities, which replaces manual methods, but they turn out
to be a complex task due to the complexity of the objects.
This paper discusses issues related to the detection and
segmentation of roads in very high-resolution aerial
images. In order to resolve these issues, we propose in
this paper the use, deployment, and validation of deep
learning strategies, in particular, the U-net architecture
based on deep convolutional neural networks for extract-
ing roads from remote sensing images. Data augmentation
techniques and preprocessing were applied to improve
accuracy. We use in our processing for road segmentation
the Massachusetts Road Dataset, which is publicly
available. The results obtained showed excellent perfor-
mance in terms of recall, precision, accuracy, and F1
score, and they are very close to the ground truth; it
outperforms all other models presented, with a high
accuracy of 97.7%.

Keywords

Remote sensing � Deep learning � Road extraction �
Image classification

1 Introduction

Remote sensing is a scientific discipline that combines a
wide range of skills and technologies, generally used to
remotely acquire information about terrestrial objects with-
out making physical contact, using the properties of the
electromagnetic waves emitted by these objects.

This technique is very important and sometimes crucial
for observing and understanding the living environment:
weather forecasts, land monitoring (vegetation mapping,
changes in agriculture, changes in cities, etc.), military
surveillance, and study of the evolution of the oceans. Since
their appearance, digital sensors in the 1970s have been used
to provide images with adequate spatial and spectral reso-
lutions to understand the phenomenon of urban expansion.
They hence have become real planning and development
tools for cities, especially in rapidly changing areas where
up-to-date spatial information is needed.

Indeed, observation of the urban environment from space
has taken off since the appearance of civilian satellite images
with spatial resolution. This resolution is still increasing,
tending toward a resolution of less than one meter. The
quality of detail visible on such images has aroused great
interest among experts involved in the study of the urban
environment. The increase in spatial resolution also increa-
ses the quantity of data generated. However, the manual
processing of the huge mass of data present in high spatial
resolution satellite images is costly and time-consuming.

The demand for new automatic data processing techniques
(remote sensing images) became more and more pressing
since the extraction of objects in these images is useful for
many applications. Recognizing these objects and evaluating
their spatial positions and relationships is considered a pat-
tern recognition problem. Among the information sought in
remote sensing images, road networks are of particular
interest because of the variety of their applications. These
elements seem to be overriding in geographic information
systems. However, their extraction is delicate and much of
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the work has been consecrated to the study of this issue. The
detection of road networks from a satellite and aerial image
proves to be a complex task due to the complexity of the
objects. This can be explained by the nature of the observed
network. Indeed, networks have very different appearances
according to their types (motorway network, road network,
paths…), their contexts (rural, peri-urban, urban, or forest), or
their dates of construction. An urban network in a large city,
for example, is likely to appear as a network with a grid
structure, whereas winding roads in the countryside will have
a much less defined structure. Furthermore, with the recent
availability of very high spatial resolution satellite imagery,
we are able to locate the road and extract it as a surface
feature more accurately. On the other hand, it puts us in front
of the complexity of the objects, caused by (trees along the
streets, vehicles…). Indeed, road mapping is still a major
challenge for computer algorithms, whereas for human
interpreters it is an immediate task.

Road detection from satellite images captures many
researchers for more than two decades. Early work on road
detection used specific operators that measure the degree of
belonging to a road for each pixel, by calculating its
neighbors, such as the DUDA operator described by Fischler
et al. [1]. Roux et al. [2] proposed another improved version
of this operation. Shen and Castan [3] which used the infinite
symmetrical exponential filters (ISEF) to extract roof and
valley profiles in satellite images. Some studies [4] consider
the analysis of the longitudinal variance of the road, and this
type of method works for roads with homogeneous
radiometry and good contrast with the environment; how-
ever, roads do not always have homogeneous radiometry,
especially in an urban environment. For road extraction
Fischler et al. [1] proposed a dynamic programming method.
Mathematical morphology has been widely used in remote
sensing, for example, Roux et al. [2] apply (CHF) operator
to extract intensity peaks in the SPOT image; nevertheless,
the CHF is not very selective and gives noisy results. For
road extraction in high-resolution images Zhang et al. [5] use
the concept of granularity, and the method remains sensitive
to the problem of partial occlusion due to the presence of
buildings near the road or tree shadows that give a discon-
tinuous appearance of the road. Saradjian and Amini [6]
show that satellite images can be simplified using mathe-
matical morphology operators and propose two structuring
elements for road vectorization. Cai et al. [7] present an
approach based on region growth by machine learning and
apply it to automatic road detection from satellite images.

State of the art on road extraction was presented by Mena
[8] for GIS updating from satellite images and aerial pho-
tographs, and a literature review of nearly 250 references is
presented. Among the semi-automatic methods, active con-
tour algorithms are used by Laptev et al. [9], and the marked
point processes underlying stochastic geometry and

reversible jump MCMC dynamics are applied to satellite
images and aerial photographs by Stoica et al. [10].

The methods of learning classification played a very
important role and have been the subject of several works.
Mokhtarzade and Zoej [11] address for road detection in
Ikonos and Quickbird images the possibility of using neural
networks, and they use fuzzy clusters and genetic algorithms
to improve their results. Today, several factors lead us to the
use of deep learning techniques for better results. First of all
the abundance of images, artificial neural networks, during
the training process need a large number of images. This
need is met by the multiple data sets of several million
labeled images that are available, and with hardware
improvements the number of images that can be used in the
learning process has increased. Convolutional (CNNs) and
fully convolutional neural networks (FCNs) are today very
powerful tools for object classification [12]. These networks
achieve the best results on most public remote sensing ref-
erence databases with performances between 80 and 90% of
global accuracy. Rezaee and Zhang [13] used a CNN
patch-based to detect roads from images with 1.2 m spatial
resolution of Fredericton city, and the model shows more
accuracy than SVM.

Based on the recent success of deep learning, and to
better extract roads from aerial images with good classifi-
cation, we have been inspired, in this paper, by the U-net
architecture which has been able to surpass many techniques
presented in the literature, and this architecture has gained
significant popularity and has proven its effectiveness in
many medical image segmentation applications.

2 Related Work

2.1 Semantic Segmentation

In computer vision, semantic segmentation is the task
defined as assigning a class to each coherent region of an
image. This can be achieved in particular by classifying each
pixel of the image. There are many methods of segmentation
which can be divided into the following:

Contour-Based Segmentation

Contour-based segmentation is concerned with the contours
of objects in the image. Most of the algorithms belonging to
this segmentation family are local, which means they work
at the pixel level. The main problems related to this approach
which we must first characterize are the borders between
objects and also that the contours are often incomplete, and
therefore it is necessary to be able to close them. Many
operators exist to detect the contours, for example that of
Martin et al. [14]; they have detected image boundaries

32 N. Abderrahim et al.



using local brightness, textures, and colors, and they used as
input into a regression model. These methods have now been
improved notably by using multi-resolution information.

Region-Based Segmentation

Region-based segmentation approaches use different criteria,
such as spatial or temporal criteria to find homogeneous
regions. The best-known method of region-based segmen-
tation is watershed segmentation [15]. This method is based
on mathematical morphology which considers a grayscale
image as a topological relief on which a flood is simulated.
Numerous improvements have been made to this algorithm,
notably on the placement of water sources, and this type of
method is still widely used, notably in remote sensing [16].

Segmentation by classification has evolved enormously
over time, especially with the appearance of deep learning.
Originally, this type of method was generally used in addi-
tion to another method. For example, Song and Civco [17]
are the first to use a SVM to roughly segment images into
two classes. However, there are also methods using only a
machine learning approach such as Bertelli et al. [18] who
use the HOG descriptor with an SVM. The use of deep
learning for segmentation started in 2009, and more and
more studies have focused on convolutional networks to
perform segmentation tasks, and the results were very
promising. In 2012 Socher et al. [12] proposed to initially
use a single convolution layer and pooling. This first step
serves as their feature extractor. On this extractor, they stack
recursive neural networks (RNNs) which are used on local
blocks of the extractor output.

Today, CNN is the benchmark in many applications of
the computer community, and several researchers have
turned to this type of solution for the problem of object
detection, particularly in image classification for remote
sensing [13]. Besides, several models are based on convo-
lutional auto-encoders, such as SegNet [19] and U-net [20].

2.2 Deep Learning for Remote Sensing

Automated mapping from remote sensing data with deep
learning has been the subject of several recent studies. In
particular, several approaches derived from computer vision
have been successfully used to remote sensing images. Many
of the work using deep learning methods in remote sensing
are based solely on the use of optical images. Indeed, these
images are closer to the traditional images available in large
databases. The CNNs are specifically dedicated to images.
They have shown astonishing performances in object
recognition and detection. Nonetheless, it was not very used

in the classification of satellite images in remote sensing. Hu
et al. [21] use the first CNN layers ImageNet datasets for
high-resolution optical image classification functions. The
use of such network on natural images has been shown more
efficient than classical classification methods. In this way,
the approaches have been very successful thanks to changes
in image classification provided by CNNs. Several works
deploy CNNs for the detection of buildings [22]. The results
show significant improvements compared to other traditional
classification methods.

Indeed, the models qualified as fully convolutional net-
works (FCN) obtained excellent results on high-resolution
images in urban areas [23], and it was among the first
applications of FCN on optical aerial data, based on the
initial architectures of Long et al. [24]. Approaches using
FCN for semantic segmentation of remote sensing images
have become very popular. Indeed, FCNs infer a pixel pre-
diction for the whole image in a single pass, thus over-
coming the problem of patch classification, and this
drastically reduces computation times. Symmetrical
encoder-decoder models quickly follow and are the subject
of several derivative works, such as the edge regularization
by explicit constraint [25]. Although this work is limited to
optical imagery, the fusion of heterogeneous data has also
been studied subsequently. In particular, efficient deep
neural network architectures using dual-input FCNs have
been proposed for multispectral/SAR [26].

2.3 Deep Learning for Road Detection

The detection of the road from satellite or aerial images has
been the subject of much studies, and several methods have
been proposed. Indeed, the stakes are high since the extent of
the areas to be mapped is immense and the time required to
update existing maps is considerable. However, despite all
the attention paid to the problem, due to the large variability
of the objects concerned, road detection is becoming an
important issue, and consequently, the difficulty to charac-
terize them. Since Mnih's first work [22] using CNN for the
extraction of roads and buildings in aerial images, these
approaches have been successfully used on many very high
resolution data [27]. And different from the MNIH method,
to build deep neural networks using restricted Boltzmann
machines, Panboonyuen et al. [28] proposed a CNN directly
on aerial imagery of Massachusetts road dataset, and they
showed better results than the MNIH model. Zhong et al.
[29] proposed fully convolutional networks for road detec-
tion from satellite images. Road structure refined CNN was
proposed by Wei et al. [30] for road networks, and he shows
a remarkable improvement in the results.
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3 Methodology

3.1 Dataset Description

We use in our processing the Massachusetts Road Dataset
[22], published by the University of Toronto and available
online, which contains a total of 1171 aerial images with a
spatial image of around 1 m per pixel. The dataset covers an
area of over 2600 km2. Figure 1 shows the RGB image and
its corresponding ground truth classified into two segments
(road and no road) from the Massachusetts dataset with a
size of 1500 � 1500 pixels. Table 1 describes the dataset for
training, testing, and validation.

3.2 Data Augmentation

Today's computing power enables the construction of very
large networks of deep neurons with up to hundreds of
billions of parameters. The amount of learning data is crucial
to estimate such networks. Howard [31] believe that
increased data is fundamentally important to improving
network performance. Data augmentation involves artifi-
cially increasing the size of the learning database by adding
new examples created from distortions of the original
examples. The objective is that the network learns descrip-
tors specific to the classes of objects considered rather than
image artifacts such as differences in illumination. For
example, for classical images, it is clear that an object does
not change if the ambient lighting changes or if the observer

is replaced by another one. Particularly, for satellite images,
the presence of an object such as clouds in a satellite image
is independent of the rotation of the image. The final model
must be less sensitive to the colors that are determined by the
illumination conditions of the scene for classical images and
to the orientation of the image caused by the acquisition
conditions of the satellite for satellite images.

Data augmentation consists of applying certain transfor-
mations on the initial learning set to create new artificial
examples. The applied transformations do not change the
nature of the detected class and thus create new examples.
Data augmentation allows to artificially create invariances of
the final network and to increase the generalization perfor-
mance [31]. For classical images, among the classical
operations used for data augmentation we recall: rotation,
enlargement, and translation as shown in Fig. 2. More
advanced transformations such as changing the contrast or
brightness of the image can also be added according to the
user's needs.

3.3 Network Architecture

Based on convolutional networks, Ronneberger et al. [20]
propose a new architecture allowing the use of a reduced
number of training data. The main quality of the approach,
presented above, is to provide the output spatial information
and not only a label of the class to which the image belongs.
We associate a label to each pixel of the image. For this, it is
not the whole image that is passed as input of the network,

(a) (b)

Fig. 1 a The RGB image, b the corresponding label from Massachusetts road dataset
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but patches centered in each of the pixels to be classified.
This has the effect of multiplying the size of the training
data, but at the same time increasing the calculation time. To
cross each pixel with overlapping patches, redundant data
are involved. Moreover, by proceeding locally, one loses
contextual information that could be useful for the final
segmentation. There is therefore a trade-off between defining
a high size of the patches to keep information on the spatial
structure (we then lose precision) and defining a small size of
the patches to gain precision (we lose contextual information
here).

Seyedhosseini et al. [32] overcome this problem by
learning the contextual information of the image hierarchi-
cally, with their method “hierarchical waterfall model
(CHM)”, he illustrated in Fig. 3. On sub-sampled images, a
classifier is trained at each level of the hierarchy, as well as
on the max-pooling results of the previous steps. The outputs

of the classifiers are then oversampled to the initial resolu-
tion of the input image and are used to train a new classifier.

Applied to segmentation, this technique allows precise
localization and keeps the spatial context of the image.
Nonetheless, it requires training several classifiers. For a
number of 328 images (average size 250 � 250), 35 h of
training are required.

Ronneberger et al. [20] then proposes to adapt this
approach by using a convolutional network.

The idea is to use the architecture of Seyedhosseini et al.
[32] where each classifier can be approached by a layer of a
convolutional network. Thus, when entering the network,
the image to be segmented is convoluted by 64 filters with a
stride of 1, followed by a switch to the rectified linear unit
(ReLU) activation function. This step repeated twice. It
should be noted that the edges of the images and the maps
generated are not managed. After the first steps of

Table 1 Overview of dataset.
Numbers of training, testing, and
validation sets

Dataset Training Testing Validation

1171 1108 49 14

Fig. 2 Data augmentation.
a Original satellite image,
b Transformed image

Deep Convolution Neural Network for Automated … 35



convolution and transition to ReLU, a max-pooling is per-
formed with a stride of two. This has the effect of
sub-sampling the previous data by a factor of two. This is
done until a 32 � 32 size card is obtained.

The data is then over-sampled. Convolution, ReLU and
oversampling iterations are then carried out by propagating
the contextual data until a segmentation map is obtained.
This depth map 2 indicates the position of the pixels and the
associated class. Therefore, we obtain a U-shaped architec-
ture composed of a contraction phase (encoder) then an
expansion phase (decoder). The architecture is shown in
Fig. 4.

The steps of convolutions, ReLU activation, and
max-pooling are described below:

Convolution

A convolution layer is set by a numberN of convolutionmaps,
the size of the convolution kernel (often square), allowing the
detection of specific characteristics, which are applied to the
input images. Each convolution map is sum of convolution
maps of the previous layer by its respective convolution ker-
nel. There are 64 convolutions in the U-net network per layer,
and they have a fixed size of 3 � 3 (see Fig. 5).

Pooling

The principle of pooling consists on obtaining in outputmap of
property invariant to small translations by combining several
localities of an input propertymap. Themost common pooling
operation is max-pooling, which replaces a rectangular area
with the highest value locality it contains. The major advan-
tage of this operation is to improving the efficiency of the
net-work by avoiding overlearning, which is a limiting factor
in learning a CNN, also to reduce the size of the processed data
in memory. As a general rule, pooling windows are convolved
on the input property map with a step equal to the size of the
convolution window. Therefore, there is no overlap or space
between two convolution slots.We used amax-pooling of size
2 � 2 with a step of 2 as illustrated in Fig. 6.

ReLU Function

The ReLU function is a crucial function in the whole process
used after each convolution. Graphically it looks like Fig. 7.

The advantage of this function, also known as the acti-
vation function, is without affecting the receptive fields of
the convolutional layer, and it allows to increase the
non-linear properties of the entire network and the decision

Fig. 3 Cascaded hierarchical
model (CHM)
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function. The result of a ReLU layer is the same size as what
is passed to it as input, with all negative values removed.

4 Experiments and Results

4.1 Metrics for Classification

At last, to evaluate the relative results of the various clas-
sification and segmentation models, it is necessary to define
quantitative criteria allowing comparison.

We define the following performance metrics for the
classifier:

• The precision is defined as the ratio between the number
of true positives and the total number of elements
assigned to the class by the classifier:

Fig. 4 Original U-net for image segmentation

Fig. 5 Convolution operation on an image (convolution layer of size 3
by 3 which scans the input pixels (blue), to obtain an output map
(green))

Fig. 6 Pooling operation with a 2 � 2 filter and a step of 2
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Precision =
TP

TP + FP
ð1Þ

• The recall is defined as the ratio between the number of
true positives and the total number of elements really
belonging to the class:

Recall =
TP

TP + FN
ð2Þ

• The F1 score, or Sorensen-Dice coefficient, is defined as
the harmonic mean of precision and recall:

F1 ¼ 2� Precision� Recall
PrecisionþRecall

ð3Þ

4.2 Testing and Results

We choose to compare our model with different algorithms
based on deep learning for detection roads on the same
database “Massachusetts Road dataset” already used in our
model. The Recall, Precision, Accuracy, and F-score metrics
are shown in Table 2.

It can be seen in Table 2 that our network based on U-Net
architecture outperforms all other models; in terms of recall
and precision, it works better than all three other approaches,
it produces the best Accuracy value with 97.7%, and also he
achieved the highest F-score of 87.5%.

We can finally see in Fig. 8, which shows the results
obtained presented by a predicted map of the U-net model.
The results obtained from the proposed model, as we can
observe, resemble several advantages and they are very close
to the ground truth, which is encouraging. Our model can
segment the roads with high precision and less noise, as it is
shown in the first row, it can define two-lane roads well
without any problem, and they are well filled and thickened.
And also our model produces relevant results in complex
structures; it can also successfully distinguish between road
structures and similar structures such as parking lots. In
addition to that, as we can see in the second row, he can
identify roads that are not labeled in the ground truth.

From the results obtained, in order to improve the output
of our model, we want to better understand the reason for the
loss of precision. Not just the training protocols make the
model more or less efficient, we have observed also over the
evaluations and predictions made on our data that the model
could be sensitive to certain factors, which would directly
influence the quality of the prediction. The limit of our
model could be its specialization on an architectural type.
Indeed, we have noticed that it is easier to detect certain
types of roads than others. We observe that the correspon-
dence between the ground truth road and the prediction mask
is higher when it comes to the less complex roads. And also
another, that there are roads which are not labeled, the masks
are badly defined by OSM, and this behavior has been
observed on many images, therefore our model considers
them as background. And there is always room for
improvement, especially in updating satellite images.

5 Conclusion

In this paper, we have listed different ways of segmenting
roads. We have mentioned some classical methods which are
still very widely used such as morphological methods, and
also in recent years more modern methods based on learning
which have shown their excellent precision. Much progress
has been made in segmentation and visual recognition in

Fig. 7 The graph of ReLU. Linear Activation Function for Positive
and Negative Inputs

Table 2 Comparison of
performances in testing
Massachusetts data among
different deep learning methods
for roads detection

Model Precision (%) Recall (%) Accuracy (%) F-score (%)

FCN [29] 43.5 68.6 90.4 53.2

RSRCNN [30] 60.6 72.9 92.4 66.2

SegNet [28] 77.3 76.5 95.7 76.8

U-Net 86.8 88.3 97.7 87.5
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general with the reappearance of deep neural networks and
more particularly of convolutional neural networks. They
allow a new approach based on the hierarchical feature
extraction of high levels of images. Thus, several promising
techniques are born based on these architectures.

We then presented the U-net architecture, which allows
efficient road segmentation by quickly training a deep neural
network. We implemented an adapted architecture with
which we were able to experiment on several images from
the “Massachusetts Road dataset” database. The results are
very encouraging, and they have surpassed the results of
many techniques mentioned previously. However, we came
up against certain material limits.

Our work is only in its initial version, and we can say that
this work remains open for the improvement of a model
which will be able to segment the roads with more precision
and using a small number of training samples.
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Enhancing the Management of Traffic
Sequence Following Departure Trajectories

Bikir Abdelmounaime , Idrissi Otmane , and Khalifa Mansouri

Abstract

Nowadays, several busy airports have an issue in
sequencing departure aircrafts while respecting the pre-
scribed defined minima by the international organizations
(such as the Euro control and International Civil Aviation
Organization—ICAO) following their departure trajecto-
ries (the standard instrument departures—SIDs or omni-
directional trajectories), answering to the order of
aircrafts’ demands of taxiing and taking off, especially
when following the First Come First Served (FCFS)
method and handling their respected categories. The
purpose of this paper is to establish an algorithm that
optimizes the departure sequence taking into account the
aircraft categories, the spent time on the taxiway, the
runway, and during the climb in the departure trajectory.
The used algorithm based on the Shortest Job First
(SJF) concept will at first sequence the traffic in the
ground according to the estimated time to reach the
holding point to involve a better use of the departure
trajectories. This work will also offer a comparative study
of various numbers of aircrafts and show the gained time
in comparison with the FCFS concept.

Keywords

Air Traffic Flow Management � Aircraft sequencing
problem � Departure trajectories � Departure sequence
optimization

1 Introduction

Air transport is considered to be one of the domains in
continuous expansion all over the world. According to Euro
control official statistics of 2019 [1], traffic growth was 0.9%
with a total of over 11.1 million flights. This expansion from
another side is facing a stable or a slow growth in airports
infrastructure which generates more pressure on air traffic
controllers to handle the demand of air traffic movements,
especially in rush hours.

The disproportion between demand and air capacity is the
main cause of delays without taking into account measures
that can be forced by weather or applied by other technical
issues. As mentioned in Fig. 1, it is clear that delays on
airports are greater than those in the en-route phase which
confirms the wasted time and energy while taxiing and
waiting in the holding points.

The cost of increasing the capacity of the traffic network
is huge, demanding and related to many constraints in dif-
ferent levels which lead many stakeholders of air traffic
management into searching for other solutions and methods
so as to optimize traffic flows. Many efforts focused on
finding suitable and practical models for the terminal areas
and airports grounds as they considered to be the critical
phases in terms of lost time, energy, and the difficulty to
handle for air traffic controllers, especially in busy airports.

This work will focus on the aircraft sequencing problem
(ASP) just after takeoff while following their assigned
departures trajectories.

2 Problematic

Aircrafts after takeoff follow the standard instrument
departure (SID) or the assigned departure trajectory by air
traffic controllers. An SID is a designated instrument flight
rule (IFR) departure route linking the aerodrome or a spec-
ified runway of the aerodrome with a specified significant
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point, normally on a designated route (Air traffic services—
ATS), at which the en-route phase of a flight commences [2].

Airfields that can receive instrument rules flights may
dispose of one or many SIDs depending on the available
runways and the surrounding space structure (mountains,
danger areas, regulated zones, etc.). These SIDs may be
strategically separated or independent or just dependent one
of another. In case of dependent SIDs, a delay is generated
for aircrafts on the ground on the holding point before
takeoff because the precedent traffic is occupying the SID
which won’t be useful until the traffic reaches a certain point,
altitude, or flight level.

Aircrafts types and, respectively, their performances have
an impact on the use of the SIDs since the slow-moving ones
are taking more time than the fast ones to clear the SID.
From another side, the aircraft sequence on the ground is
also influencing the use of the SIDs because when
low-performance aircrafts are preceding those with high
performance it takes more time for the whole sequence to
take off and of course more delay for most the aircrafts.

From the above, it is clear that the optimization of the
traffic sequence on the ground will involve a better use of the
SIDs or departure trajectory and contribute to reducing the
delay.

3 State of Art

The authors in paper [3] developed a method relaying on
Reference Business Trajectories as a source of data to reduce
Air Traffic Controller interventions at the tactical level while
preserving Air Traffic Flow Management operations. The
proposed work aims to sequencing aircrafts on departure at
the airports by taking into account the benefits of small time
stamp variations in the assigned Calculated Takeoff Time
departures and to improve Trajectory-Based Operations

concepts. In the research [4], the authors present a
data-splitting algorithm to ideally solve the aircraft
sequencing problem (ASP) which was constructed as a
mixed-integer program (MIP), considering several realistic
constraints, including safety separation standards, wide time
windows, and constrained position shifting, with the aim of
maximizing the total throughput. The work [5] aimed to
reduce the waiting time in the runway holding point, by
proposing a non-iterative real-time model, which can help air
traffic controllers in decision-making in times of congestion
on the ground at any airport. The proposed model shows that
the number of sequenced aircrafts simultaneously directly
influences the waiting times and makes pan. Moreover,
factors such as landing time and operational restrictions
influence the optimized sequencing as well as the waiting
time of the aircraft on the ground. In particular, the separa-
tion minima possibly become the most important factor of
influence when the SID is considered [6] in their work
focuses on the real-time optimization of takeoff and landing
operations at a busy terminal control area in case of traffic
congestion. The formulations in their proposed
mixed-integer linear programming investigate the trade-off
between multiple performance indicators of practical
objective while considering the safety constraints with a high
precision. Paper [7] proposed a method that imputes
departing flights into the aircraft sequence, sets up a dynamic
model to consider time-varying variables, and constructs a
specific genetic algorithm to solve the aircraft-sequencing
problem. The authors in paper [8] put into test the ASP over
multiple runways, under mixed-mode operations with the
aim of reducing the total weighted tardiness of aircraft
landings and departures at the same time. The ASP was
modeled as a parallel machine scheduling problem with
unequal ready times, target times, and deadlines. Greedy
heuristics and metaheuristics were applied to obtain solu-
tions in reasonable computation times.

Fig. 1 Air Traffic Flow
Management (ATFM) delays in
2019 per month
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Paper [9] presented the issue of integrated gate realloca-
tion and taxiway scheduling, in which complex constraints
related to runway restriction, gate assignment, and taxiway
conflict are all added when determining the schedule. Con-
tribution [10] shows the development of a multilevel opti-
mization framework for the design and selection of departure
trajectories, and the distribution of aircraft movements
among these trajectories while taking the sequence and
separation needs for aircraft on runways and along chosen
trajectories in consideration. The authors in [11] present a
robust optimization approach for metering aircraft departures
under uncertainty in the taxi-out process. A mixed-integer
linear programming model for runway sequencing and
scheduling that incorporates uncertainty sets for the release
time is proposed so as to determine in a dynamic way an
ideal and robust sequence and schedule of aircraft taxi-out
from the gate. In article [12], the authors show the devel-
opment of a two-step optimization framework to select air-
craft departure trajectories and the allocation of flights in
these trajectories. The work [13] presents the first local
search heuristic for the coupled runway sequencing (arrival
and departure) and taxiway routing problems, based on the
receding horizon (RH) scheme that consider the dynamic
nature of the problem. Paper [14] presents a new
multi-objective optimization model for the construction and
assignment of optimal aircraft departure trajectories. In this
problem—in addition to the two conventional objectives
based on cumulative noise criteria and fuel burn—a new
objective taking into account the flight frequency is con-
sidered. In addition, to take advantage of the combination of
designing new routes and allocating flights to these routes,
two different routes are considered simultaneously, and the
distribution of flights over these two routes is addressed in
parallel. The authors in paper [15] study optimal departure
operations at airports in the context of departure metering.
More precisely, they develop a stochastic dynamic pro-
gramming framework for tactical management of pushback
operations at gates and for determining the optimal number
of aircraft to be directed to the runway queue from the
metering areas.

4 Modelization

In order to optimize the problem, we considered four cate-
gories of aircrafts according to their performances. We also
chose three standard departure routes which leading the
north, east, and west noted, respectively, N, E, and W. After
a study of cumulated data, we quantified the conflict between
two aircrafts following two SIDs in a coefficient. We define
Ci, i − 1 the coefficient which represents the conflict
between the aircraft i and the preceding aircraft i − 1 as
shown in Table 1.

We define:

– Di, j: the delay in seconds that the aircraft i has to wait in
order to take off after aircraft j.

– Ti: the time that the aircraft i needs to reach a certain
altitude or flight level to liberate the SID (5000 ft in our
model)

– Twy estimate: the time for aircraft i to reach the principal
Taxiway

– Twy time: the time that the aircraft i spend on the prin-
cipal taxiway.

We are going to compute the delay using the following
algorithm:

Algorithm 1

X=[N,E,W]

(for i=1:3

sid(i )=Xi

(for J= 1:3

c(i,j)= C Xi,Xj

D i,j= c(i,j) × Cat i × 25                      

end)

end)

We obtain the delay using the formula:

D i; j ¼ C i; j � Cat i � 25 ð1Þ
Then we replace: j = i − 1

D i; i� 1 ¼ C i; i� 1� Cat i � 25 ð2Þ

Table 1 SID coefficient i j C i, j

W N 3

W E 1

W W 4

E N 3

E E 4

E W 1

N N 4

N E 3

N W 3
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After that, we are going to sequence the aircrafts in a
descending order according to the estimated time of reaching
the main taxiway so as to find the takeoff order following the
first come first served concept FCFS: A = [Ai], with i ε {2;
3; : : : ; n}; is the order of takeoff of aircraft Ai according to
FCFS, so the order is as follows:

{ A1, A2, : : : , An)}; therefore, Ai takes off at test-
f1 = tA1, as for A2, it can take off at

testf2 ¼ max testf1 þ Di; i� 1; tA2ð Þ ð3Þ

because an aircraft cannot take off before its estimated time
of departure. This separation takes into account the regula-
tory separation. We define:

Ri ¼ testfi � tAi ð4Þ

the delay of the aircraft Ai with i is the takeoff order
according to the FCFS concept.

Concept of the scheduling algorithm:

Once the n aircraft are activated, referring to the type of aircraft, it calculates the esti-

mated taxiing time of each aircraft Ai, then following this time sequence the aircraft in 

a descending order to find the optimal permutation p.

After that we are going to sequence the aircrafts in a
descending order from the estimated time of the holding
point in order to find the takeoff order according to FCFS
concept. A = [Aj], with j ε {p(1), p(2); p(3); : : ; p(n)}; is the
takeoff order of the plane Aj according to FCFS, so the order
is as follows:

{ Ap(1), Ap(2); Ap(3); : : : : ; Ap(n)}; therefore, A1 takes
off at testfp1 = tAp(1), as for Ap(2) can take off at

testfp2 ¼ max testfp1 þ Di; j ; tAp 2ð Þð Þ ð5Þ
We define:

Rpi ¼ testfpi � tAp ið Þ ð6Þ
the delay of the aircraft Ap(i) with i is the takeoff order
according to the FCFS concept. The first aircraft A1 to take
off will be among the most performing aircrafts in the
selection.

TO preview the efficiency of our model, we have mini-
mized the constraints assuming that all the aircrafts will
follow the same SID or departure trajectory after takeoff.

Algorithm 2

1 Calculate ti for i=1,...,n

2 Find p

3 Calculate testfpi for i=1,...,n

4 Calculate the delay Rpi for i=1,...,n

5 Short Job First (SJF) Scheduling Concept

In this work, we will choose a more efficient scheduling
method in order to:

– Ensure that each waiting aircraft will be handled in the
shortest possible time.

– Minimize the waiting time.
– Use the airport infrastructure to the maximum.
– Balance the use of resources.
– Consider the priorities.
– Predict the traffic situation in the best way.

We will consider traffic sequencing as a system with
non-primitive scheduling or without requisition. It will
execute the tasks by choosing the shortest first (Short Job
First—SJF) and give priority until it finishes the whole
takeoff phase by freeing the SID or the departure trajectory
for the following traffic.

This method is valid when we know the maximum exe-
cution time (the taken time by an aircraft in the SID or
departure trajectory) in order to get a better average time of
stay.

In our model, we will also assume that all the aircrafts
will follow the same departure trajectory or SID to determine
an exact execution time.

We will consider that the aircraft is the task of the process
and the arrival time is the time to reach the waiting point,
while the stay time will be the time between the waiting
point and the moment when the departure trajectory or SID
is released and the waiting time is the time that the planes
have to wait before executing the flight.

6 Computational Study and Data

Table 2 shows the computational data following the FCFS
algorithm with ‘arrival time’ is the estimated time for an
aircraft to reach the holding point after the taxiing phase,
‘job’ is the execution time of the takeoff and crossing flight
level 70 (7000 ft) phase and ‘Execution end’ is the estimated
time to release the mentioned level.

After simulating a given situation containing a certain
number of aircrafts in the first phase using the FCFS algo-
rithm, a delay of 318.9 min was generated, knowing that
each aircraft is misplaced in the sequence, which explains
the generated accumulated delay during the taxiing phase,
something that is unacceptable in the aviation sector because
every wasted minute is worthy.

So, we decided to simulate the same situation using
another sequencing method which is the SJF and we have
obtained as a result 204.7 min as a generated accumulated
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delay; a drop of 35% compared to the first model as detailed
in Table 3.

The impact of the number of aircrafts

To show the impact of the number of the handled aircrafts in
the same periods (peak hours), which is the main reason of
this work, we have varied the number of traffic in situations
ranging from 5 to 15 aircrafts in order of 5 as detailed in the
Tables 4, 5, 6, 7, 8, and 9.

Five aircrafts computing data

See Tables 4 and 5.

Ten aircrafts computing data

See Tables 6 and 7.

Fifteen aircrafts computing data

See Tables 8 and 9.

Summary and graphic interpretation

We can see that the delay decreases significantly depending
on the aircrafts number, which favors the use of SJF algo-
rithm in the departure scheduling in comparison with the
FCFS concept as detailed in Table 10 and illustrated in
Fig. 2.

7 Conclusion

The objective of this paper is to develop an algorithm that
optimizes the departure sequence by considering the aircraft
categories, the spent time on the taxiway, on the runway, and
during the climb in the departure trajectory. The used
algorithm, based on the “Shortest Job First SJF” concept,
sequenced the ground traffic according to the estimated time
to reach the holding point in order to allow a better use of the
departure trajectories. For simulation constraints, we have
considered that all the aircrafts will follow the same trajec-
tory after departure and grouped them in four main cate-
gories. We also have supposed that an optimized scheduling

Table 2 FCFS concept
application (22 aircrafts)

FIFO Aircraft category Arrival time (min) Job Execution Execution end Delay (min)

1 1 1.6 1.4 1.6 3 0

2 2 3.8 2.8 3.8 6.6 0

3 3 6 4.2 6.6 10.8 0.6

4 4 8.3 5.6 10.8 16.4 2.5

5 3 10 4.2 16.4 20.6 6.4

6 2 12 2.8 20.6 23.4 8.6

7 1 14.6 1.4 23.4 24.8 8.8

8 4 17 5.6 24.8 30.4 7.8

9 2 19 2.8 30.4 33.2 11.4

10 4 21 5.6 33.2 38.8 12.2

11 3 23 4.2 38.8 43 15.8

12 1 25 1.4 43 44.4 18

13 2 27 2.8 44.4 47.2 17.4

14 4 30 5.6 47.2 52.8 17.2

15 1 32 1.4 52.8 54.2 20.8

16 3 34 4.2 54.2 58.4 20.2

17 2 36 2.8 58.4 61.2 22.4

18 4 39 5.6 61.2 66.8 22.2

19 2 41 2.8 66.8 69.6 25.8

20 1 43 1.4 69.6 71 26.6

21 3 45 4.2 71 75.2 26

22 2 47 2.8 75.2 78 28.2

Total delay 318.9 min
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Table 3 SJF concept application (22 aircrafts)

SJF Aircraft Category Arrival time (min) Execution execution end Delay (min)

1 1 1.6 1.6 3.8 0

2 2 3.8 3.8 6.6 0

3 3 6 6.6 10.2 0.6

5 3 10 10.2 14.4 0.2

6 2 12 14.4 17.2 2.4

7 1 14.6 17.2 19 2.6

9 2 19 19 21.8 0

4 4 8.3 21.8 27.4 13.5

12 1 25 27.4 28.8 2.4

13 2 27 28.8 31.6 1.8

11 3 23 31.6 35.8 8.6

15 1 32 35.8 37.2 3.8

17 2 36 37.2 40 1.2

16 3 34 40 44.2 6

20 1 43 44.2 45.6 1.2

19 2 41 45.6 48.4 4.6

22 2 47 48.4 51.2 1.4

21 3 45 51.2 55.4 6.2

8 4 17 55.4 61 38.4

10 4 21 61 66.6 40

14 4 30 66.6 72.2 36.6

18 4 39 72.2 33.2

Total delay 204.7 min

Table 4 FCFS concept
application (5 aircrafts)

FIFO CATEGORY ARRIVAL TIME
(MIN)

JOB EXECUTION EXECUTION
END

DELAY (MIN)

1 1 1.6 1.4 1.6 3 0

2 2 3.8 2.8 3.8 6.6 0

3 3 6 4.2 6.6 10.8 0.6

4 4 8.3 5.6 10.8 16.4 2.5

5 3 10 4.2 16.4 20.6 6.4

9.5

Table 5 SJF concept application
(5 aircrafts)

SJF CATEGORY ARRIVAL
TIME (MIN)

JOB EXECUTION EXECUTION
END

DELAY (MIN)

1 1 1.6 1.4 1.6 3 0

2 2 3.8 2.8 3.8 6.6 0

3 3 6 4.2 6.6 10.8 0.6

5 3 10 4.2 10.8 15 0.8

4 4 8.3 5.6 15 20.6 6.7

8.1
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Table 6 FCFS concept
application (10 aircrafts)

FIFO CAT ARRIVAL TIME
(MIN)

JOB EXECUTION EXECUTION
END

DELAY (MIN)

1 1 1.6 1.4 1.6 3 0

2 2 3.8 2.8 3.8 6.6 0

3 3 6 4.2 6.6 10.8 0.6

4 4 8.3 5.6 10.8 16.4 2.5

5 3 10 4.2 16.4 20.6 6.4

6 2 12 2.8 20.6 23.4 8.6

7 1 14.6 1.4 23.4 24.8 8.8

8 4 17 5.6 24.8 30.4 7.8

9 2 19 2.8 30.4 33.2 11.4

10 4 21 5.6 33.2 38.8 12.2

58.3

Table 7 SJF concept application
(10 aircrafts)

SJF CATEGORY ARRIVAL
TIME (MIN)

JOB EXECUTION EXECUTION
END

DELAY (MIN)

1 1 1.6 1.4 1.6 3 0

2 2 3.8 2.8 3.8 6.6 0

3 3 6 4.2 6.6 10.8 0.6

5 3 10 4.2 10.8 15 0.8

6 2 12 2.8 15 17.8 3

7 1 14.6 1.4 17.8 19.2 3.2

4 4 8.3 5.6 19.2 24.8 10.9

9 2 19 2.8 24.8 27.6 5.8

8 4 17 5.6 27.6 33.2 10.6

10 4 21 5.6 33.2 38.8 12.2

47.1

Table 8 FCFS concept
application (15 aircrafts)

FIFO CATEGORY ARRIVAL TIME
(MIN)

JOB EXECUTION EXECUTION
END

DELAY (MIN)

1 1 1.6 1.4 1.6 3 0

2 2 3.8 2.8 3.8 6.6 0

3 3 6 4.2 6.6 10.8 0.6

4 4 8.3 5.6 10.8 16.4 2.5

5 3 10 4.2 16.4 20.6 6.4

6 2 12 2.8 20.6 23.4 8.6

7 1 14.6 1.4 23.4 24.8 8.8

8 4 17 5.6 24.8 30.4 7.8

9 2 19 2.8 30.4 33.2 11.4

10 4 21 5.6 33.2 38.8 12.2

11 3 23 4.2 38.8 43 15.8

12 1 25 1.4 43 44.4 18

13 2 27 2.8 44.4 47.2 17.4

14 4 30 5.6 47.2 52.8 17.2

15 1 32 1.4 52.8 54.2 20.8

147.5
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system already executed before the holding point. The
achieved results are very satisfactory in comparison with the
classical FCFS concept.
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A Multiagent and Machine Learning Based
Denial of Service Intrusion Detection System
for Drone Networks

Said Ouiazzane, Malika Addou, and Fatimazahra Barramou

Abstract

The objective of this research work was to propose a
model based on Muli-Agent System and on machine
learning techniques to detect Denial of Service (DoS) cy-
ber-attacks targeting the networks of drones. The pro-
posed model is autonomous, characterized by its high
performance and enables the detection of known and
unknown DoS attacks in UAV networks with high
accuracy and low false-positives and false-negatives
rates. This approach is intended to address the security
vulnerabilities of drone-based infrastructures and to show
how important this topic is, given that little attention is
paid by the scientific community to the security aspect of
drones. The detection of DoS attacks is an indispensable
security measure to ensure the high availability of drone
systems typically used in emergency situations (Intelli-
gent Health and Public Safety Systems) where geospatial
information is sensitive and highly critical. The proposed
approach has made it possible to detect DoS attacks using
multi-agent systems and the machine learning Decision
Tree algorithm, which was chosen after testing several
machine learning algorithms (Such as Random Forest,
Decision Tree, Tree Ensemble, Naïve Bayes, Support
Vector Machine…) on the CICIDS2017 which is a
reference dataset used by researchers working on Net-
work Intrusion Detection Systems (NIDS). The results of
the experiment were conclusive and demonstrated the
efficiency and effectiveness of our system in detecting
DoS attacks with 100% of accuracy and with null rates of
false positive and false negative.

Keywords

Denial of service�Geospatial data� Intrusion detection �
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1 Introduction

UAVs (Unmanned Aerial Vehicle) are widely used in dif-
ferent fields of expertise, and we have many examples of
their use in the literature. Notably, the author of [1] used
UAV technology to ensure multispectral imaging and in the
field of agriculture to identify the difference in terrain. In
another research work [2], the authors suggest using UAVs
to embark an X-ray camera, IR, and metal detectors. This
technology is also widely used in the field of e-commerce
and delivery despite the limitations faced in terms of the
strong impact of weight on the battery life of UAVs and the
maximum distance that can be flown by the aircraft,
knowing that operations to deliver small goods is already a
reality that we live today, including several large technology
companies (such as Amazon's Prime Air service) use UAVs
for delivery of goods [3].

In the era of the COvid19 pandemic that the world is
currently experiencing and that is constantly invading the
entire planet, all nations have been mobilized to face the
very rapid spread of the corona virus. In this sense, several
countries have called upon UAV technology to significantly
accelerate the control of this unprecedented spread. In par-
ticular, a flight of drones is being used in Australia to
identify people with a “doubtful” respiratory profile [4].
China, the United Arab Emirates, Spain, and Kuwait have
opted for UAV fleets (UAV Networks) to monitor and dis-
infect several cities to control the spread of Covid19 [5].
UAVs are also used to deliver medicines, food supplies, and
other necessary goods weighing a few kilos. Currently,
thousands of UAVs are deployed in every state of India to
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undertake similar actions, obviously with government
authorization. These systems have demonstrated their
effectiveness with a significant success rate in reducing the
spread of the virus [5]. UAV systems can be equipped with
communication tools and sent to suitable stations in the field
to act as aerial mobile stations, to perform mobile relay
station tasks to extend network coverage, or as end terminals
[6–10]. In this case, UAVs are very effective in ensuring the
high availability of telecom infrastructures in situations of
natural disasters, war, and terrorism.

Given the very important use of UAVs in various fields of
application including the control and the processing of
emergency situations (Covid19, Public Safety…) where
geospatial information is critical and urgent, UAVs are
increasingly targeted by attackers and hackers to affect their
security through the violation of geospatial data security
policies, which is the key factor of success of missions
carried out by UAVs. As a result, the security and protection
of geospatial data transiting through UAV networks against
cyber-attacks (that could impact the reliability, integrity, and
availability of UAV control and application flows) are cur-
rent issues that need to be taken seriously and studied in
depth. As little attention has been paid to date by the sci-
entific community to the detection of intrusions into UAV
networks, and most research works focuses mainly on con-
ventional problems and solutions to improve performance in
terms of coverage, mobility, and reliability, while ignoring
the security aspect. In this research work, we present a model
of an intrusion detection system for UAV networks to pro-
tect geographic data against denial of service attacks, which
are among the most common attacks against UAV infras-
tructures and fleets.

Today, cyber-attacks such as DoS (Denial of Service) and
DDoS (Distributed Denial of Service) have become more
notorious and widespread. DDoS attacks allow an attacker to
exploit a large number of compromised machines (called
zombies), which bombard one or more specific targets with
seemingly legitimate requests. DDoS attacks are often
effective, affordable, and do not require well forged technical
expertise to instantiate them [11]. Throughout this paper, we
will use the term DoS to refer to both DoS and DDoS
cyber-attacks since they have the same operating principle
and the difference lies in the maximum number of requests
that can be sent.

DoS attacks can be instantiated by hackers and malicious
persons (even by hacking amateurs who can use open source
tools published on the Internet to launch such type of
cyberattacks) to affect the availability of UAV infrastruc-
tures in order to prevent UAVs and their owners from car-
rying out their missions or to capture UAVs for illicit
purposes. Denial of service attacks generally aim at

depleting the resources of UAV systems to prevent the
timely completion of important tasks [12]. Given the dis-
tribution, volume, transition speed, and particular qualities of
geographic data [13], the use of classical DoS attack
detection systems becomes inappropriate as the detection of
this type of attack in typical UAV networks is a very com-
plex task that needs to be simplified by opting for
multi-agent technology, which is the most appropriate way
to deal with the security of geographic data against DoS
attacks.

2 Background of the Study

In this section, we will discuss some concepts and termi-
nologies related to our research work. At the beginning, we
will give an overview of UAVs, UAV fleets, and geospatial
data circulating within UAV networks. Then we will move
on to the security aspect of UAVs while identifying the
various vulnerabilities and attacks to which UAV technol-
ogy is exposed. Finally, we will conclude this section with
some basic notions about Network Intrusion Systems
(NIDS).

2.1 Drone Definition

A UAV is defined as an aircraft with no pilot on board.
The UAV system is usually remotely controlled using a
so-called Ground Control Station (GCS). The UAV is
autonomous and can fly on its own following a
pre-programmed flight plan, just as it can be remotely con-
trolled using a smartphone or tablet [14].

UAVs are widely used in different fields of expertise, and
we have many examples of their use in the literature. In
particular, the author of [1] proposes to use UAV technology
to take multispectral images and to identify the difference in
terrain to enhance the agriculture productivity. In another
research work [2], the authors suggest using UAVs to
embark an X-ray camera, IR, and metal detectors. This
technology is also widely used in the field of e-commerce
and delivery despite the limitations faced in terms of the
strong impact of weight on the battery life of UAVs and the
maximum distance that can be flown by the aircraft,
knowing that operations to deliver small goods is already a
reality that we live today, including several large technology
companies (such as Amazon's Prime Air service) which have
already started to use UAVs for delivery of goods [3].
Finally, according to the author of [1], another use of the
drone technology can be envisaged, which is the transport of
blood and small medicines in Africa.
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2.2 Fleet of Drones

A UAV fleet is a grouping of several UAVs that collaborate
with each other to achieve more complex objectives [2]. In a
UAV network, each UAV takes on its tasks to contribute to
the achievement of the overall objective. We can consider
four types of communication architectures that can be used
in a UAV fleet: satellite communication architecture, cen-
tralized communication architecture, ad hoc communication
architecture, and cellular communication architecture.

2.3 Geographic Data

Geospatial or geographical data refer to objects located on a
given environment. According to the geometry and the role of
data, we must distinguish between several types of data [15]:

• According to the geometry:
– Vector data (point, line, and polygon)
– Raster data (images: scanned IGN maps, aerial

images)
– Locatable data

• Depending on the role
– Geographical references
– Business data

Geographic data about the world are stored in thematic
layers that can be linked together geographically. This
concept, both simple and powerful, has proven its effec-
tiveness in solving many concrete problems [16].

2.4 Security Aspect of a Fleet of Drones

In this section, we will focus on some of the vulnerabilities
inherent to WIFI networks and those present as a result of
the involvement of UAV technology in these networks. We
will also look at some of the attacks to which UAVs are
exposed and which can jeopardize the security of the
application and control flows that pass through UAV
networks.

Vulnerabilities of a UAV network. UAV networks are
vulnerable to cyber-attacks due to the lack of a central entity
responsible for monitoring suspicious activities that could
target the network. Moreover, in an UAV network deployed
under an ad hoc communication architecture, all nodes of the
network participate in proposing routing table entries and do
not assume the presence of malicious UAVs that may
broadcast erroneous routing packets [2]. In addition, some
vulnerabilities may occur that are inherent to the physical
architecture of the UAVs [17], the communication media,
the deployment architecture (cooperation and collaboration

between the members of the fleet), and the possibility of
inserting malicious UAVs into the network [18].

UAV networks are generally based on WIFI and use
radio waves as their communication media. However, these
radio links are characterized by their low bandwidth that can
be easily saturated by a hacker's broadcast of false packets,
so communication between the UAVs in the network can be
disrupted [19].

The adhoc deployment architecture of a UAV fleet is not
controlled due to its distribution and dynamic characteristics.
In this type of communication architecture, the communi-
cation medium is opportunistic and shared between the
UAVs in the network. As a result, the task of controlling the
entry and the output of the nodes in the network becomes
very delicate. In this case, a malicious drone could easily
insert itself into the network and thus participate in
proposing paths with optimal metrics that could falsify the
entries in the routing table. Without forgetting that a mali-
cious drone can always usurp the identity of the legitimate
nodes to act on the routing table by broadcasting false
packets or by replaying obsolete information (Example:
Rushing attack) [20].

The mobility speed of UAVs is very high (speeds can
reach 80 km/h or more), which continuously changes the
network topology. Therefore, a routing protocol cannot
distinguish a communication failure caused by UAV
movements from the activities of a hacker trying to make the
service unavailable [21].

Another very important vulnerability is present due to the
very limited resources available to UAVs (CPU and RAM).
Consequently, the drone resources can be easily consumed
by attackers using, for example, sleep deprivation attacks
[22] which consist in broadcasting a very large number of
control messages to capture and bypass drone devices.

Attacks in an adhoc network. UAV fleets rely on
wireless technology as a communication medium. Conse-
quently, a UAV network can be targeted by different
cyber-attacks, namely, eavesdropping and active interference
[23]. This type of attack can be carried out by using a
high-gain antenna within range of a UAV to listen, capture,
or replay network traffic passing through the UAV fleet.

Given the importance and criticality of the application
and control flows carried by a UAV network. Hackers are
constantly aiming to circumvent these networks by, for
example, eavesdropping on a network while placing an
illegitimate UAV between two or more nodes in the fleet.
They can also take advantage of the inherent vulnerabilities
of UAV systems that may result from poor configuration of
UAV networks, inadequate implementation, or protocol
design problems [24]. Not to mention that the attacker can
listen to the entire network by acting on the routing protocols
to create the inputs and paths that allow him to redirect all
traffic to his system.
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2.5 Computer Security

Security refers to the ownership of a system, service, or
entity. It is generally expressed by the principles of security
[25], which are availability, integrity, and confidentiality
[26]. According to [27] the principles of computer security
are as follows:

• Confidentiality: This is about respecting the privacy of
individuals and protecting their sensitive information
from misuse or unauthorized disclosure.

• Integrity: Data cannot be altered or tampered without
authorization. It also means that data stored in one part of
a database system is consistent with other related data
stored in another part of the database system (or on
another system).

• Availability: The IT infrastructure (information, services,
systems, equipment…) must function properly while
remaining available at all times to serve authorized users.

2.6 Network Intrusion Detection System—NIDS

Intrusion Detection Systems (IDS) are among the most
important defense tools against sophisticated and growing
cyber-attacks targeting networks. Intrusion is defined as any
computer activity aimed at illegitimately accessing infor-
mation, eavesdropping on the network without authorization
or completely destroying the system [28].

Intrusion detection is one of the most important aspects of
cybersecurity [29]. Network Intrusion Detection Systems
(NIDS) are indispensable devices for detecting violations of
computer network security policies. A NIDS monitors and
analyzes the traffic on an entire organization's network and
informs administrators as soon as it detects suspicious
activities that could have an impact on the proper functioning
of the information system. There are two types of NIDS: The
first type is the Signature-based NIDS (SNIDS); this type
verifies the pattern matching against a database of signatures
developed by security experts. The second type is the Ano-
maly Detection Based NIDS (ADNIDS); this one is based on
the identification of a baseline profile of the network during
its normal functioning and then triggers alarms as soon as a
deviation from the reference profile is detected [30].

To study NIDS, several datasets are published on the
Internet to be used by researchers working on the develop-
ment and the improvement of intrusion detection systems. In
particular, NSL-KDD and CICIDS2017 are reference data-
sets that are used in the development of NIDS, and these
datasets generally classify network connections into five
categories: Normal traffic, DoS network, probe, R2L, and
U2R. Thus, network flows can be classified as follows [31]:

• DOS: Denial of Service is a category of attack in which
the victim's resources are consumed until the system
becomes unable to respond to legitimate requests.

• Probe: The purpose of this category of attack is to obtain
information about the victim remotely via a port scan for
example.

• U2R: Getting unauthorized access to local superuser
privileges is a type of attack, where an attacker uses a
normal account to log into a victim’s system and attempts
to gain root/admin privileges by exploiting certain vul-
nerabilities on the victim's machine, such as buffer
overflow attacks.

• R2L: Having unauthorized access from a remote machine
to manipulate the victim’s system as needed.

3 State of the Art

In the literature, several research works have dealt with the
problem of UAV security. In this section, we will highlight
some studies conducted and approaches proposed by
researchers to address the security aspect of UAVs.

3.1 Security Aspect in UAV Networks

Javaid et al. [32] examines and analyzes the privacy and
security challenges posed by Covid19 contact monitoring
systems. The author proposes some recommendations for
automatic contact tracing systems and UAV-based surveil-
lance systems. Thus, any implementation of such systems
must take into account the security aspect in order to prevent
the violation of the privacy of unsuspecting citizens against
cybercrime.

In [33], UAVs are considered vulnerable to cyber-attacks
due to the typology of their network and to their various
physical components located in remote locations.
Cyber-attacks can target UAV networks for causing control
station malfunctioning, destruction and exfiltration of UAV
data, denial of service, and for corruption and damage to
information. The author of [34] presents a study of incidents
that may be caused by UAVs deployed near airports while
highlighting some research that has used sensor technologies
to detect, to mitigate, and to prevent malicious UAVs. The
author of [35] proposes Blockchain technology as a means to
improve UAV security. He confirms that this technology is
highly secure since it is based on private key cryptography
and peer-to-peer networking. In this article [36], the author
conducts an exhaustive study of the different UAV simula-
tors available on the market as they are essential to address
the security issues facing UAV technology such as fatal
UAV failures, malicious attacks targeting this technology
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and disastrous abuses that have cost UAV users a lot of
money. The author of the work [37] presents the different
threats and vulnerabilities of Internet of Drones (IoD) while
creating a taxonomy to categorize attacks according to vul-
nerabilities and threats related to the networking of UAVs in
existing cellular infrastructures. In the research work [38],
the author focuses on the different concerns of the European
Commission mainly related to the processing of data tran-
siting in UAV networks. This commission aims to ensure the
protection of privacy and cybersecurity while opting for the
identification and registration of all types of UAVs, their
pilots, and operators. The authors of [39] provide an over-
view of the technologies used for the surveillance of UAVs
and existing anti-drug systems. According to the authors,
UAVs are increasingly used in many fields of application
because of their ease of use and low cost of deployment,
posing a very large threat to public safety and the privacy of
citizens. To limit the impact of these threats, it is very
important to deploy anti-drug systems in sensitive areas in
order to detect, locate, and defend against intruding UAVs.
According to the author of [40], UAVs rely largely on
autonomous systems (autopilot), so it is necessary to develop
a very robust autopilot system to counter any possible
cyber-attack that could target UAVs. Thus, the author pre-
sents a biometric system ensuring the encryption of the
communication flow between a UAV and a computerized
control station. In [41], the drone is a technology that offers
many opportunities to improve health care by opting for
drone drug delivery to increase drug accessibility. Thus, the
author describes the drone technology and highlights some
regulatory considerations to be taken into account by the
pharmacy and all stakeholders to protect the privacy of cit-
izens from disclosure. The author of [42] focuses on
potential cyber-attacks and provides some examples of
cyber-attacks that have targeted drone technology. The
author also provides an overview of the aviation cyberse-
curity framework to assess the level of maturity against
global security standards. The author concludes his work by
highlighting the measures that need to be taken seriously for
the implementation of aviation cyber security in UAV sys-
tems. In [14], the author proposes a model of a network
intrusion detection system for a fleet of UAVs. According to
the author, the system is based on machine learning tech-
niques to detect any deviation from the network baseline.

3.2 DoS Attacks Targeting a Drone

Studies on denial of service attacks that can target drones
have been conducted by the scientific community. In par-
ticular, the author of [12] presents a framework to cope with
DoS attacks targeting UAVs while offering some defense
mechanisms to protect the UAV resources in terms of

memory, CPU, and network card. This approach consists in
preventing the attacker from using all the available resources
to the UAV. In [43], the author evaluates the effects of denial
of service attacks that can target the two commonly used
UAVs (3DR SOLO and AR.Drone 2.0). The author confirms
that DoS attacks are triggered at the time of UAV navigation
and states that experiments have shown the effectiveness of
this type of attack. The author adds that DoS attacks can
critically impact the proper functioning of UAV systems
during navigation after bombarding the use of their resources
by malicious persons and thus cause malfunctions in the
UAV infrastructure, namely, Camera malfunctioning, loss of
telemetry data, and loss or alteration of control command
flows. The author also presented the security mechanism
implemented on these UAVs to avoid availability problems
after a certain distance has been exceeded. In addition, the
authors of [44] performed intrusion tests on Parrot Bebop
UAVs and demonstrated that these commercial UAVs are
vulnerable to DoS attacks at the time of ARDiscovery
connection, which could lead to an immediate shutdown of
the UAV rotors in mid-flight if the vulnerability is exploited.
The authors also found that this commercial brand of drone
is vulnerable to Address Resolution Protocol (ARP) cache
poisoning attacks, as exploitation of this vulnerability could
disconnect the aircraft owner and thus lose the drone alto-
gether. Finally, article [45] highlights three tools that can be
used to launch denial of service (DoS) attacks while ana-
lyzing the behavior of the UAV (AR.Drone 2.0) at the time
of these attacks. The author indicates that DoS attacks could
impact the availability of the network, which leads to mal-
functions in critical UAV applications (in particular the
“video streaming” functionality).

3.3 Discussion

It is true that the scientific community is nevertheless
beginning to be aware of the importance of the security
aspect of UAVs used to carry out emergency missions such
as smart health systems (Covid19 application, for example)
and public safety systems. However, the work carried out
within the state of the art section remains limited in terms of
enhancing the security of UAV system components and does
not address the intrusion detection mechanism in UAV
networks to detect Denial of Service attacks. Most of the
research work addressing the security aspect is limited to
studying the vulnerabilities present in UAV-assisted net-
works and proposing some recommendations to be taken
into consideration when using UAVs in civilian applications.

Several authors confirm that the involvement of UAVs
adds further security challenges to UAV fleet networks. On
the one hand, the network infrastructure is becoming
increasingly complex, making it easier to carry out attacks
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that could jeopardize the security of UAVs. This makes the
task of analysis and defense a very delicate one. On the other
hand, highly sensitive and critical data transit and are stored
in UAV systems. As a result, these systems can present risks
related to the invasion of citizens’ privacy in case of infil-
tration and violation of security policies. In addition, UAV
platforms typically include a variety of modules to enable
proper functioning, but this also makes them vulnerable to
possible malicious attacks, i.e., the exploitation of UAV
sensor inputs for malicious purposes. In some cases, UAVs
are equipped with sensors to monitor environmental
parameters in order to search for specific objects, and if an
attacker succeeds in manipulating these parameters to mis-
direct the sensors, the information will be falsified and the
mission will fail. In this case, public health and safety offi-
cers would be led to react erroneously to certain events
tampered with by hackers or prevent them from identifying
the objects they are looking for altogether. Given that the
majority of UAVs are equipped with a Global Positioning
System (GPS) module, and if an attacker manages to
transmit erroneous GPS signals to the GPS module, the
reliability and security of the UAV system will be com-
promised. Another potential vulnerability is in the commu-
nication module used by UAVs to exchange data and
commands with their environment, including the control
station. This communication module is generally based on
Zigbee or Wi-Fi technologies. Although these technologies
are very important for the proper functioning of UAVs, they
also introduce another vulnerability in UAV systems, since
adversaries can, at any time, intercept or alter wireless sig-
nals to block critical information or to prevent public safety
and health officials from controlling UAVs outside a danger
zone. Another possible threat is a denial of service attack
where an attacker could keep a server unavailable after
consuming all its resources by sending a large number of
insignificant requests so that it receives no relevant data from
the drones. In addition, the security mechanisms of UAV
networks should at least ensure the high availability of
UAV-based infrastructures and the geospatial data passing
through them. However, the exchange of information
between UAVs and between UAVs and the ground station
requires low network latency. As a result, most of the
security problems associated with UAV networks are gen-
erally due to the limited resources available to the UAVs and
the time constraints imposed by the real-time nature of this
type of networks.

To our knowledge and based on the research works
studied in the state of the art, no work has addressed the
detection of intrusions at the level of UAV networks. We
believe that ensuring security in the detection of DoS-type
cyber-attacks, which can target UAV-based infrastructures,

is currently a priority to ensure the smooth running of very
urgent missions. Given the particularity of geospatial data
that meet the challenges of Big Data in terms of high vol-
ume, high throughput, and the variety of application and
control flows, our current research work is based on a DoS
intrusion detection model to prevent the DoS attacks tar-
geting the fleet of drones. This system can detect DoS
cyber-attacks while relying on agent technology and on
detection mechanisms based on machine learning
techniques.

4 Proposed Approach

In this section, we will highlight our proposed model of an
intrusion detection system to detect cyber-attacks and sus-
picious activities that could target the network of a fleet of
drones. To do so, we will begin by providing an overview of
our system to identify the location of our system in an UAV
network. Then we will talk about our proposed model, its
components, and its operating principle. Finally, we will
show the detection mechanism (micro level) adopted by the
system to detect known and unkown DoS cyber-attacks.

4.1 General View

In this research work, we propose an intrusion detection
system for a fleet of UAVs used to treat and control emer-
gency situations, similar to the intelligent health systems
used to control the spread of the Covid19 pandemic and
public safety systems.

Figure 1 shows one of the most recent uses of UAV
technology. The diagram shows a fleet of UAVs that is used
to capture health data from people in public places. The data
collected by the various UAVs in the fleet are then sent to
Big Data analysts to extract indicators to be displayed to
health workers to monitor the spread of the pandemic. In this
architecture (see Fig. 1), citizens’ data are exposed to the
outside world and can be subject to cyber-attacks that can
violate the security and privacy of people observed without
their knowledge.

To detect intrusions and other suspicious activities that
could jeopardize the security of application and control
flows, our NIDS system will be designed to capture all
network traffic (Application and Control Flows). To do this,
the system must be fitted with a high-gain antenna so that it
can capture all the data circulating in the UAV network to
send the captured traffic to the Intrusion Detection System
(IDS) to detect any malicious activity or attack that could
violate current security policies.
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4.2 Inspirational Model

The intrusion detection model proposed in this research
work was inspired by a model (see Fig. 2) that we have
proposed in another previously published journal article
[12].

As a reminder, the intrusion detection by the model [12]
is provided by a set of seven agents and three modules, each
of which is responsible for a specific task to collaborate
together. The model is designed to detect known and
unknown cyber-attacks based on agent technology and
machine learning techniques.

4.3 Proposed Model

In this research work, we propose a DoS intrusion detection
system for UAV networks. The proposed model is a second
version of the previous model [12] which has been readapted
to allow the detection of DoS and DDoS attacks that can
target UAV networks (see Fig. 3).

Our model is mainly based on a set of three agents and
two modules that interact and communicate with each other
to carry out the task of detecting DoS cyber-attacks in UAV
networks. The knowledge base is continuously fed using
supervised and unsupervised machine learning techniques to
ensure that all packets that have passed through the network
are recognized and identified by the NIDS.

4.4 Components of the Proposed System

Given the complexity of UAV networks in terms of the
mobility of fleet members and the rapid change in network
topology. We opted for agent technology to simplify the
problem, knowing that the multi-agent paradigm is the most
appropriate solution to address the security issues in this type
of dynamic networks. Thus, our system includes the fol-
lowing elements:

• Sniffer Agent (SA): This is the input of our system
dealing with capturing the network traffic of the UAV
fleet. This agent is equipped with a high gain antenna, and
it has to be placed where it can cover all the members of
the UAV fleet.

• Match Checker Agent (MCA): This is a reactive agent
whose main task is to check the match of received packets
against a knowledge base of known DoS attacks. If the
network packet is recognized as a DoS attack by the
knowledge base, the security administrator will be noti-
fied of the detected cyberattack and if the network packet
is unknown yet, it will be handled using unsupervised
machine learning techniques.

• Alert Manager Agent (AMA): This is an agent that takes
care of the correlation of alerts to reduce the amount of
false alarms and notifications. It also gives the adminis-
trator the ability to mark alarms and alerts as true or false
alarms based on his expertise and investigations.

Fig. 1 Location of our system in
a network of drones
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• Knowledge base module: This is a signature database
containing the profiles of the DoS cyber-attacks and the
baseline of normal operation. This database is enriched as

new cyber-attacks are detected on the training of the
system using supervised and unsupervised machine
learning techniques.

Fig. 2 Muliagent-based NIDS
for a fleet of drones (Redrawn
based on [12])

Fig. 3 The proposed model of
NIDS
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4.5 Principle of Operation of the Proposed NIDS
Model

The detection of known and unknown DoS intrusions is
done in nine steps:

• Step 1: The system captures network packets based on a
high gain antenna that can cover all members of the UAV
fleet.

• Step 2: The captured packets are sent to the Match
Checker Agent.

• Step 3: The Match Ckecker Agent (MCA) receives the
network packets and checks their correspondence against
the signature database of known attacks.

• Step 4: Depending on the result of the previous step, three
scenarios can occur:
– If the packet is suspicious: In this case the system will

alert the security administrator to find out the details of
the intrusion,

– If the packet is normal: the packet will be ignored
since it does not represent any security risk,

– If the packet is unknown: it will be automatically sent
to the unsupervised machine learning module.

• Step 5: If the packet is unknown, it will be handled using
unsupervised machine learning techniques.

• Step 6: The detection result generated by unsupervised
machine learning will be stored in the knowledge base in
the form of a signature so that from now, such network
packets will be recognized in step 3.

4.6 Intrusion Detection Mechanism (Micro Level
of Detection)

The detection mechanism (see Fig. 4) adopted by our NIDS
system is generally based on machine learning techniques to
detect the set of known and unknown cyber-attacks. To do
so, the system will be trained on an annotated training
dataset containing all the characteristics of the known attack
packets.

The detection of known attacks will be ensured by
supervised machine learning techniques so that the system
can detect existing known intrusions into the dataset.
Unknown intrusions are detected using unsupervised
machine leaning techniques to classify the packets according
to similarities (clusters). The resulting clusters are processed
by the voting method to annotate the data and then the
system have to be re-trained on the new dataset to recognize
the packets. In this present work we will just focus on the
first phase based on supervised machine learning to detect
known DoS attacks and for the second phase for detecting
unkown attacks it will be covered in a future work.

5 Tests and Results

In this part, we will try to apply several supervised machine
learning algorithms in order to choose the most adequate
technique for the detection of DoS cyber-attacks whose
behaviors are already known. In this research work, we will

Fig. 4 DoS attack detection
mechanism (Micro level)

A Multiagent and Machine Learning Based Denial of Service … 59



just address the detection mechanism to train our NIDS
model on known DoS attacks. This experimentation allows
us to enrich the knowledge base with signatures and patterns
of known DoS attacks. However, the detection mechanism
for unknown DoS attacks will be the subject of another
article in the near future.

5.1 Training Dataset

To develop the detection mechanism of our system, the
CICIDS2017 Dataset will be used to train our system on the
known DoS attacks. This dataset contains benign traffic and
most recent cyber-attacks. CICIDS2017 resembles actual
network traffic (PCAP) and includes data annotated by
analyzing network traffic using CICFlowMeter [46].

We will use the CICIDS2017 dataset which contains all
known DoS and DDoS attack traces. Since UAV networks
are based on TCP/IP protocols, the network packets that
transit through UAV networks are similar to those transiting
in traditional computer networks. Moreover, in a network
packet, we just focus on the headers and TCP/IP character-
istics, which is generic and can be applied to UAV networks.
In addition, we do not yet have a public dataset captured
from UAV networks, so we can use the CIDIDS2017 con-
taining all traces of the most recent DoS attacks. As a result,
training our system on this dataset will allow us to recognize
all known DoS attacks that could target a UAV network,
knowing that DoS attacks are the most widespread and
easiest to instantiate against UAV networks.

Since the dataset used is light despite the fact that it
contains millions of lines, the learning time is very short and
does not require to opt for feature reduction. We considered
all the attributes to be relevant while letting the Machine
Learning based classification techniques do their job without
having to reduce the number of attributes.

5.2 Machine Learning Techniques

Random Forest. The use of Random Forest (see Fig. 5) as a
machine learning technique to detect DoS attacks gave good
results with 99.98% accuracy.

The Random Forest algorithm allowed the detection of
DoS intrusions with an error rate of 1.33.10–4, and Table 1
shows the confusion matrix of the algorithm.

Decision Tree. The Decision Tree algorithm has given
very good results in the detection of DoS attacks where the
accuracy reaches 100%. The workflow used is shown in
Fig. 6.

The confusion matrix of the algorithm (see Table 2)
shows a very good precision with a zero error rate.

Tree Ensemble. The Learning Tree Ensemble machine
technique has given good results with an accuracy of
99.99%. Figure 7 highlights the followed work flow to have
a good detection of DoS attacks with a very low error rate
(6.64.10–5).

Table 3 gives the confusion matrix of the algorithm and
shows the number of erroneous results that do not exceed 3
DoS attacks detected as normal (False Negative).

Naive Bayes. The Naive Bayes algorithm gave poor
results with a poor accuracy of 68.7%. Figure 8 illustrates
the used workflow to apply this machine learning technique
with an error rate as high as 0.31.

The confusion matrix (see Table 4) shows that the algo-
rithm detected 14,126 normal and non-intrusive packets as
DoS attacks (False Positive).

SVM—Support Vector Machine. Figure 9 presents the
workflow adopted to test the detection of DoS cyber-attacks
using the SVM (Support Vector Machine) algorithm. This
technique allowed good intrusion detection with an accuracy
of 99.99% and an error rate of 2.21.10–5.

The confusion matrix below (see Table 5) shows that the
algorithm was able to effectively detect DoS attacks with a

Fig. 5 Random Forest Workflow

Table 1 Confusion matrix of the
Random Forest Algorithm

Benign DDos

Benign 19,558 1

DDos 5 25,585
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single false negative (considering a DoS attack as a normal
packet).

PNN—Probabilistic Neural Network. The PNN
(Probabilistic Neural Network) algorithm was evaluated
following the workflow in Fig. 10.

The PNN machine learning technique has given conclu-
sive results in the detection of DoS cyber-attacks. The
algorithm was able to achieve an accuracy of 99.99% with
an error rate of 4.43.10–5. The confusion matrix below (see
Table 6) shows that the algorithm was able to ensure a very

Fig. 6 Decision Tree Workflow

Table 2 Confusion matrix of the Decision Tree Algorithm

Benign DDos

Benign 19,526 0

DDos 0 25,623

Fig. 7 Tree Ensemble Workflow

Table 3 Confusion matrix of the Tree Ensemble Algorithm

Benign DDos

Benign 19,567 0

DDos 3 25,579

Fig. 8 Naïve Bayes Workflow
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efficient detection of DoS cyber-attacks with 2 false
negatives.

Gradient Boosted Trees. Figure 11 below shows the
workflow of the Gradient Boosted Trees technique.

The Gradient Boosted Trees algorithm gave good detec-
tion results with an accuracy of 99.99% and an error rate of
6.64.10–5. The confusion matrix (see Table 7) shows that

this technique was effective in detecting DoS attacks except
that it gave 3 false negatives.

K Nearest Neighbor. The K Nearest Neighbor algo-
rithm (see Fig. 12) has also been tested and has given
satisfactory results in the detection of DoS cyber-attacks.

The confusion matrix in Javaid et al., illustrates effective
detection with 2 results that are false negatives.

Table 4 Confusion matrix of the Naïve Bayes Algorithm

Benign DDos

Benign 5294 14,126

DDos 0 25,729

Fig. 9 SVM Workflow

Table 5 Confusion matrix of the SVM Algorithm

Benign DDos

Benign 19,567 0

DDos 1 25,581

Fig. 10 PNN Workflow

Table 6 Confusion matrix of the PNN Algorithm

Benign DDos

Benign 19,655 0

DDos 2 25,492
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5.3 Recap of the Achieved Results

In this section, we have elaborated a consolidated table
summarizing all the obtained results after using different
machine learning techniques to train our supervised model to
detect DoS attacks that can target a network of UAVs.
Table 9 summarizes the detection results using the different
algorithms.

According to the analysis of the obtained results, most
techniques are very effective in detecting DoS attacks with
an accuracy between 99.98% and 99.99%. Among the tested
algorithms, we have the Decision Tree technique which gave
very satisfactory results with 100% in terms of accuracy and
zero false positive and false negative rates. The generated
model using this algorithm proves to be the most appropriate
to implement in our DoS intrusion detection system in order

to effectively detect DoS cyber-attacks that could jeopardize
the availability of UAV-based infrastructures. Furthermore,
the Naive Bayes algorithm cannot be used in this case due to
its low accuracy, which does not exceed 68.7%.

To conclude this part, we will opt for the Decision Tree
algorithm to train our system on known DoS attacks in order
to feed the “Knowledge Base” module with all known attack
behaviors. For the unknown attack detection mechanism, it
will be treated very soon in another scientific work.

6 Conclusion and Perspectives

In this work, we have proposed a model of DoS and DDoS
intrusion detection system in UAV networks. The proposed
model is based on agent technology and machine learning

Fig. 11 Gradient Boosted Trees Workflow

Table 7 Confusion matrix of the Gradient Boosted Trees Algorithm

Benign DDos

Benign 19,560 0

DDos 3 25,586

Table 8 Confusion matrix of the K Nearest Neighbor Algorithm

Benign DDos

Benign 19,572 0

DDos 2 25,575

Fig. 12 K Nearest Neighbor Workflow

A Multiagent and Machine Learning Based Denial of Service … 63



techniques. In addition, experimentation and analysis of
supervised machine learning techniques have been carried
out to select the most suitable algorithm with the best pos-
sible accuracy (Decision Tree with 100% of accuracy). The
proposed model is very effective in detecting known and
unknown DoS attacks that can target UAV networks. The
system is autonomous and has a knowledge base that is fed
as new DoS attacks are detected. Besides, the use of
multi-agent technology makes the system modular and dis-
tributed, which eliminates the SPoF (Single Point of Failure)
points and simplifies troubleshooting in case of an incident
at the level of the NIDS (replacing the damaged component
instead of replacing the entire system). Finally, the fact of
using distributed storage ensures real-time network packet
processing without causing network latency.
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Toward a Deep Learning Approach
for Automatic Semantic Segmentation of 3D
Lidar Point Clouds in Urban Areas

Zouhair Ballouch, Rafika Hajji, and Mohamed Ettarid

Abstract

Semantic segmentation of Lidar data using Deep Learn-
ing (DL) is a fundamental step for a deep and rigorous
understanding of large-scale urban areas. Indeed, the
increasing development of Lidar technology in terms of
accuracy and spatial resolution offers a best opportunity
for delivering a reliable semantic segmentation in
large-scale urban environments. Significant progress has
been reported in this direction. However, the literature
lacks a deep comparison of the existing methods and
algorithms in terms of strengths and weakness. The aim
of the present paper is therefore to propose an objective
review about these methods by highlighting their
strengths and limitations. We then propose a new
approach based on the combination of Lidar data and
other sources in conjunction with a Deep Learning
technique whose objective is to automatically extract
semantic information from airborne Lidar point clouds by
enhancing both accuracy and semantic precision com-
pared to the existing methods. We finally present the first
results of our approach.

Keywords

Lidar � Deep learning � Semantic segmentation �
Urban environment

1 Introduction

Several challenges are facing contemporary cities such as
urban sprawl, environmental degradation, climate change, etc.
Understanding these issues and predicting their impact can
only be achieved through a deep and rigorous analysis of the
urban environment. In this context, 3D city models are today
positioned as powerful tools to address several needs about
urban planning and sustainable development. Monitoring of
the dynamics of cities, urban space management, construction
design, and environmental studies are some appealing exam-
pleswhere a 3D citymodel is needed [1]. To respond to several
city challenges, 3D citymodels are intended to be semantically
rich to meet the requirements of urban planning and moni-
toring. Currently, Lidar techniques are recognized as powerful
tools for producing 3D city models by offering very accurate
and dense 3D point clouds at a large scale.

Semantic segmentation is an essential step to automati-
cally design a rich 3D city model from Lidar data. It consists
of assigning a semantic label for each group of point clouds
(or a group of pixels in the case of images) based on
homogeneous criteria [2] (Fig. 1).

The segmentation of 3D Lidar point clouds has been
widely investigated in the literature leading to several
notable achievements. However, this is still an active
research trend until the challenges about geometric and
semantic accuracy as well as robustness and performance of
the proposed methods are to be resolved.

Currently, there is a lot of interest in developing Deep
Learning (DL) techniques for analyzing 3D spatial data.
Thanks to their potential for processing huge amounts of
data corresponding to large scale and complex urban areas
with good performance in terms of accuracy and efficiency,
DL methods revolutionizes the field of computer vision and
are the state-of-the-art in object detection and semantic
segmentation [4, 5].

According to the literature, several developments have
been conducted in the field of segmentation of 3D Lidar
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point clouds. The developed methods can be classified into
three families. The first one is based on the raw point cloud,
the second one is based on a product derived from the cloud,
mainly Digital Surface Model (DSM), while the third one
combines original point clouds and other data sources (aerial
image, land map, etc.) [1].

Several research teams have stated that the combination
of Lidar data with other sources (aerial image, satellite
image, etc.) is promising, thanks to the altimeter accuracy of
the 3D point clouds and the planimetric continuity of the
images [6]. This motivated us to conduct our research in this
field where we propose to design a methodology based on
the integration of Lidar data and other sources with the aim
to enhance the quality of the semantic segmentation results
for urban scenes.

In the next sections, we propose to give a global overview
about the main developments in semantic segmentation by
highlighting the strengths and the weakness of the developed
approaches. Section 2 gives an overview about the main
developed methods for automatic segmentation of Lidar
point clouds. Then, Sect. 3 presents some DL approaches for
semantic segmentation. The discussion of the main outcomes
is the subject of Sect. 4. While Sect. 5 proposes the basic
guidelines as well as the preliminary results of a new
approach based on our investigations and the outcomes of the
literature review. Finally, the paper ends with a conclusion.

2 Automatic Segmentation of 3D Point
Clouds

Point cloud segmentation is an essential step for various
applications. Besides clarifying the spatial relationships
between point clouds and facilitating pattern recognition, the

segmentation improves the quality of subsequent classifica-
tions. This process partitions a cloud of points into a set of
segments characterized by spatial and/or geometric coher-
ence. The definition of this coherence forms the critical part
of the segmentation process [7]. Numerous segmentation
approaches have been developed and applied to 3D Lidar
data. In this section, we mainly focus on the general research
methods that are widely used for the segmentation of 3D
point clouds. Three families of approaches exist to perform a
semantic segmentation of Lidar point clouds. The first one is
based on the raw point cloud (Direct approaches). The sec-
ond one is based on a product derived from the cloud
(Derived Product Based Approaches). While the third one
combines original point clouds and other data sources (aerial
image, land map, etc.) (Hybrid approaches) [6].

2.1 Direct Approaches

Direct approaches are applied to 3D raw point clouds
without any sampling method. Among the benefits of this
family of approaches, we can cite the preservation of the
original characteristics of data, including accuracy and
topographical relationships. On the other hand, we raise
some shortcomings and gaps that hinder the effectiveness
and the relevance of this family of approaches, mainly the
need of a too high computing time and a rather large
memory.

In the literature, many studies have been based on direct
approaches. Among the developed methods, Lee [8] has
proposed a segmentation process based on 3D surface
detection, specifically by using Lidar raw data directly
without any prior interpolation. This method allows auto-
matic division of the point cloud into two classes: ground

Fig. 1 3D semantic representation [3]
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and buildings, considered as the main objects of an urban
scene. The method of [9] proposes a cluster analysis of 3D
airborne Lidar data by using a slope adaptive neighborhood
system based on accuracy, point density, and distance
between 3D point clouds in order to define the neighborhood
between the measured points. According proximity and local
continuity, points that are on the same surface are connected
[9]. The method gives good results in extracting vertical
walls and modeling objects with a precision of few cen-
timeters. Lari [10] proposed a method for segmentation of
planar patches using Lidar data. In this approach, the authors
used an adaptive cylinder for establishing the neighborhood
of each point by considering surface trend and density. This
definition of neighborhood positively influences the calcu-
lation of segmentation attributes (vegetation, flat and gable
roofs, walls …etc.). The approach demonstrates efficiency
and reliability for both airborne Lidar and Mobile Mapping
Systems data. Finally, a segmentation method applied to a
mobile and airborne mapping system has been proposed by
[11] where the main objective is to bypass the drawbacks of
point-based classification techniques; its principle is based
on grouping point clouds in regions with similar character-
istics. The proposed methodology demonstrates a high
potential in classification of both terrestrial and airborne
Lidar data.

2.2 Derived Product Based Approaches

Since direct approaches require a very high processing time
and large storage capacity, many researchers recommend the
transformation of 3D data into 2D in order to have a regular
form that is easy to manipulate. This is the principle of
derived based approaches which are based on derived
products from Lidar data such as DSM (Digital Surface
Model) and 2D images. This family of approaches offers a
wide range of advantages such as the ease of handling and
the efficiency of data processing. However, these approaches
require a 2D transformation of 3D data or voxels represen-
tations which result in a huge loss of geometric and radio-
metric information, and thus a loss of precision due to the
resampling operation.

In the literature, there is a large number of approaches
that have been developed for the segmentation of 3D point
clouds from the regular data generated from the point clouds.
Among these approaches, Yuan [12] proposed a new tech-
nique called “Pointseg” that allows a real time semantic
segmentation of road objects based on spherical images
where the structure of the proposed network is based on
SqueezeNet [13] and SqueezeSeg [14]. The proposed net-
work has three main functional layers: (1) fire layer,
(2) squeeze reweighting layer, and (3) enlargement layer.
The results show compatibility with robot applications by

achieving competitive accuracy with 90 frames per second
on a single GPU (Graphics Processing Unit) and high effi-
ciency when tested with KITTI 3D objet detection dataset.
Milioto [15] proposed a semantic segmentation approach
called RangeNet++. This approach has been applied to Lidar
data recorded by a rotating Lidar sensor in order to enable
the autonomous vehicles to make the best decisions in a
timely manner. The authors proposed a projection based 2D
CNN (Convolutional Neural Network) processing of Lidar
data and used a range image representation of each laser scan
to perform the semantic inference. The results show that this
method outperforms the state of the art both in runtime and
accuracy. Moreover, a new approach for semantic labeling
of unstructured 3D point clouds has been proposed in [16].
The authors proposed a framework that applies CNN on
multiple 2D image views of the Lidar data based on two
steps: (1) generation of two types of images: depth com-
posite view and RGB view and (2) labeling each pair of
bidimensional image views by means of CNNs. After that,
they project back the semantized images. This approach
showed good results when evaluated using a dataset called
Semantic-8. Another method for Lidar data segmentation
using voxel structure and graph-based clustering was pro-
posed by [17]. The authors used a geometric method that not
require any radiometric information. The process consists of
three steps: (1) voxelisation of 3D point clouds, (2) calcula-
tion of geometric cues, and (3) the graph-based clustering.
The method has demonstrated good results mainly for
complex environment and non-planar areas, compared to
several segmentation methods proposed in the literature.
Riegler and Osman Ulusoy [18] proposed a method called
“OctNet” as a novel tridimensional representation for point
clouds labeling, which enables 3D CNN that are both high
resolution and deep. The method was evaluated using Rue-
Mong2014 dataset [19] and achieved good results. Finally,
another work has been proposed by [20] where the authors
evaluated various bidimensional image models using four
datasets which are DUT1, NC, DUT2, and KAIST. The
results, compared to those of direct approaches, show that
the use of bidimensional image models give an interesting
improvement in computational efficiency with a little loss of
precision. Furthermore, the authors concluded that 2D image
models are better suited to real-time segmentation of outdoor
areas.

2.3 Hybrid Approaches

Despite the simplicity and the efficiency of Derived Product
Based Approaches, several researchers argued that Lidar
data need to be combined with other data sources (aerial
photos, satellite images, etc.) to take benefits from the
planimetric continuity of images and the altimetric precision
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of 3D point clouds [6]. Several investigations in this field
have shown promising results in terms of accuracy and
quality of the segmentation. However, despite their perfor-
mance, these approaches have many disadvantages related to
memory requirements, difficulty of handling and imple-
mentation, and the need to have a minimum difference in the
time of acquisition of the two types of data.

The first method has been proposed by [21] for automatic
building detection from 3D point clouds and multispectral
imagery. This method is capable of detecting different urban
objects (industrial buildings, urban residential, etc.) of dif-
ferent shapes with very high precision. The authors of [22]
applied a multi-filter CNN for semantic segmentation based
on the combination of 3D point clouds and high-resolution
optical images, and then they used a MRS (Multi-Resolution
Ssegmentation) for delimiting the contours of objects. The
results show that this approach improves the overall accu-
racy over other methods using Potsdam and Guangzhou
datasets and is more suitable for the processing of objects
with a regular shape such as cars and buildings. Further-
more, Xiu [23] proposed a new method to study the influ-
ence of integrating two types of data which are aerial images
and 3D point clouds for semantic segmentation which shows
an accuracy of 88%. Additionally, a new semantic seg-
mentation study combining images and 3D point clouds has
been proposed by [24] by adopting the DVLSHR
(Deeplab-Vgg16 based Large-Scale and High-Resolution)
model which is satisfactory for semantic segmentation of
large-scale scenes when compared to other methods devel-
oped in the literature using CityScapes dataset. Another
approach called SPLATNet was proposed in [25]. This
approach has been tested with RueMonge2014 dataset [19]
where an Intersection Over Union score was computed for
all classes in order to evaluate the semantic segmentation
results. The proposed approach scores well among the
state-of-the-art algorithms for semantic segmentation.
Recently, [26] proposed a new methodology for semantic
segmentation which grasps bidimensional textural appear-
ance and tridimensional structural characteristics in an
integrated framework. The authors evaluated this approach
using ScanNet Dataset [27]. The method has demonstrated
good results compared to 3DMV (3D-Multi-View) and
SplatNet (Sparse lattice Networks) approaches. Similarly, Li
[28] designed a 3D real-time semantic map using 3D point
clouds and images of road scenes. The method consists of
using a CNN to segment 2D images acquired by a camera,
and then the semantic segmentation results and the 3D point
clouds are fused to generate a unified point cloud with an
associated semantic information. The proposed technique is
effective for several complex tasks including autonomous
driving, robot navigation, etc.

2.4 Summary

3D Lidar data segmentation methods can be grouped into:
Direct approaches, Derived Product Based Approaches, and
Hybrid approaches. The direct approaches are the least used
in the literature because they require a very large storage
capacity and are very demanding in processing and com-
puting time. Despite their limitations, their strengths lie in
the preservation of the characteristics and the original
topological relationships of the point cloud. Derived Product
Based Approaches are the most dominant, simplest, and
quickest approaches in the literature. However, the resam-
pling operation applied to the point cloud causes a huge loss
of information and so a loss of precision of the segmentation
process. Finally, approaches combining 3D Lidar data and
other sources allow improving the accuracy of the segmen-
tation. However, these approaches do not accept large time
differences between the acquisition of Lidar and images and
require a very high storage capacity and a very important
processing time (Table 1).

Actually, the development of DL methods offers a best
opportunity to satisfy the need of computer vision field and
demonstrates a high potential in semantic segmentation in
terms of accuracy and efficiency. Their performance in
segmentation process would enhance the quality of the
results. The next section tries to give a brief overview of
researches addressing DL in semantic segmentation.

3 Contribution of DL to Semantic
Segmentation

Actually, DL methods revolutionize the field of computer
vision and demonstrate good performance in semantic seg-
mentation by solving a wide range of difficult problems in
this field [29]. In this section, we examine some DL tech-
niques used in semantic segmentation of Lidar data acquired
in urban areas.

PointNet is a reference network which opened the way for
the use of DL techniques for semantic segmentation of Lidar
data [30]. Its performance, combined with its ease of
implementation, makes it a perfect baseline for semantic
segmentation of 3D point clouds. The core principle of
PointNet is to implement the permutation invariance of the
points in a cloud directly into the network. To evaluate its
performance, the authors used the Stanford 3D dataset where
data are annotated with 13 classes (floor, chair, table, etc.).
PointNet has demonstrated satisfactory results compared to
the literature. Similarly, Qi [31] proposed a hierarchical DL
model called “PointNet++” in order to process a set of points
that have been sampled in metric space in a hierarchical
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manner. To test this approach, four datasets have been used,
namely, ModelNet40, MNIST, SHREC15, and ScanNet.
The results show that the proposed approach is more suitable
to process point sets robustly and efficiently compared to
other existing methods. Besides, this methodology intro-
duced hierarchical feature learning and captures spatial
features at different scales which is important in case of
objects of different sizes. Another semantic segmentation
approach named SegCloud was proposed in [32]. The pro-
posed approach combines the advantages of trilinear inter-
polation, neural networks, and FC-CRF (Fully Connected
Conditional Random Fields). The authors used the trilinear
interpolation to transform voxels predictions to raw 3D
points, then the FC-CRF allows overall consistency, and fine
semantic segmentation. The authors evaluated the perfor-
mance of the proposed algorithm using four multi-scale
datasets about indoor or outdoor scenes (NYU V2, S3DIS,
KITTI, and Semantic3D). The results show that CRF allows
a significant improvement of the network and a high ability
to extract the contours of objects in a very clear way.
Moreover, a novel fully CNN approach for semantic seg-
mentation of images named SegNet has been developed by
[33]. It consists of an encoder-decoder structure based on the
convolution layers of the VGG-16 algorithm. The architec-
ture of SegNet is symmetrical and allows precise positioning
of abstract features with good spatial locations. CamVid
dataset has been used to evaluate the performance of the
proposed method. This dataset is divided into two sets: the
first contains 367 images used for training the model while
the second contains 233 images used for performance
evaluation. The results show that this algorithm gives good
results and achieves very high scores in the case of semantic
segmentation of road environments. Furthermore, Landrieu
and Simonovsky [34] proposed a new Lidar approach
applicable for large 3D Lidar data where the main objective
is to divide the point clouds into simple forms. The process
is based on three main steps: (1) a new concept called a
superpoint graph to encode the relationships between object
parts by edge attributes is proposed, (2) a neural network is
used for the representation of each simple shape, and (3) two
public datasets (S3DIS and Semantic3D) are used to

improve the average of mIOU (mean Intersection Over
Union). In addition, Qi [35] proposed a 3D object detection
approach based on collaboration between Haugh Voting and
point set network called VoteNet. It is a geometric method
that does not require any radiometric information but shows
clear improvements over hybrid methods. Additionally,
Yang [36] proposed a new large-scale urban semantic seg-
mentation framework by integrating multiple aggregation
levels (point-segment-object) of features and contextual
features for road facilities recognition from 3D Lidar data.
This study achieved very satisfactory results with an object
recognition accuracy of more than 90%. Finally, Hu [37]
developed a new neural network architecture called
“RandLA-Net” that directly uses 3D Lidar data based on
point sampling in a random manner. In order to reduce the
point density, to avoid loss of information caused by the
resampling step, the authors proposed a new local feature
aggregation module. Compared to the literature, the pro-
posed approach demonstrates a good performance in terms
of precision, calculation time and is not demanding a fairly
large memory.

4 Discussion

Today, 3D city models allow better understanding of urban
spaces which is crucial for optimal management of cities.
They are capable to meet several needs related to simulation
and decision making processes. However, most of 3D city
models lack rich semantics about urban knowledge and are
far to respond to several challenges about smart and sus-
tainable cities.

In computer vision, semantic segmentation is defined as
the assignment of a class to each coherent region of an image
[2] or 3D point clouds. Many recent studies have shown the
effectiveness of DL in this context [30, 34–37]. The first
experiments of approaches dedicated to semantic segmen-
tation of 3D point clouds began by the use of conventional
image processing programs by transforming the 3D Lidar
data into regular shapes (for example, series of images) as in
the case of the approach proposed by [16] that requires a

Table 1 Advantages and
disadvantages of the different
segmentation approaches

Approach Advantages Disadvantages

Direct approaches – Preserve the original topological
relationships of point cloud

– Expensive
– Few developed programs

Derived product
based approaches

– Easy and fast drive
– Requires few parameters

– Loss of information and accuracy due to
re-sampling

– False data caused by resampling step
– Errors accumulation

Hybrid
approaches

– Accurate
– Efficient

– Expensive
– Require a minimum difference in time of
acquisition of the two types of data
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transformation of 3D point clouds to 2D images. Other DL
techniques are based on the transformation of the Lidar data
into a grid of voxels that have a regular form as the case of
the SegCloud method that was proposed by [32]. These
regular representations do not really allow a clear writing of
the particular organization of Lidar data which limits the
performance of this type of approach [34]. Besides, the
voxel representation does not take into account the small
details of 3D forms.

Several research teams have proposed a range of dedicated
approaches directly analyzing Lidar data. Among these
approaches, the PointNet approach, proposed by [30], oper-
ates at the point level, which allows a very fine segmentation.
This method is adapted to 3D point clouds acquired in indoor
scenes, but it requires a necessary adaptation or additional
training to be adapted to large datasets [32]. Similarly, the
PointNet++ method is applied to the raw point clouds [25]
without any sampling operation, which saves the initial
information [35]. This method has demonstrated better per-
formance in semantic segmentation and object classification
[35]. However, it shows some limitations, namely, large
computation and memory cost [38, 39]. Furthermore, this
approach is not able to aggregate the scene context around the
object centers due to more clutter and inclusion of neigh-
boring elements [35], and also lacks a relevant specification
of the spatial connectivity between points [25]. We note that
“PointNet” and “PointNet++” have not been tested on data
acquired by a large scale airborne mapping system that
contains more complicated urban geographic features [23].
Recently, several approaches have been developed for pro-
cessing of large-scale 3D point clouds. In this context, we
find the SPG method that allows the preprocessing of 3D
Lidar data as super-graphs in order to subsequently apply a
neural network to assign a semantic label for each group of
points [15]. The main advantage of this approach is its ability
to handle large point clouds simultaneously by cutting point
clouds into simple shapes that are easier to classify than
points, but despite the low number of network parameters,
this approach is high demanding in terms of time of pro-
cessing required by super-graph construction and geometric
partitioning [15]. We can state that most of the existing
semantic segmentation approaches require a variety of blocks
partitioning steps, pre/post–processing as well as the con-
struction of graphs. In contrary, the “RandLA-Net” approach
is able to directly process large scale 3D Lidar data in a single
pass with high efficiency (1 million points in a single pass)
without any pre-processing or post-processing steps com-
pared to the existing methods [39].

Finally, semantic segmentation is an active research trend
which aims to reach robust methods to extract semantics
from dense point clouds or images. The construction of these
models from Lidar data requires designing new approaches
capable of extracting the maximum amount of semantic

information about a large-scale urban environment with high
accuracy and efficiency. Our research tries to respond to this
challenge by proposing an innovative hybrid approach
which aims to enhance the quality of semantic segmentation
of airborne Lidar point clouds.

5 Our Approach

The literature review about DL techniques that address
semantic segmentation of Lidar point clouds shows that this
is clearly a field that requires further research in order to
improve the accuracy and the performance of the segmen-
tation process. This has motivated us to conduct research in
this field in order to propose an innovative approach for
semantic segmentation of airborne Lidar data based on a
hybrid solution. In this section, we expose the first guideli-
nes and preliminary results of our proposed research in this
context.

5.1 Methodology

We propose to design a DL approach based on the combi-
nation of 3D airborne Lidar data and aerial images for
semantic segmentation of airborne Lidar point clouds cor-
responding to large-scale urban environments. Our
methodology is expected to give better results in terms of
precision and robustness to recognize 3D objects of urban
scenes and associate them a rich semantic. Figure 2 sum-
marizes the general workflow of our approach.

Our approach relies on the combination of the geometry
of Lidar data and the spectral information of images. It is
based on the use of raw data in order to retain the original
characteristics and topological relationships of 3D point
clouds. The first step consists of applying semantic seg-
mentation to drone images which results will be integrated
with Lidar data in order to refine the quality of the seg-
mentation process (part 2). The test of the performance and
the reliability of the proposed approach will be performed
through several large-scale datasets. In the next section, we
present and analyze the preliminary results related to the first
step of the wokflow (Part1).

5.2 Preliminary Segmentation

Semantic segmentation from drone images is a first step of
the general workflow. The results will be then integrated
with Lidar point clouds to enhance the segmentation process.
High spatial–resolution of data acquired by drones makes it
possible to discriminate the different urban objects and
associate them a semantic label. In this context, several DL
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techniques applied to drone images have been proposed in
the literature [40–43]. To our knowledge, there is no liter-
ature review about the evaluation of the existing techniques.
This is why we had to conduct several tests to evaluate
different models (Unet, Vgg_Unet, Resnet50_Unet, Segnet,
Vgg_Segnet, and Resnet50_Segnet) in terms of precision
and calculation time in order to choose the most suitable one
for semantic segmentation of drone images.

5.2.1 Data
The case study consists of 400 large-scale drone images with
a high resolution of 6000 * 4000 px (24Mpx) and an altitude
of 5–30 m above ground which are available for free
download (https://dronedataset.icg.tugraz.at). The images
are annotated with 20 classes: tree, gras, other vegetation,
dirt, gravel, rocks, water, paved area, pool, person, dog, car,
bicycle, roof, wall, fence, fence-pole, window, door, and
obstacle. Some examples of the dataset are shown in Fig. 3.

Another data is used for the evaluation of the process. It is
relative to an urban zone of the city of Nador (Morocco),
where the images was acquired with a ground resolution at
100 m flight height of 3.5 cm and resolution of 12MegaPixel.

5.2.2 Results
For the implementation of the DL models used in this study,
we used the Keras library and Google Colaboratory as a
cloud computing server. Google Colaboratory is a free
Google tool that allows performing computational simula-
tions with support of Python and some other libraries. For
conducting the tests, 80% of the dataset is used for training
the model while 20% serves as testing data. In this section,
we present the results about the evaluation of both accuracy
and time of calculation of the segmentation process applied
to the selected models.

Accuracy assessment

The semantic segmentation realized according the tested
models is evaluated through two parameters: (1) accuracy
and (2) frequency weighted IU (f.w.IU). Accuracy metric is
the ratio of the number of correct predictions to the total
number of input samples. While the frequency weighted IU
defines the variations on region intersection over union
(IU) used in target detection [44]. These metrics are obtained
using the equations below:

Fig. 2 The general workflow of our approach
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Accuracy ¼ Number of correct predictions

Total number of predictionsmade

f:w: IU ¼ Ri RjUij RkRjUij
� � Uii

RjUijþRjUji�Uii
44½ �

where k represents the number of classes. The symbol uij
corresponds to the number of samples belonging to category
i in ground truth and are classified in class j in segmentation
results [44].
The evaluation results according accuracy and frequency
weighted IU are reported in Table 2 and Table 3
respectively.

Even though we conducted the tests with a limited
number of epochs, we reached good results for both accu-
racy and frequency weighted IU with the different models.
According the results, we can say that the “Resnet50_Unet”
model outperforms the others both in accuracy and fre-
quency weighted IU metrics.

Training duration

Besides the accuracy of the segmentation, we also evaluated
the efficiency of the tested models in terms of processing
time. The results are reported in Table 4.

According to the statistics in Table 4, we can state that the
processing time is relatively negligible and all models
require almost the same computation time with a bit differ-
ence of the Vgg-Unet model which requires slightly more
time than the other ones.

The preliminary tests were necessary to test the perfor-
mance of the selected models. According the results, the
“Resnet50_Unet” has been elected as the most suitable
model for semantic segmentation of drone images to be
adopted in our approach. This model has been applied to the
case study about the urban area in Morocco. The corre-
sponding semantic segmentation results are shown in Fig. 4
and validated by comparison to the field reality.

6 Summary

In the previous section, we presented the first results of the
general workflow of our approach. It consists of semantic
segmentation of drone images as a first step of the process.
The general objective is to integrate the preliminary results
of the image segmentation process with Lidar data in order
to enhance the quality of the segmentation in terms of
accuracy and performance. We performed a series of
experiments to compare the capabilities of the different DL
techniques for semantic segmentation of urban objects using
Drone images.

Fig. 3 Examples of classified
Drone images from the dataset

Table 2 Comparison of
accuracy between the DL models

Unet Vgg_Unet Resnet50_Unet Segnet Vgg_Segnet Resnet50_Segnet

Accuracy 0.71 0.76 0.85 0.72 0.7215 0.82
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The results show that that all tested models give good
results in terms of accuracy and frequency weighted IU.
However, the Resnet50_Unet model scores well in both
parameters. Hence, it has been selected as the most suitable
one for semantic segmentation of drone images among the
others. We should note that the quality of the results can be
further improved by using a powerful dataset with more
training data and by augmenting the number of epochs.

Finally, for a better evaluation of the performance of
different DL models, we propose to use other types of
datasets, as well as to apply the models to other images
acquired in other different urban contexts.

7 Conclusion

In this paper, we have proposed a literature review about
semantic segmentation methods of 3D Lidar point clouds
based on DL. Several DL models have been presented and
analyzed by highlighting their advantages and their limita-
tions. We then presented the first guidelines about our pro-
posed methodology which aims at developing a DL
approach based on integrating 3D Lidar point clouds and
aerial images for semantic segmentation in a large-scale
urban environment. We aim to improve the object recogni-
tion accuracy and the efficiency of the existing methods.

Table 3 Comparison of
frequency-weighted IU between
the DL models

Unet Vgg_unet Resnet50_Unet Segnet Vgg_segnet Resnet50_Segnet

Frequency_Weighted_IU 0.56 0.63 0.76 0.58 0.56 0.72

Table 4 The required time for
the segmentation process

Unet Vgg-Unet Resnet50-Unet Segnet Vgg-Segnet Resnet50_Segnet

Epochs 1310 s 1403 s 1225 s 1217 s 1208 s 1281 s

Epoch 1 1269 s 1385 s 1202 s 1198 s 1160 s 1222 s

Epoch 2 1243 s 1366 s 1219 s 1178 s 1159 s 1175 s

Epoch 3 1248 s 1319 s 1229 s 1154 s 1161 s 1171 s

Epoch 4 1205 s 1287 s 1209 s 1152 s 1163 s 1172 s

Total time
(s)

6275 6760 6084 5899 5851 6021

Total time
(m)

105 113 101 98 97 100

Fig. 4 Examples of semantic
segmentation results
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As a first step of our approach, we investigated the per-
formance of some DL models in terms of accuracy and
performance for semantic segmentation of drone images by
conducting several tests. In the next steps, our method will
be tested on several datasets to confirm the reliability and the
performance of the proposed approach.

References

1. A. Bellakaout, Extraction automatique des batiments, végétation et
voirie à partir des données Lidar 3D. Thèse de docteur de l’institut
agronomique et vétérinaire Hassan II, Maroc (2016)

2. L. Haifeng, Unsupervised scene adaptation for semantic segmen-
tation of urban mobile laser scanning point clouds. ISPRS J. Pho-
togramm. Remote. Sens. 169, 253–267 (2020)

3. B. Kim, Highway driving dataset for semantic video segmentation.
School of Electrical Engineering Korea Advanced Institute of
Science and Technology (KAIST), South Korea (2016)

4. J. Castillo-Navarro, Réseaux de neurones semi-supervisés pour la
segmentation sémantique en télédétection. Colloque GRETSI sur
le Traitement du Signal et des Images, Lille, France. hal-02343961
(2019)

5. A. Garcia-Garcia, A review on deep learning techniques applied to
semantic segmentation. arXiv:1704.06857v1 [cs.CV] (2017)

6. M. Awrangjeb, Automatic detection of residential buildings using
LIDAR data and multispectral imagery. ISPRS J. Photogram.
Remote Sens. 65, 457–467 (2010)

7. J. Ravaglia, Segmentation de nuages de points par octrees et
analyse en composantes principales. GTMG 2014, Mar 2014,
Lyon, France. hal-01376473 (2014)

8. I. Lee, Perceptual organization of 3D surface points, photogram-
metric computer vision. ISPRS Comm. III. Graz, Austria. XXXIV
part 3A/B. ISSN 1682-1750 (2002)

9. S. Filin, Segmentation of airborne laser scanning data using a slope
adaptive neighborhood. ISPRS J. Photogramm. Remote Sens. 60,
71–80 (2006). https://doi.org/10.1016/j.isprsjprs.2005.10.005
(2005)

10. Z. Lari, An adaptive approach for segmentation of 3D laser point
cloud, in ISPRS Workshop Laser Scanning, Calgary, Canada
(2011)

11. Z. Lari, A. Habib, Segmentation-based classification of laser
scanning data, in ASPRS 2012 Annual Conference Sacramento,
California, 19–23 Mar 2012

12. W. Yuan, PointSeg: real-time semantic segmentation based on 3D
LiDAR point cloud. arXiv:1807.06288v8 [cs.CV] (2018)

13. F.N. Iandola, Squeezenet: Alexnet-level accuracy with 50x fewer
parameters and <1mb model size. CoRR abs/1602.07360 (2016)

14. B. Wu, Squeezeseg: convolutional neural nets with recurrent CRF
for real-time road-object segmentation from 3d lidar point cloud.
CoRR abs/1710.07368 (2017)

15. A. Milioto, RangeNet++: fast and accurate LiDAR semantic
segmentation. German Research Foundation under Germany’s
Excellence Strategy, EXC-2070 - 390732324 (PhenoRob) as well
as grant number BE 5996/1–1, and by NVIDIA Corporation
(2019)

16. A. Boulch, SnapNet: 3D point cloud semantic labeling with 2D
deep segmentation networks. Comput. Graph. (2017)

17. Y. Xu, Voxel- and graph-based point cloud segmentation of 3d
scenes using perceptual grouping laws. ISPRS Ann. Photogramm.
Remote Sens. Spat. Inf. Sci. IV-1/W1 (2017)

18. G. Riegler, A. Osman Ulusoy, Octnet: learning deep 3d represen-
tations at high resolutions, in Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, vol. 3 (2017)

19. H. Riemenschneider, A. Bódis-Szomorú, Learning where to
classify in multi-view semantic segmentation, in Proceedings of
the European Conference on Computer Vision (ECCV) (2014)

20. Y. Liu, Comparison of 2D image models in segmentation
performance for 3D laser point clouds. Neurocomputing (2017)

21. M. Awrangjeb, Automatic detection of residential buildings using
LIDAR data and multispectral imagery. ISPRS J. Photogramm.
Remote Sens. 65, 457–467 (2010)

22. Y. Sun, Developing a multi-filter convolutional neural network for
semantic segmentation using high-resolution aerial imagery and
LiDAR data. ISPRS J. Photogramm. Remote Sens. (2018)

23. H. Xiu, 3D semantic segmentation for high-resolution aerial
survey derived point clouds using deep learning (Demonstration),
in Information Systems (SIGSPATIAL’18), 6–9 Nov 2018, Seattle,
WA, USA, ed. by F. Banaei-Kashani, E. Hoel (ACM, New York,
NY, USA, 2018)

24. R. Zhanga, Fusion of images and point clouds for the semantic
segmentation of large scale 3D scenes based on deep learning.
ISPRS J. Photogramm. Remote Sens. (2018)

25. H. Su, V. Jampani, Splatnet: sparse lattice networks for point cloud
processing, in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition (2018), pp. 2530–2539

26. H.-Y. Chiang, A unified point-based framework for 3D segmen-
tation, in International Conference on 3D Vision (3DV) (2019)

27. A. Dai, Scannet: Richly-annotated 3d reconstructions of indoor
scenes, in Proceedings of CVPR 2017 (2017)

28. J. Li, Building and optimization of 3D semantic map based on
Lidar and camera fusion. Neurocomputing

29. Y. Li, Deep learning for remote sensing image classification: a
survey. Wiley Interdisciplinary Reviews. Data Mining and Knowl-
edge Discovery, vol. 8, p. 1264 (2018)

30. C.R. Qi, Pointnet: deep learning on point sets for 3d classification
and segmentation. CoRR abs/1612.00593 (2016)

31. C.R. Qi, PointNet++: deep hierarchical feature learning on point
sets in a metric space. arXiv:1706.02413v1 [cs.CV] (2017)

32. L.P. Tchapmi, Segcloud: semantic segmentation of 3d point
clouds, in International Conference on 3D Vision (3DV) (2017),
pp. 537–547

33. B. Vijay, SegNet: a deep convolutional encoder- decoder archi-
tecture for image segmentation. IEEE Trans. Pattern Anal. Mach.
Intell. 39, 2481–2495 (2017)

34. L. Landrieu, M. Simonovsky, Large-scale point cloud semantic
segmentation with superpoint graphs, in The IEEE Conference on
Computer Vision and Pattern Recognition (CVPR) (2018),
pp. 4558–4567

35. C.R. Qi, Deep Hough voting for 3D object detection in point
clouds. arXiv:1904.09664v2 [cs.CV] (2019)

36. B. Yang, Computing multiple aggregation levels and contextual
features for road facilities recognition using mobile laser scanning
data. ISPRS J. Photogramm. Remote Sens. 126, 180–194 (2017)

37. Q. Hu, RandLA-Net: efficient semantic segmentation of large-scale
point clouds. arXiv:1911.11236v3 [cs.CV] (2020)

38. Z. Yang, Std: sparse-to-dense 3d object detector for point cloud, in
The IEEE International Conference on Computer Vision (ICCV)
(2019)

39. Y. Cui, Deep learning for image and point cloud fusion in
autonomous driving: a review. arXiv:2004.05224v2 [cs.CV]
(2020)

40. A. Zisserman, Very deep convolutional networks for large-scale
image recognition. arXiv print. 14 p (2014)

41. O. Ronneberger, P. Fischer, U-Net: convolutional networks for
biomedical biomedical image segmentation, in International

76 Z. Ballouch et al.

http://arxiv.org/abs/2004.05224v2
http://arxiv.org/abs/2004.05224v2


Conference on Medical Image Computing and Computer-Assisted
Intervention (2015), pp. 234–241

42. K. He, Deep residual learning for image recognition, in Proceed-
ings of the IEEE Conference on Computer Vision and Pattern
Recognition (2016), pp. 770–778

43. A. Chaurasia, Linknet: exploiting encoder representations for
efficient semantic segmentation. arXiv preprint 1707.03718 (2017)

44. M.H. Wu, ECNet: efficient convolutional networks for side scan
sonar image segmentation. Sensors 19(9), 2019 (2009). https://doi.
org/10.3390/s19092009

Toward a Deep Learning Approach for Automatic Semantic … 77

http://dx.doi.org/10.3390/s19092009
http://dx.doi.org/10.3390/s19092009


Artificial and Geospatial Intelligence Driven
Digital Twins’ Architecture Development
Against the Worldwide Twin Crisis Caused
by COVID-19

Mezzour Ghita, Benhadou Siham, Medromi Hicham,
and Griguer Hafid

Abstract

Digital Twins DT have been considered recently as the
leap forging technology for digital and physical world
fusion. Our analysis to the triple crisis that the world is
experiencing as a result of COVID-19 has enabled us to
identify several challenges to overcome for current
decision-making systems and industrial environments
that are constrained to develop adaptative management
systems, flexible networks and smart business continuity
plans. The impacts of both geospatial and business
intelligence as well as advanced simulation have moti-
vated our proposition of a new generic framework based
on digital twins to deal with these challenges. Our
proposed framework by combining first digital twins with
business intelligence tools aims to develop smart infor-
mation models, value-driven DT architectures and context
aware services that tries to mimic real-environment
dynamics, and according to its developed smart engines
prevent the occurrence of unpredictable events. Secondly,
by integrating to this combination, location intelligence
provides multi-perspective modelling and geo-statistic
data integration with real-time operational data into
digital twins offers a generic system for prognostication,
optimization and on-line and offline learning. The frame-
work is integrated across the paper within the efforts to
deal with the triple crisis of the current pandemic with a
focus on Middle East and North Africa MENA regions

and particularly Morocco and concretized through an
application use case within the field of protective facial
masks production.

Keywords

Digital twins � Location intelligence � Artificial
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1 Introduction

Since last December, the world is living under the shadow of
a new pandemic, Corona Virus, COVID-19 or severe acute
respiratory syndrome 2. This pathogen belonging to coron-
avirus family has so far induced changes in the
socio-economic, geopolitical, technological and demo-
graphic profiles of the world’s continents, especially the
most precarious ones [1]. The undergoing twin health and
economic crisis alongside the emerging global dynamics and
changing standards in several areas has prompted govern-
mental institutions, and scientific communities to reframe
their perception to emergencies responses and policies to
meet the challenges of the pandemic and face its health,
economic and social fallout and challenges, and supply
chains and industrials around the world to reinvent their
practices in order to respond to resiliency requirements that
the new global dynamic has put in place [2].

Within numerous countries, advanced Information Com-
munication Technologies ICT technologies and digital
solutions have been recognized as efficient weapons against
COVID-19 [3]. Among these solutions, artificial intelligence
and dynamic simulations have been deployed by several
countries in order to not only prevent but also counter the
global impacts of the pandemic. Artificial Intelligence AI has
been used by several countries for early detection of the
virus, vaccine trials development, early diagnostic and smart
testing particularly within European and Asian countries [4].
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In the recent years, artificial intelligence has been widely
used for industrial processes optimization and industrial
value chains resiliency enhancement. Some studies in the
context of the current economic and sanitary crisis have
explored the potential of these developed results and expe-
rience feedback of supply chains smart optimization and its
fusion with epidemiological modelling to counter
COVID-19 economic effects [5].

Mathematical modelling within the epidemiological field
dates back to the 1980s with the emergence of Human
Immunodeficiency Viruses HIV. Since its advent, epidemi-
ological modelling has undergone several evolutions and has
been able to capitalize on the experience acquired through
the various pandemics that have occurred worldwide [6].
Two models have received the attention of scientists around
the world during this new pandemic, the Susceptible-
Infected-Recovered SIR model, and specifically, the
Susceptible-Exposed-Infected-Recovered SEIR model. The
first compartment of the SEIR model comprises susceptible
individuals who may contact the virus, the second com-
partment comprises individuals who have contacted the virus
but whose viral charge is not yet sufficiently developed to
make them infectious, the third compartment represents
infected infectious individuals and the last compartment
represents withdrawn individuals. The evolution that popu-
lations are currently undergoing due to advanced urbaniza-
tion and various technological evolutions has led scientists
to integrate further factors into their perceptions of the dif-
ferent compartments and the existing interactions among
them, as instance, urban mobility, locations, environmental
and demographic criteria and countries’ social and economic
indicators [7]. The exploration of these parameters with
relationship to pandemic evolution through simulation and
machine learning has proved to be an efficient means for
pandemic peaks prevention despite being faced with several
research challenges mainly for the purpose of this paper.

Q1: How can we develop a dynamic simulation of pan-
demic evolution that takes into consideration at real-time
spatiotemporal characteristics of the physical environments
and population dynamics and the interactions between dif-
ferent economic, social and medical ecosystems?

Q2: How can we securely and ethically leverage digital
solutions and artificial intelligence potential to build an
interactive bridge between different heterogeneous institu-
tions and develop smart and optimal policies that deals with
the sanitary effects of COVID-19 on populations and acquire
experience feedback for post-pandemic economic ecosys-
tems resiliency?

As we have been able to see through our analysis of the
evolution of the pandemic in several countries and the
response and prevention plans that these countries have put in
place to face the COVID-19, some of them have stood out by
the significant involvement of a collective intelligence not only

at the level of governmental institutions but also among local
social and scientific actors, hence the important contribution of
social, economic and demographic changes in the evolution of
the pandemic around the world and for environment dynamic
modelling under pandemic context [8]. The recent develop-
ments that the world is experiencing with the social distancing
measures and prevention policies that countries have been
forced to put in place require flexible, resilient and intelligent
decision-making and value chain management systems that
could adapt their evolution with the progression of the pan-
demic within a constantly changing internal and external
environment, particularly for countries with poorly diversified
economies such as the Moroccan country. Collective intelli-
gence in this context can be apprehended through geospatial
intelligence that integrates efficiently location intelligence,
geospatial data and epidemiological indicators into a unified
and distributed platform. Recently, several solutions integrat-
ing location intelligence were developed for workforce remote
monitoring, supply chains flow management and smart com-
munication between cities’ stakeholders and decision-makers
[9]. The fusion of these solutions with artificial
intelligence-based simulations can be concretized through
digital twins. DT are currently leap frogging technological
revolution for cyber physical systems within the context of
smart factories and smart cities [10]. DT are virtual mirrors of
living and non-living entities that imitates these entities’
behaviours within their environments by means of digital
technologies with the purpose of simulating, modelling and
optimizing their functioning and respective interactions.

In the context of this paper as a continuity to our works
developed throughout, we explore the potential of a dis-
tributed and smart digital twin solution based on location
and artificial intelligence for addressing the two research
questions identified earlier.

Answer to Q1: Multi-perspective analysis of pandemic
evolution within MENA region under different control and
prevention policies with a focus on Moroccan country and
its geospatial particularities. Review of the different scien-
tific efforts made up to date to mitigate pandemic impacts on
both short and long terms focus on advanced simulation and
artificial intelligence.

Answer to Q2: Digital twin’s fusion with location
intelligence for the optimization of supply chain response to
different contingencies caused by unpredictable events
resulting from external uncontrolled contextual factors and
risks as instance the current epidemiological context.

The remainder of this paper is organized as follows, the
second section explores the reversible impacts of geospatial,
economic and social factors on COVID-19 within the
MENA region with Moroccan country on the loop. The third
section introduces a review of the different solution devel-
oped by the scientific communities to model and simulate
COVID-19, and to mitigate and prevent its economic and
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social impacts. The fourth section introduces Digital twins’
and geospatial business intelligence and their potential for
the development of resilient value chains. Section 5
describes the proposal of the DT-Geo-BI platform to miti-
gate the effects of the pandemic on the value chains of
manufacturing plants and to improve their resiliency under
multiple unpredictable external risks. Section 6 discusses
different application use cases of the proposed solution on
case studies within Moroccan context. The last section
synthesisizes simulation results, concludes the paper and
opens up on future research axes.

2 The World Against a Triple Crisis

2.1 MENA Zone Countries on the Loop

Presently, the world is experiencing one of the most critical
health crises in its history, prompting its scientific and
industrial communities to renew their crisis management
strategies and plans. To date, COVID-19 has caused more
than 1,231,615 deaths worldwide, and more than 12,543,694
active cases [11]. Many European countries including
France, England and Germany are now facing a second
lockdown following a second wave of the pandemic which
has compelled them to take more drastic measures to mitigate
the spread of the virus and save their health systems from a
second surge of overcapacity. The containment measures that
pushed countries to close their borders and limit internal and
external flows in and out as experienced in the first wave of
the pandemic have contributed not only to the disruption of a
significant number of value chains for its countries but also
for their international partners. This triple economic, social
and health crisis is changing the global economic and social
dynamics of many countries, particularly developing coun-
tries, which are forced to face several challenges that are
putting their populations and their development efforts in
jeopardy due to economic weak resiliency. In this section, we
have decided to focus in particular on some of MENA zone
countries. Within the MENA zone, Egypt has the largest
population with a population of 102,334,403 inhabitants,
Algeria comes in second place with 43,851,043 inhabitants,
followed by Morocco in third place with 36,910,558 inhab-
itants, Tunisia counts 11,818,618 inhabitants, Libya
6,871,287 and finally Mauritania 4,649,660 inhabitants [12].

On February 14, 2020, Egypt was one of the first countries
in the MENA region to record the first COVID-19 19 case.
Currently, the country has more than 43,398 active cases and
2620 reported deaths. On 02 and 03 March 2020, respec-
tively, Tunisia and Morocco recorded their first cases fol-
lowed by Algeria on 03 March 2020, Libya and Mauritania.
Morocco accounted for a total of 218 deaths due to the virus,
Algeria 885, Libya 18, Mauritania 120, Tunisia 50 and Egypt

2620. Figure 1a–c shows, respectively, the evolution of the
number of new active cases and the number of new deaths for
each of these countries to date and the daily incidence of new
cases for the different countries. Pandemic evolution within
its countries has followed different paths, which have been
strongly influenced by the prevention and crisis management
plans put in place by each country and a number of
socio-cultural and territorial factors. Pandemic management,
particularly in Algeria, Tunisia and Morocco, is characterized
by smart use of technologies and scientific research and
increased innovation for the prevention of the virus and the
response to its health and socio-economic impacts. Tunisia
and Morocco were among the countries within MENA region
that had best managed the development of the pandemic after
a period of containment that lasted nearly a month within
Tunisia, and a stringency index for government response
tracking that on average had been established at 73.84, and a
relatively stable evolution curve of active cases that the
country has been able to inflect after a few weeks of strict
measures deployment. However, at present, the two countries
are registering unpredictable spike in active cases and new
deaths that are challenging the sustainability of their pan-
demic management strategies as well as their health systems’
capacities. Egypt, Mauritania and Algeria are experiencing a
significant increase in the number of deaths due to the pan-
demic. The spread of COVID-19 in Libya has added to the
political instability and armed conflicts that the country has
experienced in recent years, which has weakened the coun-
try’s healthcare infrastructure. A number of international
organizations, including United Nations UN, have been
warning of a new outbreak in the country due to the impli-
cations of the country’s unstable political situation. Algeria is
one of the African countries that is undergoing a period of
political tension with months of protests and conflicts in the
political situation in the country, and with the truce imposed
by COVID-19 has been relatively stabilized, however, its
social impact is still present and this situation is influencing
the development of the pandemic within the country. Studies
conducted on the development of the pandemic in Africa had
raised the issue of political instability as a factor that could be
responsible for further acceleration of the pandemic.

The evolution of the pandemic in Morocco, Egypt and
Algeria has experienced numerous peaks and fluctuations
which explain the variability in the distribution of new cases
deduced from the different peaks present which are due to
the appearance of new foci of virus spread motivated by
contextual constraints. Tunisia, for its part, has managed to
stabilize its curve at some extent during the first 3 months,
thus the majority of the points vary around the median
except for some points that represent pandemic spikes.
However, the country’s curve at some extent in the previous
months has started to increase rapidly and suddenly, as it is
the case for its new deaths curve.
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2.2 Contextual Analysis of Pandemic Evolution:
Focus on Spatial and Temporal Variations

Scientific research advances and further development of new
tools for data analysis, prediction and applied artificial
intelligence have enabled medical fields to strengthen their
responsiveness and proactivity to adverse crises. Globaliza-
tion and increased connectivity of manufacturing supply
chains around the world and worldwide territorial changes
due to this perpetual evolution have led to a significant urban
development. This development was one of the factors that
made this health crisis unique [13]. To respond to this new
crisis, scientific communities around the world, and thanks
to a striking collective intelligence, have succeeded in
establishing a new real-time, adaptive and smart system for
the monitoring of COVID-19 epidemiological indicators.
For the purpose of analysing these policies from different
perspectives and as an output for the global community, four
main indicators were developed by the scientific group that
are economic index, stringency index, government response
index and containment health index. Economic index tracks
strategies and plans launched by countries in order to
encounter pandemic economic impact on all society classes,

such as income support and debt contract relief during
pandemic period for persons facing financial difficulties.
Government response index is a set of defined indicators that
follows different established policies, prevention and
response measures in the face of virus spread as well as their
resulting impacts on individuals and communities. Strin-
gency index tracks adapted containment strategies put in
place in order to stop virus propagation within the country.
Those measures include, for example, citizens’ mobility
management, locally and internationally, and gathering
restrictions. Those indexes are each estimated based on
defined individual indicators that correspond to different
impacts, measures and policies. Ordinal scales are defined
for each individual indicator. Government response index is
based on 13 different indicators, Containment and health
index on 11 indicators, Stringency index is based on 10
indicators and 4 indicators were used for economic index but
only 2 are exploited in the context of this paper. In addition
to individual indicator scales, a new variable is included for
the calculation of the overall value of the various indexes
which is indicator flag. Indicator flag determines the geo-
graphic scope of the indicators. This indicator shows two
states, targeted and general. Health system index include

(a) (b)

(c)

Fig. 1 a New cases and cumulative infected cases evolution curve
within the different countries from 01 March 2020 to 31 October 2020.
b New deaths and cumulative deaths evolution curve within the

different countries from 01 March 2020 to 31 October 2020.
c COVID-19 daily incidence within countries
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indicators about health system reinforcement and adaptation
measures and policies, including awareness and communi-
cation campaign, tracing and tracking established systems
and testing policies. The development curves of its indica-
tors have been very different from one country to another as
a result of a number of contextual factors of a political,
economic and socio-cultural origin. Figure 2 shows the
correlation results between the indicators that represents the
different measures that countries’ governments have taken to
mitigate the pandemic and the evolution of its incidence,
Fig. 3 puts the focus on new cases evolution according to
government index and Fig. 4, new deaths evolution
according to health containment index that includes testing
policies as a main element. Pandemic incidence was calcu-
lated based on official open-source data about pandemic
evolution within countries as a representative indicator of
COVID-19 evolution within these countries. The develop-
ment curves of its indicators have been very different from
one country to another as a result of a number of contextual
factors of a political, economic and socio-cultural origin.
Stringency index has had a high median for the majority of
countries over elapsed period, with a maximum value of
94% recorded in Morocco and a minimum of 84% in Egypt
from the beginning of the pandemic to the end of the
national lockdown period. Morocco was among the first
countries in the region to implement strict preventive
measures.

Its response to the pandemic has been characterized by
the proactivity of its institutional bodies, which explains its
data points recorded over the lockdown 3 months being
concentrated around the median which is 66%. This index
has known negative correlation with COVID-19 incidence
for the majority of the countries studied except for Tunisia
and Algeria that represents a weak positive correlation.
Restrictive measures have contributed significantly to
counter the propagation of the virus. Taking into consider-
ation the cultural and religious patterns of the different
countries, this indicator has been, during the last few
months, of great importance for containing the virus, espe-
cially for countries such as Morocco that have been regis-
tering since the beginning of the pandemic numerous
familial foci, including as instance during funeral. The
Department of Health and Social Care for this purpose in the
United States has published a dedicated guideline for funeral
attendance under COVID-19 19 circumstances. Through
economic index evaluation, we can notice that index corre-
lation coefficients with new cases increase has varied sig-
nificantly within the same country and from one country to
another. Concerning Morocco, the majority of selected
points, since the beginning of the pandemic and during the
lockdown, are concentrated around the median which is
established at almost 85% for lock down period, whereas a
few points fluctuate around the minimum corresponding to
the beginning of the pandemic and to the period that

Fig. 2 Correlation analysis of COVID-19 incidence within countries with relationship to countries economic, social, governmental and sanitary
response plans
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preceded the containment. During this period, the country
has maintained relatively stable economic activity while
implementing fairly strict preventive measures, such as
cancelling some public events and meetings. Recently,
Morocco has been experiencing its second wave of
COVID-19, and numerous economic challenges spatially for
informal sector and SME’s that find difficulties to comply
with the restrictive measures imposed by the government
which have caused them to be the source of the proliferation
of industrial foci. Morocco, as it has been preparing for an
economic rebound in recent months, concentrated its eco-
nomic response strategy on contract and debt relief in par-
ticular for start-ups and SMEs as highlighted by many
official national sources and through the conclusion of a
number of agreements to support local entrepreneur-
ship. Taking into consideration its contextual economic
conditions, with a Gross Domestic Product GDP per capita
of 3204.1 US$, a relatively high poverty index and a large
part of the economic ecosystem in the informal sector,
Morocco has established a proactive response plan to the
economic crisis guided by a special committee including
country’s economic agents. Tunisia and Morocco exhibit
similar medians, which are explained by the similarities in
their prevention and response plans to the economic crisis.
Tunisia and Morocco report substantial poverty rates, yet
Tunisia has a higher GDP per capita of 3317.5 US$. Libya,
meanwhile, is among some of the countries in the world that
have not adopted exceptional economic measures in
response to the spread of COVID-19. The country’s eco-
nomic index has remained neutral throughout the past per-
iod. Of the selected countries, Algeria and Libya have the
highest GDPs of 3948.4 and 7686.8, respectively, both

countries are oil exporters. As a result of the health crisis,
world oil consumption has fallen by 10% compared to 2019.
This decrease is due to the containment and prevention
measures imposed to reduce the spread of the virus. The
imbalance between supply and demand and the relative fall
in prices for countries such as Algeria, Libya and Egypt
could have a negative impact on the economies of these
countries and an indirect negative impact on importing
countries in sectors such as tourism, and in relation to sub-
ventions provided to these countries. Egyptian country has
adapted a targeted response policy which has involved sec-
toral financial support. Health system management for all
countries selected according to Containment and Health
System Index represented variability. Morocco and Tunisia
exhibit similar patterns as far as policy implementation and
planning is concerned. However, Morocco, contrary to the
other studied countries, exhibits a positive correlation of
0.54 between the index and COVID-19 incidence. Egypt is
the country with the greatest variability distribution of this
index with relationship not only to new cases evolution but
also to new deaths increase. Testing strategies within the
country and for Algeria as well are not made clear through
the data provided unlike other countries, such as Morocco
and Tunisia for which we can accurately assess the strategies
based on available data from the various local official
sources. Testing, as part of epidemiological framework, has
a direct impact on the number of cases of contamination
detected; it is the main indicator that helps to decrease the
number of new infections when correlated with strict quar-
antine and medical assistance policies. To identify the rela-
tionship between testing policies and new deaths, in further
parts we focused our study on cross correlation between

Fig. 3 New confirmed cases evolution with reference to government health index
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positivity rate and new deaths for Morocco that provides
open-source testing data. Government response according to
correlation analysis has varied significantly within the
studied countries depending on the daily incidence evolu-
tion. Faced with the risks for a peak of cases and the different
respective correlation with other indexes on their influences
on the pandemic incidence, the studied countries have
adopted different response plans. Response plans were clo-
sely related to the risk of facing a second unexpected wave
that results for the country in putting more stringent policies.

2.3 Spatial and Temporal Analysis of Pandemic
Evolution and Its Impacts Within Moroccan
Territory

2.3.1 Spatiotemporal and Economic Analysis
of the Pandemic

The evolution curve of the pandemic within Morocco has
undergone a series of fluctuations giving rise to a set of
strategies which have varied from a national level to a local
level where each region has been treated according to its
own curve and its own characteristics and their evolution
over time. Figure 5 shows the evolution of the pandemic
across the different regions of the kingdom for three periods;
the detection of the virus

and lockdown period which runs from 02 March 2020 to
10 June 2020; the period after containment which divided
the kingdom into two regions; region 1, where the number of
cases had been stable and where the measures were relaxed,
and region 2, where the majority of the strict measures were
maintained. The second period was characterized by massive
testing within industrial environment and the reinforcement
of audits for the respect of prevention barriers, including face

covering and social distancing as well as increasing the
supplies of diagnostic tests, protective equipment, ventilators
and essential medicines for quarantined infected and hospi-
talized patients. This division with the spread of the pan-
demic in the course of the months has undergone many
changes, and currently, the government has changed its
strategy and has put the focus on health systems response by
accelerating R&D for vaccine trials and production and
treatment development, and the optimization of hospital
beds and spaces for diagnostics and treatments and the
protection of front health workers [14]. We define the third
period that experienced the second wave of the pandemic in
the country from 01 September to 15 October 2020. The
analysis conducted in the previous sections has highlighted a
positive correlation of daily incidence within Morocco with
Containment and health index and government response that
includes approximatively all the measure that we have cited
previously and their impacts. Through this part, we explore
this correlation in order to detect the main spatiotemporal
features of new deaths and new cases time series within
Morocco. The main purpose of this analysis is to define the
parameters impacting pandemic evolution with regards to
spatiotemporal perspective with focus on critical supply
chains within the country. Casablanca-Settat region has seen
the largest number of cases in the kingdom; being the eco-
nomic capital of the country, the region has, according to the
2020 forecasts of the Moroccan High Commission for the
HCP Plan, more than 7,408,213 inhabitants with 48% in
Casablanca and a density of 18,222/km2. Rabat Kenitra Salé
region with at its heart the capital Rabat of the kingdom
counts 4,867,744 inhabitants followed by Marrakech Safi
with 4,774,413 inhabitants, Fez Meknes with 4,405,862
inhabitants and Tangier Tétouane El Hoceima with
3,813,854 inhabitants. Morocco has been undergoing in

Fig. 4 New deaths evolution
with reference to containment
health index
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recent years a genuine demographic transition. Its population
is growing, admittedly, but at a slower rate, due to the
extension over time of life expectancy in the country, which
in 2018 recorded an average of 74 for men and 80 for
women, and the decrease in the number of infant’s births that
was in 2018 17.5 births/1,000 population. Infant, child and
maternal mortality rates have also been reduced, thanks to
improved health care, nutrition, hygiene and vaccination
coverage. In 2018, the rate reached 4.9 deaths/1,000 popu-
lation, albeit disparities between urban and rural areas and
between rich and poor households have persisted. The
decline of Morocco’s birth rate reflects the decline in the
total fertility rate from 5 in the mid-1980s to 2.09 in 2018,
due to improvements in women’s education levels, increased
use of contraceptives and delayed marriage. Young adults
aged 15–29 years account for almost 26% of the total pop-
ulation and those aged 25–54 years account for 42.41%,
which constitutes a potential economic asset if they can have
paid employment. However, at present, many young people
are unemployed due to the pandemic, and its impact on the
informal sector, which contributes 20% of GDP and offers
many employment opportunities for young people, particu-
larly with illiteracy remaining fairly high. Most employed
young people work in the informal sector with little security
or benefits. From descriptive analysis of regions that

registered new cases, Casablanca is the epicentre of the
outbreak within Morocco followed by Marrakech Safi and
Rabat-Sale-Kenitra. The pandemic’s evolution curve in
Morocco and within each region has experienced numerous
fluctuations extrapolating the spatiotemporal impact on the
spread of the virus and on its sphere of impact, which is
increasingly widening from the epicentre to the other regions
of the kingdom, putting at risk not only the respective health
systems of its different regions but also the resilience of their
economic, industrial and social ecosystems, which have
been strongly affected by the crisis. Through this paper, we
apprehend the co-evolution of COVID-19 with economic,
social and demographic characteristics of the different
regions spatially, the epicentre of the virus within Morocco
Casablanca-Settat region. The progression of the pandemic
over time within the population had given rise to a
co-evolution of the pandemic with different value chains.
Through Fig. 6, we have tried to identify the different
medical value chains involved in the pandemic prevention
and response plan according to the evolution of the life cycle
of the pandemic and the different concerns of the stake-
holders for each cycle. We define for each compartment, five
main focuses. As instance, the passage from the infected
compartment to the hospitalized compartment and the evo-
lution of hospitalized cases with a high frequency as in the

Fig. 5 New cases evolution within regions with a chronology of major events
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Moroccan case, require the rehabilitation and conditioning
of the private and public hospital infrastructures in parallel.
This conditioning involves improving the productivity of a
number of value chains, such as the production chain for
protective equipment for the protection of the medical pro-
fession, which has an increasing number of infections and a
mortality rate that is undergoing major changes. The
geo-statistics of the different regions allow us to identify the
resources available and to estimate the shortages in a pre-
ventive manner. This detailed analysis should be commu-
nicated in full in the three pools that we have defined to
represent the co-evolution of the pandemic, the demand and
the value chains. Our analysis of the outbreak within Mor-
occo and the different professional foci that occurred through
the first 3 months has enabled us to detect the main sectors
that has known proliferation of infection cases. Figures 7
and 8 represent these analysis results for new cases evolu-
tion, sectorial and territorial during the three first-month
period and lockdown period. Data was collected according
to Moroccan Ministry of Health daily conference point for
epidemiological situation and web scrapping of different
trusted e-journals.

Country’s evolution curves of new cases highlighted
some outlier’s data points, a large majority of these points
were caused by both some unexpected familial outbreaks
and especially professional hotspots within commercial and
production units. The evolution of the pandemic in the
country has seen similar cases that have climbed the evo-
lution curve to its peaks many times after the country had
managed to reduce its national case-fatality rate. These

professional outbreaks, which continue to appear in Mor-
occo and around the world, are challenging the response of
factories’ occupational health and safety systems to the new
sanitary requirements imposed by COVID-19 19. Through
the figures, we can see that the evolution of the virus has
been characterized during the last months by many spikes
which reinforce our observation presented on the fluctua-
tions of the real-time reproductive number of the country
across regions in the previous section. Numerous spikes
have been triggered by industrial outbreaks in particular by
the periods of April 20 when the number of cases reached
191 with 95% of cases recorded in industrial outbreaks, May
5 where the number of identified cases was 166 cases with
90% due to professional outbreaks, June 19 where the
number of cases increased drastically after a relative flat-
tening out to reach 539 cases caused mainly with 85% by an
industrial outbreak and finally June 24 where the country
reached a new record of 563 cases resulting in 72% from an
industrial outbreak. In order to analyse the effects, impacts
and in particular the causes of these fluctuations, we have
focused in this paper on two dimensions which refer to the
analysis of the different regions and sectors of companies
where the cases of contamination have been recorded. Fig-
ure 8a shows that Casablanca-Settat region recorded the
highest percentage with 44%, Rabat-Sale-Kenitra region
followed with 37% and Tangier-Tetouan-El Hoceima region
came third with 11%, Laayoune-Sakia El Hamra and
Fes-Meknes regions recorded 5 and 3%, respectively. Since
2012, Casablanca-Settat region has maintained its position
within Morocco as the region that attracts the most business

Fig. 6 COVID-19 network mapped to the compartmental model of pandemic evolution
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start-ups, the region during the previous year saw the reg-
istration of 18,146 new business registrations. In order to
extend this analysis to the progression of the pandemic
within the region and to detect the factors influencing this
evolution, we have carried out a spatiotemporal analysis of
COVID-19 within the region. The objective of this analysis
is to respond to the first issue raised in the first section Q1.

There are various factors that contribute to the territorial
dimension regarding pandemic spread in professional envi-
ronments, among them the geospatial factor related to both
the company and its region, mobility and transport activities
within the territory, environmental data and finally economic
and industrial activities carried out within those territories.
From the presented analysis, we conclude that 37% of the
cases were registered at the level of companies in the
agri-food industry, 22% at the level of textile companies and
16% of the cases in the automotive sector. The different
sectors identified through the analysis present a number of

similarities and discrepancies, each related to a set of factors.
Among these factors, the first factor involves organizational
practices developed for change management, OHS, ergo-
nomics, risk management and human resources management
within industrial sites. The second factor concerns plant
infrastructure and related sub-factors, such as plant location,
building aeration and workstation layout. The third factor
involves the firm as such, its workforce, its strategic business
areas and the type of activities in its production units. The
fourth factor concerns the company’s commitment to OSH
and its efforts to improve it and to comply with national and
international standards in the field. The last factor concerns
pandemic management by the company and its prevention
and response strategies. Sectoral analysis of the professional
outbreaks highlights the textile and agri-food sectors, both of
which are sectors with a strong labour component requiring
very strict compliance with barrier measures. The mainstay
of the textile industry in Morocco is made up of SME. These

Fig. 7 COVID-19 professional outbreaks evolution within Moroccan country

(a) (b)

Fig. 8 COVID-19 professional outbreaks distribution according to sectors (a) and regions (b)
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enterprises are at high OHS risks and require a significant
investment for the improvement of the office layout. The
office layout is one of the factors influencing the spread of
the pandemic at the Workplace level. This point has been
raised by many organizations, such as the International
Labour Organization ILO, with regard to several standards
and guidelines dedicated to OSH management at the level of
industrial companies [15]. The survey conducted on pro-
fessional foci once again puts Casablanca-Settat region in
the lead. As we have seen from the characteristics of the
region, which is the economic epicentre of the country with
one of the largest industrial zones in the country in various
manufacturing sectors, mainly automotive and electronic
assembly, as well as agri-food and offshoring companies.
A large part of the activities of the informal sector, which
employs a large proportion of the population, is also centred
within the region. The economic activity in the region and its
various cities and the density of its urban areas have given
rise to a number of problems, particularly those relating to
pollution and air quality as well as urban mobility. The
studies conducted on the correlation of the evolution of the
virus with meteorological parameters and climate change
aimed at comparing post- and pre-lock down pollution levels
have put forward the hypothesis of a potential correlation
between climate change variables and epidemiological
indicators. In order to apprehend this hypothesis at the level
of Moroccan regions and spatially Casablanca-Settat region,
which in fact registers a medium air quality according to the
AQI index of average leading to the prevalence of different
respiratory diseases within the region, we have carried out an
analysis modelling the correlation between the evolution of
pandemic incidence within the region and the different
meteorological parameters, including air quality. Figure 9
represents correlation analysis between new cases evolution
across regions with maximum and minimum distance from
the epicentre of the pandemic within Morocco. Figures 10
and 11 introduce the results of a Generalized Additive

Model GAM analysis conducted on daily incidence of
COVID-19 within Casablanca-Settat, respectively, for both
mobility trends and metrological parameters across regions
with important incidence. GAM models were chosen for this
case study because they can effectively combine different
types of fixed, random and smooth terms used in the linear
predictor part of the regression model for the integration of
different types of impacts. GAMs use smoothing functions to
take each predictor variable in the model and separate it into
sections that are delimited by nodes, and adjust the poly-
nomial functions to each section separately. Morocco data
were calculated for t based on a static baseline of 1 and
according to lagged mobility for 2 and 14 days taking into
consideration incubation period. From partial dependency
curves of mobility evolution with COVID-19 incidence, we
concluded that incidence of COVID-19 is positively corre-
lated with workplace mobility, and retail and negatively
correlated with residential, grocery and pharma and mobility
changes from the baseline. That is, the lower is retail
mobility from the defined baseline, due to the pandemic and
prevention measures, the lower is incidence.

3 Global Efforts up to Date to Counter
the Triple Crisis—Focus on Advanced
Modelling, Dynamic Simulation
and Artificial Intelligence AI

Since the beginning of the pandemic, the scientific com-
munities have been trying to develop paths to explore virus
dimensions, patterns and co-evolution within different
countries with different demographic, economic and social
parameters and variables as we have seen from Moroccan
perspective. The previously developed models for precedent
pandemics and epidemics have helped for this purpose, for
instance, the different works developed in the case of
Moroccan country with SIR [16], SIR with asymptomatic

Fig. 9 Correlations analysis
between daily maximum and
minimum new cases evolution
across the country and minimum
and maximum distance from
pandemic epicentre
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compartments [17] and taking into consideration different
control measures [18]. A study conducted in China has
shown the impact of urban mobility between cities in the
same country on the spread of the virus within the same
region, leading to a correlation between the evolution of the
R0 of the virus and traffic within regions [19]. This result
allowed conclusions to be drawn on the measures to be
undertaken to reduce the local spread of COVID-19 after the
return to activity and the deconfinement of low-risk areas.
Some research communities have been interested in ana-
lysing the correlation between prevention and response
measures put in place to deal with COVID-19, such as travel
restrictions and countries’ lockdown measures, and envi-
ronmental parameters related to climate change and pollu-
tion impact on virus spread [20]. Lockdown measures and
COVID-19 have enabled to reduce within some countries,
including Morocco, GHG emissions, basically NO2, SO3

and CO emissions resulting from mobility and some indus-
trial field. The studies carried out on the core of its indicators
before and after the containment measures made it possible
to draw conclusions on the policies and strategies that the
kingdom could put in place to reduce the environmental
impact of certain activities and post-COVID-19 good prac-
tices to be maintained. The conclusions concluded in Mor-
occo for the actors of the energy sector have pushed
governmental and private institutions to strengthen their
contribution to the development of renewable energy, off
grid in rural areas and the encouragement of research and
development in the field. Transportation and aviation are
approximately responsible of 13% of Carbon emissions
around the globe; lockdown measures, international travel
restrictions and social distancing have prompted a lot of
countries to reduce their emissions [21]. The characteristics
of the affected populations, and the analysis of the correla-
tion between, for example, the age, the gender and previous

health records of the patients have enabled the development
of efficient control solutions [22]. Buildings’ characteristics,
humidity, aeration and workplaces layout are also factors
that have been explored. Infrastructure also plays an
important role in the respect of sanitary regulations, espe-
cially within rural areas that have poor access to water
resources and sanitation [23]. Several research communities
have worked on the refinement of existing epidemiological
models, as instance, SIR model through dynamic simulation
of various policies [24, 25], integration of economic net-
works concerns and changes [26, 27], context Awareness
[28] and its fusion with some models, as instance, in [26],
poison Markovian process. In addition to SIR model, mod-
ified SEIR model was proposed with the integration of new
parameters forecasting [29, 30] and real-time estimation
methods [31] and advanced simulation and data analytics
[32] and machine learning tools and models [33]. Table 1
summarizes these efforts according to three basic approaches
that are epidemiological modelling, spatiotemporal mod-
elling, artificial intelligence-based approaches and finally
hybrid approaches that integrates both.

3.1 Beyond COVID-19 Towards a New
Organizational Model for Value Chain
Resiliency

Business resiliency is defined through ISO 22300 by busi-
ness activity continuity that is described as the set of man-
agement practices and implemented policies to identify,
analyse and counter the effect of unpredictable incident and
threats that can occur during enterprises activities and hinder
it from delivering its products and value-added services to its
intended stakeholders at their defined constraints and
requirements. The crisis we are living is considered within

(a)

(b)

Fig. 10 Mobility lagged evolution with new cases within Morocco (a) and Casablanca-Settat region (b) for lockdown and post-lockdown period
from 15 February 2020 to 15 October 2020
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the standard as one of these incidents. Business resiliency
under COVID-19 can be apprehended through different axes
we are identifying in the context of this chapter; five of them
according to our analysis of COVID-19 developed models
and related impacts and risks. The first axis is supply chain
management that includes suppliers and suppliers of sup-
pliers’ management and consumers of consumers’ manage-
ment with regards to business-critical activities and
operations. Supply chain partners cross communication and
critical information visualization are defined as a key
weapon under the context of the current pandemic. The
enterprises should have a clear vision on its network of
stakeholders with an emphasis on location intelligence,
interactions criticality with regards to disruption threats and
network extension opportunities. Regulatory watch,

technological watch and economic watch are three main
aspects for supply chain resiliency. The second axis is
concerned with IT technology and mainly on three dimen-
sions, cyber security for remote access and for information
exchange for both scenarios with home workers and on-site
workers, communication performances management from a
hardware point of view and a software perspective and
finally, data protection. The disruption of public services
spatially, communication service due to the traffic and
telecommunication infrastructure regionally are also impacts
that contributes to this category. The third axis is travel, as
travel and mobility are considered as main factors in virus
spread, nationally and internationally. Current business and
enterprises rely heavily on travels. The risks from travel ban
and travel restrictions and the pandemic risks should all be

(a)

(b)

(c)

(d)

(e)

Fig. 11 New cases evolution according to meteorological factors and population levels within Morocco for the epicentre Casablanca-Settat
a Fes-Meknes b Marrakech Safi c Tangier-Tetouan-El Hoceima
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Table 1 COVID-19 epidemiological modelling, prediction and impact analysis

References Model Key features Simulation Estimation Main purpose

[34] Modified
SEIR
model

Open-source COVID-19
simulator with a combination
of SIR and SEIRD models

Dedicated
open-source simulator

Neuro fuzzy inference model
for learning and tuning model
parameters

The integration of learning
through a feedback loop and a
fuzzy rule engine

[35] Modified
SEIR
model

Development of a SEIRD
model simulation that takes
into consideration communities
dynamics with asymptomatics

Simulation with a
SEIRD model with
states and conversion
method

Individual mobility was
integrated by an individual
move model that takes four
states and control measures
were represented through
probabilities

Integration of a mobility model
for the representation of
communities spread
probabilities and asymptomatic
cases testing of different control
strategies

[36] Modified
SEIR
model

Simulation and estimation of
virus spreading with SEIRD
model and Scale free networks

SEIRD model
dynamic simulation
with power law
assumption for scale
free networks

Estimation through
probabilities of different
parameters and definition of
R0 as a threshold and two
assumptions of free
equilibrium or endemic
equilibrium

SEIRD model numerical
simulation by free scale
networks for the definition of
spreading networks within
communities under quarantine
distributions

[37] Modified
SEIR
model

Simulation through baseline
SEIR model with time-varying
parameter for different
countries according to control
measures and policies

Simulation by the
fusion of SEIR Model
structure with
time-varying
parameters estimation

Estimation of transmission
rate and removal rates by
deterministic spline Ansatz
that considers the two ratios as
splines with three nodes

Accommodation of SEIR main
parameters to time-varying
changes of transmission rate
and removal rate according to
reported data time series and
models approximations

[38] Spatial–
temporal
analysis

Simulation and prediction of
pandemic spread through
investigation of its geospatial
and temporal patterns locally
and worldwide

Dynamic simulation
of by SEIR and lag
time of individuals
movements through
truncated power law

Movement estimation by
relative attractiveness of
locations RA for defining the
path of spread according to the
probabilities of compartments

Modelling of COVID-19
geospatial and temporal spread
BY human mobility simulation
and prediction with
conformance through
government response plans and
measures

[39] Spatial–
temporal
analysis

Meta-data analysis of spatial
and temporal evolution of
COVID-19 within patient with
different ages and detected
virus severity

The exploration of
detected patterns for
epidemiologic models
refinement

Estimation of spatiotemporal
evolution of viral detection
and viral RNA load for testing
locations mainly blood, URT
and LR

Spatiotemporal of COVID-19
viral detection and viral RNA
load evolution for different
classes of patients with
different patterns and severity

[40] Spatial–
temporal
analysis

The model features a statistical
analysis and model of the
pandemic local evolution with
meteoritical and
non-meteorological data and
spatiotemporal considerations

Simulation is done at
the baseline of a linear
model and a Poisson
distribution

Effects are estimated based on
age demographic
characteristics of locations and
spatiotemporal meteorological
and non-meteorological
parameters

The study highlights
correlation between
meteorological and
non-meteorological data and a
new model for virus
propagation forecasting by a
gaussian model

[41] Spatial–
temporal
analysis

Simulation and prediction of
different classes of SAIR with
mobility patterns integration
for different regions within
Spain

Simulation through
SAIR model that
integrates
Asymptomatic cases
as a compartment

Estimation based on mobility
modelling through the
definition of mobility areas
within regions based on
provided mobile data

Simulation of COVID-19
taking into consideration
asymptomatic cases
proportions and country’s
regions modified mobility
patterns due to deployed
restrictions across the country

(continued)

92 M. Ghita et al.



Table 1 (continued)

References Model Key features Simulation Estimation Main purpose

[42] Spatial–
temporal
analysis

Modelling and prediction of
pandemic spread through
regions by considering virus
patterns within their
neighbouring and their
demographic patterns

The paper do not
explicity define
simulation model but
gives highlights on
spatiotemporal
patterns modelling

Use of spatiotemporal models
to models virus dynamics with
countries. Pandemic evolution
is represented by a negative
binomial distribution

The developed components of
the model categorized
pandemic spread by local
patterns for specific
demographic and correlations
and between regions by
contagion effect of
neighbouring countries for
spatial correlations

[43] AI and ML Forecasting architecture based
on ANN and GWO for testing
is applied to COVID-19 time
series for the prediction of
infected cases evolution

The paper discuses
artificial neural
networks for
COVID-19 complex
time series analysis

Estimation of pandemic spread
is done based on ANN and
hyperparameters tuning and
testing are optimized by GWO

Artificial neural networks are
used to unease COVID-19
complex time series analysis
and to give accurate prediction
for peaks detection and
preventive response policies

[44] Hybrid
approaches
MAS

Simulation of virus
transmission among networks
of agents defined according to
compartmental model

Dynamic numerical
simulation of agents
states and mobility
through the network

Individual agents social force
model for the estimation of
parameters according to Non
pharmaceutical interventions

Evaluation of control
interventions on a various
scales based on agent networks
and different representations of
interactions within
communities

[45] Hybrid
approaches
DT
integration

Prediction and simulation of
COVID-19 spread across cities
through smart cities digital
twins for smart environment
management

Simulation of cities
network and human
mobility through cities
by analysing feedback
of smart city twin

Estimation of climate
parameters through artificial
intelligence and networks
analysis

Smart cities twins simulate
cities networks and contribute
to decision-making and
attributes real-time insights
about COVID-19 on different
networks

[46] Hybrid
approaches

Prediction and simulation by
the integration of a mobility
module for pandemic dynamics
modelling

Simulation through
modified SEIR model
integrating mobility
in–out flows

Estimation of parameters by
an analysis of reported data
and their fitting for transition
probabilities

The purpose of the simulation
is predict end period in order to
adapt the measures and to
compare modified SEIR model

[47] Hybrid
approaches
DT
integration

Simulation of different risks
resulting from business
activities and industrial
activities rebound

Simulation of plant
and human operators
mobility according to
various scenarios

Prediction of the risks of social
interactions across factories
shopfloor and prediction of
virus parameters impact on
supply chain management

Estimation of risks impacts and
the proposition of different
adaptation scenarios for
preventing and responding to
those risks

[48] AI and ML Forecasting of virus parameters
and variables for USA and
India by deep learning
algorithms for predictions
LSTMs

The implementation
of the model provided
can serve dynamic
simulation

Forecasting of pandemic
spread is based on the
predictions of deaths and
infections by a comparison of
RNN with three LSTMs

Providing accurate predictions
of the virus evolution within
countries with different
demographic, social and
economic characteristics

[49] AI and ML Testing of different regression
models for pandemic
forecasting within Egypt

The paper discuses
key regression models
for mathematical
modelling and
simulation

Estimation and forecasting of
is based on the predictions
made on the basis of
regression models and time
series analysis

Regression models for virus
predictions can help predict
peaks and pandemic end and
contributes to the establishment
of control policies

[50, 51] AI and ML A multilayer perceptron
architecture is proposed and
applied on time series data of
COVID-19 for forecasting and
spatiotemporal patterns
detection

The paper proposed a
learning and
prediction architecture
based on MLP
without explicit
simulations

MLP is used for prediction
and multigrid search for
learning and optimization of
architecture hyperparameters

The estimation and forecasts
obtained from the model are
relevant for policies definitions
and evaluation, peaks
prediction and identification of
virus spread patterns across
different regions
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taken into account and their impacts managed through crisis
plans. One of these plans include the management of
incoming flows of travelling employees and recommenda-
tions and measures to be communicated to the staff. The
fourth axis concerned with Occupational health and safety
system resiliency with regards to each pandemic OHS risks
inside the workplace and business activities productivity
constraints. This axis includes to cite a few security incident
management, social distancing, testing policy, professional
outbreaks detection and prevention measures, EPI manage-
ment and requirements with regards to basic ergonomic
needs of on-site workers. Standards and recommendations
developed in the context of COVID-19 nationally within
Morocco and internationally for the development of this axis
are reviewed through Table 2. The last axis is interested in
the core of the business management continuity plan. This
last element is the most important one in having to be pri-
oritized as it’s a knowledge experience feedback repository
for overall resilience of the business itself. Evaluated based
on activities mastery and stakeholder’s exhaustive definition
of needs and their mapping to main activities and operations
of the company. The exploitation of risks management
basically through ISO 31000 can structure risks identifica-
tion, analysis and business continuity plan and strategies
implementation when the incident occurs.

4 Location Intelligence and Digital Twins
State of the Art of Existing Solutions
and Their Potential for Economic, Social
and Industrial Resiliency

4.1 Digital Twins’ Concept, Applications
and Paradigms for Implementation

Digital twins were defined according to ISO Standard digital
twins in manufacturing as virtual replications of real systems
and assets in the real world capturing its data and func-
tioning within the real environment for optimization, tuning,
quality evaluation within manufacturing. For the industrial
internet consortium, it is identified as the standard and for-
mal representations of non-living assets that contains its
main information and mimic its behaviour patterns within
different contexts in order to communicate, store and analyse
it according to different viewpoints perspectives [52]. From
that deals with digital twin application in healthcare with
regards to ISO/IEEE 11073 standard for digital healthcare
applications, it is digital replications of living or non-living
assets featuring censoring capacities that mimic living and
non-living entities perception mechanisms within the real
world and employing it in order to feed virtual models
contained in the cloud and as inputs to artificial intelligence

Table 2 Standards developed for
the development of OHS system

National preventive plans and measures National barrier measures within facilities

– The establishment of new management and
organization guidelines and protocols for
industrial and commercial units in times of crisis

– The reduction of workforce within
manufacturing plants and management of social
distancing

– Analysis of risk scenarios and implementation of
preventive response plans

– Creation of monitoring and audit committees for
compliance with recommended measures

– Implementation of renewed security policy
based on internationally agreed principles in
response to COVID-19 risks such as 4M and 3C

– Strict regulations and penalties for violations of
the measures

– Social distancing regulated by control and
monitoring mechanisms implemented in
professional environments

– Provision of the necessary Personal Protective
Equipment (masks, hydrological gels, disinfection
zones, etc.) and the reinforcement of signaling at
industrial sites

– Redesign of workplace according to the new
standards (workstation separated by physical
barriers and Plexiglas)

International preventive plans and measures International barrier measures within facilities

– Update to the ISO 45000 standard for health and
safety in the workplace

– Open-source publications of good practice
guides and protocols to be followed in the
workplace

– Simulation of risk scenarios for social distancing
– Training of operators through virtual and
augmented reality-based workshops

– Minimum physical contact through the
reinforcement of production systems compliance
with Lean Manufacturing principles (5S,
Kanban, 5 Zeros…)

– Work environment redesign and implementation
of thermal cameras and reinforcement of Internet
of Things deployment for health and safety
monitoring at manufacturing plants

– Teleworking and re-organization of labour
– Limitation of physical contact through enhanced
task automation, dematerialization, facial and
voice recognition techniques, and smart
warehousing and inventory management
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engines for different purposes and based on numerous tools
for data analytics, prediction, optimization and learning [53].
The core of its definition are real and simulated data, com-
munication between real and virtual spaces and information
models of the systems. All these definitions and our previous
explorations of the concept agrees on three common
dimensions for digital twins’ development that are models,
data and services. Models constitute the virtual abstraction of
the real counterpart according to different perspective,
domain-oriented representations and value-based structures.
Models are defined as instance for digital twins’ applications
within factories according to the three-dimensional repre-
sentation of asset within the real world that gives it three
space dimensions and one temporal dimension referring to
assets’ evolution throughout their defined life cycle phases.
Space dimensions refer to asset horizontal and vertical
integration according to factories equipment hierarchical
architecture, whereas the vertical integration is based on the
layered functional architecture of the enterprise that connects
office floor actors to shop floor actors. This digital modelling
abstraction of physical assets gives births to different data
and knowledge classes and categories for digital twins that
were defined through three blocks by field practitioners.
They are master data, operational data and historical data.
These three blocks constitute digital twin data architecture
and information viewpoints. Master data are linked to digital
twin’s early development phases, as instance, CAD docu-
ments, manufacturer specifications, requirements referential,
testing results and all data sources that defines the conceptual
structure of the asset. Operational data are usage and
maintenance data that are generated through asset integration
within the field, and as a result of its interactions with its
physical environment and stakeholders, it can be quality
data, production data, environmental data, geospatial statics.
It helps to evaluate asset efficiency with regards to its
environment through enterprise spatial dimensions. This
operational data gives birth to historical data introducing
thus the temporal dimensions to this spatial data. Models
helps to contextualize and understand these three categories
of data and to build valuable information models as well as
to exchange them with multiple parties that consists of fac-
tories networks. The integration of all these sources and their
understanding through information models are sources that
fed the multiple service and purposes that can be attained by
integrating a digital twin into a factory decision-making
architecture and management systems. We can categorize
digital twin services into three categories according to their
founder definition; these three categories are interrogation,
prognostication and learning. Interrogation places digital
twin as a virtual watch and digital replicas for all the systems
and systems of systems within the real world. The second
service is prognostication that represents prediction about
future states of the real environment based on communicated

interrogation results. Prediction tools that are mainly based
on classical and distributed artificial intelligence tools can
help to discover hidden features contained in operational and
historical data. It works as a proactivity module integrated in
the virtual replicas of the plant and taking advantages on
both real data and simulated data. The last axis learning is
apprehended by different tools that integrates physical
modelling strength with data analysis and artificial intelli-
gence methods and algorithms.

4.2 Geospatial and Business Intelligence
for Context Aware and Smart DT

Geospatial intelligence was defined as a knowledge and
information-based domain consisting of analysing human
activities on the earth according to spatiotemporal dimen-
sions developed as a result to human contextual dynamics
and spatial characteristics in order to support multiple
decision-making processes [54]. During the recent years, the
field has been gaining a lot of attention due to the large set of
developed technologies such as Geo-information systems
GIS and Business Information management that are cur-
rently contributing to the development of numerous sectors
mainly urban management, particularly human mobility
management and construction sector. Population dynamics
due to the different technological and industrial revolutions
and the increasing pressure that they are both applying on
earth’s natural ecosystems are compelling today’s supply
chains to take steps for new organizational structures and
approaches that includes a broader management horizon
taking as a feature both temporal and spatial dimensions for
systems context awareness development. In the context of
this chapter, context awareness is defined through a
three-dimensional representation of the system, integrating
system temporal view and evolution through its lifecycle,
systems horizontal evolution with regards that its position
inside enterprises equipment’s architecture and finally sys-
tems vertical integration through enterprises functional view.
Digital twins as defined earlier are the digital replicas of the
systems in the digital world thus it has to accurately repre-
sent their real counterparts respecting this three-dimensional
view. Geospatial intelligence contributes to the integration of
horizontal and vertical dimensions into digital twin’s
development process but also with regards to its imple-
mentation with the physical environments.

Multi-dimensional representations: Complex systems
operational status depends closely upon their geospatial
context of evolution. The understanding of this context and
its integration in the analysis of system performance changes
through interactive mapping allocated by Geographic
Information Systems Technologies combining geospatial
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analysis and business intelligence will be of great added
value for new digital twins’ generation.

Geo-statistics: There are several dimensions involved for the
improvement of industrial complex system performances.
Among these dimensions, system spatiotemporal features can
be integrated through contemporary tools of geospatial intel-
ligence. Digital twins aim at acquiring and analysing field data
and systems-related knowledge in order to provide real-time
decision-making support. The fusion of GIS systems analysis
and digital twins’ simulations results presents a great advan-
tage for complex systems smart monitoring applications.

On-line Monitoring and Secure Networks: Parallel to the
development of the digital twins was the development of
another concept referred to as digital thread which aims at
establishing digital systems engineering that would digitalize
product manufacturing lifecycle and thus make complex
product engineering flexible, efficient and connected to an
extended network of stakeholders and spatial temporal
constraints. By merging this lifecycle with advances in
geospatial information systems, we can revolutionize com-
plex systems design. The last axis which concerns lifecycle
representations within the virtual world was explored by a
lot of researchers in the field that highlighted the importance
of digital modelling and value-based business model
development. Digital modelling and lifecycle phases simu-
lation requires the integration of multiple data sources and
information models that are fed with three data categories
identified for digital twins that are master data, operational
data and historical data. Operational data mimics the
multi-perspective view of the system, and as a result, the
representation of its different values for different enterprises
stakeholders. The integration of all of this models which
made up the holistic vision of digital twins requires perfor-
mant technologies and approaches that merges smart data
analysis and visualization.

Business intelligence consists of planning decisions and
defining business models and values according to an
in-depth and smart data analysis, modelling and visualiza-
tion based on the integration and processing of heteroge-
neous value chain data and information in order to extract
important hidden insights valuable for stakeholders’
requirements fulfilment. Business intelligence needs the
acquisition of multiple data from heterogeneous sources
during different timespans which requires important data
storage, processing and valorization infrastructures that can
be enabled by the cloud. Business intelligence helps for the
development of smart value chains, smart processes and
through the integration of geospatial intelligence smart
products that are cautious about all the multiple spatiotem-
poral dimensions of the complex physical environment.

5 DT-Geo-BI Platform for Smart
and Resilient Supply Chains

Our vision for the development of smart value chains, smart
processes and through the integration of geospatial intelli-
gence smart products that are cautious about all the multiple
spatiotemporal dimensions of the complex physical envi-
ronment was tailored through our previous work in the scope
of the conference whom this chapter is an extended version
by the proposition of a DT-Geo-BI platform [55]. The basic
building layers of the platform are context layer, cognition
layer and users’ layer.

Context layer is constituted as we have detailed in our
previous paper by different heterogeneous data sources that
helps to identify, define and tailor system representations in
the virtual world. Our in-depth exploration of BI has moti-
vated our proposition for the combination of data in motion
potential with data at rest potential to constitute the building
blocks of this layer and as a result how its different output
will be organized. Data in motion are the set of acquired
stream data and information in real time from the field that
depends on systems operational data with the integration of
geospatial statics that we identify through an integrated GIS
module through the platform. The contribution of GIS sys-
tems relies on enhancing the contextual identification of
assets in the physical world towards its twin representations
across the digital world. The aim of acquiring this data in
real-time manner depending on process-imposed data pro-
cessing delays is to enhance the spatial identification of
assets and to give significant insights on its development
according to its hosting environment. The second block that
is constituted by data at rest producers includes as we have
defined before in the conference paper all batch processing
data that includes master data, historical data and all data
sources that are related to real counterparts’ conceptual
structure and functioning through defined periods of time
and domain-based information that is acquired from
involved parties in the physical environments of the real
counterpart and distributed within different sources of
information and through management systems that con-
tributes in the functional layer of the architecture or that can
be acquired by scrapping of external sources.

Cognition layer has as a purpose to contextualize and
analyse the gathered data by feeding digital models and
replicas of the real counterpart at different scales and levels.
Two blocks constitute this part; the first block is data
acquisition and data processing. Data acquisition is realized
through two functions, spatial recognition and data contex-
tualization, and building of contextual environment. Spatial
recognition and data contextualization consist on giving
sense to the acquired data through combining it with domain
knowledge and value defined features and indicators.
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Building of contextual environment is done through the
combination of this indicators with the models to gain
insights on the evolution of the systems within their physical
environments and with relationships to stakeholders needs,
requirements and constraints. GIS systems contributes as a
support for enhancing the connection between different
networks of digital twin agents and their produced insights
about their real counterparts. Data processing and analysis
consist on the extraction of knowledge and the identification
of patterns from the results of the simulation on data in
motion and at rest for the definition of new business and
monitoring rules. Analysis take advantage from advanced
artificial intelligence tools for prognostication, optimization
and learning and combine the resulting outputs with the
real-time simulation of processes in order to give a proactive
perspective to the systems that constitutes the real environ-
ment. The resulting knowledge is then stored and shared
across different knowledge repositories responsible for new
rules generation and serving the tuning of off learning
mechanism constituting a smart support system for the
platform and an automatic recommender for decision
support.

Users’ layers is revived with the incoming information
and knowledge flows resulting from cognition layer and with
the different services expressed by users’ interests in the
platform. Different services constitutes this layer, as
instance, Geo-statics at different levels, plant level, system
level and component level, Map-driven dashboard that are
based on a comparative geospatial analysis of systems
evolution within their environments, digital assistance ser-
vice that gives access to different knowledge acquired about
the asset through the cognitive analysis, prognostication and
learning results and last but not least, performances analysis
through business intelligence as an output of data under-
standing across various business and domain-based models.
The fusion of Geo-BI technologies and digital twins can
result in the development of resilient supply chains and
decision-making systems. In order to map this new three
perspective vision to current context paradigms, we have
proceeded to a mapping of the different proposed solutions
of digital twins particularly those based on artificial intelli-
gence and involving Geo-BI for dealing with the five axes
we have defined as major resilience aspects under the current
context, the focus is put on only four of them. Table 3
represents this review, and Fig. 12 details architecture
components in the context of a manufacturing company
supply chain network.

6 Application Use Cases and Discussion

Our in-depth exploration of virus reversible impacts on
countries supply chains and the spatiotemporal analysis of
the virus has highlighted the importance of geospatial
modelling and simulation fusion of the virus with value
chain models and simulations for a proactive response plan
but also for resilient supply chains in the post-pandemic
future. In Sect. 2, we tried to explore by a parallel mapping
of virus propagation compartmental model with supply
chains response and human mobility dynamics as one of the
decisive factors of pandemic evolution and local and
national propagation. The proposed use case that depicts two
potential application is extracted from the identified supply
chains as a proof of concept of our DT-Geo-BI platform. The
second application is identified through our analysis of
professional outbreaks within Moroccan country during the
first 3 months of the pandemic. We tried to deal with two of
the proposed axes through our previous sections that are
travel-combined with supply chain management and Occu-
pational health and safety system resiliency.

6.1 Use Case—Occupational Health and Safety
System Resiliency Within Facial Protection
Masks Value Chain

Description of the physical twin and its environment and
the motivations of the use case

One of the most important value chains within the scope
of the current pandemic is that of protective masks. Com-
municating with different stakeholders and subject to several
technical constraints and quality and productivity require-
ments, this value chain brings into play different actors and
areas of resilience. Among the end customers networks of
this chain are healthcare workers, who are one of COVID
19’s most exposed frontline workers. The second customer
network is constituted by industrial and manufacturing
companies who’s required to ensure the protection of their
work force. Among the end customers networks of this chain
are healthcare workers, who are one of COVID 19’s most
exposed frontline workers. The second customer network is
constituted by industrial and manufacturing companies
who’s required to ensure the protection of their work force.
The last customer network includes individual consumers
through supermarkets or retailers and pharmacies. The world
has taken a particular interest in this value chain, and in
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Table 3 Mapping of
Geo-BI-based DT solutions for
dealing with resiliency

Resiliency Geo-BI DT platform potential AI technologies contribution

Supply chain
management

– Suppliers smart management through
location intelligence

– Business intelligence for the selection
of suppliers’ alternatives and its
combination with the first location
intelligence

– Digital twins plant simulation offline
for simulation of raw materials and
inventory management for order
predictive scheduling

– Drawing of customers profiles and
predictive analysis of market demand
and as a result optimization of supply
chain response

– On-line digital twin simulation of plant
logistics and real-time tracking of
assets within the plant through
location intelligence

– Costs management across supply
chain through business intelligence
and simulation of costs for different
scenarios implementation of scenarios
within DT

– ML for time series analysis and
demand forecasting

– Multiagent systems for optimization
and smart networks for resources
management

– Optimization algorithms for network
and distribution management

– Visual recognition and object
detection for quality check and
inspections within manufacturing
thus supporting manual inspections
and human contacts

– Game theory for finding equilibrium
between different policies as instance
supply chain goals management with
respect to sanitary goals

IT infrastructure
management

– Security risks management by network
twining and security and interruptions
risks impacts simulation through
digital twins

– Location intelligence for the
management of workers networks
working from home workers and
on-site workers and their interactions

– Telecommunications disruption risks
management and infrastructure
evaluation and inspection for home
working and onsite remote working
through business intelligence and
location intelligence by GIS as
instance

– ML for risks detection, classification
and prediction

– RL for cyber security and multiagent
systems for networking simulation
reinforcement

– Expert systems for recommendations
and BI results management and smart
exploitation

– Adversarial Networks for cyber
security through DT simulation and
AI

Occupational
health and safety
system resiliency

– Mobility simulation and tracking
across workplaces through location
intelligence and digital twins

– Office layout management and optimal
configuration of workstations and
shopfloor through business
information models driven digital
twins

– Ergonomic monitoring with
workplaces under pandemic
conditions and social distancing
measures by smart metering and DT

– Propagation risks management within
workplaces for areas of major safety
risks

– Lean practices reinforcement by plant
simulation and location intelligence as
instance smart tracking and tracing of
assets for smart storage and Kanban

– Management of co-existence of robots
and human workers within workplace

– Cognitive sensing and embedded
artificial intelligence

for smart communication and edge
analytics
–ML for risks estimation, classification
and prediction

– Virtual reality and augmented reality
technologies

– Expert systems for knowledge
capitalisation

(continued)
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particular, Morocco, which is today not only a
producer-exporter but also a manufacturer of mask concep-
tion machines throughout their categories, materials 3D
printing technologies included. In order to better understand
the value chain, we have modelled it according to a modified
BPMN model. The production value chain involves three
major stakeholders. The first network consists of raw
material suppliers, for the purposes of this paper, we will
only consider suppliers of reels and raw materials involved
in the assembly process. The second block is constituted by
the manufacturing network. This network includes a number
of processes that we divide into two parts, shopfloor and
office floor. The last block is the consumer network we
defined earlier and whose demand varies considerably as we
have seen in the second section of the paper. Manufacturing
company pool is constituted through office floor for business
operations management and decision-making and shopfloor
for operational control. The current control flow of the
manufacturing process is triggered by raw material reception
according to customer order and stock availability invento-
ries. Problematics that can occurs at this level are related to
suppliers’ networks availability. Three tiers of suppliers are
actors within supplier pool that are material suppliers, ser-
vice providers that depends on company processes control
structure and the last tiers equipment manufacturer that
comes to be an important actor within the value chain of
companies’ resiliency system under the current context.

Raw material welding process: The welding of the masks
is carried out on an ultrasonic welding machine which pro-
cesses the received coils to give shape to the constituent
layers to give the final structure of the masks. This first
process is our first robotized station. The first operation at
the station is the superimposition operation which consists of
superimposing the 2 or 3 layers of material chosen for the
design of the masks and their central folding. This second
operation is followed by an insertion operation which aims

at inserting the nasal support, followed by the folding
operation of the upper and lower parts, then the welding of
the upper and lower folds and finally the last operation is
automatic cutting of mask contour.

Inspections and Quality control: Quality inspections are an
essential part of the manufacturing process. Quality inspec-
tion is done in two stages: a quick inspection for the control
of visually detectable defects followed by a longer inspec-
tion which consists of performing several quality tests to
validate the conformity of masks to various international
recommendations and national standards including the
standard designed by Imanor in Morocco NM/ST
21.5.201-2020. We cite, for example, among these tests,
barriers testing of materials for bacterial filtration rates,
physical testing and safety testing for microbial cleanliness,
biocompatibility and flammability according to ISO 10993.
Quality tests are performed both by human agents which is
the case of our detailed use cases and by dedicated machines
that takes advantage from visual recognition techniques for
material structure quality control. Quality parameters were
resumed by professionals of protective face masks evalua-
tion as the 4 F that are Filtration, Fluid resistance, Features
and Fit.

Masks assembly process: Assembly is based on four
welding operations or two depending on the equipment used.
This process for our case study is one of the most
labour-intensive processes as the operators are responsible
for performing all four operations for each batch of incoming
masks. The number of masks for each outgoing batch
moving on to the next process is 100 Mask.

Masks quality inspections and conformity control: Each
batch of 100 outgoing products goes through a quality
control which allows to evaluate the conformity with the
references. This process is carried out by experienced quality

Table 3 (continued)

Resiliency Geo-BI DT platform potential AI technologies contribution

Business
management
continuity plan

– Threats and opportunities management
through updated economic watch and
technological watch reinforced by GIS
functionalities and predictions results
through digital twins

– Integrating ISO 31000 for risks
management through evaluation
parameters management by artificial
intelligence estimations and testing of
sequences of risks on the plant digital
twins through its composite level

– Knowledge feedback capitalization
within accessible and flexible
knowledge repositories

– Expert systems for smart
recommendations and crisis plan
real-time update and enhancement

– Predictions algorithms for risks
evaluation including neural networks
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control operators. Two outputs result from this process.
Compliant masks are routed to the followed process,
non-conforming masks are sent for reworking or they are
classified as non-repairable and sent to further analysis
processes according to their non-conformity indexes. The
outgoing flow from this process is then redirected into
sterilization station. The output batch for each sterilization
cycle is 10.

Bagging, packaging and storage process: The last opera-
tion within the production unit is packaging, which is cur-
rently done manually by the operators. The outgoing mask
packs are then stored in a conditioned storage warehouse
within the unit and prepared for transport and distribution
according to order schedule communicated by the office
floor.

Description of the digital twin and its main modules

The analysis of the real system from a broader perspective
allowed us to detect the major interactions of the real agent
with his real environment that the twin will have to replicate
through his abstraction of real-world entities. We thus
defined three categories of actors that are personnel, equip-
ment and material. The proposed information structure is
based on recommendations from ISO 23247 part 3 for digital
twin in manufacturing that deals with the digital represen-
tations of manufacturing elements. In the context of this
paper, we put the focus on personnel class and material
class. In the context of the current pandemic, occupational

health and safety has become one of the priorities for
manufacturing companies. Simulation has been used previ-
ously in several research for OHS risks management and
digital twins as a tool for advanced simulation; recently,
some research works have proposed the integration of digital
twins for physical ergonomic and operational risks man-
agement in the work place. The contribution of the proposed
use case is the integration of business continuity plans per-
spective within this vision through artificial intelligence and
GEO-BI integration within the replication of operators
within the digital plant. The structure of these three types of
categories are defined through Fig. 13.

Focus on Geo-BI contribution

Through the descriptive diagram of the different stakeholder
networks and the production chain, we can see the problem-
atic areas of the chain where it would be relevant to integrate
an external virtual support. Two networks are clients of the
GEO-BI module of the DT platform. The first client is the
Customer Abstraction Loop in the virtual world, the GEO-BI
platform monitors suppliers and the development of client’s
profiles. For each series of product that are facial masks for
our company, there is a distribution point that expresses
customers’ needs but also gives hints through historical data
and spatiotemporal analysis about demand evolution across
the consumption networks. Our goal is to catch these needs
and come up at each external and internal environments state
with new adapted production sequences and management
schedules. From this perspective, both distribution points and

Fig. 12 Geo-BI DT architecture structure example for manufacturing company
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producers of the company’s internal structures are assets that
communities through their respective digital twins in the
virtual environment by dedicated agents try to learn from each
other’s experiences and action policies according to a dis-
tributed architecture preventing both customers’ disruptions
and producers wastes mainly over process and over produc-
tion. It also contribute in enhancing external ecosytem
response to the evolution of the pandemix around the world,
and to threats of pontential disruptions in raw material sup-
ply. In compliance with ISO 9001 version 2015, a list of
suppliers is established and registered; according to this reg-
istration or according to the outputs of the company’s resource
management planning, ERP material type Digital Twin is fed.
Through the GEO-BI interfaces of each material type, the
relevant users of the value chain can assess the demand from
the customer network to forecast fluctuations, seasonality and
check the availability of its suppliers from a multi-perspective
view of both networks.

Digital physical twin connections

The twin main conceptual structure that is represented in the
previous section is mainly based on two main module that
are connected DT and offline DT.

Connected DT is based on three units that we defined as
agents as the aim is to tailor their conceptual structure
through testing and simulation of the architecture to include
more advanced communication, processing and learning
capabilities of autonomous and smart agents.

Strategic watcher: The first agent in this use case is the
strategic watcher that communicates with the filed in order to

detect potential threats and to learn from current operational
threats to prevent future critical risks. The agent in this
particular use case is provided with observations from assets
in he real world as instance their states evolution according
to changes in the physical environment resulting from both
suppliers and customers dynamics and epidemiological
parameters evolution. Each physical agent represented by
the operator type digital twin information model attributes
is assigned a number of threats. Threats are related to agent
functions within the shopfloor, the impact of him producing
the desired output and its different interactions within the
environment. Interactions are defined across the enterprise
functional view. The definition of this threat results in the
evaluation of a major index for occupational management
resiliency that we define as Action Priority Rat-
ing APR. Similarly to Risk Priority Index for risk manage-
ment, in the context of business continuity, APR is defined
as the priority index of actions to be taken in response to a
critical incident. This index enables the integration of
strategic threats management across enterprises functional
levels integrating as an added dimension human agents’
issues in the overall control loop of shopfloor. The watcher
has, as a goal, to observe the environment and prevent the
root causes of the probable threats.

Optimization agent: The optimization agent receives the
messages communicated by the strategic watcher agent
based on the proposed action plan, its feedback from the
environment and its knowledge base performs new sequence
proposals and conditions under which the actions proposed
by the watcher agent are to be deployed. This agent has the
ability to communicate with a replica model of the real

Fig. 13 Digital representation information attributes for personnel type digital twin (a), equipment type digital twin (b), material type digital twin
(c)
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system to test these results in real time and improve its
decision-making process by testing different resolution
approaches through the exploitation of distributed cloud
capacities. In this particular use case, the agent helps miti-
gate thresholds identified by the watcher and proposed
actions suggested by the watcher for operational optimiza-
tion of targeted processes by the incoming predicted threats.
The aim from the optimization is to ensure activities conti-
nuity under the identified threats and according to real-world
constraints at instant t and t-1.

Connected virtual plant: This representation of the system
serves as a dynamic environment for the agent to test their
scenario and to learn from their failures; it’s a major compo-
nent in the loop as it receives real data to populate its model
which can be more significant for critical application that
cannot tolerate uncertainness and contingencies resulting from
uncomplete or delayed stream data pipelines with the field.
This first virtual plant model is constituted on the basis of our
analysis of the different processes and their interactions aswell
as real operators’ availability and existing schedules that we
aim to tailor in the context of incidents and unpredictable
events occurring as a result of environment states changes.

Interactive dashboard: Its represents agents communica-
tion interfaces with the environment and its decision makers.
Its provides decision makers with an opportunity to firstly
contribute to platform processes and secondly to enhance
agent's flexibility. Users can test their own scenarios on the
environment after getting insights from the observation’s
agents and the API indices to see the impact of their decision
on the plant through the virtual plant.

Coordination agent: This agent is triggered by the occur-
rence of unpredictable events with critical API that needs
actions that cannot be executed on the virtual instance
environment and needs more in-depth analysis. The goal
from developing this agent is to create a communication
interface for synchronization between the twin instances and
their types at particular situations. Coordination agent is

provided with a learning unit in order to adapt to all kind of
situations and to get more into the complexity of both
instances and types.

Plant simulation onsite: This offline simulation serves as a
virtual shadow of the plant that works continually to perform
new scenarios and to detect bottlenecks within the real
environment with the provided information from users
without interrupting the analysis done at the connected level.
We have adapted the simulation environment to the real
plant as a first version within Plant Simulation Software.
Figure 14 introduces the developed simulation and the first
primary results based on current organization and the
implementation of real plant characteristics.

Block necks prediction and learning: These are based on
the analysis of different scenarios under the context of the
different threats and operational risks especially the ones that
can occurs as a result to COVID-19 and social distancing
constraints. At a large scale this simulation will be adapted
to more broader situations that hunters’ operator’s safety and
well-being. Ergonomic quotation being a major tool for this
analysis will be develop among others indicators that are
classified into categories defined as security, engagement
and ergonomic. As it is an offline simulation this provides
broader opportunities for testing, validation and learning.

7 Conclusion and Future Research Axes

The analysis we conducted on the spread of COVID-19
throughout the world has enabled us to draw a new per-
spective for the exploration of pandemics which focuses on
the respective co-evolution of the pandemic with the
dynamic social, economic, environmental and industrial
changes of the populations. This point, although having
attracted a large community during the previous pandemics
that the world experienced, has not been able to stand out
until recently, thanks to the evolution of communication and
information means and technologies which increasingly

(a) (b)

Fig. 14 Virtual factory offline twin layout (a) Analysis of workers efficiency and part flow across production line through Sankey diagram (b)
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allow us to explore the hidden patterns of many complex
natural phenomena. Throughout our paper, we have tried to
focus on these triple aspects by the definition of new resi-
lience axis for industrial field. The chapter addresses these
proposed axes by main contributions as follows.

– Review of different spatial–temporal, AI based models,
and hybrid models for epidemiological modelling and
pandemics impacts management, and Spatiotemporal and
contextual analysis of COVID-19 19 within Moroccan
country.

– The proposition of a generic solution combining
advanced simulation and multidimensional modelling
through DT, geostatistical exploration through location
intelligence and new business models by BI for
strengthening the resilience of critical value chains.

– The tailoring of a new resilience perspective that inte-
grates artificial intelligence tools for adaptative value
chains driven by flexible and cooperative
decision-making system. The vision developed through-
out this chapter could also support the implementation of
the new global dynamic that puts at the heart of its
interest the preservation of humans.
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Opportunities for Artificial Intelligence
in Precision Agriculture Using Satellite
Remote Sensing

Asmae Dakir, Fatimazahra Barramou, and Omar Bachir Alami

Abstract

Precision agriculture has benefited from the development
of emerging technologies like Internet of Things (IoT),
big data, and artificial intelligence (AI). The huge amount
of high-resolution remotely sensed data, the development
of frameworks, and machine learning (ML) algorithms
have made the analysis of raw data more advanced and
precise. Artificial intelligence had unlocked a new
perspective to solve sophisticated challenges in agricul-
ture. The goal of this paper is to present recent techniques,
algorithms, and methodologies using artificial intelligence
(AI) in precision agriculture (PA) using satellite remote
sensing, and concern recent studies were conducted in the
latest years 2019–2020. The accent was also pointed to
the potential of AI in precision agriculture, the challenges,
future needs, and trends in the field.

Keywords

Artificial intelligence � Precision agriculture � Satellite
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1 Introduction

In the context of demography growth in the last decades and
the pressure that was applied to natural resources to respond
to the need of humankind and the climate change that has
affected natural resources in many regions in the world
especially agricultural resources, it was a necessity to find
solutions more adaptable to exploit cultivated lands in a
sustainable way [27]. The development of new technologies
allowed responding to these challenges and had made

farming more intelligent and sufficient. With the emergence
of geospatial technologies like big data, the Internet of
Things (IoT), and artificial intelligence [1, 28] in the last
decades, several solutions to fulfill the requirements of
increasing demand for food were found.

Artificial intelligence techniques, including machine
learning, have been used for various applications [12]: the
automation of yield prediction [8, 29], crop stress detection,
crop recognition, and growth [21], the distinction of crop
characteristics in particular crop biomass and canopy struc-
ture, disease detection [10], plants health monitoring, weed
detection, and phenotype classification [26]. These tech-
nologies and tools have permitted to monitor spatial vari-
ability among farms and large crop fields that negatively
affect crop growth and yields.

Usage of remote sensing technologies for PA has also
increased rapidly during the past few decades. The
unprecedented availability of high-resolution (spatial, spec-
tral, and temporal) satellite images has promoted the use of
remote sensing in many PA applications, including crop
monitoring [7], irrigation management [29], nutriment
application, disease and pest management [25], and yield
prediction [35].

The application of artificial intelligence in agriculture has
attracted the interest of a huge number of researchers.
Mekonnen et al. [16], Pathan [23], and Talaviya [31] have
cited multiple artificial intelligence techniques used in pre-
cision agriculture, but more focused on aerial and handheld
remote sensing. Miriyala and Sinha [18] were more inter-
ested in deep learning to estimate crop yield.

This study is more focused on satellite remote sensing as
the development of spectral, temporal, and spatial resolution
in recent years has produced precise data with high quality
and resolution.
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2 Precision Agriculture

As the development of new digital technologies has trained a
revolution in all life sides, new technologies have radically
changed agricultural management and practices [12]. With
all the benefits of new technologies including efficiency and
sustainability, the domain of agriculture had taken advantage
of these evolutions containing the employment of remote
sensing data, automation, deep data analysis to manage
agriculture smartly [23] at a regular interval of time. The
domain of agriculture had thus known the emergence of the
concept of precision agriculture or again precision farming
that has in a prior purpose to have more with less; in other
words, improving the productivity of crops with the opti-
mization of resources. PA deals with the variability in the
repartition of crops in the field. The International Society of
Precision Agriculture adopted the following definition of
precision agriculture in 2019: ‘Precision agriculture is a
management strategy that gathers, processes and analyzes
temporal, spatial and individual data and combines it with
other information to support management decisions
according to estimated variability for improved resource use
efficiency, productivity, quality, profitability and sustain-
ability of agricultural production.’

AI had provided the required information to build the
right knowledge to conduct efficient decision-making by
providing smart irrigation techniques, ensuring the right
pesticide requirements, detection of diseases, allowing the
improvement of productivity, the quality of the crop, and
avoid risks [31]. Tools provided by PA to drive and support
complex decision-making have then allowed moving to
‘digital agriculture’ [27].

Artificial intelligence has proved its utility in smart irri-
gation as well. With the challenges of climate change that
caused drought in lots of regions in the world, emerged the
necessity of irrigating more areas with the low consumption
of water [11].

3 The Potential of Artificial Intelligence
in Precision Agriculture

Several studies have studied the application of smart tech-
nologies in precise farming like the Internet of Things (IoT),
by using proximal sensings like smart tractors equipped with
GPS and sensors, drones, aerial, and handheld remote
sensing [1, 16, 28].

Artificial intelligence can be used in training robots to do
the labor of tending, harvesting, and maintaining farmland
efficiently that usually requires a lot of human capital, time,
and effort. AI in agriculture application is emerging in three

areas: robotics, soil and crop monitoring, and predictive
analytics [16].

The development of spectral, temporal, and spatial reso-
lution in recent years has bounced the limitation of cloud
cover as most of the data from the satellite images have a
predefined wavelength and allowed the utilization of satellite
remote sensing in precision agriculture that was more dedi-
cated to proximal sensing.

Thus, AI has allowed several advantages, from the side of
improving soil fertility, monitoring of growth rate of crops,
smart irrigation that provides the exact amount of water in
the exact frequency needed, providing pesticide effectively
by identifying the ideal method to destroy weed plants [29]
as well as yield mapping [35]. AI has also permitted the
study and advancement in phenotyping with the very high
spatial resolution satellite images attending 0.4 m [26].
The precise information provided by AI techniques have
allowed decision-makers to predict and put efficient poli-
cies to manage the agricultural sector and guarantee food
security [8].

4 Artificial Intelligence Applied to Precision
Agriculture

4.1 Machine Learning

The uses of machine learning (ML) to date have fallen into
two basic categories which are widely applicable in the field
of agriculture and generally in remote sensing; the first
category use ML for its regression capabilities and the sec-
ond category uses machine learning for its classification
capabilities. The ML is a part division of artificial intelli-
gence that has the object to ‘learn’ and adapt through
experience; its object is to extract information from data
automatically using statistical methods.

ML application in PA can be categorized as crop man-
agement, livestock management, water management, and
soil management [36]. ML application in crop management
deals with yield prediction, disease detection, weed detec-
tion, and phenotype classification. In crop monitoring, tra-
ditional machine learning techniques can be used for
prediction. However, the ability to learn the optimal features
in the data is limited.

Liakos et al. [14] demonstrate different ML models used
for solving real-world problems. The most commonly used
ML models are artificial neural networks (ANNs) deep
learning (DL), support vector machine (SVM), decision trees
(DT), Bayesian models (BM), ensemble learning (EL), and
dimensionality reduction (DR). There are numerous ML
techniques available based on these ML models (Fig. 1).
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4.2 Classification Algorithms

Several classification algorithms based on machine learning
(ML) are commonly used in agriculture especially crop map-
ping. The studies use object-learning algorithms or machine
learning to identify crop types with optical and SAR datasets.

The support vector machine classifiers (SVM), decision
tree (DT), and random forest (RF) have been the most
common in recent years for the classification of images by
remote sensing [3]. Many papers have reported better SVM
performance [5, 15, 22] as well as DT and RF algorithms
compared to other algorithms, including neural networks
(NN). Despite the NN training phase can be
time-consuming, requiring resources, and may require user
experience, there are various advantages over support vector
machine and decision tree algorithm, for instance, the rapid
process of large volume images and probabilistic outputs of
the classification [30]. In particular, RF is a non-parametric
classifier based on classification and regression trees; it is
used to generate supervised classification. Random forest
has been implemented for various classification studies, by
the reason of its robustness, fast, and simplicity [34].

For SAR images, maximum likelihood (ML), neural
network classifiers (NN), random forest, and decision tree
(DT) are the most common algorithms [30].

4.3 Regression Algorithms

• Artificial neural networks (ANN)

The artificial neural network (ANN) architecture is another
algorithm in deep learning trying to deploy networks with
good design for better generalization capability. The main
advantage of using ANN is its ability to adapt to a changing
environment, its robustness, and ability to learn itself by
selecting appropriate values for weights [18]. This algorithm
has been used recently in agricultural applications like the
soil fertility prediction that was proposed by Song.
Using ANN, the neural networks can handle the complex
mapping using input variable sets [18]. Another application
is the assessment of water stress by modeling thermal
information [33].

• Convolutional neural networks (CNN)

Sinwar et al. [29] have exploited the convolutional neural
network to predict diseases in crops by using captured
images as a dataset for training. The algorithm extracts
useful features from images and makes predictions. Sinwar
concluded that the methodology was effective especially in
continuous monitoring of the health of plants. This

Machine Learning 
(ML)

Regression

Ar�ficial Neural 
Network (ANN)

Convolu�onal Neural 
Network (CNN)

Classifica�on

Support Vector 
Machine (SVM)

Decision Tree (DT)

Random Forest 
(RF)

Neural Networks 
(NN)

Fig. 1 Examples of machine
learning algorithms
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prediction allows therefore anticipating the ideal solutions to
apply pesticides and the right time to use.

Wu et al. [36] have also exploited CNN-based machine
learning methods and tree-based to predict soil properties
with precision by producing geo-objects. The procedure is
based on geo-object extracted from high-resolution remote
sensing images. The method includes downscaling, raster
aggregation, spatial overlay, machine learning model fitting,
predictions, and data exportation. The CNN was mainly used
to recognize geo-object with high edge precision from
high-resolution images.

Among all deep learning methods, the convolution neural
network has the highest impact on the performance of image
classification and regression tasks [18].

4.4 Deep Learning

With the development of the resolution of satellite remote
sensing, particularly the spectral and spatial resolution,
emerged the necessity of robust methods and algorithms that
handle and process that huge amount of data, in addition to
the need to improve image analysis and classification and
obtain maximum accuracy. Traditional ML techniques were
not sufficient in producing the optimal decisions [29].

Deep learning is a class of machine learning algo-
rithms that uses multiple layers to progressively extract
higher-level features from the raw input. ResNet is an
example of a residual learning framework forming a network
of 152 layers to achieve efficient training in deep learning
and solve the complex image classifications fast and flexibly.
The next figure exposes the general structure of NN for
predicting crop yield (Fig. 2).

4.5 Genetic Algorithms

A genetic algorithm is an optimization method based on the
imitation of natural selection processes. The genetic algo-
rithm uses a finite set of solutions, creating new data using
the selection, mutation, and crossover operators. Output,
external, and internal parameters are a quantitative assess-
ment of the parameters of the object [9].

Several studies have used the convolution neural network
and genetic algorithm in PA especially the search for dis-
eases of crops. Korchagin et al. [9] have applied a genetic
algorithm to solve the problem of diagnosing late plague on
potato leaves and making forecasts [4]. They have exploited
artificial intelligence by using both genetic algorithm and
CNN applied to satellite remote sensing. The LAPAN-IPB
images were first processed by CNN to classify plant types,
then to allow the chromosome modeling. The genetic algo-
rithm was then applied to give the final best solution. The
study has demonstrated through that example that machine
learning algorithms, especially genetic algorithms, and CNN
can solve precision agriculture problems using satellite
remote sensing.

5 Overall Review of AI Application
in Precision Agriculture

Prediction and estimation of crop yields are among the major
application that attracted the interest of researchers [1–3].
The developments of machine learning algorithms have
shown great advantages over statistical methods that were
used. Table 1 presents some studies that used MODIS
imagery and neural network to estimate and predict crop

Soil fer�lity

Weather

Soil humidity

Soil fer�lity

Genotype

Input Layer Output LayerHiden Layer

Crop 
Yield

Fig. 2 General structure of
neural network for the prediction
of crop yield (redrawn based on
the work of [6, 14])
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yield. The challenge is to have precise predictions for better
strategy and decision-making.

Crop disease studies are at the core of agricultural studies.
The coupling of machine learning capabilities with remote
sensing imagery has allowed detection, monitoring, and pre-
diction of different crop diseases on a large scale, and thus taking
sufficient decisions to apply interventions on a local scale.

Table 2 presents examples of crop diseases and methods
applied for the analysis. Several ML algorithms were applied

as NN and naïve Bayes, SVM and have shown their
advantages over correlation methods [17].

One of the precise applications of ML in precision agri-
culture is the study of the phenotyping of crops (Table 3).
With the concern of selecting the best variety of crops that
gives the best throughput, better resistance to diseases, and
stress-tolerant [37]; the intent then is to select the best
varieties for the process of breeding giving improvement for
the adaptability to conditions of climate change.

Table 1 Applications of
machine learning algorithms for
crop yield estimation and
prediction

Application Crop
type
(and
source)

Algorithm Aim Data imagery Essential results

Crop yield
estimation
and
prediction

Winter
wheat
[19]

The CNN
network
structure was
designed for
multitemporal
MODIS
images

Design a CNN
network structure
to extract features
of winter wheat
growth for yield
estimation

19 estimation
indexes were
selected from 6
different
MODIS
products

The estimated
yield of winter
wheat based on
time-series
remote sensing
images is highly
correlated with
statistical data,
with Pearson’s r
of 0.82, RMSE
of 724.72 kg
hm−s2

Corn
[8]

Deep neural
networks with
multiple
hidden layers

Establishment of
a deep neural
network
(DNN) approach
to estimate crop
yield

The dataset
included 2,267
experimental
hybrids planted
in 2,247 of
locations across
the United
States and
Canada

The adopted
method
outperformed
other popular
methods such as
Lasso, shallow
neural networks
(SNN), and
regression tree
(RT). The
results also
revealed that
environmental
factors had a
greater effect on
crop yield than
genotype

Winter
wheat
[32]

BP neural
network and
IPSO-BP
neural
network

Improving the
estimation
accuracy of
regional winter
wheat yields, and
construct models
using the
weighted LAIs,
the weighted
VTCIs and I,
respectively

Remotely
sensed VTC and
remotely sensed
LAI extracted
from
MODIS LST
data product

The regression
models based on
the IPSO-BP
neural network
were better than
the regression
models based on
the BP neural
network. There
was a significant
positive
correlation
between the
estimation and
the actual yields
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Satellite remote sensing is promising in the field of phe-
notyping and phenology; with the availability of a higher
spatial resolution, satellite images were more exploited to
estimate crop traits. Several machine learning techniques
were employed as decision tree (DT) and neural network.
Regarding the need for a very high spatial resolution to
characterize phenotyping; several studies used
pan-sharpening to take advantage of the information from
the panchromatic band.

With the emergence of precision agriculture, the concept
of precision irrigation was also recently developed to

respond to the challenge of better water management in a
more critical environment. Smart irrigation systems were
then established to better manage water resources and
improve productivity [29]. Emergent techniques of AI and
ML algorithms have also contributed to the development of
precision irrigation with the employment of satellite remote
sensing imagery.

Other applications include also land-use land-cover
(LULC), expansion, and suitability of crops to have accu-
rate monitoring of the spatial distribution of crops [13]
(Table 4).

Table 2 Examples of
applications related to crop
diseases

Application Crop
type
(and
source)

Algorithm Aim Data imagery Essential results

Detection,
prediction,
and
evaluation
of crop
diseases

Coffee
[17]

ML
classification
algorithms: the
Python-based
learning
algorithm naïve
Bayes, random
forest, and the
multilayer
perceptron

Comparison of
machine
learning that can
approximate the
process of
evaluating the
disease in the
field data

Landsat 8 OLI
images

The best
classifier
performance
was naïve
Bayes and
multilayer
perceptron.
Machine
learning tools
were more
efficient than
Pearson’s
correlation to
detect the
incidence of
coffee necrosis

Citrus
[10]

(SVM),
k-nearest
neighbor
(kNN), logistic
regression
(LR), naïve
Bayes, neural
network and
ensemble
learning

Investigating
feature
pre-processing
and extraction,
machine
learning models
and accuracy
improvement on
UAV
multispectral
images to
explore infield
detection of
citrus HLB in a
large area scale

Low-altitude
remote sensing
platform, and a
multispectral
camera
(ADC-lite) was
mounted on
DJI
M100 UAV to
collect the data

Multispectral
images with
NIR, red, and
green bands can
effectively
detect HLB
under proper
feature
extraction and
classification
models

Cassava
[25]

The CNNs
model

Proposing CNN
algorithm to
build a low-cost
method to
detect cassava
infections
through deep
learning

10,000 labeled
images
collected
during a
regular survey

The model
performance
showed
promising
results for the
classification of
cassava mosaic
and other
cassava disease
detection
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6 Opportunities, Challenges, and Future
Trends

6.1 The Necessity of Expertise and Variability
for Standardization of Treatments

Although the progress made by introducing artificial intel-
ligence (AI) in precision agriculture (PA), there are multiple
needs for future research in PA with remote sensing and
cloud computing capabilities. First, considering the vari-
ability of general conditions (climate, soil, weather condi-
tions, and crops), the methodologies and framework that
were established remain specific to the conditions of appli-
cation and cannot be reproducible in other areas. It is
therefore recommended to understand the variability in
space and time to reduce uncertainty in estimating crop
parameters. For instance, Miriyala and Sinha [18] have

concluded that variability of the environment and genotype
influence the accuracy of predictive models for crop yield
estimation.

With the variability of remote sensing data and resources
and multiplicity of methodologies and workflows, expertise
is required to process data. It is then essential to develop a
simple and reliable workflow for image pre-processing,
analysis, and application in real time to facilitate the use of
satellite data for the final customers.

6.2 The Complexity of Treatments and Costs

Recent works are presenting and modeling a single problem
and the analysis includes its variables. The reality though
presents different phenomenon that can interfere and influ-
ence each other. The needs embrace complex treatments that
consider a more advanced algorithm for dimensionality

Table 4 Other precision agriculture applications

Application Crop type
(and
sosurce)

Algorithm Aim Data imagery Essential results

Evaluation of
expansion and
suitability/land-cover

Hickory
[13]

Random forest
(RF) approach/the
maximum
entropy-based
(MaxEnt) model

Evaluation of expansion
and suitability of
hickory crop
(land-cover map with
emphasis on young and
mature hickory
plantations)

Chinese
satellite
Gaofen-1
images—
Landsat
imagery

The RF classifier based on
multisource data can
effectively produce a
land-cover map with an
overall accuracy of 89.5%
and second, the MaxEnt
model can be effectively
used to evaluate suitability
for hickory plantations

20
land-cover
and
land-use
classes
[24]

A deep learning
strategy for HSI
classification that
combines different
convolutional neural
networks

Classification map with
20 classes

Hyperspectral
imagery (HSI)

Overall classification
accuracy of 66.73% on the
2018 IEEE GRSS
hyperspectral dataset—a
high-resolution dataset
that includes 20
land-cover and land-use
classes

Precision irrigation
and water stress

Maize [11] Vegetation indices
(NDVI, RECI, and
RENDVI) were
calculated then
correlation and
regression analysis
(Pearson’s correlation)

Determine the optimal
time and depth of soil
water content SWC and
its relationship to maize
grain yield

RapidEye
Imagery

Superficial soil layers
would be the most
appropriate to monitor.
Soil water content
monitoring at reproductive
stages combined with
vegetation indices could
be a tool for improving
maize irrigation
management

— [25] SVM—RF—eXtreme
gradient boosting—
Rotation forest—
Oblique random forest
—Artificial neural
network

Overall review of the
widely used methods
for crop water stress
monitoring using
remote sensing and
machine learning

Remote
sensing data
and
measurements
data

ANN and then SVM and
RF were shown to be
powerful for the
classification and
prediction of RS data
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reduction and time series smoothing [19]. For instance, AI
has demonstrated its efficiency to monitor and detect crop
diseases regardless of crop types. However, in the study of
Korchagin et al. [9] the requirement is to analyze multiple
factors, as the modelization of multiple co-occurring dis-
eases on the same plant [25].

Other than the complexity of the treatment, there is also
the challenge of the cost; especially for small farms, the
installation of sensors and their maintenance [33], and the
necessity of high spatial, spectral, and temporal resolution
for remote sensing data can be unaffordable.

6.3 Data Availability

The availability of remote sensing archive images like
IKONOS, LANDSAT, or SPOT should be exploited with
real-time remote sensing images as well as other inputs like
digital elevation models and soil maps to conduct precise
analysis and model homogenous parts within the fields [20].

Current data publicly available are attending a spatial
resolution of 0.31 m for WorldView-3 and 0.5 for the
Pleiades that can be augmented by the Pansharpening
treatment. The new improvements of spatial resolution
satellite imagery are giving better perspectives, and for
several applications they were sufficient as the estimation of
crop yield, the evaluation of suitability, or monitoring of
crop phenology. Though for some applications as through-
put crop phenotyping [26], a further precise resolution is
needed.

Spectral and temporal resolutions are also critical. For
phenotyping studies, the definition of a specific wavelength
in a given time can be unaffordable with rigid satellite
remote sensing systems that have limited bands and defined
periodicity [37]. New perspectives are yet to be coming with
Maxar Technologies, Planet Labs, and Airbus that are
planning new missions to improve spatial and temporal
resolutions.

6.4 Algorithms

Multiple algorithms and methods were developed regarding
each application and adapted to different variables. ML
algorithms require an important amount of data for training
to develop a more accurate model.

From multiple algorithms, particular ones were more
adapted to agricultural applications as neural network (NN),
support vector machine (SVM), and random forest (RF) [19,
33].

Machine learning algorithms coupled with remote sens-
ing data have shown great potential in many agricultural

applications. However, some applications were more
employed like crop type mapping, disease monitoring, and
yield prediction. The potential is yet to be explored for other
applications that demand further precision like phenotyping
applications [37]. Mu et al. [19] and Virnodkar et al. [33]
have suggested the advantage of NN regarding other
machine learning algorithms as SVM and RF, while Han
et al. [6] have demonstrated that RF is more advantageous
than SVM and ANN for estimating high-density biomass
and gives more balanced results. Studies have also suggested
the outperformance of deep neural networks that used mul-
tiple hidden layers over other current algorithms as a shallow
neural network, regression tree, and Lasso [8].

7 Conclusion

Artificial intelligence (AI) had shown its efficiency in the
different scientific fields as well as agricultural domain. This
work presented a general overview of the principal appli-
cations of artificial intelligence in precision agriculture.
Machine learning (ML) as a branch of AI that provides the
system with the ability to learn from precedent experiences
without being programmed had been widely used to respond
to the specific challenges that have been imposed in a more
demanding reality; beginning with a general prediction of
crop yield and ending with more specific concern as cap-
turing the phenotypic differences in the same field to max-
imize breeding efficiency. Machine learning models and
algorithms have been widely deployed and developed for
multiple agricultural needs (monitoring crop and phenolog-
ical characteristics, smart irrigation, detection and prediction
of crop diseases, etc.) using regression, classification meth-
ods, or again unsupervised algorithms. Studies have shown
the advantages of using artificial neural network (ANN) and
deep neural network (DNN) over other ML algorithms. The
results can be more accurate with the usage of more amounts
of data and archive information that allow the algorithms to
be more accurate. ML techniques have demonstrated their
efficiency to help in making better decisions to meet global
food demand.

Perspective and future work

The employment of artificial intelligence, specifically
machine learning algorithms, has demonstrated its advan-
tages when coupled with satellite remote sensing data.
A new perspective that was opened with new programs as
Planet that gives very high spatial and temporal satellite
imagery gives new opportunities to monitor agriculture. One
of the applications that need precise analysis is the control
irrigation of new plantations.
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Monitoring Land Productivity Trends
in Souss-Massa Region Using Landsat Time
Series Data to Support SDG Target 15.3

Saadani Moussa, El Hassan El Brirchi, and Omar Bachir Alami

Abstract

The first step towards achieving a land degradation-neutral
world and restoring degraded land and soil is to efficiently
and accurately identify these lands at national and subna-
tional levels. This step represents one of the targets within
the Sustainable Development Goals (SDGs). It is worth
recalling that the United Nations Convention to Combat
Desertification (UNCCD) has adopted three sub-indicators
for monitoring and assessing land degradation (Trends in
Land Cover, Land Productivity, and Carbon Stocks).
Through this study, we tried to take an important step in
measuring the proportion of degraded land in the
Souss-Massa region; we evaluated the sub-indicator Land
Productivity at the pixel level (30 m) using Google Earth
Engine (GEE). In addition, it should be emphasized that we
used two decades of Landsat imagery and we chose the
period between 2000 and 2015 as the baseline, while the
comparison period was the one between 2016 and 2019.
The results of this research showed that in the 4 years
between 2016 and 2019, the Souss-Massa region has
experienced remarkable changes in land degradation. We
noted that 7.11% of the area of the region shows some
improvement compared to 4.51% of the land that has
degraded, while the rest of the zone which represents
88.38%, has not undergone any significant changes. To
sum up, this study will constitute an important step in the
assessment of land degradation in the Souss-Massa region
and subsequently on all the Moroccan territory.

Keywords

Land degradation � Sustainable Development Goals
(SDGs) � Landsat � Google earth engine � Land
productivity � NDVI

1 Introduction

At the beginning of the century, an estimated 2.6 billion
people in more than 100 countries were affected by land loss
and desertification, and more than 33% of the land area was
influenced by this phenomenon [1]. For instance, Morocco is
one of the most affected countries by Land Degradation.

The ability to effectively and accurately identify degraded
land at different scales, from the local to the national level,
will help to report progress towards Sustainable Develop-
ment Goals (SDGs), particularly, the SDG Indicator 15.3.1
“Proportion of land that is degraded over total land area.”

However, it is difficult to capture the status or condition
of the land absolutely using a single indicator. Land
Degradation is assessed and quantified according to three
sub-indicators; Trends in land cover and Land Productivity
can capture relatively rapid changes, while trends in above-
and below-ground carbon stocks represent slower changes
that indicate a trajectory or threshold approach.

These three parameters have a good accuracy and
together they will assess the quantity and efficiency of ter-
restrial natural resources and the most related ecosystem
services [2].

In this study, we focus on one of the sub-indicators,
namely, Land Productivity, which we try to identify by
presenting a new approach based on three main parameters;
trend, which aims to assess the trajectory of primary pro-
ductivity change over time; state, which is used to compare
the productivity level of a given period with the productivity
of the reference period; and performance, which refers to the
efficiency of a given area relative to another area with similar
productivity potential in the study area during the evaluation
period.

In this research, two decades (2000–2019) of Landsat
surface reflectance data were used from three sensors;
Landsat 5, Landsat 7, and Landsat 8. It should be noted that
these data have been corrected for atmospheric, reflectance
effects, and satellite sensor discrepancies, with resolution of
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(30 m), as well as the area of our study is the region of
Souss-Massa, Morocco. Noting that is agreed that Remote
Sensing and Earth Observation provide a potential tool to
measure and identify areas where surface properties are
changing due to land degradation [3].

We used Google Earth Engine (GEE); it is a cloud-based
platform for rapid access to high-performance computing
resources for the analysis of very large geospatial datasets [4].

2 Study Area

The Souss-Massa region is one of the 12 regions of Morocco
Fig. 1, it covers over an area of 53,789 km2, which repre-
sents 7.6% of the national territory. It occupies a stripe in the
center of the country, stretching from the Atlantic Ocean to
the western borders of Algeria. Moreover, it is a gateway
between the Kingdom's North and South, enabling it to play
a strategic role in the economic and socio-cultural levels. It is
bounded to the north by the Marrakech-Safi region, to

the south by the Guelmim-Oued Noun region, to the east by
the Drâa-Tafilelt region and Algeria, and to the west by the
Atlantic Ocean.

Three factors determine the semi-arid climate of the
region, namely, the relief, the oceanic coast, and the Sahara.
Thus, the north of the region, dominated by the Atlas
Mountains, is characterized by a humid to semi-arid climate
as it progresses towards the plain. This latter, which occupies
the lower relief of the Atlas Mountains as well as the basins
of the Souss-Massa wadis, has an arid climate despite a wide
opening on the Atlantic. Last, the southern and southeastern
part of the region that makes up the northern side of the
Sahara is covered by a desert climate.

Rainfall in the Souss plain has averaged 250 mm over the
last 10 years, and 350–400 mm on the high plateaus. The
southern part of the region, bordering the Sahara, is much
drier, but since 2005, the desert has tended to green up,
thanks to heavy winter rains, particularly in 2009–2010.

Besides, the winds are either east with desert influence, or
west with ocean freshness [5].

Fig. 1 Map of Morocco
highlighting Souss-Massa region
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3 Data and Methods

3.1 Landsat Time Series and Composite Data

Two decades (2000–2019) of Landsat surface reflectance
data were used in this research, which have been corrected
for atmospheric, reflectance effects, and satellite sensor
discrepancies.

3.2 Calculate Sensor Calibration Coefficients

In order to generate 20-year Landsat NDVI time series with
high frequency, we used data from three sensors; Landsat 5,
Landsat 7, and Landsat 8. Furthermore, we created a com-
posite of images from this data.

As reported by numerous authors (Li and al. 2014) [6],
(Roya and al. 2016) [7], and (Junchang and Masek 2017)
[8], due to various spectral response functions between
sensors, we have a small discrepancy in NDVIs.

Even though there are limited sensor discrepancies which
can influence the evaluation of time series, we followed the
methodology established by (Junchang and Masek 2017) to
overcome this problem, based on the calibration of the
cross-sensor and calculating the multiplication factor to
produce the equivalent, the coefficient 1.036 adjusts Landsat
5 to its Landsat 7 equivalent, and the coefficient 1.086
adjusts Landsat 8 to its Landsat 7 equivalent.

3.3 Correction of Errors Due to Clouds, Cloud
Shadows, and Haze Present on the Images

Clouds and their shadows can cause difficulties to optical
sensors which can lead to errors in the detected trend. Sev-
eral functions have been written in order to identify and
classify any water, cloud, or apparent cloud shadow present
on the images. These pixels were subsequently removed
from the analysis. These functions were based on several
quality assurance bands of the highest-level Landsat data
product. Such a methodology has been used by (Braaten
2018) [9] and (Junchang and Masek 2017).

The quality assurance bands used for each sensor are
illustrated in Table 1.

3.4 Land Cover Data

One of the essential aspects linked to monitoring land
degradation is the definition of degradation in terms of
changes in land cover so as to stratify and integrate them
with other indicators, notably land productivity.

Land cover classification will serve as a reference for a
more in-depth analysis and discussion of our study area.
In order to assess productivity changes, we first worked on
the calculation of land cover changes between 2000 and
2010.

The classification of land cover for 2000 is presented in
Fig. 2 as well as the classification of land cover for 2019 is
presented in Fig. 3:

3.5 Methodology

Land Productivity expresses the biological productive
capacity of the land, as it is the main source of most human
needs, whether for food, fiber, or fuel (United Nations Sta-
tistical Commission, 2016). Therefore, monitoring the pro-
ductivity of the land and making every effort to maintain the
high productivity of the land is one of the most important
requirements for achieving sustainable development.

According to the metadata for SDG Indicator 15.3.1 [10],
the changes in Land Productivity are among the determi-
nants of the amount of land degradation. For example, the
method of (Bai and al. 2008) [11] uses land productivity
trends to cartograph land degradation using coarse resolution
image data and adjusted climate effects by analyzing Rain-
fall Use Efficiency (RUE). However, this method is not
suitable for our study because our study area is characterized
by a semi-arid climate, whereas this method is specifically
designed for areas with high rainfall, which makes it less
suitable for areas with low vegetation cover (Wessels 2009)
[12], as is the case for the Souss-Massa region.

In this study, we applied the methodology proposed by
the Commonwealth Scientific and Industrial Research
Organization (CSIRO) for the United Nations Convention to
Combat Desertification (UNCCD). According to this
method, land productivity is assessed by combining three
metrics:

• Trend, which aims to assess the trajectory of primary
productivity change over time,

• State, is used to compare the productivity level of a given
period with the productivity of the reference period,

• Performance, which refers to the efficiency of a given
area relative to another area with similar productivity
potential in the study area during the evaluation period.

Table 1 Landsat sensor specific quality assurance bands

Sensor Quality assurance bands

Landsat 5 pixel_qa, atmos_qa

Landsat 7 pixel_qa, atmos_qa

Landsat 8 pixel_qa, sr_aerosol
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Fig. 2 Maps of land cover
(LC) 2000 for Souss-Massa
region

Fig. 3 Maps of land cover
(LC) 2019 for Souss-Massa
region
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Net Primary Productivity (NPP) is the main variable used
to monitor land productivity. There are multiple vegetation
indices that can be derived from remote sensing data, and are
closely related to NPP. However, the Normalized Difference
Vegetation Index (NDVI) is among the most commonly
used indices for NPP measurements.

The NDVI is produced from each scene's near infrared
and red bands, as:

NDVI ¼ NIR� Red
NIRþRed

ð1Þ

and its value ranges from −1 to 1.
The purpose of this study is to monitor land productivity

in order to contribute to the reporting of the SDG Indicator
15.3.1. Hence, the metadata of this indicator has been taken
as a reference. According to this metadata, it is sufficient to
know whether productivity is increasing, decreasing, or
stable at a given period and area, and not to measure the
magnitude of the productivity evolution. For this reason, the
NDVI can be considered good enough to give reliable
results.

3.6 Calculating Productivity Metrics

3.6.1 Trend
The trend of productivity is determined with the aim of
describing the path of change in the productivity of the land
over time. This trend was calculated based on the yearly
NPP values by developing a strong non-parametric linear
regression model, as an instance, the Theil-Sen robust esti-
mator (Ivits and Cherlet 2016) [13]. We relied on the Mann–
Kendall score Z in order to determine the trend as there is a
correlation between the scores of Z and the changeover in
productivity; if Z is negative, this indicates a decline in
productivity, while positive scores indicate an increase in

productivity; this is what was referred to in the study of
(Onyutha and al. 2016) [14].

Productivity trend assessments were calculated basing on
the average annual productivity between 2000 and 2019 that
is equivalent to 20 values, only important improvements
those that display a p-value � 0.05 were considered, this is
what was described in Fig. 4.

According to the metadata for indicator 15.3.1, it is
necessary to determine whether productivity is stable,
increasing, or decreasing over time. We have divided the Z
score into three sections where:

• Z score < −1.96: decreasing trend,
• Z score > 1.96: increasing trend,
• Z score > −1.96 AND < 1.96: Stable.

3.6.2 State
The productivity state index allows a comparison of the
relative productivity level of a given period with the pro-
ductivity of the reference period, i.e., per spatial unit or pixel
(Ivits and Cherlet 2016). It is worth noting that for the
purposes of this study, the period between 2000 and 2015
was chosen as the reference period, while the comparison
period is the one between 2016 and 2019, the adoption of a
4-year period enables to avoid the changes related to annual
climate fluctuations.

The assessment of changes in the productivity state is as
follows; firstly, we calculated the annual integrals of NDVI
for all years of the reference period, then we added 5% at
both ends of the distribution interval to avoid having
extreme values in NDVI for the out-of-interval comparison
period. Afterwards, we used the frequency distribution curve
to classify the annual productivity estimates into 10 classes.
Next, the average NDVI index was calculated for the base-
line and comparison periods, then we set the class to which
each pixel corresponds, where possible values vary between

Fig. 4 The steps of productivity trend assessments
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1 and 10. As shown in Fig. 5, for each pixel, we calculated
the difference in class number between the reference period
and the reporting period; if a pixel has a difference value less
than or equal to −2, then it has a potential degradation, while
if the difference value is greater than or equal to 2, then the
pixel has a potential improvement, otherwise it is reported as
stable.

3.6.3 Performance
Productivity performance refers to the efficiency of a given
area relative to another area with similar productivity
potential in the study area during the evaluation period. It is
important to note that it is necessary to divide the Study Area
into units of equal productive capacity based on factors such
as phenology, moisture availability, and soil conditions (Ivits
and Cherlet 2016) and (Ivits and al. 2013) [15]. In this study,
we relied on a combination of soil classification units

provided by SoilGrid [16], which has recently become
available on Google Earth Engine, and the land cover clas-
sification that we had prepared with an accuracy of 30 m.

In order to measure the Performance indicator, we ini-
tially classified the study area into ecologically identical
units using the intersection of land cover and soil grid, then,
we extracted all the mean NDVI values for each land unit
and generated the frequency distribution. From this latter,
the value representing the 90th percentile was derived,
which is called the highest productivity for that unit. The
ratio between mean NDVI (Pobs) and maximum productivity
(Pmax) represents the performance indicator.

Performance ¼ Pobs

Pmax
ð2Þ

The performance value which is less than 0.5 may indi-
cate degradation as illustrated in Fig. 6.

Fig. 5 Illustration of the
assessment of changes in
productivity state

Fig. 6 Illustration of the
productivity performance
measuring steps
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3.7 Aggregation of the Productivity
Sub-indicators

The three sub-indicators of productivity (Trend, State, Per-
formance) are then combined to indicate whether a pixel is
degraded. They are combined as detailed in Table 2.

4 Results

Through the use of several sensors of Landsat data (Landsat
5, Landsat 7, and Landsat 8), we have provided a composite
of images with 30 m resolution, and by following the
methodology described in the part above, we have measured
the three sub-indicators of land productivity (trend, state, and
performance), as well as the logical matrix combination of
these three sub-indicators which represents Land Produc-
tivity indicator.

4.1 Trend

Over the 20-year assessment period, we identified the tra-
jectory of productivity trend for each pixel over our study
area. From Table 3 and Fig. 7, it can be seen that 3.37% of
the area had a positive productivity trend which indicates an
improvement in the land condition of this part, while 2.65%

of the area showed a negative productivity trend which is a
sign of a degradation of land condition. The rest of the area
did not register any significant change in productivity trend.

4.2 State

From the previously mentioned, the productivity state indi-
cator allows discovering the recent evolutions of primary
productivity in relation to the reference period which was
defined in 2000–2015. The results showed that the state of
productivity has been moderately changed, especially in the
boundaries between drylands and grasslands.

From Table 4 and Fig. 8, it can be seen that 4.82% of the
study area has registered a degradation in productivity state
compared to 2.88% who have seen a recent improvement,
the other area has seen small changes and is considered
stable.

Table 2 Table showing the
possible aggregation of
productivity sub-indicators

Trend State Performance Productivity

Improvement Improvement Stable Improvement

Improvement Improvement Degradation Improvement

Improvement Stable Stable Improvement

Improvement Stable Degradation Improvement

Improvement Degradation Stable Improvement

Improvement Degradation Degradation Degradation

Stable Improvement Stable Stable

Stable Improvement Degradation Stable

Stable Stable Stable Stable

Stable Stable Degradation Degradation

Stable Degradation Stable Degradation

Stable Degradation Degradation Degradation

Degradation Improvement Stable Degradation

Degradation Improvement Degradation Degradation

Degradation Stable Stable Degradation

Degradation Stable Degradation Degradation

Degradation Degradation Stable Degradation

Degradation Degradation Degradation Degradation

Table 3 Summary of change in productivity trend (2000 to 2019) for
Souss-Massa region

Trend Area (km2) % of total land area

Improvement 1812.68 3.37

Stable 50,550.90 93.98

Degradation 1425.40 2.65
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Fig. 7 Map of productivity trend
(2000 to 2019) in Souss-Massa
region

Table 4 Summary of change in
Productivity State (2000–2019)
for Souss-Massa region

Area (km2) % of total land area

Improvement 1549.12 2.88

Stable 49,647.24 92.30

Degradation 2592.63 4.82

Fig. 8 Map of productivity state
(2000 to 2019) in Souss-Massa
region
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4.3 Performance

In order to measure Productivity Performance, we classified
our area into homogeneous units based on a combination of
soil grid and land cover classification, and subsequently
identified productivity performance using the methodology
cited above. As shown in Fig. 9 and Table 5, the produc-
tivity performance decreased in more 6% of the study area,
and this degradation is especially marked in the grassland.

4.4 Combination of Productivity Indicators

The three productivity sub-indicators are ultimately com-
bined into three classes which indicate the degradation of
each pixel. Table 6 presents a summary of changes in land
productivity in the Souss-Massa region. We noticed that
7.11% of the region shows an improvement compared to
4.51% of the land under study which has degraded, and the
rest of the region which is 88.38% is stable.

Fig. 9 Map of productivity
performance (2000 to 2019) in
Souss-Massa region

Fig. 10 Map of land
productivity (2000–2019) in
Souss-Massa region
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5 Discussion and Conclusions

Through this study, we aimed to contribute to the evaluation
of the SDG Indicator 15.3.1 “Proportion of land that is
degraded over total land area,” where we focused on the
evaluation of land productivity according to the methodol-
ogy proposed by the Commonwealth Scientific and Indus-
trial Research Organization (CSIRO) for the United Nations
Convention to Combat Desertification (UNCCD) in addition
to the SDG Indicator 15.3.1 metadata. Our added value lies
in the adoption of a data resolution of 30 m while most of
the studies done in this perspective were with a resolution of
at least 300 m; and this is the case for the Land Degradation
Monitoring Toolbox Trends.Earth [17].

To accomplish this work, it was necessary to use thou-
sands of satellites imagery, which would constitute a form of
big data. Where it is impossible to process this huge amount
of data by traditional means and methods. That's why, in this
study, we used the cloud computing “Google Earth Engine,”
and with this engine, we were able to do the necessary work.
It should be mentioned that the study area is very large, and
despite the power of the GEE, we sometimes had to parallel
the data processing operations or divide the study area into
several parts by respecting the methodology.

Independently of the use of GEE technology, the creation
of composite images emanating from three sensors (Landsat 5,
Landsat 7, and Landsat 8) has permitted to provide a series
of mages with a high temporal frequency, which has
contributed to improve the quality of the results.

In conclusion, we have assessed the Land Productivity in
the Souss-Massa region over an area of 53,789 km2 using
time series for Landsat data from 2000 to 2019 by adopting

as reference the period 2000–2015. The results of this study
will constitute an important step in the assessment of land
degradation in the Souss-Massa region and subsequently on
all the Moroccan territory. There is an urgent need to
monitor changes in land productivity assessment with con-
siderable accuracy, reliability, efficiency, and sustainability
in order to increase the identification of land degradation for
more effective and efficient resource management and land
conservation. In our future work, we will focus on improv-
ing the mapping of land productivity and land use changes to
identify degraded land, and also to combine the results of the
study with social and economic data to determine the impact
of land degradation on sustainable development.
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Subimages-Based Approach for Landslide
Susceptibility Mapping Using Convolutional
Neural Network

Mouad Alami Machichi, Abderrahim Saadane and Peter L.Guth

Abstract

Landslides are some of the deadliest and most violent geo-
logical events. A lot of research has been done on this
topic in order to understand its causes and propose solu-
tions. An essential tool for landslide risk management is
landslide susceptibility maps. In this paper, we developed
a Convolutional Neural Network (CNN) model capable of
producing a susceptibility map using seven explanatory
variables: lithology, slope, drainage density, fault density,
elevation, roughness, and aspect. A susceptibility index
mapwas generated in theAknoul Region in the Rif to illus-
trate the CNN results. We found that areas with very high
susceptibility index are affected the most by landslides.

Keywords

Landslide susceptibility • Deep learning • Convolutional
neural networks • Geospatial modeling • Moroccan
landslides

1 Introduction

A landslide can be defined as a slope failure, a mass move-
ment of rocks, debris soil, or even organic material under the
effect of gravity [1, 2]. Landforms resulting from this type
of movement are also called landslides [3]. This geological
phenomenon is among the deadliest natural disasters, causing

M. A. Machichi (B)
Moroccan Foundation for Advanced Science, Innovation & Research,
Rabat, Morocco

A. Saadane
Department of Geology, Faculty of Sciences of Rabat, University
Mohammed V, Rabat, Morocco

P. L. Guth
US Naval Academy, Annapolis, MD, USA
e-mail: pguth@usna.edu

a great deal of monetary damage and claiming each year the
lives of thousands of people worldwide [3].

A lot of research has been done to characterize landslides
and identify their varying causes [4, 5]. These studies have
shown that landslides are the result of a combination of mul-
tiple conditioning factors intrinsic to the environment such
as morphology, geology, and hydrology [6]. Areas that have
been affected by the aforementioned factors have a very high
probability of producing landslides if a triggering agent such
as torrential rain or an earthquake were to happen [7, 8].

What makes this phenomenon difficult to study is the com-
plexity of its factors and the interactions they have between
each other. A myriad of methods has been developed for the
purpose of Landslide Susceptibility Mapping (LMS). Most
notably is the decision-based method AHP (analytic hierar-
chy process), logistic regression, bivariate regression, and,
recently, Deep Learning (DL) models started to get used in
LSM. DL were shown to outperform classic machine learn-
ing algorithms on multiple occasions [9, 10]. This is mainly
because DL are more robust and more adapted in processing
large and complex amounts of remote sensing data [11].

Input landslide data are crucial to the success of the LSM.
Regardless of the LSM approach, we found that in most, if
not all, of the studies, landslides were represented by points
(centroids). This representation is reductionist and leads to a
loss of very important information about the landslide genesis,
evenwhen neighboring pixels are added to createmultidimen-
sional subimages. Hence, the decision to represent landslides
with (3 × 3) grids located around the trigger area, located at
the top of each landslide in order to get the most accurate
representation.

Our goal in this paper is to develop a convolutional neu-
ral network model that is capable of producing the landslide
susceptibility model of the Rif (North of Morocco) (Fig. 1)
using remote sensing data and open-source geospatial and
deep learning tools.
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Fig. 1 Study area

2 Materials andMethods

2.1 Data

Most of the parameters that were used in this study were
derived from the following geomorphological and geological
data.

Geological maps

Geological maps are essential for generating ground truth
data, as well as lithology and fault maps. In this study,
ten 1:50000 geological maps were used: Al Hoceima [12],
Midar [13], Rouadi [14], Boudinar [15], Ain Zohra [16],
Aknoul [17], Taineste [18], Beni Ahmed [19], Ban El Mrouj-
Taza [20], and Ain Bou Kellal-Msoun [21].

Landslide database

To create the landslide ground truth database, 435 landslides
were manually digitized from the aforementioned geological
maps of the Rif area in the north of Morocco as a reference.

Digital Elevation Models

Digital Elevation Models (DEM) are of great importance for
landslide susceptibility mapping. Five out of the seven (ele-
vation, slope, aspect, roughness, and the drainage map) con-
ditioning factors used in this study were derived from DEMs.
In this study, we used Tandem-Xwith a spacing of 0.4 arc sec-
ond [22] that was provided by the German Aerospace Center.

2.2 Geospatial Modeling Tools

QGIS

QGIS is a free and open-source geographic information sys-
tem (GIS) software that allows for the visualization, editing,

and analysis of geospatial data [23]. QGIS was used to geo-
reference and digitize geologicalmaps, preprocess digital ele-
vation models, and generate some conditioning factors.

Keras

Keras [24] is a high-levelAPI (applicative programming inter-
face) that provides a convenient way to create almost any
kind of deep learning model. In this study, we used Keras to
develop, train, and test the deep learning model used.

2.3 Conditioning Factors

Landslides are some of the most complex geological hazards.
Researchers have found that they are the results of a combi-
nation of causes. These causes are categorized into two broad
categories: conditioning factors that weaken the slopes and
make them unstable over a relatively long period; the second
category of factors is called trigger factors, unlike the first
category, these causes occur over a relatively short period and
are unpredictable for the most part.

In this study, we used seven landslide conditioning factors
as indicators for susceptible areas: lithology, slope, drainage
density, fault density, hypsometry, roughness, and aspect.
These factors are either directly recommended, or are deriva-
tives of the landslide conditioning parameters recommended
in [25].

Lithology

The type and competence of rock formations are important
parameters that inform about the slope resistance and how
easily it could fail. Quartzite, for example, is very resistant to
erosion, whereas slopes that are mostly made of friable rock
formations such as marl and flysch are easily alterable.

It is well known that the destabilization of slopes is con-
ditioned and facilitated by the friable material, especially in
areas where such material is abundant [5].

Figure 2 shows the digitized lithology of the Aknoul
Region in the Rif.

Slope

The slope (Fig. 3) degree plays an important role in shaping
the morphology of hillslopes. It influences the hydrology of
a watershed and therefore the various instabilities that might
occur inside it [6]. The stagnant water puddles, for example,
that were used in [26] as indicator to detect landslides were
the result of counter-slopes.

Drainage density

The erosive power of water streams can lead to the desta-
bilization of slopes. Several reported landslides are reacti-
vated along some of those streams especially during periods
of flooding [27].
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Fig. 2 Lithology map of the Aknoul Region

Fig. 3 Slope map of the Aknoul Region

Figure 4 shows the drainage density of the Aknoul Region
in the Rif.

Fault density

Fractured rock formations present discontinuities that allow
for different forms of instability. The faults were digitized

from the 10 geological maps, the resulting polyline was used
to calculate the density of the faults in the study area (Fig. 5).

Hypsometry

Hypsometry (Fig. 6) is one of the most important landslide
conditioning parameters [27]. In fact, this parameter has a
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Fig. 4 Drainage density map of the Aknoul Region

Fig. 5 Fault density map of the Aknoul Region

strong correlation with rainfall, which is one of the triggers
of landslides.

Roughness

Roughness (Fig. 7) is defined as a topographic irregularity in
a given surface [28]. Several studies [29–31] have used this
parameter to delineate and map existing landslides.

Aspect

Slope aspect (Fig. 8) is a parameter that plays an important
role in influencing the slope stability, because the type and

rate at which rock formations are altered is directly related to
the aspect. Moreover, soil development as well as vegetation
type and growth are controlled by the slope aspect.

2.4 Deep Learning

Deep Learning (DL) is a relatively new sub-field of Machine
Learning (ML) [32]. It has completely changed the state of the
art in many fields such as computer vision, image processing,
and speech recognition.
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Fig. 6 Elevation map of the Aknoul Region

Fig. 7 Roughness map of the Aknoul Region

DL draws its name from the number of successive hidden
layers that it is made of (depth). It is in contrast to the Shallow
Learning (another name forML)where only one or two layers
of data representations are used [33].

Convolutional Neural Networks

CNN is a type of neural network designed to process data that
come in the form of multiple arrays [32]. This type of data is
very common for signals (1D arrays) and images (2D arrays).
In the case of satellite imagery, each band can be represented
by a single 2D array.

WhatmakesCNNpowerful is their ability to recognize pat-
terns that they learn anywhere. Hence, because the patterns
they learn are translation invariant, they need less training
samples than regular dense layers in order to make general-
izations [33]. Moreover, they can learn spatial hierarchies of
patters, and they can extract increasingly complex and abstract
visual concepts of the input data.

Input data

To create the input data for the model, a grid that covers the
extent of the study area was generated with a horizontal and
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Fig. 8 Aspect map of the Aknoul Region

vertical spacing of 30 m. 20,800 subimages were then anno-
tated with the following criteria: a value of 1 if the subimage
is located around the trigger area of a landslide, and a value of
0 otherwise. The conditioning factors were then stacked and
cropped using the created grids.

Numerical parameters had to be rescaled between 0 and
1 to ensure the homogeneity of the data. In this study, we
had one categorical parameter (lithology). This parameterwas
converted into a numerical one before being inputted into the
model. There are a lot of techniques that are used to preprocess
categorical data. The method used in this study is called one-
hot encoding.

This technique creates a binary array of size N , where N
is the number of classes.

Architecture

The model used in this study has one input layer, four hidden
layers, and an output layer.

The goal behind using these layers is to create meaningful
representations of the input data [33].

Hidden layers are made of units called neurons (Fig. 9).
Each calculates the weighted sum of its inputs, adds a bias
(b) to it, and then passes the output (n) through a transfer
function, also called activation function.

It is important to note that theweights are initiatedwith ran-
dom values at the beginning of training. The model’s outputs
are then calculated and compared with the expected results.
The difference between these two values is called loss. The
error then gets backpropagated through the network, and the
weights are updated [11].

Fig. 9 Structure of a neuron [34]

The depth (number of hidden layers) andwidth (number of
neurons in each layer) were determined empirically. The first
hidden layer is a bidimensional convolutional layer with a (3,
3) kernel, this layer is followed by a MaxPooling layer with
a (2, 2) window, and a 0.3 dropout to avoid overfitting. After
that comes a set of two fully connected hidden layers with a
width of 10 and 5, respectively. The transfer function chosen
for each of the hidden layers was rectified linear [34]. It is a
standard activation function that replaces negative valueswith
zero. For the output layer, only one neuron was necessary, for
the two cases: susceptible or not susceptible to landslides.
The activation function used is called sigmoid. This function
allows us to interpret the output as a probability, this is done by
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Table 1 Landslide percentage by lithology class

Lithology class Landslide percentage

Marl 63.79

Marl and limestone 13.34

Marl, sandstone, and conglomerate 03.68

Sandstone 03.67

Limestone, sandstone, and conglomerate 03.62

Silt 02.73

Limestone 02.08

Marl and sandstone 01.70

Sandstone and silt 01.22

Clay 01.86

Schist and sandstone 00.60

Silt and limestone 00.85

Marl, limestone, and sandstone 00.36

Gypsum 00.11

Flysch 00.39

rescaling the output into a continuous range of values between
0 and 1.

The rest of the hyperparameters were straightforward to
setup: binary crossentropy was used to calculate the loss and
the weights were updated using the Adaptive Moment Esti-
mation (Adam) optimizer.

3 Results and Discussion

3.1 Model Parameters

Lithology

The vast majority of landslides (64%) have been reported in
areas that are dominated by the marl lithology class (Table 1).
This sedimentary rock is very frequent in the study area.
This type of rock is easily influenced by the various weather-
ing effects that degrade the slopes, which makes marl slopes
highly susceptible to landslides.

The marl and limestone class is also affected by a signifi-
cant number of landslides (12%) although much less impor-
tant than that of the marl class.

Slope

The slope of the study area varies between a minimum of 0.8◦
in the plains made of silt and a maximum of 55◦ in the steep
reliefs of the Rif (Fig. 10).

In rare cases (less than 3%), landslides have been reported
in areas with a slope as low as 7◦. The landslide frequency
increases gradually as the slopes become steeper, reaching a
maximum frequency (32%) around 20◦. After that, landslide
frequency takes a downward trend, almost reaching 0% at a
slope of 45◦.

Fig. 10 Slope frequency distribution of the study area

The observed landslide frequency is positively correlated
with the overall distribution of the slopes of the study area: the
most frequent slope class is also the slope where landslides
are most frequent.

Drainage density

The hydrographic network of the study area has well-
developed ramifications reaching a density of 5 mkm−2 in
areas where the water streams are dense (Fig. 11).

A large percentage of landslides have taken place in areas
where the density is less than 0.5 mkm−2. The rest of the
landslides follow a negative density gradient. Areas where
the drainage density exceeds 3 mkm−2 experience very few
landslides.

The hydrographic network of the study area has very few
ramifications in the high altitudes. The ramifications become
denser as the altitude gets lower. This explains the low fre-
quency of landslides in areas of high drainage density and
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Fig. 11 Drainage density frequency distribution of the study area

Fig. 12 Fault density frequency distribution of the study area

vice versa. This does not mean that the hydrographic network
has no role in the destabilization of the slopes, on the contrary,
it becomes a major factor during torrential rains.

Fault density

The analysis of the digitized faults of the study area has shown
that 60% of the geological formations have been deformed
by a fairly dense network of faults (density between 1 and
2.5 mkm−2) (Fig. 12). The dominant fault direction is East-
Northeast (Fig. 13). Only 40% of the study area has a fault
density ≈0.3 mkm−2, whereas other areas are with a fault
density higher than 3 mkm−2. We can also see that landslides
are present even in areas not affected by faults.

Hypsometry

The elevation of the study area varies between a minimum of
0 m and a maximum of 1845 m (Fig. 14). High grounds are
almost twice as frequent as the plains of the study area.

The elevation frequency distribution for landslides is
bimodal: the first peak is located at an altitude of 600 m and
the second one is centered around 1100 m.

Fig. 13 Dominant fault directions in the study area

Fig. 14 Elevation frequency distribution of the study area

Fig. 15 Roughness frequency distribution of the study area

Roughness

The roughness frequency distribution of landslides as well as
of the stable areas is very similar (Fig. 15). The distribution is
unimodal, quasi-symmetrical centered around a topographic
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Fig. 16 Aspect frequency distribution of the study area

irregularity of 10–12 m, with landslides appearing at a rough-
ness of 1 m.

Aspect

After plotting the aspect distribution of the study area, we
can see that the stable areas have a somewhat balanced aspect
distribution, while the majority of landslides that have been
reported in the study area favor slopes with a northern expo-
sition (Fig. 16).

North-facing slopes are exposed to the Mediterranean Sea
atmosphere and rainy winds. These disturbances play a major
role in the destabilization of slopes which could eventually
lead to landslides. On the other side, slopes that are oriented
toward the south are sheltered by the high reliefs that play the
role of natural shields.

3.2 Susceptibility Index

The landslide susceptibility model was trained with a batch
size of 16, and the training was stopped at 100 epochs
(Fig. 17), after which the validation accuracy did not improve.

The model was evaluated against the out-of-sample data
(10% of the data). We found that the accuracy of suscepti-
ble areas (92%) was significantly higher than that of non-
susceptible (safe) areas (69%). This contrast is mainly due to
how we defined safe areas. These areas have been defined as
surfaces where no landslides have been mapped on the geo-
logical maps. Some safe areas that were chosen in this study
could quite possibly be very unstable, and, with a powerful
enough trigger factor, could produce landslides. The devel-
oped model is therefore less likely to predict false negatives
than false positives.

The ANN model was used to generate the susceptibility
index in the Aknoul Region (Fig. 18). The output is a proba-
bilisticmapwith values going from0 to 1.Using the frequency
ratio between susceptibility index and landslides, we found
that areas with very high susceptibility index have the most
landslides, while areas with very low susceptibility index are
affected the least (Fig. 19).

3.3 Discussion

In order to evaluate howourmodel fairs against different LSM
state-of-the-art models, we compared their overall accuracy
(Table 2). We found that our model is at the forefront of the
state-of-the-art LSM models.

Fig. 17 Evolution of the
out-of-sample accuracy for the
landslide susceptibility model
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Fig. 18 Landslide susceptibility map of the Aknoul Region

Fig. 19 Frequency ratio by landslide susceptibility index class

We are aware that it is not currently possible to have a fair
comparison between the different LSM models, especially

since they were developed for specific case studies and use
different input data for the training.

A standard annotated landslide dataset is needed to set
benchmarks for the LSM models and would allow for an
objective comparison between them.

4 Conclusion

In this study, we showcased an efficient landslide suscepti-
bility mapping approach that is based on data derived from
geological maps and digital elevation models. After identi-
fying the optimal model architecture to use, we were able
to achieve a high accuracy for predicting susceptible areas
(92%). The model, however, struggled in properly predict-
ing safe areas (69% accuracy). This is similar to an issue
first noted in [11], where the accuracy for the safe areas was
significantly lower (more than 40%) than that of the suscep-
tible areas. More researches are needed to be done in order to
understand and eventually overcome this issue.

Table 2 Accuracy comparison of multiple LSM models

Model Accuracy References

SVM 0.71 [35]

LeNet-5 0.73 [35]

LR 0.75–0.78 [36]

CNN-2D 0.78 [35]

ANN 0.76–0.81 [11]

Our model 0.81
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A landslide susceptibility index map was generated using
the ANN model. It showed that landslide occurrence is posi-
tively correlated with the susceptibility index.
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Lithological Mapping for a Semi-arid Area
Using GEOBIA and PBIA Machine Learning
Approaches with Sentinel-2 Imagery: Case
Study of Skhour Rehamna, Morocco

Imane Serbouti, Mohammed Raji, and Mustapha Hakdaoui

Abstract

Accurate and reliable lithological mapping through
satellite-borne remote sensing data and image classifica-
tion approaches has a critical role since it can automat-
ically and promptly identify lithological units over large
areas. Most available Pixel-Object Based comparative
classification studies have been applied to land use land
cover (LULC) studies; however, this research aims to
evaluate and compare the performance of these digital
classification methods in the field of geological mapping
in semi-arid areas, by integrating spectral bands and
neo-bands, particularly the Minimum noise fraction
(MNF) and the principal component analysis (PCA), of
Sentinel-2A satellite imagery, to map the southern of
Skhour Rehamna which is located at the western
Moroccan Meseta. The analysis results from two different
methods, namely, pixel-based image analysis (PBIA)
with k-nearest neighbour (K-NN) and Random Forest
(RF) machine learning algorithms (MLAs), and Geo-
graphic Object-Based Image Analysis (GEOBIA) were
assessed and compared. PBIA method involved selection
of training areas whether it was k-NN or RF MLAs, and
produced lithological maps that exhibit “salt and pepper”
effects as well as problems associated to delineating
accurate lithological boundaries, while GEOBIA
approach involved multi-resolution segmentation step
where scale, shape and compactness parameters should be
adjusted as accurate as possible, in order to segment the
image into homogeneous and meaningful regions so that
the resulted samples were classified using Standard
Nearest Neighbour algorithm. Therefore, the resulting
lithological maps were assessed by comparing both
techniques using confusion matrix, overall accuracy
(OA) and Kappa coefficient (K). The results show that

the GEOBIA approach had higher overall agreement
(83.46% OA and 0.76 K) than RF (81.92% OA and
0.72 K) and k-NN (80.79% OA and 0.70 K) PBIA
approaches. Overall, the results clearly indicate the
potential of GEOBIA technique for lithological mapping
applications to produce more realistic maps.

Keywords

Lithological mapping � Sentinel-2 imagery � Skhour
Rehamna � MLAs � RF � k-NN � PBIA � GEOBIA

1 Introduction

Nowadays, the use of remotely sensed spectral data has
become a very powerful and popular technique for geolog-
ical mapping, specifically in arid and semi-arid areas [1–4],
due to its advantages in terms of cost efficiency, accuracy
and time consuming in discriminating lithological units
automatically over vast regions.

In the data side, the development of multi-spectral remote
sensing technology has revolutionized the techniques to
extract information about earth’s surface [5]. Optical remote
sensing imagery, including both spaceborne and airborne
sensors, differs in spectral, spatial and temporal resolutions.
Since the selection of suitable earth observation (EO) datasets
is considered as the first essential step for a successful image
classification [6–8], the Sentinel-2 multispectral imager
(MSI) developed by the European Space Agency (ESA) have
shown a great potential for lithological mapping and mineral
exploration in last decades, due to its high spatial and spectral
resolutions compared to Landsat and SPOT sensors datasets
especially in the VNIR region [9, 10].

Previous studies evaluate the impact of remotely sensed
data and the fusion of SAR and optical datasets on litho-
logical mapping [11], otherwise the selection of a suitable
digital image classification is also a fundamental process to
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produce and update geological maps by relating pixel values
to lithological units present on earth surface. Most of the
approaches used to produce lithological map of a region use
either pixel-based image analysis (PBIA) [12, 13] or Geo-
graphic Object-Based image analysis (GEOBIA), also ter-
med as Object-Based image analysis (OBIA) [14].

The most common approach utilized for this target is
PBIA approach, and it consists on analysing and distin-
guishing the closest match between spectral information of
each pixel and the single ground class apart from [15]
without examining the contextual, textural and spatial
properties associated to the pixel of interest [16]. A wide
range of classification methods has been applied for this
purpose; it can be categorized by its statistical underly-
ing assumptions (e.g., parametric vs. non-parametric), the
way in which elements are classified (i.e., per-pixel, and
subpixel), or the requirement of collecting representative
endmember samples (e.g., supervised vs. unsupervised) [17].
The use of machine learning algorithms (MLAs) is influ-
enced by many factors, including the selection of the right
training samples, the choice of the ideal features and opti-
mization of training parameters [18], which leads per-pixels
classification algorithms more challenging [19, 20].

Numerous geoscientific studies have used PBIA MLAs
especially in lithological mapping and mineral exploration
[17, 21].

In contrast to PBIA classification methods that assign a
class directly to individual pixels and cause problems asso-
ciated with heterogeneity of earth surface and solar illumi-
nation angle that occur some drawbacks such as “salt and
pepper” noise and topographic unfavourable effects [22]
especially with high resolution images such as Sentinel-2
image with 10 m spatial resolution, GEOBIA approach has
been developed to improve the deficiency of PBIA by
introducing in addition to spectral characteristics, the spatial
textural properties such as texture, shape, colour, size and
association between the neighbouring objects [23], and these
by using an additional critical stage in the classification
process of this approach which is the multiresolution seg-
mentation technique that aggregate like-pixels into homo-
geneous meaningful objects with similar spectral, textural
and spatial information, and then assign the category of each
feature by using classifiers, in this study the standard nearest
neighbour classifier (SNN) was applied.

Several researches have applied GEOBIA approach for a
variety of applications, including land use land cover map-
ping (LULC) [24, 25], lithological mapping [26], change
detection [27], landform mapping [28], urban mapping [29],
crop and vegetation classification [30, 31], with many
studies demonstrated that GEOBIA approach produced a

higher thematic classification accuracies than the traditional
PBIA approaches [32, 33].

This study has been structured into two parts, the first
consist on evaluating the performance of the supervised
non-parametric PBIA machine learning algorithms, includ-
ing Random Forest (RF) and k-Nearest Neighbour (k-NN),
while the second part provides a more complete evaluation
of GEOBIA and PBIA classification approaches for litho-
logical mapping in the southern part of Skhour Rehamna,
situated in the western Moroccan Meseta, using Sentinel-2
imagery.

2 Location and Geological Settings
of the Study Area

Skhour Rehamna is an inlier of the Paleozoic and Paleo-
proterozoic basement that forms the Hercynian Rehamna
massif (Central Morocco) to the north and the Jebilet to the
south. In the division of the Hercynian chain of Morocco,
this region belongs to the western Moroccan Meseta, where
erosion dissects the sub-tabular Cretaceous-Eocene cover of
the Gantour Plateau, more precisely located on approxi-
mately 100 km from Marrakech, crossed from north to south
by the A7 highway and the No. 9 principle road linking
Casablanca to Marrakech [34].

The focus of this research is a region along the southern
of the Paleozoic massif of Skhour Rehamna that lies between
the meridians 7°54′55″ and 7°43′50″ west and the parallels
32°22′30″ and 32°14′39″ north, as highlighted in Fig. 1
below, in order to analyse more precisely the results
obtained.

The study area (Fig. 2) is made up of stacked mica schist
formations attributed to the Devonian (the Unit of Ouled
Hassine) [35] that correspond to a pelitic series with six
intercalations of quartzites and Metabasite and to the Pale-
oproterozoic (Lalla Tittaf Formation) [36], which contain
metapelites and semipelites with intercalations of metaba-
sites, orthogneiss, calcschists and marbles between the two
lies the unit of Dalaat el Kahlat, which the age remains
unknown [34]. The small granitic intrusions of Ras el Abiod
are arenized from Pliovi lafranchien and expressed at the
surface as a large area of thermal metamorphism. The
Maastrichtian is directly transgressive on the mica schists
and the Permian in the southern part of the map region,
creating a cuesta clearly dominating the Paleozoic inlier.
This is the plateau where the phosphates of Benguerir are
mined [34].
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Fig. 1 Location of the southern of Skhour Rehamna (Google Earth, resolution 0.5 m) on the map of the geological domains of Morocco
(modified by Michard et al. 2010)

Fig. 2 Geological map of the study area (realized by the group BRGM-CID) published in 2004
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3 Materials and Methods

3.1 EO Datasets Properties and Pre-processing

The satellite imagery source used in this study is Sentinel-2A
product carry on board multispectral imaging instruments
(MSI) with 13 wide-swaths spectral bands in the visible near
infrared (VNIR) and short-wave infrared (SWIR) [37] and
high to moderate spatial resolution ranging from 10 to 60 m
[38, 39]. The VNIR spectral bands have a spatial resolution
of 10 m which makes this product involve the potential for
detailed exploration of earth surface, the infra-red bands
have 20 m, and the three atmospheric corrections have 60 m
spatial resolution [40].

In the following study we opted Sentinel-2A (Level 1C)
imagery acquired on 29 October 2017. In order to achieve
the level desired by the user, Sentinel-2 MSI products
undergo multiple stages of processing; for this purpose the
ESA Sen2Cor plugin available on the Sentinel Application
Platform (SNAP) [37] was used to process reflectance image
bands from Level 1C Top of Atmosphere (TOA) product, to
Level 2A Bottom of Atmosphere (BOA) Sentinel-2 imagery,
by applying Terrain and atmospheric corrections. Due to the
low spatial resolution (60 m) and the sensitivity to the
clouds and aerosol, spectral bands 1, 9 and 10 were omitted
in this research. The remained bands with spatial resolution
of 20 m (5, 6, 7, 8a, 11, 12) were cubically resampled to
10*10m2 spatial resolution to reach the same resolution as
VNIR bands (2, 3, 4 and 8). Finally, all the bands were
re-projected to the UTM (Universal Transverse Mercator
projection) WGS84 in zone 29 N coordinate system.

3.2 Methodology

At a time when many innovative classification approaches
were already produced, the Sentinel-2 satellite was launched.
These approaches are based on pixels [41, 42] and objects
[14, 43, 44]. To find the optimal method for the classification
assessment of lithological units in the selected region using
Sentinel-2 imagery, two typical machine learning algo-
rithms, particularly RF and k-NN, were commonly applied
and compared to GEOBIA approach. For the purpose of
ensuring more diagnostic spectral features of the exposed
rock units, numerous neo-bands extracted from
Eigen-space-based algorithms in particular, the Minimum
noise fraction (MNF) and the principal component analysis
(PCA) were layer-stacked to Sentinel-2 spectral bands.

An outline of the methodology used in this study is
demonstrated in the flow diagram (Fig. 3). However, the
following sections described the data processing details,
classification techniques applied in this study and subse-
quent statistical evaluations.

Spectral Features Analysis. In general, multispectral
limited channels provide a collection of mixed-pixels rep-
resenting undistinguishable ground features [45–47].
Therefore, this challenge is overcome through dimension-
ality reduction of MSI bands using principal component
analysis (PCA) and Minimum noise fraction (MNF) [48].

Principal Component Analysis (PCA). This transforma-
tion is a multivariate statistical and data reduction procedure,
commonly employed for geological mapping [49–53]. In
order to highlight and enhance spectral information related
to specific rock unit [54], PCA can be applied to MSI

Fig. 3 Workflow of the methodology applied in this study
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datasets by transforming the original and high dimensional
set of features to an uncorrelated lower dimension output
bands through the calculation of covariance matrix, eigen-
vector and eigenvalue pairs as well as data orthogonal pro-
jection [55]. The dimensionality of the datasets is reduced by
eliminating redundant data by extracting maximum infor-
mation, and the first and the second PCs include the majority
percentage of the scene variance in the data and succeeding
component bands with a decreasing percentage of the vari-
ance [22]. Hence, we have selected three PCs in this research
(PC1, PC2 and PC6) to generate a colour composite map
(Fig. 4) that enable to better discriminate the lithological
units and trace training polygons for the classification
approaches used in this study.

Minimum Noise Fraction (MNF). In order to reduce the
residual noise of reflectance images and showcase homo-
geneous surfaces, Minimum Noise Fraction (MNF) tech-
nique [56, 57] was carried out. It is a wildly known
Eigenvector procedure for multispectral and hyperspectral
image, based on covariance structure of imagery noise. This
algorithm consists of two successive PCA rotation which
transforms data containing spectral distortion into new
components sorted by image quality, with regularly
increasing noise levels. The first one accounts for the

covariance matrix to estimate the noise in the data in order to
decorrelate and resize the noise, and the second rotation is
based on a standard PCA transform to create several com-
ponents that contain noise-whitened data. This results in
denoising and identifying the components to keep those with
useful information [58].

A visual study of the first three components from the
MNF (containing more than 99% of the total information)
allows discrimination between different surfaces in the study
area (Fig. 5).

PBIA Lithological Mapping. One of the most traditional
classification methods used for Sentinel-2 imagery is the
pixel-based MLAs, which allocate any pixel to a specific
category, taking into account the spectral characteristics of
the training samples that group a set of pixels representing
the same class [59], the thing that makes selecting suitable
training sample as the one of the most crucial step of PBIA
classification approaches. The literature shows that among
the MLAs used for classifying the lithological units using
multispectral datasets, RF and k-NN are the most common
MLAs applied for this purpose [60, 61].

Random Forest (RF). The first MLA implemented in this
study is the Random Forest classifier (RF) developed by
Breiman [62] and applied for remote sensing image

Fig. 4 Colour composite of the
PCs 1, 2, and 6 of the Sentinel2
imagery
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classification by Pal [63]. It is a supervised non-parametric
classification algorithm, which provides a group of tree
classifiers that choose the majority vote class to assign a
label for each pixel to be classified based on the partition of
the results from multiple decision trees (DT). Randomness is
introduced by randomly requiring a predefined number of
characteristic parameters (mtry) and the input variables for
each decision tree (ntree), by setting the input variables for
splitting at each node in the DT and bagging; the latter
technique, also known as bootstrap aggregation, is used to
select training samples available for every tree [62]. Thus,
each tree in the forest votes for the final classes produced by
the forest.

RF performs greater than the other MLAs using numer-
ous techniques such as bagging and boosting [64]. As RF is
sensitive to the training samples, their spatial dispersion
must be increased to improve classification results.

Furthermore, several studies have even proven to achieve
optimal accuracies and vital lithological maps using RF
algorithm compared to other MLAs like, Naive Bayes,
k-Nearest Neighbours and Artificial Neural Networks [60],
support vector machine [65, 66].

k-Nearest Neighbour (k-NN). The second algorithm
applied in this research is k-NN classifier, and it is one of the

most simple, popular, and instance-based non-parametric
machine learning algorithms [67]. During classification,
individual test instance that is nearest to k neighbouring
training sets is in a feature space, based on a Euclidian
distance metric function:

dEðx; yÞ ¼
XN

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi2 þ yi2

p
ð1Þ

where x and y are histograms in X = Rm (and m is dimen-
sionality of the image). Figure 6 shows the process of KNN
classification [68]. Predictions are assigned by the majority
vote among its k nearest neighbour samples [69–71]. If
k = 1, then the object is simply assigned to the same class of
the object nearest to it. k must be generally an odd integer if
the number of classes is two. As a very low value of K lead
to noisy and cause effects of misfits in the model, as well as
high k can lead to smoother decision boundaries and insta-
bility in the model, appropriate values must be selected by
trial and error [72].

GEOBIA Lithological Mapping. In contrast to the
PBIA approach, GEOBIA [73] is based on information
extracted from a group of similar pixels, according to their
spatial spectral and textural information, that is called image
objects, which plays an important role in the classification by

Fig. 5 Colour composite of the
MNF bands 1, 2 and 3 of the
Sentinel2 image
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taking into consideration spectral content, size as well as the
shape [74]. In this approach the image must be segmented
into homogeneous and meaningful objects (step1) before the
classification process (step2).

Multi-Resolution Segmentation (MRS). The Multiresolution
segmentation (MRS) algorithm is recognized as the first and the
most crucial step in GEOBIA approach because its outcomes
influence directly all the following process [75]. MRS succes-
sively implements a bottom-up region merging technique that
begins at random points with single pixels objects and then
merges them into larger and real-world segments depending on
the homogeneity criterion [76]. The purpose of this stage is to
create real-world objects that would be classified according to
their contextual, textural, spatial as well as spectral homogeneity.
The MRS method's outcome is based on four parameters,
namely, layer weight, compactness, shape and scale parameter
(SP). Compactness is known as the weight of smoothness cri-
terion, likewise the shape-colour criteria refers to spectral
information of an object, whereas SP defines the maximum

heterogeneity of the image objects [77]. The result of the MRS is
illustrated in Fig. 6.

Classification Algorithm. The second and last stage in
GEOBIA approach is selecting a set of feature vector to
differentiate between the target classes and create connec-
tivity between real-world classes and the image objects to
apply a suitable classification rule. In this study, the classi-
fication of image objects was carried out by standard Nearest
Neighbour (NN) classifier. It consists of searching for the
appropriate training sample in the feature space for each
object [76].

Accuracy assessment. In order to evaluate the classifi-
cation accuracy of for all the classification methods in this
research, the resultant lithological maps were assessed by
comparing them the digitalized geological map of the study
region using the confusion matrix [78]. Several measure-
ments, including overall accuracy (OA), commission and
omission errors, and a kappa coefficient (K), were calculated
to identify the potential of each classification approach.

Fig. 6 The MRS result on the
background colour composite
image of the first three MNF
bands
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3.3 Results and Discussion

The lithological map obtained from PBIA, namely RF and
K-NNMLAs as well as GEOBIA approach, was illustrated
and assessed in the sub-sections below.

PBIA Results. The resultant lithological maps developed
using Sentinel-2 imagery for both pixel-based MLAs are
described in Fig. 7.

In addition, a general comparison between the two
Pixel-based MLAs (Fig. 7) reveals that the k-NN method
(Fig. 7b) showed many facies that are poorly classified, for
instance, the circles with orange and magenta colours that
show the apparition of some misclassified classes that
appears in k-NN approach, in addition to the leucogranite,
marked by a red arrow, that has been assigned as Limestone,
marls, phosphate in k-NN approach, and the continental
terrigeneous series with conglomeratic dominance (CC), that
are indistinguishable in k-NN approach as demonstrated by
the blue circle, finally, as illustrated by the green circle some
of the intrusive bodies of amphibolitized gabbro (AG), have
been clearly manifested in RF MLA (Fig. 7a).

About the classification accuracy, RF performs much
better for lithological mapping (OA = 81.92% and Kappa
coefficient = 0.72) compared to k-NN algorithm.

GEOBIA Results. Unlike the PBIA approaches, GEO-
BIA shows homogeneous classes and reduces all the prob-
lems related to the misclassified pixels as well as salt and
pepper artifacts since it performs by not only taking into
account spectral properties, but also the shape, texture, and
geometry of objects during the process of classification.
Furthermore, as shown in Fig. 8, the GEOBIA technique has
greater potential to generate lithological maps in which the
overall accuracy of the classification results (OA = 83.46%,
Kappa coefficient = 0.76) outperformed PBIA machine
learning algorithms.

Overall Comparison. The confusion matrix has been
used in this study to evaluate the efficiency of the classifi-
cation accuracy for the geological maps obtained using both
MLAs of the PBIA approach (RF and k-NN) and GEOBIA
technique. Therefore, the known pixels from the digitalized
lithological map of the study area were used as reference
data. Besides, the digitalized geological map (Fig. 9) of the
study area is depicted into eight general classes: Continental
terrigeneous series with conglomeratic dominance (CC),
Leucogranite (LG), Limestones, marls, phosphates (LMP),
Limit of the phosphates mining area (LPMA), Low and
medium terraces and colluvium (LC), Schists and micas-
chists (SM), Set of homogeneous light-gray schists

(a) (b)

Fig. 7 The resultant lithological maps using PBIA MLAs: a RF; b k-NN
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containing one or more sandstones quartzites bars very
tectonized (SQ) and intrusive bodies of amphibolitized
gabbro (AG).

Tables 1, 2, and 3 display the confusion matrix of PBIA
(RF, K-NN) and GEOBIA approaches that is derived by
comparing the corresponding classes to the reference
samples.

General comparison of all classes shows that many
lithological units are misclassified especially for intrusive
bodies of amphibolitized gabbro (AG) and Low and medium
terraces and colluvium (LC) for both PBIA MLAs (Tables 1
and 2), and these could be demonstrated by omission and
commission errors that are greater than those of GEOBIA
approach (Table 3). However, the overall accuracy and
kappa coefficient for each method are shown in Fig. 10.

The misclassified classes, as well as salt and pepper
artifacts caused by the effect of mixing pixel problem in
PBIA algorithms, led to the lowest overall and kappa values;
however, GEOBIA approach improved the results by
achieving the highest accuracy statistics.

4 Conclusions

Finding the optimal classification method is the most crit-
ical step for geological mapping; for this purpose, this
study is devoted to evaluate different approaches including
pixel and object-based image analysis, in order to select the
most accurate approach for mapping lithological units in
semi-arid areas, where Skhour Rehamna was chosen as a
case study.

The lithological mapping was successfully achieved by
evaluating the performance of GEOBIA and PBIA approa-
ches using spectral channels and neo-bands of Sentinel-2A
imagery. However, the overall statistics of this research
obviously indicate that the GEOBIA approach has consid-
erable potential and advantages for generating more realistic
and detailed lithological maps also acquiring lithological
information and properly classifying all lithological units by
reducing all the problems encountered while using PBIA
MLAs.

Fig. 8 The resultant lithological
maps using GEOBIA approach

Lithological Mapping for a Semi-arid Area … 151



Fig. 9 Digitalized geological
map of study area

Table 1 Confusion Matrix of PBIA RF Classification

Pixel-based classification PBIA-RF

Reference data

LC CC AG LG SQ LMP SM LPMA Total Commission error
(%)

Classified
data

LC 6602 213 69 0 646 0 0 3376 10,906 39.46

CC 1487 15,587 75 0 3339 8 0 2998 23,494 33.66

AG 158 0 6313 318 0 1360 0 15,488 23,637 73.29

LG 0 63 0 28,377 128 338 0 7109 36,015 21.21

SQ 1595 3279 0 0 17,967 81 50 144 23,116 22.27

LMP 4262 691 395 705 2689 471,323 20,470 63,262 563,797 16.40

SM 977 0 0 383 25 134,885 209,522 7050 352,842 40.62

LPMA 25,683 3012 17,342 7718 4534 11,117 549 822,372 892,327 7.84

Total 40,764 22,845 24,194 37,501 29,328 619,112 230,591 921,799 1,926,134

Omission error
(%)

83.80 31.77 73.91 24.33 38.74 23.87 9.14 10.79
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Table 2 Confusion matrix of PBIA K-NN classification

Pixel-based classification PBIA-KNN

Reference data

LC CC AG LG SQ LMP SM LPMA Total Commission error
(%)

Classified
data

LC 5835 213 0 0 61 0 0 608 6717 13.13

CC 1492 15,276 75 0 2926 8 0 3227 23,004 33.59

AG 158 0 5362 318 0 1360 0 14,286 21,484 75.04

LG 0 62 0 27,237 122 338 0 5444 33,203 17.97

SQ 1595 2526 0 0 17,498 81 63 144 21,907 20.13

LMP 5070 691 464 1683 2756 464,421 24,674 78,063 577,822 19.63

SM 1034 0 0 700 25 141,835 205,301 4773 353,668 41.95

LPMA 25,580 4077 18,293 7563 5940 11,069 553 815,252 888,327 8.23

Total 40,764 22,845 24,194 37,501 29,328 619,112 230,591 921,797 1,926,132

Omission error
(%)

85.69 33.13 77.84 27.37 40.34 24.99 10.97 11.56

Table 3 Confusion matrix for GEOBIA approach

Object-based classification GEOBIA

Reference data

LC CC AG LG SQ LMP SM LPMA Total Commission
error (%)

Classified
data

LC 580 33 0 0 42 7 360 0 1022 43.25

CC 70 810 0 0 384 0 0 0 1264 35.92

AG 1 0 391 2 0 22 717 0 1133 65.49

LG 0 0 1 1164 0 0 210 0 1375 15.35

SQ 76 132 0 0 710 19 0 0 937 24.23

LMP 208 17 11 0 63 20,682 2710 769 24,460 15.45

SM 914 0 991 390 0 548 30,992 0 33,835 8.40

LPMA 16 0 8 0 0 3563 338 8365 12,290 31.94

Total 1865 992 1402 1556 1199 24,841 35,327 9134 76,316

Omission
error (%)

68.90 18.35 72.11 25.19 40.78 16.74 12.27 8.42
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Optimization of Object-Based Image
Analysis with Genetic Programming
to Generate Explicit Knowledge
from WorldView-2 Data for Urban Mapping

Azmi Rida, Amar Hicham, and Norelyaqine Abderrahim

Abstract

Object-based image analysis techniques give accurate
results when a good knowledge base is extracted from
remote sensing imagery. Data mining algorithms, espe-
cially the evolutionary process, can extract useful
knowledge that can be used in different fields. In this
paper, object-oriented classification was used, more
particularly, the object-based image analysis approach
(OBIA) is used to classify a large feature space composed
of a very high spatial resolution (VHR) satellite image.
The genetic programming (GP) concept was applied to
extract classification rules with an induction form. This
study aims to examine how data mining techniques based
on the GP method can help to discover knowledge and
extract classification rules automatically to illustrate well
this knowledge. These rules are expected to enrich an
anthology in the urban remote sensing domain. A com-
parison of the performance of three GP algorithms
(Bojarczuk_GP, Falco_GP, and Tan_GP) was made
using the JCLEC framework. Results showed two main
conclusions. The first showed that generated rules can
classify and extract useful knowledge from VHR satellite
data using GP algorithms. The second demonstrates that
the Bojarczuk model is efficient on accuracy classification
than the Falco and Tan models.

Keywords

Remote sensing � High resolution � Data mining �
Genetic programming � Rule-based system

1 Introduction

Knowledge-based systems (KBS) are becoming more and
more important in various domains, especially in
high-dimensional feature space where information is vari-
able, and knowledge in this context is still complex to pro-
duce [1]. Indeed, acquiring and representing knowledge is a
tedious process and the multiple steps involved in their
creation can be very different according to the studied
domain. This heterogeneity led to multiple questions and
propositions, and the expert is often lost when the time
comes to choose a solution. However, the advantages of
representing and storing domain knowledge are undeniable.
Indeed, it is then possible to produce intelligent systems
based on the use of the acquired knowledge and to better
explain and understand the domain under consideration.

In remote sensing, domain knowledge extraction is a
tedious task. This is due to the complexity of the feature
space, which is generally a satellite image with multiple
spectral bands. The 1980s saw the emergence of satellites
capable of producing high-resolution (HR) images between
30 and 10 m (Landsat-4, 1982; SPOT3, 1993). However, the
2000s appeared very high spatial resolution (VHR) satellite
images whose spatial resolution is less than 5 m (QuickBird,
2001; PLEADEES, 2011). VHR satellites currently make it
possible to obtain images with a resolution up to 0.5 m per
pixel on the panchromatic band. Therefore, these images
offer a much higher level of detail than HR images.

A new era has come to advance the semi-automatic
extraction of objects from digital images. In the remote
sensing field, multispectral imagery (MSI) captures reflected
radiation over a series of adjoining bands, covering a very
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large range of the electromagnetic spectrum for every pixel
in the image. In the last decade, a new series of high spatial
and spectral resolution imagery has become accessible and
used more in different fields. Such images with sub-metric
spatial resolution can provide features pertinent to the clas-
sification task, by enhancing accuracy and reducing spectral
confusion in some cases.

However, the classification methods used with high
spatial and spectral resolution data apply a new analysis
technique called object-oriented image analysis approach or
object-based image analysis approach (OBIA). These tech-
niques are usually based on the use of domain knowledge
[2]. The key issue in this approach is the obtainment of this
knowledge, which is usually implicit and not formalized.
Analysis methods must reduce the dimensionality of this
very high-dimensional feature space to make any classifi-
cation analysis more accurate [3, 4]. HR and VHR images
have been increasingly used for the classification of land use
land cover (LULC), but the spectral variation within the
same class, the spectral confusion between the different land
covers, and the shadow problem make per-pixel classifiers
less efficient. The object-oriented classification approach is
designed to deal with the problem of heterogeneity of the
environment; it no longer treats the pixel in isolation but a
group of pixels (objects) in their context [5].

The key parameter of the OBIA approach is the extraction
of primitive objects from raw images, where each object
corresponds to a group of homogeneous pixels. To recognize
objects (or using methods able to detect objects), several
techniques are generally based on the use of knowledge
related to spectral, spatial, and contextual properties (e.g.,
spectral and textural values of an object, shape, length, area,
form factor, etc.) [6].

About a decade ago, came the launch of the first software
package specializing in OBIA: a revolutionary development
in the remote sensing world that led to improvements within
a wide field of applications. Over the past few years more
packages have been developed, both specialized, and mod-
ules of existing image-analysis software.

A brief literature search reveals that publications in the
early period of OBIA (2000 to 2003/04) were dominated by
conference proceedings and “grey literature” but increasing
numbers of empirical studies published in peer-reviewed
journals have subsequently provided sufficient proof of the
improvements that OBIA offers over per-pixel analyses.
Figure 1 shows the increasing number of peer-reviewed
articles published, and the number was doubled between
2006–2008.

The dimensions of the features extracted from image
objects are much larger than pixels, which mainly contain
spectral-based information (e.g., mean, ratio, and standard
deviation). In object-based classification, hundreds of fea-
tures involving the spectral, geometry, and texture features

can be obtained from the image objects. However, large
amounts of features participating in classification always give
rise to the “complexity of dimensionality”, which decreases
the classification accuracy. As some features make contri-
butions to the classification and others have less influence on
the result, features are commonly divided into relevant fea-
tures, redundant features, and irrelevant features [2].

To yield better classification results, the irrelevant infor-
mation should be removed, as much as possible, and the
utilization of relevant information should be maximized.
Therefore, feature selection before the object-based classi-
fication of high-resolution remote sensing images is a pre-
requisite. After the redundant and irrelevant features are
removed, the training time is reduced, and the classification
efficiency can be improved [7].

In the literature, only a few works focus on the devel-
opment of a knowledge base to identify objects from remote
sensing data. However, building a knowledge base in this
context is not an easy task since the information required is
generally variant and not formalized. This paper is organized
into three sections as follows. In Sect. 2, the principles of
knowledge extraction from remote sensing data and its
relationship with GP were presented, as well as the algo-
rithms used to realize this study. The methodology and the
experiments were detailed in Sect. 3. Finally, Sect. 4 dis-
cussed the results and presented the concluding remarks.

2 Genetic Programming

Data mining technologies, e.g., fuzzy classifications [8],
object-oriented classification (based on multiresolution seg-
mented data) [7], per-pixel maximum likelihood [9], or
artificial neural networks [10], have been used in several
studies as a supervised or unsupervised remote sensing
classification technique [11, 12]. However, using data
characterized by huge volumes, high dimensionality, and
having spatial attributes will be a tedious task capable of
giving a result attended to be a suite. And of highly complex,
high-dimensional, diversified, and variant datasets that pre-
sent significant analysis challenges solving a problem auto-
matically has always been the main interest. It was an idea
that began in the late 1940s [13]. The domain of intelligent
systems has always aimed at producing systems with sup-
posedly intelligent behavior. GP is inspired by the design of
natural evolution and seeks to solve problems automatically.
An approach that requires intelligence if the same task is
accomplished by a human being, is none other than the
definition given by Arthur Samuel [13] on the purpose of
automatic learning and intelligent systems. GP is a method
inspired by the theory of evolution as it has been defined by
Darwin [14], in particular its biological mechanisms. It aims
to find programs that best meet a specified task. However,
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the GP concept allows the machine to learn, using an evo-
lutionary approach, to optimize the programs’ population.

Within the framework of GP from the first population of
stochastically generated programs and using operators
inspired by Darwinism, the GP evolves this population in a
stochastic way. By reiterating this process, it is hoped to make
the population converge toward solutions (programs) that
respond to the problem to be solved. The flowchart showed in
Fig.2 gives an idea of the general functioning of GP.

This diagram represents the operating cycle of a genetic
program. First, a base is implemented to be able to start
generating programs (initialization phase). Then, several
individuals that generate future generations are obtained. At
this time, a check is made to see if one of the solutions
offered by these individuals is satisfactory (Evaluation
Block). If no solution is suitable, a selection of the best must
be made to generate descendants using different techniques
like selection phase and crossover/mutation. Finally, these
descendants will come to replace the previous generation by
being, in turn, the parents, and the cycle then begins again
with the evaluation block. Roughly, in biology, the

information carried by a gene is called a genotype, and the
character expressed by this gene is called a phenotype [15].
By transposition in GP, a program can be seen from two
angles: genotypic, the form on which the genetic operators
apply, and phenotypic, the form in which the objective
function or fitness function will be evaluated. The most
common genotypic form in GP is the tree form, where each
program is encoded as a tree. Reference [16] used this form
to implement programs; it is the direct transposition of the
prefixed form, used for example by the Lisp language [16].

This paper is motivated by the works of [17, 18] in
analyzing and presenting the data structure of remote sensing
data as a knowledge base to extract useful classification
rules.

Finding a solid technique to extract knowledge from a
feature space (VHR images) has two advantages: (i) being
intuitively comprehensible to the user and (ii) being easily
interpretable by problem-domain experts.

The induction form is one of the powerful techniques
used in data mining techniques. Applying a rule-based sys-
tem using the statement IF (conditions) THEN (predicts
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Fig. 2 General flowchart of genetic programming concept
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class) is the challenge in this work. In the literature, there are
several rule induction algorithms to discover such classifi-
cation rules [19, 20]. A particularly famous strategy in
computer science consists of the sequential covering
approach, where in the essence the algorithm discovers one
rule at a time until (almost) all examples are covered by the
discovered rules (i.e., match the conditions of at least one
rule). In contrast, sequential covering rule induction algo-
rithms are mostly greedy, and they can perform a local
search in the rule space.

An alternative approach to discover classification rules
consists of using an evolutionary algorithm (EA), which
performs a more global search in the rule space. Indeed,
there are many EAs for discovering a set of classification
rules from a given dataset [212223–24].

3 Methodology and Experiments

All data mining tasks involve at least three steps: (1) data
preparation, (2) data analysis, and (3) decision-making. This
work consists of the three fundamental steps listed as follows:
first, the input data were preprocessed and prepared to extract
knowledge from an imagery of WorldView-2 satellite sensor
taken in 2011 [25]. The new knowledge base was analyzed to
identify the relation between attributes and reduce spectral
confusion in the dataset, and finally, GP was integrated as an
optimization technique capable to find new and innovative
classification rules. Figure 3 shows the complete processing
chain for the proposed classification approach.

3.1 Study Area

The study area is Rabat city, the political capital of Morocco,
located in the north-west of Morocco. Administratively, its
territory has an area of 118.5 km2, composed of the urban
municipality of Rabat, divided into five districts. At the last
census conducted in 2014, its population was 5,77,827,
making Rabat the seventh-largest city in the kingdom. With
its suburbs, it forms the second-largest agglomeration of the
country after Casablanca. Since June 2012, a group of city
sites is inscribed on the UNESCO World Heritage List as
cultural property. The heart of Rabat city is made up of the
old city, to the west, and along the seafront, there is a suc-
cession of modern neighborhoods, and to the east, along the
Bouregreg river. Between these two axes, going from north
to south, there are three main neighborhoods: The first oneis
Agdal, which is a very lively neighborhood of buildings
mixing residential and commercial functions, mostly inten-
ded for the middle classes. The second is Hay Riad, the
neighborhood with high-class areas that have experienced a

surge of dynamism since the 2000s, tending to become the
new business center of Rabat. The last one is the Souissi
neighborhood, consisting mainly of residential areas.

Hay Riad neighborhood made up of high standing houses
with modern architecture was the study area of this work,
where the roads are very clear, and the streets are also well
visible. Rooftops have a unified geometry as well as their
density allows a good segmentation of an input image.

3.2 Preprocessing of Input Data

The input data is generated mainly through a WorldView-2
satellite image which has eight multispectral bands: four
(4) standard colors (red, green, blue, and near-infrared 1) and
four (4) new bands (coastal, yellow, red edge, and
near-infrared 2) [26]. WorldView-2 products are available as
part of the DigitalGlobe Standard Satellite Imagery products
from the QuickBird, WorldView-1/-2/-3, and GeoEye-1
satellites [27]. With the additional four spectral bands,
WorldView-2 offers unique opportunities for remote sensing
analysis of vegetation, coastal environments, agriculture,
geology, and many other fields. This satellite image is
characterized by high spatial resolution with 4 m for multi-
spectral (MS) bands, and 0.5 m for the panchromatic
(PAN) one. With its enhanced agility, WorldView-2 is
capable of acting like a paintbrush, sweeping back and forth
to collect very large areas of multispectral imagery in a
single pass. The sensor can collect nearly 1 million km2

every day; its high altitude allows it to typically revisit any
place on earth in 1.1 days.

Radiometric calibration

As a preprocessing step, a radiometric correction was used to
prepare the data for segmentation and extraction of the
knowledge base. Radiometric correction of MS and PAN
data was used to calibrate aberrations in data values due to
specific distortions from atmosphere effects (such as haze) or
instrumentation errors (such as striping) [21].

DigitalGlobe sensor products (image pixels) are radio-
metrically corrected image pixels. Their values are a func-
tion of how much spectral radiance enters the telescope
aperture and the instrument conversion of that radiation into
a digital signal [28]. Therefore, image pixel data are unique
to each sensor.

A calibration step has been performed (at provider level)
and these data are provided in the *.IMD metadata file that is
delivered with the imagery. Since its launch, DigitalGlobe
performs an extensive vicarious calibration campaign to
provide an adjustment to the prelaunch values. The top of
atmosphere radiance (L) in units of [Wµm−1 m−2 sr−1] is
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then calculated for each band by converting from digital
numbers (DN).

Equation (1) is used to convert the at-sensor radiance to
top of atmosphere reflectance where calculations are per-
formed independently for each band and pixel:

qkpixelBand ¼
LkpixelBand � dES2 � p
EsunkBand � cos Hð Þs

ð1Þ

• “L” is at-sensor radiance calculated from data provided in
.IMD file;

• “dES” is the Earth–Sun distance in astronomic unit;
• Esun is the band-averaged solar exoatmospheric

irradiance;
• H is the solar zenith angle (90-meanSunEl from IMD

file).

Pan-sharpening

The second preprocessing step is the pan-sharpening of the
data, where this technique was used to enhance spatial res-
olution. Recently, several applications, such as land-cover
classification, feature extraction, image segmentation, and
change detection, require both spatial and spectral images for
fine features detection in suburban or urban scenes. The
literature shows a large collection of pan-sharpening

methods developed and used to enhance spatial resolution
and preserve spectral information. In this study, NNDeffuse
algorithm developed by [29] was used to fusion MSI and
PAN data.

Segmentation

Segmentation is a main preprocessing step that allows the
user to identify the object that has similar spectral charac-
teristics pixels. It is the process of completely portioning a
scene (in this case remote sensing image) into
non-overlapping regions (segments) in scene space. In the
segmentation process, all objects are outlined without any
class label. Usually, the outlined objects should have one
specific object, to generate appropriate segments capable to
distinguish semantic objects (Fig. 4).

Many powerful algorithms have been developed within
pattern recognition and computer vision since the 1980s,
where research led to successful applications in disciplines
like medicines or telecommunication engineering. However,
their application in the fields of remote sensing and pho-
togrammetry was limited to special purpose implementations
only. Nevertheless, this limitation is due to the complexity of
the underlying object models and the heterogeneity of sensor
data in use. With the appearance of high spatial resolution

Fig. 3 Processing chain from data preparation to rule-based classification
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satellite data as well as multisource data sources, the seg-
mentation methods have become evident again, and signif-
icant progress has been made with the introduction of the
first commercial and operational software product (eCogni-
tion by Definiens-Imaging) in 2000 [30].

Segmentation methods follow two strongly correlated
principles of neighborhood and value similarity. A water-
shed algorithm (WA) for segmentation is used. This method
integrates duplicate neighboring areas based on a combina-
tion of spectral and spatial information. The WA transform is
based on the concept of hydrologic watersheds, where basins
fill up with water starting at the lowest points, and dams are
built and water coming from different basins would meet.
The process stops when the water level has reached the
highest peak in the landscape [31]. A similar process is
applied in digital imagery using the luminosity of the pixel;
the darker the pixel, the lower the elevation. A watershed
algorithm sorts pixels by increasing the grayscale value and
then begins with the minimum pixels and “floods” the
image, partitioning the image into regions with similar pixel
intensities based on the computed watersheds. The result is a
segmented image, where each region is assigned to the mean
spectral values of all the pixels that belong to that region.

In this study, the Full Lambda-Schedule algorithm
developed by [32] is used to merge segments. The algorithm
iteratively merges adjacent segments based on a combination
of spectral and spatial information as mentioned above.
Figure 4 shows results after segmentation over Hay Riad
district where individual buildings are surrounded as well as
the green spaces (of grass and trees) and road networks.

3.3 Feature Extraction

All segmented objects from VHR images have spectral,
spatial, and textural features, to have an accurate classifica-
tion process. More than one attribute characterizing an object
must be found to explain this accurate classification; for
instance, shadow class has a high spectral value in
near-infrared bands, and grass has a high rectangularity index
in urban areas with a coarse texture and mean NDVI values.
Combining several distinctive attributes for each class will
facilitate the extraction of useful classification rules.

After the segmentation process, attributes of each segment
were calculated and extracted using a feature extractionmodule
implemented in ENVI 5.0 software [33]. Attributes were

Fig. 4 Example of Hay Ryad district (in Rabat city—Morocco) showing WorldView-2 image before and after segmentation process
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categorized as spatial, spectral, and textural attributes. Addi-
tional data was calculated using a normalized band ratio (in-
frared and red) and calculation of hue, saturation, and intensity
(HSI) attributes. The database extracted from ENVI’s module
was a *dbase file composed of 111 attributes. Details about
calculated attributes can be found in [34]. A number of 590
segments as a training set was used, where the proposed classes
are shown as follows (Shadow, Built up_Roofs, Built
Up_Roads, Vegetation_Grass, Vegetation_Trees, Bare soil,
and Water).

In Fig. 4, there are three levels of object classes. The first
level contains the main component of the urban ecosystem
(Built up, Water, and vegetation). In the case of VHR image,
the shadow class was added due to the high buildings and
trees. The second level of image object contains derived
information from the three components of the first-class
object. In the last level (3), there are more details about one
specific class or sub-classes (Fig. 5).

Table 1 resumes all calculated and extracted attributes
from a segmented image. All attributes that were in the
rule-based system are implemented in ENVI software to
classify the input image. Attributes were divided into two
types of bands (spectral and derived bands), respectively,
spectral indices and calculated attributes such as spectral,
geometric, and textural attributes.

3.4 Feature Selection

In modern machine learning algorithms, there are methods
used to reduce dimensionality [35, 36]. In general, these
tasks are rarely performed in isolation. Instead, they are
often preprocessing steps to support other tasks. In literature,

there are two main strategies of dimension reduction:
(i) Feature selection techniques that are typically grouped
into three approaches, namely filter, embedded, and wrapper
methods that extract subsets from existing features, and
(ii) feature extraction (e.g., principal component analysis—
PCA) [37]. The key difference between feature selection and
extraction is that feature selection keeps a subset of the
original features while feature extraction creates brand new
ones.

In this paper, the selection of attributes was made for the
supervised classification. In this context, the objective of
selection is finding an optimal subset of attributes that can be
composed of relevant attributes and must seek to avoid
redundant ones. In addition, this set must make it possible to
best meet the objective set, namely the accuracy of learning,
the speed of learning, or even the applicability of the pro-
posed classifier.

ReliefF-based feature selection method was used in this
paper, where it takes a filter method approach [38]. The
proposed method was used to calculate a feature score for
each feature. This score can be applied to rank and select
top-scoring features. Many researchers adopted the ReliefF
algorithm to preliminary filter high-dimensional features in
the feature database [38, 39].

By applying the ReliefF method on the input dataset,
results made it possible to select the 20 best attributes of
which it proposed bands 6, 7, and 8, which are, respectively,
red edge, near-infrared—NIR-1, and near-infrared—NIR-2.
Also, the hue, saturation, and intensity (HSI) transformation
from RGB bands were highly ranked and used in the new
filtered dataset.

Fig. 5 Object classes hierarchy used in this study
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3.5 Generating Classification Rules

In this paper, knowledge is presented as multiple IF–THEN
rules in the decision rules list. Such rules state that the
presence of one or more conditions (antecedents) implies or
predicts the presence of other conditions (consequents).
A typical rule has the form of: If X1 and X2 and … Xn as
conditions THEN Y, where Xi 2 (1, 2,..,n) is the antecedent
that leads to the prediction of consequent Y. The reason why
classification rules were used instead of the decision tree is
because each rule can be seen as an independent piece of
knowledge. Thus, newly generated rules can be added to an
existing ruleset without disturbing existing ones. Multiple
rules can be concatenated to form a set of decision rules.
This last is usually listed according to their accuracy, where
the best rule was listed first.

The Java Class Library for Evolutionary Computation—
JCLEC Framework developed in Java Environment was
used. JCLEC is a representative example of an evolutionary
optimization framework designed for one main objective, to
maximize its reusability and adaptability to new paradigms
with a minimum of programming effort [40, 41]. The
implemented classification module is an intuitive, usable,
and extensible open-source module for GP classification
algorithms [42]. This module is a part of open-source soft-
ware for researchers and end-users to develop and use
classification algorithms based on GP and grammar-guided
genetic programming (3GP) models [43], an extension of GP
which makes the knowledge extracted more expressive and
flexible using a context-free grammar.

JCLEC classification module houses three 3GP classifi-
cation algorithms listed as follows: (Bojarczuk_GP [44],
Falco_GP [21] and Tan_GP [45]). JCLEC extends a class
called PopulationAlgorithm. This parent class defines the
main steps of the evolutionary process. To initialize the
population, a component is triggered with the number of
solutions to be created as a parameter; in this case the
number of solutions is equal to the n class in the dataset.
Each solution individual should contain a fitness object
representing its quality.

Bojarczuc Model

The author used GP standard operators to evolve decision
trees using a defined syntax. Bojarczuk used a GP-based
approach, where a set of functions applicable to different
types of attributes is defined to represent the rules as a
disjunctive normal form. Several constraints are placed on
the tree structure to express a valid rule. This type of GP is
also referred to as constrained syntax GP [44, 46]. The
fitness function used in the Bojarczuk model evaluates the
quality of each individual (a rule set where all rules predict
the same class) according to two basic criteria, namely its
predictive accuracy and its simplicity [47]. Implementation
of this fitness function in the JCLEC module is a subclass
called BojarczukEvaluator. The fitness function in this case
evaluates the confusion matrix for each of the data classes
[44].

Falco Model

The author used GP to evolve comprehensible simple rules
by combining the parallel searching ability of genetic pro-
gramming. Falco used a classifier tree that is constructed
using logical functions and attribute values. A grammar has
been designed that can represent such rules. The author has
shown that the evolved rules are comprehensible, emphasize
discriminating variables, and achieve compatible perfor-
mance as compared to other classification algorithms on
benchmark datasets [21]. The fitness function used in this
case evaluates the number of prediction errors for the class
of the current algorithm’s execution [21].

Tan Model

Tan model is based upon a modified version of steady-state
GP in [48]. The fitness function evaluates the quality of each
rule or individual, which is based on the evaluation function
defined in Eq. (2). In other words, the fitness function
evaluates the confusion matrix for the data class of the
current algorithm’s execution.

Table 1 Extracted parameters
from preprocessed satellite image

Attributes Class attribute

Spectral bands Spectral information was calculated using the 8 input bands where (Min, Max,
Mean, and Standard Deviation was calculated)

Derived bands Hue—Saturation—Intensity

Spectral Indices Band ratio using Red and NIR bands

Geometric
calculation

12 variables are calculated

Textural
calculation

4 variables are calculated
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Fitness ¼ Tp
TpþW1 � Fn �

Tn

TnþW2 � Fp ð2Þ

where Tp, Fp, Tn, and Fn stand for true positive, false
positive, true negative, and false negative, respectively. W1
and W2 are the weights; they enable the dependency of fit-
ness function on different concepts.

Nevertheless, the performance of three modules has been
tested and validated in the following section with statistical
tests like R-squared, p-value, and ROC area.

4 Results and Discussion

GP models interpretation

The models used in this study generated explicit rules to
simplify knowledge from high-dimensional feature space.
Rule induction technique that creates the “If—Then—Else”
type was used; it generates rules from a set of input vari-
ables, and it can work with both numerical and categorical
values. In this case, an inductive prediction that concludes a
future instance from a past sample is as follows:

IF (antecedents)1 THEN class1

ELSE IF (antecedents)2 THEN class2

ELSE default class

All the models proposed the same inductive structure
with a variety of attributes that were candidates to generate
an optimal solution and help the user in the choice of the
most representative attributes in the search space. The
interpretation of these choices is based on three main classes:
shadow, roofs, and trees.

The rules below show an example for the result of
Bojarczuk’s model, presented in the inductive form. For
shadow class, the algorithm proposed 2 bands, respectively,
the blue and near-infrared band 2—(NIR-2). Dark objects,
which confound many shadow detection algorithms, often
have much higher reflectance in the NIR band. The blue
band is also considered to be an excellent choice because
several studies have shown that shadow pixels are illumi-
nated by the predominantly blue, diffuse sky radiation.
Bojarczuk model suggested a combination between NIR-2
and blue band where the real interpretation of the rule is IF
average value of blue band < = 19,188 AND the average
value of NIR-2 band < = 37,71,600 THEN objects belong to
shadow class. On the other hand, Falco’s model proposed
the texture of band 6 (red-edge band) to represent the sha-
dow class. The red-edge band is a division of the red
spectrum between 700 and 750 µm. However, the red band

reflects a small part of the dark pixels which is considered a
poor choice for this class. The Tan model suggested a
complicated rule composed of four conditions and two log-
ical operators (“AND” & “AND NOT”); the NIR-1 and
NIR2 bands, the ratio between the red band and NIR (which
is the ratio of the Normalized Difference Vegetation Index—
NDVI). NDVI band should not be taken into account
according to the Tan model using the logical operator (AND
NOT), and finally the minimum value and the NIR-1 band.
This complexity can cause interference between conditions.

IF (AND < = AVG_B2 191,880,007 < = AVG_B8 377,160,068)

THEN (Class = Shadow.

ELSE IF (AND < = AVG_B9 -0,608,389 > TXAVG_B7

430,725,437)

THEN (Class = vegetation_2)

ELSE IF (AND > AVG_B2 191,880,007 < = AVG_B8

377,160,068)

THEN (Class = water)

ELSE IF (AND < = MAX_B9 -0,317,148 AND < = TXAVG_B7

430,725,437 > MIN_B10 107,685,121)

THEN (Class = Vegetation_1)

ELSE IF (AND < = TXRAN_B11 0,083,049 AND < = TXAVG_B7

430,725,437 > MAX_B9 -0,317,148)

THEN (Class = Built_up_1)

ELSE IF (AND > AVG_B9 -0,608,389 > AVG_B8 377,160,068)

THEN (Class = Built_up)

ELSE IF (AND < = TXRAN_B11 0,083,049 AND < = MIN_B10

107,685,121 < = TXAVG_B7 430,725,437)

THEN (Class = Bare_Soil)

ELSE (Class = Built_up)

For buildings and rooftops, Bojarczuk’s model proposed
the average value of NDVI band and NIR-2 band. Buildings
and rooftops have particular characteristics relative to other
features. For example, the shape of rooftops approximates a
rectangle, the area of rooftops of residential buildings is
within a certain range, compared to industrial or other types
of buildings. In our case, rooftops of interest are relatively
dark, so they should have a low average pixel value ð\0.4).
However, NDVI would be a good criterion to start with in
this example, where the buildings have smaller NDVI values
than vegetation.

The Falco model suggested the average value of the blue
band and the minimum of the NIR-2 band. The near-infrared
bands may contain low reflectance for dark pixels, which
may meet our needs but not with great certainty. Dark pixels
can also exist in the roads and bare ground classes. The Tan
model once again proposed a rule with three conditions, but
very interesting attributes. He suggested the minimum val-
ues for the NDVI band (which is a very good choice), the

Optimization of Object-Based Image Analysis with Genetic … 165



average texture values for NIR-1 band, and texture range for
band 11 (the HSI transformation of RGB bands).

In the case of trees class, the Bojarczuk model proposed
the maximum value of the NDVI, which was predicted, and
the mean texture of the NIR-1 band and the minimum value
of the band 10 (which is the derived HIS transformation
from RGB bands). In the literature, it is known that trees are
more textured than grass, so the choice of the mean texture
within the infrared band is well done for the Bojarczuk
model.

In the case of the Falco model, the algorithm proposed
NDVI combined with the coastal blue band (band 1). This
combination can lead to inaccuracy of the generated rule due
to the coastal blue band reflectance values. Thus, the Tan
model has proposed the minimum value of band 10.

4.1 Validation Metrics

As a validation method, the confusion matrix was used to
evaluate classification accuracy, which is a common way of
presenting true positive (TP), true negative (TN), false
positive (FP), and false-negative (FN) predictions. Those
values are presented in the form of a matrix where the Y-axis
shows the true classes while the X-axis shows the predicted
classes.

Table 2 shows that the Bojarczuk model’s classification
gives a diagonal matrix, except for the confusion between
(roads and roofs) classes, a large part of the roofs has been
classified as roads. This is generally due to the spectral
properties of the infrared band where both classes contain
dark pixels. Also, a spectral confusion between roofs and
water areas has been provoked. This is due generally to the
low reflectance of water pixels in some areas. A second
confusion has been shown in Table 3 with the trees and grass
classes. This confusion is due to the spectral rapprochement
between trees and grass classes in the NDVI index.

The Falco and Tan models show the same confusion
(roads and roofs) with a slight difference between the
number of misclassified lines.

4.2 Statistical Metrics

The confusion matrix was presented in Table 3 to evaluate
the behavior of the three models in terms of classification
accuracy. On the other hand, it can be more flexible to
predict the probabilities of an observation belonging to each
class in a classification problem rather than predicting clas-
ses directly. This flexibility comes from the way that prob-
abilities may be interpreted using different thresholds that
allow the model to trade off concerns in the errors made by
the model, such as the number of false positives compared to

the number of false negatives. This is required using models
where the cost of one error outweighs the cost of other types
of errors.

ROC areas and precision-recall curves (PRC) were used to
explain the probabilistic forecast for binary (two-class) clas-
sification predictive modeling problems [42]. The metrics are
used to evaluate the performance of the three models. Preci-
sion can be understood as a measure of accuracy or quality,
while recall is a measure of completeness or quantity [49].

A measure that combines precision and recall in their
harmonic mean, called F-measure or F-score, is used to
estimate model performance. However, one rule is used: the
higher the score, the better the model. This parame-
ter combines precision and recall into one metric. Table 3
shows that Bojarczuk has the best F-score for all classes,
followed by Falco and Tan. Another measurement parameter
that distinguishes the performance of several models is the
ROC area. In general, ROC curves are based on the rate of
true positives (TP Rates) and the rate of false positives (FP
Rates). These are relationships that do not depend on the
distribution of classes. This robust method eliminates the
need to know the costs of classification and the distribution
of classes. To calculate the points of a ROC curve, several
evaluations of a logistic regression model are performed by
varying the classification thresholds, but this would be
ineffective. In other words, the AUC provides an aggregated
measure of performance for all possible classification
thresholds. AUC can be interpreted as a measure of proba-
bility for the model to classify a random positive example
above a random negative example. Table 3 shows the AUC
values for the three models for all classes. Bojarczuk’s
model showed again a great score compared to other models.

In general, a value of ROC-AUC greater than 0.7 is a
good representative value for a model. However, Table 3
shows that the three models were able to classify the seven
classes with a score beyond 0.7, except for the road and trees
classes in the Falco model. It seemed, however, that the
Falco model is unable to distinguish between these two
classes precisely. A second anomaly is noticed between
(bare soil) and (roads), where the Tan model found difficulty
in classifying these two instances correctly.

It is highly recommended to use precision-recall curves as
a supplement to the routinely used ROC curves to get the full
picture when evaluating and comparing tests. It is used less
frequently than ROC curves but as we shall see PRC may be
a better choice since the current dataset contains imbalanced
data. Since precision-recall curves do not consider true
negatives, they should only be used when specificity is of no
concern for the classifier. In other words, the PRC area
represents a different trade-off which is between the true
positive rate and the positive predictive value.

PRC is simply a graph with precision values on the y-axis
and recall values on the x-axis. In other words, the PRC
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contains TP/(TP + FN) on the y-axis and TP/(TP + FP) on
the x-axis. Both precision and recall are important metrics to
evaluate the performance of the binary classification model.
The corresponding PRC values in Table 3 show the loss of
precision, even the ROC-AUC area of bare soil class that
was 0.80 in the Bojarczuk model, barely touches on 0.45
precision. This deficit allows concluding that even higher
ROC-AUC can hide a lot of imprecision in some cases.
Falco and Tan models show much lower values in the PRC
area.

Finally, a weighted average value of all metrics shows
that the Bojarczuk model had high accuracy followed by
Tan and Falco. The performance evaluation of the three
models with the application of the AUC-ROC curve
(specificity vs sensitivity) and PRC demonstrates that the
Bojarczuk model is efficient than the Falco and Tan models.

There is a correlation between statistical metrics and
attributes generated in the proposed rules. The model that
performed well in terms of statistical attributes is the same
model that proposed good rules. Based on developed

Table 2 Confusion matrix for
the Bojarczuk, Falco, and Tan
models

Confusion
matrix

Bare
soil

Grass Road Roofs Shadow Trees Water

Bojaczuk
model

Bare soil 42 2 9 10 0 3 0

Grass 0 110 0 0 0 4 0

Road 1 0 30 2 1 0 0

Roofs 8 1 27 72 6 0 15

Shadow 3 0 2 1 51 5 0

Trees 11 18 3 4 8 61 0

Water 0 1 0 1 0 0 70

Falco model Bare soil 57 0 0 8 0 1 0

Grass 16 98 0 0 0 0 0

Road 25 0 1 4 0 0 4

Roofs 46 4 0 76 1 0 2

Shadow 32 0 0 0 26 4 0

Trees 65 7 0 1 0 32 0

Water 8 0 0 1 1 0 62

Tan model Bare soil 19 1 15 17 7 6 1

Grass 3 105 1 3 0 2 0

Road 1 0 11 11 10 0 1

Roofs 2 3 11 102 3 1 7

Shadow 0 0 2 4 40 12 4

Trees 4 13 1 1 14 72 0

Water 1 1 1 0 0 0 69

Table 3 Evaluation parameters
of the three models

– Bojarczuk Faclo Tan

ROC
Area

PRC
Area

F-Score ROC
Area

PRC
Area

F-Score ROC
Area

PRC
Area

F-Score

Bare
soil

0.80 0.45 0.64 0.75 0.21 0.36 0.64 0.24 0.40

Grass 0.95 0.81 0.90 0.91 0.80 0.88 0.95 0.80 0.88

Roads 0.90 0.38 0.57 0.52 0.08 0.057 0.64 0.12 0.28

Roofs 0.75 0.54 0.65 0.77 0.59 0.70 0.85 0.63 0.76

Shadow 0.90 0.65 0.80 0.70 0.45 0.57 0.80 0.39 0.58

Trees 0.78 0.56 0.68 0.64 0.39 0.45 0.82 0.59 0.72

Water 0.97 0.80 0.90 0.93 0.80 0.88 0.96 0.81 0.90
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expertise in choosing the right attributes (spatial, spectral,
textural, or even derived products such as NDVI), the
interpretation of the rules generated by Bojarczuk’s model
shows a good choice of these attributes (Fig. 6).

In this paper, the evaluation of the models was limited at
the level of their statistical metrics. Execution of the rule
classification has shown that the models can extract each
class separately from the other classes; in other words, the
classification rules generated by the three models can make a
good extraction of one class at a time. Tests performed in the
ENVI software, using its feature extraction module, have
shown that applying the rule to a single class is capable to
improve accurately extracting the class.

5 Conclusion

The performance of the evolutionary approach was tested;
particularly, genetic programming is used to extract explicit
knowledge from VHR satellite images. Genetic program-
ming algorithms have shown their performance in explicit
knowledge extraction, especially in a complex feature space.

Genetic programming has shown its ability to simulate
human expertise in the choice of the most representative
variables to apply a rule-based supervised classification.
Despite advances in the development of various proposed
algorithmic models, the evolutionary approach is still unable
to detect a precise threshold value for a given class.

However, a perspective can be retained from this work,
focusing on strengthening the algorithmic model so that it
can detect more accurate threshold values. This is feasible if
a large amount of training data is given, as well as elimi-
nating the preprocessing part that allows filtering of vari-
ables that have more influence on the feature space.
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Machine Learning and Remote Sensing
in Mapping and Estimating Rosemary Cover
Biomass

Hassan Chafik, Mohamed Berrada, Anass Legdou, Aouatif Amine,
and Said Lahssini

Abstract

Biomass estimation is important to predict the production
of medical and aromatic shrubs. This work presents an
efficient method to estimate the biomass of rosemary cover
based on satellite imagery data. The approach consists of
using remote sensing and machine learning techniques to
map the rosemary cover, then estimating the dry biomass
using a simple regression model that estimates the weight
of a single rosemary tuff. The results are maps of the
rosemary cover density where the random forest classifier
gave high validation scores (67.5, 75.5, and 80%). The tuff
weight estimator gave an accuracy of 7%.

1 Introduction

Grasslands are areas where the vegetation is dominated by
grasses. However, sedges and rushes are also found here, as
well as other grasses in varying proportions. Grasslands
occur naturally on every continent except Antarctica and are
found in most ecoregions of the earth. Besides, grasslands
are one of the largest biomes on the planet and dominate the
landscape globally. They cover approximately 43% of the
earth’s surface. There are different types of grasslands:
meadow, steppe, and savannah.

In Morocco, grasslands are steppe-type. They are con-
stituted, in general, from alfalfa and aromatic shrubs. They

cover about 3,255,714 ha, which constitutes about a third of
the national forest cover [1].

Rosemary, Rosmarinus officinalis L. [family LAMIA-
CEAE], is an evergreen shrub native to the Mediterranean
region. It belongs to the mint family. This resource has
economic and biological importance. Hence, estimating the
biomass is required and has many utilities, e.g., monitoring
the biomass fluctuation to oversee the ecosystem changes,
predicting the production for agricultural cooperatives
operating in this field, and for the high commission of water
and forest to fairly tax the incomes of those cooperatives.

A good estimation of the biomass starts with good
mapping. In general, detecting vegetation cover in arid and
semi-arid areas using remote sensing techniques is prob-
lematic. When the density of leaves is weak, the adjusted
soil influences the spectral emittance and makes it difficult to
detect the vegetation cover. Previous works propose the use
of time-series data to differentiate between evergreen and
deciduous species or to describe the seasonal change in
agricultural lands [2]. Other works resort to the use of
images captured in dry seasons [3].

Remote sensing techniques seem to be the practical way
to detect and map vegetation canopy. They are largely used
for this task. Those techniques perform simply, but effec-
tively, by registering reflected electromagnetic waves [4].
Researchers exploit the vegetation spectral characteristic to
discriminate it, directly from the original bands or by
developing spectral indices.

Spectral indices (SIs) in remote sensing are mathematical
equations that have as parameters wavelength bands. Each
index is developed considering the reflectance characteristics
of the objects. The most common form is the normalized
difference.

To realize the potential of SIs, one can refer to the bib-
liography to find several important applications, e.g., mon-
itoring land use/landcover change [5, 6], inspecting the water
and air quality [7], in geology [8], and vegetation cover
monitoring [9].
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Remote sensing technics, including SIs, could be fully
exploited using the machine learning (ML) approach. ML, as
a part of artificial intelligence, designs a category of algo-
rithm that enables machines to learn from data and become
accurate in prediction and classification tasks. Nowadays,
ML finds various applications, e.g., in image processing,
data analysis, public health, and modeling phenomena.

Recently, several published works handled mapping and
biomass estimation. By browsing the bibliography, we find a
massive use of remote sensing data, either optical, lidar, and
radar [10–12]. The authors used different algorithms in the
mapping task, such as random forest, maximum likelihood,
and spectral angle mapper [13–15]. They used different
algorithms in the biomass estimation task either.

In this chapter, we aim to present a simple and efficient
methodology to estimate the rosemary dry biomass. Con-
cerning the mapping of the rosemary cover, we will exploit a
previously published work. Then, we will demonstrate the
biomass estimation method.

This paper presents an application on rosemary lands in
the Errachidia region, southeast of Morocco. The method-
ology is scalable in larger areas and is applicable to other
zones having similar conditions. The methodology is simple
for reproduction by a large community, either experts, sci-
entists, or end-users.

2 Materials and Methods

2.1 Sentinel 2 MSI Images

Sentinel 2 MSI satellite images are available since June
2015. They are captured using the multi-spectral instrument
(MSI) carried on the two satellites 2A and 2B. The images
contain 13 spectral bands at 10–60 m spatial resolution.

What makes Sentinel 2 MSI images useful is that they are
orthorectified tiles covering 100 km2 each. They provide 13
spectral bands sensitive to different earth surface objects
which increases the information that could be extracted and
the possibility to formulate more spectral indices in com-
parison to other free access data like the Landsat series.

Besides, more open-access software provide tools to treat
those images such as QGis and ESA’s SNAP Toolbox.
These products are available via the Copernicus open access
hub and USGS Earth explorer platform.

The problem that occurs in this stage is the date of the
capture. In our region, precipitation is irregular. Hence, we
cannot use images captured in summer as scientific papers
suggest for better discrimination between evergreen and
drought semi-deciduous vegetation [3] This irregularity
could be seen by observing the last two years (2018–2019)
precipitation records (Fig. 1). Several periods of drought and
precipitation alternate during the year but not fitting with the
seasons. Hence, summer does not necessarily define a dry
season in this region.

The precipitation records show four dry periods. The
longest one is P3. It reigned for five months (from October
2018 to February 2019). A second one (P1) was recorded
from February 2018 to April 2018. It lasted for three months,
while two short ones, P2 and P4, were registered in June and
July 2018 and 2019, respectively.

Table 1 shows the available Sentinel 2 images during the
last two months of P3. Twelve scenes are spanning 59 days
with 6 days temporal resolution. The best scene should be as
far as possible from the last precipitation and have less cloud
cover percentage.

Table 2 shows further scenes from the last precipitation
and having less cloud cover. Based on what was mentioned
before, the S9 seems to be the best scene. It comes after
164 days of drought and has a weak cloud cover.

Fig. 1 Precipitation records of
the study area during 2018–2019
(Reproduced from [16])
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The image was clipped for the study area, radiometri-
cally, and atmospherically corrected using the DOS tool in
QGIS software.

2.2 Spectral Indices

The first one is the NDVI (normalized differenced vegetation
index). It is a famous index based on detecting the gap
between the red wave and the near-infrared wave reflectance
for a given body. It is a biophysical parameter that correlates
with chlorophyll concentration (photosynthetic activity)
[17], so NDVI can give information on vegetation cover, and
land cover in general, in an indirect way [18]. Its formula is
(1):

NDVI ¼ NIR� RED

NIRþRED
: ð1Þ

NIR is the near-infrared wave band, and RED is the red
waveband.

NDWI (normalized differenced water index) is widely
used for mapping water surfaces (lacs, water dam, etc.), but
it is also used for describing the wetness of objects. This
index was proposed by several authors with different for-
mulas from which we cite those shown in Table 1 (Table 3).

NIR is the near-infrared waveband, SWIR is the short
infrared waveband, and GREEN is the green waveband. We
will adopt, in our paper, the McFeeters formula.

The third index is SAVI (Soil Adjusted Vegetation
Index). It is an index proposed by [21], as a new spectral
vegetation index. Its formula is (2):

SAVI ¼ 1:5þ NIR� RED

NIRþREDþ 0:5
ð2Þ

Those indices have enhanced the object’s discrimination
in the arid climate context. They will be considered as

Table 1 The available Sentinel 2
MSI scenes during P3

Scene S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12

Day 04 09 14 19 24 29 03 08 13 18 23 28

Month January February

Year 2019

Table 2 Sentinel 2 MSI scenes
with the lowest cloud cover

Scene S5 S8 S9

Date 2019/01/24 2019/02/08 2019/02/13

Cloud cover (%) 0.24 0.029 0.67

Table 3 Sentinel 2 MSI scenes
with the lowest cloud cover

Formula Author

NDWI ¼ NIR�SWIR
NIRþ SWIR

Hardisky et al. [19]

NDWI ¼ GREEN�NIR
GREEN þNIR

McFeeters [20]

Fig. 2 Organigram presenting the indices calculation steps (Repro-
duced from [16])
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parameters for the RF model used to classify the rosemary
cover. They will be stacked to form an RGB image. The
methodology is resumed in Fig. 3 (Fig. 2).

2.3 Random Forest Model

Random decision forest was created by [22] and proposed by
[23] as an ensemble of decision trees, where each tree is a
classifier. It consists of a bagging procedure to generate
random vectors from the original training set. Each vector
feeds a classifier. The final decision to assign an element to a
class is obtained by a majority vote among the trees. The
combination of multiple decision trees in the RF algorithm
reduces the overfitting [24]. As with any supervised classi-
fier, training is required to build an efficient model.

The dataset contains 304 terrain truth samples. To each
sample, three values relative to NDVI, NDWI, and SAVI
indices were associated. The values are extracted from the
RGB image in a GIS environment. Those indices are con-
sidered as the independent variables. Besides, a label (the
dependent variable) is assigned to define the class to which
belongs each sample.

To structure the RF model, three parameters are required
to set: the number of trees, the homogeneity function, and
the minimum number of splits. The number of trees is not
evident to define. In general, the more trees we use, the
better we get the results. But in some cases, the benefit of
using an important number of trees could be lower than the

cost of time-consuming. Hence, it becomes impractical. We
tested 50, 100, 200, and 300 trees and we got approximately
the same training score and the same parameter’s weights
distribution (Table 4). It was decreasing as the number of
trees increased.

Those results could be explained by the small training set
we are dealing with. So, it is unnecessary to implement a
large tree number. We kept 50 trees for our model.

A second detail to discuss is the function used for mea-
suring the quality of a split. In our model, we used the Gini
impurity function. It is a metric that measures, within the
subsets, the homogeneity of the target variable. In other
words, it measures the probability of misclassifying an
object into a class [25]. Its formula is (3):

iGiniðuÞ ¼
Xd

i�1

ui
uk k1

1� ui
uk k1

� �
ð3Þ

The minimum number of samples required to split an
internal node is two samples, so nodes are expanded until
they are pure or until all leaves contain less than the mini-
mum number of split samples.

After the training step, the model was run to classify the
RGB image for the study area and distinguish four classes:
very weak rosemary cover (VWR), weak rosemary cover
(WR), important rosemary cover (IR), and bare soil (Bs).
The model was run for an adjoining zone to test its scala-
bility. For the validation step, we used 98 validation points
taken from both areas.

Fig. 3 Organigram presenting
the RF model establishment
(Reproduced from [16])
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2.4 Biomass Calculation

The last part of the work is to estimate the rosemary pro-
duction by calculating the dry biomass. To reach this pur-
pose, we went through the estimation of the green biomass,
then the deduction of the dry one.

2.4.1 Tuff Weight
This step consists of estimating the average weight of a
single rosemary tuff. The average weight could be simply the
mean of the real weight samples or estimated using Eq. (4)
that relies the weight to the diameter and the height of tuff
samples, then calculate the mean estimated weight.

We went through the second proposition, and for this, 40
random tuff samples were withdrawn from the field. For
each one, the diameter and height were measured. Rosemary
tuffs do not present a perfect spheric form; therefore, two
diameters were measured, then used to get the mean diam-
eter. The diameters are not necessarily perpendicular.

Be ¼ 1:05ð2:001D1:39551H0:26943Þ ð4Þ
Be is the estimated weight, D is the mean diameter of the

tuff, and H is the height of the tuff.
Since we have 40 samples, the estimated weight will be:

Bem ¼
X40

1

Be

40
ð5Þ

To test how accurate is our estimation, we compared Bem
with the real average weight Brm using Eq. (6):

D ¼ ððBrm � BemÞ=BrmÞ � 100 ð6Þ

2.4.2 Number of Tuffs Per Parcel
Now we need to get the thematic density classes (IR, WR,
VWR), gotten previously, expressed in terms of the number
of tuffs per unit area.

Within each class area, we toke 10 randomly distributed
parcels sized of 0.010 ha (100 m2) which is the same size as
the image pixels. Then we calculated the number of tuffs
within each parcel. Table 5 presents the detail of the
calculation.

2.4.3 Wet and Dry Biomass Estimation
To get the biomass, we will follow a simple series of cal-
culations. Within each class, for each parcel, the biomass
Bp,class will be the number of tuffs by the estimated average
weight:

Bp:class ¼ Bem � Nmean ð7Þ
Then, the biomass of the class Bc,class is Bp,class by the

total number of pixels Npixels,class:

Bc:class ¼ Bp:class � Npixels:class ð8Þ
Hence, the total estimated biomass is the sum of Bc,class:

Btwet ¼
X3

class¼1

Bc:class ð9Þ

We have now the green biomass estimation Bwet. We
need to deduct the dry biomass. The efficient way is to define
the dryness ratio Dr of the rosemary by comparing the wet
weight Be calculate before and the dry one Bdry measured
after leaving the tuffs drying outdoor. This experience was
elaborated for each tuff sample.

Table 4 Training scores and
weights distribution as a function
of the number of trees ([16])

Trees number 50 100 200 300

Training score 0.728 0.723 0.699 0.708

Weights

NDVI 0.414 0.408 0.423 0.424

NDWI 0.254 0.257 0.249 0.251

SAVI 0.331 0.333 0.326 0.324

Table 5 Withdrawn parcels and
the relative number of tuffs per
parcel for each class

Class Nbr of parcels Min tuff/parcel (Nmin) Max tuff/parcel (Nmax) Mean tuff/parcel (Nmean)

IR 10 16 22 19

WR 10 11 14 12.5

VWR 10 4 10 7
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Dr ¼ ðBdry=BeÞ ð10Þ
Then we calculate the mean dryness ratio Drm:

Drm ¼
X40

1

Dr

40
ð11Þ

Finally, the dry biomass is:

Btdry ¼ Btwet � Dr ð12Þ

2.5 Results

2.5.1 Spectral Indices
We start the exhibition of the results by describing the
spectral indices maps. First, we have the NDVI map (Fig. 5).
The values are ranging from −0.092 to 0.651. The lowest
values correspond to bare soil (red color), the highest values
refer to important vegetation cover, and intermediate values
are reflecting different vegetation cover densities (Fig. 4).

The second map is the NDWI map (Fig. 6). The values
are ranging from −0.644 to 0.074. The lowest values cor-
respond to dry vegetation because it reflects the near-infrared
waves largely more than the green waves, so the difference
GREEN–NIR will be very low. As the vegetation cover gets
weaker, the influence of the soil becomes important. As a
result, the value of the NDWI will increase to get its max-
imum for the bare soil.

The last map is relative to the SAVI parameter (Fig. 7).
For this index, we had values from 0.051 to 0.187. All the
values are positive but close to zero. The highest values refer
to bare soil, while the lowest ones refer to the existence of a
vegetation cover.

Those indices showed different correlations (Table 6).
The NDVI is mediumly negatively correlated to NDWI,
while it is weakly positively correlated to SAVI. NDWI and
SAVI showed a relatively important positive correlation.
Those correlations are important to verify, to make sure that
none of the variables are fully correlated, so all the variables
chosen will contribute differently to explaining the
phenomenon.

2.5.2 Random Forest Classifier
The RF model classified the RGB image and gave as results
a density map showing four classes (IR, WK, VWK, and
Bs), for the study area (Fig. 8), and the area used for vali-
dation (Fig. 9).

The validation of the classification results gave a score of
90%. The validation has so proven the sensibility of the
model toward the weak rosemary cover.

By comparing the truth terrain samples and the results
obtained, we observe that the classes showed a high
matching rate (Table 7). The model was good in detecting
weak rosemary cover class (WR), and in second place, in
detecting important rosemary cover class (IR), then respec-
tively for VWR and Bs class. We noticed that the VWR
class was mingled with Bs class.

Fig. 4 Map of NDVI index
calculated for the study area
(Reproduced from [16])
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2.5.3 Dry Biomass Estimation
Respectively to the methodology, we calculated the average
weight Bem of the single tuff. Next, we calculated the wet
biomass and finally, we calculated the dry biomass of the
study area. The results are detailed in Tables 8 and 9.

2.6 Conclusion

The approach presented in this work, based on remote
sensing techniques and machine learning, showed its utility
in building a classification model capable to classify weak

Fig. 5 Map of NDWI index
calculated for the study area
(Reproduced from [16])

Fig. 6 Map of SAVI index
calculated for the study area
(Reproduced from [16])
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Fig. 7 Map of rosemary cover
established by the model for the
study area (Reproduced from
[16])

Table 6 Correlation between
spectral indices (Chafik et al.
[16])

NDVI NDWI SAVI

NDVI 1 −0.52 0.36

NDWI 1 −0.79

SAVI 1

Fig. 8 Map of rosemary cover
established by the model for the
adjoining zone (Reproduced from
[16])
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vegetation cover. The remote sensing technics provided free
and easily manipulated parameters for the model. The ran-
dom forest classifier algorithm has proven its potential in
distinguishing rosemary different densities, based on only
three spectral indices. The good quality of the map issued
from the classification gave accurate support for the biomass
estimation. All those qualities make the present methodol-
ogy practical and easy for reproduction by users, either
researchers or any interested user.
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