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Foreword

The book Innovations in Biotechnology for a Sustainable Future collects a good part
of the biotechnological advances presented at the IV International Scientific Con-
vention organized by the Technical University of Manabí, Ecuador (CCIUTM
2020). This book presents a series of independent chapters where different topics
of great relevance and impact are addressed. Its creation is a reflection of our passion
for scientific research and dissemination, and we hope that it will constitute a
significant contribution to biotechnological knowledge, and especially that it chal-
lenges readers to verify-contrast innovative findings and results on different topics.
In total, technical-scientific results are presented from more than 60 researchers from
different countries, in which multidisciplinary and transdisciplinary studies are
developed in fields such as phytochemistry, bioremediation, microbiology, and
recovery of plant residues.

We live in the era of biotechnological revolution, and all the countries of the
world are adopting measures to overcome their problems in the sectors: pharmaceu-
tical, agricultural, food, environmental, and energy. At a general level, human
society relates its future to the progress of biotechnology; it is expected that through
different biotechnological procedures we can, among other things, reverse environ-
mental damage caused by anthropogenic actions, sustainably take advantage of agro-
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industrial waste, increase the quality and production of food to meet the growing
planetary demand, and find the cure for cancer and many other diseases. Currently,
this transdisciplinary science has been leading in the creation of vaccines to combat
the global pandemic due to COVID-19, which we have not yet been able to fully
overcome today, but thanks to the collaboration of world scientists working towards
the same goal, we hope that, sooner than later, this planetary health crisis is part of
the past in the contemporary history of humanity.

However, the motivation to be part of this era must be supported by a great sense
of responsibility and social commitment, paying special attention to scientific,
social, political, and ethical issues. Governments, legislators, and society in general
will increasingly depend on the knowledge and biotechnological heritage developed
by researchers worldwide, which is why it is increasingly important to create and
publish books like this one whose main objective is to socialize the advances and
provide newer and more impressive results with the scientific community, students,
teachers, and in general with those interested in expanding knowledge and experi-
ences related to various topics of this vast discipline: Biotechnology.

Universidad Técnica de Manabí,
Portoviejo, Ecuador
3 May 2021

Vicente Véliz Briones

vi Foreword



Preface

The book entitled Innovations in Biotechnology for a Sustainable Future typically
aims to establish advances made by the allied fields of biotechnology to date.
Advancement of science and technology for the welfare of humankind is gradually
reaching the zenith. The contribution of biotechnology in this aspect is immense.
This book in its present form has been designed in such a manner so that any
enthusiast can know about recent achievements that have taken place in the envi-
ronmental- and agricultural biotechnology fields. It can serve as a “handbook”
dealing with modern technologies that evolved recently.

The book focuses on topics that comprise industrial, agricultural, environmental,
and medical fields related to biotechnological aspects and covers studies that exhibit
correlation between biological world and human impact over it in a nutshell. With
increasing world population, there is a huge demand for food. Along with irregu-
larities and constantly changing environmental conditions, the agricultural sector is
faced with problems like plant diseases, soil toxicity, and degradation of soil
characteristics. Biotechnology has been constantly developing technologies for
dealing with improved crop production by means of genetic alterations. Another
exploding problem arising presently is the huge generation of agro-industrial wastes.
Biotechnology has vehemently formulated sustainable techniques to handle and
convert agro-industrial wastes into alternate energy or other environment friendly
products. Apart from it, a constructive study has been presented regarding the major
issues of “Agricultural Biotechnology.” Ranging from microscale to macroscale
studies, it covers a huge domain of “Environmental Biotechnology.” This book
further gives immense importance to studies related to the fields that deal with the
mitigation of environmental degradation components. The development of
bio-based technologies in controlling and restoring soil and water characteristics
has been provided in detail. Additionally, a separate section “Medical Biotechnol-
ogy” has been included, which addresses various facets in the light of contemporary
developments in antimicrobial therapeutic agents.

Overall, the book portrays a very clear idea about the emerging modern technol-
ogies and also directs young minds in the same path. This book has been designed to
serve as a kind of information hub about modern sciences of biotechnology and its
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applied fields. It will also serve as a ready reference for practicing students and
researchers in biotechnology, environmental engineering, chemical engineering, and
other allied fields likewise. In order to reflect the proposed title of this book, 5 parts
have been designed comprising 20 chapters: Part I: Biotechnology Overview; Part
II: Industrial Biotechnology; Part III: Agricultural Biotechnology; Part IV: Envi-
ronmental Biotechnology; and Part V: Medicinal Biotechnology. Part I consists of
two chapters, where the first chapter provides a general description and the purpose
of this book. The second chapter provides information about the current trends in
biotechnology and its advances. Part II consists of five chapters, which focus on
microbial proteases, essential oils in food safety, use of green waste for the produc-
tion of unicellular biomass, probiotics, and bioplastics. Part III consists of three
chapters, which focus on the impact of phosphorous in agricultural soils, impact of
environmental factors on plant secondary metabolite production, and arbuscular
mycorrhizal fungi. Part IV consists of six chapters, which were designed to present
latest insights on microbial reductive dehalogenation, microbial utilization of
nitroaromatics, microbe-metal interactions, microbial remediation of pharmaceutical
and personal care products, biodetoxification of heavy metals in marine system, and
biocoagulants. Part V consists of four chapters, which emphasize on the drug
resistance mechanism in Staphylococcus aureus, plant secondary metabolites with
anticancer properties, and medical and pharmaceutical applications of Cassia
grandis L. fruit extractions. Towards the end of this book, i.e.,
Chapter “Challenges and Future Prospects of Biotechnology” have been discussed
in detail. The chapters were contributed by 65 academicians/scientists of 12 different
countries (Argentina, Brazil, Chile, Colombia, Ecuador, Honduras, India, Iran,
Mexico, Nigeria, Spain, USA) across the world.

Portoviejo, Ecuador Naga Raju Maddela
Portoviejo, Ecuador Luz Cecilia García
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Biotechnology: An Editorial Overview

Naga Raju Maddela and Luz Cecilia García

1 Historical Background

“Biotechnology” is considered as a broad area of biology, which depends on the
living systems to develop or make products. Biotechnology has expanded to differ-
ent fields in the late-twentieth and early twenty-first centuries by the successful
implementations of genomics, recombinant gene technologies, immune techniques,
emerging therapeutic approaches, and diagnostics. There is a closely similar or
overlapping field to biotechnology is bioengineering, however, bioengineering
mainly emphasizes higher system approaches. Therefore, bioengineering is the
application of engineering and natural science to tissues, cells and molecules; and
such studies are likely to improve the functions of plants and animals. The term
biotechnology has been defined in different angles as shown below (SLH, 2010;
Verma et al., 2011; Wikipedia, 2021):

Production of products from raw materials with the aid of living organisms—Biotechnol-
ogy—Karl Ereky, 1919.

Application of biological organism, systems, or processes by various industries to learning
about the science of life and the improvement of the value of materials and organism such as
pharmaceuticals, crops, and livestock—American Chemical Society.
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Biotechnology is the integration of natural science and organism, cells, parts, therefore, and
molecular analogues for products and services—European Federation of Biotechnology.

The use of living things to make products—American Association for the Advancement of
Science (AAAS).

Any technological application that uses biological systems, living organisms, or derivatives
thereof, to make or modify products or processes for specific use—Convention on Biological
Diversity.

The application of science and technology to living organisms, as well as parts, products
and models therefore, to alter living or non-living materials for the production of knowl-
edge, goods and services—Organization for Economic Cooperation and Development
(OECD).

According to the growth in human population and their needs, biotechnology
incorporates a wide range emerging and innovative techniques and procedures for
the modification of living systems, these include but not limited to nano techniques,
genetic engineering, cell and tissue culture procedures. According to the develop-
ments and achievements in biotechnology with time (Fig. 1), biotechnology can be
classified into three stages: (1) Ancient Biotechnology, (2) Classical Biotechnology,
and (3) Modern Biotechnology (Verma et al., 2011). Ancient Biotechnology belongs
to the period before the year of 1800; main breakthroughs in this era were based on
the basic observations about nature which could help in the improvisation of human
life during this period. One of the historical developments in the Ancient Biotech-
nology period was fermentation technology. The Classical Biotechnology period
belongs to the year 1800 to mid of twentieth century. The main achievements in the
period were; discovery of laws of inheritance by Gregor John Mendel in 1865,
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theory of evolution by Charles Darwinin 1858, nucleus in cells by Robert Brown in
1831, DNA as a genetic material and its role of DNA in the transfer of genetic
information by Fredrich Miescher in 1869, first ever solid medium for culturing
microorganisms by Robert Koch in 1881, principle of genetics in inheritance and
theory of gene by T.H. Morgan in 1910, world’s first antibiotic i.e., penicillin
by Alexander Flemming in 1928, etc. The Modern Biotechnology era belongs to
the period after mid-twentieth century. Hallmarks of this period include the discov-
ery of double helix model of DNA by JDWatson and FHC Crick in 1953, concept of
operon by Jacob and Monad in 1961, synthesis of DNA in test tube by Karl Mullis in
1983, animal cloning by Ian Wilmut in 1996, etc. Likewise, research related to
modern biotechnology has led to many breakthroughs in medicine such as trans-
genics, monoclonal antibodies, vaccines, antibiotics, human genome projects etc.
(Table 1).

2 Scope and Branches of Biotechnology

Biotechnology has a marked impact on different aspects of human welfare including
food processing, protecting the environment and human health. The principal scope
of biotechnology is as follows:

• Sustainable food production by using available land to meet the demand of a
growing population.

• Search for disease-resistant and high-yield crop varieties.

Table 1 Major inventions in Medical Biotechnology the period 2000–2020 (Timeline, 2021)

Year Achievement

2001 Human genome sequence draft created by Ceiera Genomics and Human Genome project.

2002 Compete genome of rice has been decoded, and it becomes the first crop to have its
genome decoded.

2003 Location and sequence of human genes on all 46 chromosomes has been completed.

2008 First Medical Experiment Module (Kibo) has been launched by Japanese astronomers;
Kibo will be used on the ISS (International Space Station).

2009 Modified SAN heart genes were used by Cedars-Sinai Heart Institute to create the first
viral pacemaker in experimental animal i.e., guinea pigs.

2012 A nervous system-controlled bionic leg was successfully used to climb the Chicago Willis
Tower.

2019 A new method of genetic engineering i.e., Prime Editing has been described which is
superior than CRISPR.

2020 3D bioprint graphene oxide with a protein has been developed.

Development of synthetic red blood cells

Human thymus was produced by using stem cells and a bioengineered scaffold.

2021 A tenfold effective super-bug targeting formicamycin antibiotic has been produced by
using CRISPR/Cas9 genome.
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• Introducing harmless biofertilizers and subsequently minimize the use of harmful
chemical fertilizers.

• Integrated pest management by introducing biocides in agriculture.
• Preservation of germplasm of higher (plants and animals) and lower organisms

(microorganisms).
• Production of sustainable pharmaceutical products for the treatment of life-

threatening diseases in humans and animals.
• Production of biofuels in order to discourage deforestation which is a common

practice fuel wood.
• Achieving sustainability in food safety by means of microbiological applications.
• Highlight the environmental applications of microorganisms such as extraction of

minerals for poor quality ores, remediation of contaminated sites, production of
microbial based nanomaterials, etc.

Keeping in view of above scope, principally biotechnology has the following
branches—Industrial Biotechnology, Agricultural Biotechnology, Environmental
Biotechnology, Medical Biotechnology. Industrial biotechnology deals with the
activities related to production of different organics (such as acetic acid, citric
acid, acetone, glycerin, antibiotics etc.) that have significant importance in the
medicine and other areas (e.g., food industry). Agricultural biotechnology empha-
sizes on the development of transgenic plants with a better resistance to the biotic
and abiotic stress factors, development of haploids, rescue of embryos, multiplica-
tion of clones, cryopreservation, mitigation of plant diseases by using biological
agents (e.g., virus, bacteria, fungi, etc.). Environmental biotechnology deals with
various aspects such as detoxification of waste and industrial effluents, treatment of
water, and wastewater, etc. (Kuppusamy et al., 2020b; Maddela et al., 2021).
Whereas the areas of Medical biotechnology including but not limited to diagnosis
of diseases, large-scale production of drugs, antibiotics, hormones, and vaccines.

3 Outlines of the Volume: Parts, Chapters

This volume consists of five parts—(I) Biotechnology overview, (II) Industrial
biotechnology, (III) Agricultural biotechnology, (IV) Environmental biotechnology,
and (V) Medical biotechnology. Two chapters have been included under the part of
“Biotechnology Overview.” Chapter “Biotechnology: An Editorial Overview” is an
“Editorial Overview” where we intended to briefly discuss the purpose of this
volume and its salient features. Chapter “Biotechnology of Twenty-First Century”
emphasizes on different topics such as major advances in biotechnology between
2000 and 2020, benefits due to advances in biotechnology, global research in
biotechnology, and expansion of biotechnology in the private and public sector.
Additionally, this chapter has tried to focus on different branches of biotechnology.
There is in-depth information on the components and importance of environmental
biotechnology, importance of biotechnological applications in bioremediation and
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phytoremediation, mitigation of pollution in different components of the environ-
ment (air, water, and soil). There is also focus on the importance of biotechnology in
plant growth and yield, different agricultural engineering techniques (such as breed-
ing techniques, genetic engineering approaches, organic farming practices), and
global food security. In this chapters, information related to Industrial biotechnology
has also been provided, where an in-depth review of literature has been done related
to industrial products and food/dairy industry. Toward the end of this chapter, there
is information on biotechnological advances in pharmaceutics, vaccinology, and
emergence of novel methodologies. Finally, challenges and knowledge gaps for the
future developments in biotechnology have been discussed. It is important to note
that a very recent literature review has raised a doubt that is organic produce is free
from the environmental contaminants (Ramakrishnan et al., 2021), which implies
that the available biotechnological practices in organic farming should be
revalidated.

Part II of this volume belongs to Industrial Biotechnology, which has been
designed by incorporating five chapters (chapters “Enzymes from Microorganisms”,
“Biotechnological Applications of Essential Oils: Post-harvest and Food Preserva-
tion”, “Use of Waste from the Citrus Industry for the Production of Unicellular
Biomass”, “Organic Waste: A Cheaper Source for Probiotics Production”, “Agro-
Industrial Waste as an Option for the Sustainable Development of Bioplastic”) with
recent advances in the respective domain. Chapter “Enzymes fromMicroorganisms”
has paid special attention toward proteases, such as exopeptidases, endopeptidases,
cysteine proteases, distribution and sources of proteases, microbial proteases, and
applications of proteases in different industries (e.g., detergent, leather, food and
feed, silk degumming, photographic, pharmaceutical, and biofuels). Nevertheless,
this chapter highlights the microbial proteases over plant and animal counterparts. It
is noteworthy that proteases have significant importance in the therapeutic uses (Xue
et al., 2021), plant diseases control (Wang et al., 2020b), industrial applications
(Barzkar, 2020), etc. Chapter “Biotechnological Applications of Essential Oils:
Postharvest and Food Preservation,” was intended to provide information on the
following parameters—food preservation, essential oils as food preservatives, food
biotechnology, conventional and emerging methods of essential oil extraction,
essential oils and their biotechnological applications in postharvest, physicochemi-
cal parameters of essential oils, essential oils as secondary metabolites, and antimi-
crobial activities of essential oils. Overall, this chapter compiles information on the
biotechnological applications of essential oils to reduce the proliferation of micro-
organisms that cause foodborne diseases and that decrease the shelf life during
storage of the fruits. Nowadays, there is a significant attraction toward plant essential
oils for a food safety (Bhavaniramya et al., 2019; Chen et al., 2021a; Zhu et al.,
2021). Chapter “Use of Waste from the Citrus Industry for the Production of
Unicellular Biomass” deals with the production of unicellular biomass from the
waste of the citrus industry. The main contents of this chapter include treatment of
lignocellulosic materials, chemical composition of citrus peel powder, growth kinet-
ics and fermentation by Candida utilis, and optimization. Overall, this chapter
provides useful insights in understanding the viability of using orange peel residues
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as a substrate for the production of unicellular biomass of C. utilis, thus this chapter
highlights the reuse of green waste as sustainable substrate in fermentation technol-
ogy. It should be remembered that biomass production is a sustainable way to
achieve bioeconomy (Antar et al., 2021), hence, there is a much attention on the
reuse of waste for biomass production (Wang et al., 2020a; Makaroglou et al., 2021;
Shahid et al., 2021). Chapter “Organic Waste: A Cheaper Source for Probiotics
Production” emphasizes on the production of probiotics by using organic waste as an
economical substrate. The chapter starts with a brief overview on organic wastes and
probiotics, then this chapter emphasizes on the different organic wastes (e.g.,
agricultural wastes, waste from vegetable processing, dairy wastewaters, fish
processing wastes, fermented silages, waste from meat processing, municipal
wastes) as substrate for probiotic production. Likewise, this chapter deals with
various sources of organic wastes which can be used as cheaper sources for produc-
tion of different kinds of probiotics; this could have significant importance in the
sustainable production of probiotics (Ashayerizadeh et al., 2017; Vodnar et al.,
2019). Chapter “Agro-Industrial Waste as an Option for the Sustainable Develop-
ment of Bioplastic” is related to the production of bioplastics from agro-industrial
wastes. The main contents of this chapter include consumer society versus sustain-
able production, valorization of agro-industrial waste, biorefineries and transforma-
tion processes, and the futurity of bioplastics. On the whole, this chapter addresses
the use of agro-industrial waste as second-generation raw material, to obtain
bioplastics through sustainable processes that have characteristics similar to tradi-
tional plastics, capable of meeting the various needs of use existing in the market. In
the recent time, there is a much attention toward bioplastic production of different
waste substrates (Tsang et al., 2019; Jõgi & Bhat, 2020; Khatami et al., 2021).

Part III of this volume belongs to the Agricultural Biotechnology, which includes
three chapters (chapters “Flow and Distribution of Phosphorus in Soils from a
Geochemical and Agronomic Approach”, “Environmental Factors Enhance Produc-
tion of Plant Secondary Metabolites Toward More Tolerance and Human Health:
Cocoa and Coffee Two Model Species”, “Diversity and Ecology of Arbuscular
Mycorrhization Fungi”). Chapter “Flow and Distribution of Phosphorus in Soils
from a Geochemical and Agronomic Approach” deals with the flow and distribution
of phosphorus in soils as studied by geochemical and agronomic approaches. The
focused areas of this chapter include residual effect of phosphorus in soils, phos-
phorus shapes (organic and inorganic) in soils, fractionation of phosphorus
contained in soils, and considerations for studies of phosphorus fertility of soils.
Overall, this chapter concludes that agronomic availability of phosphorus, which is
estimated through routine laboratory methods, is the result of the distribution and
subsequent balance of phosphorus added between the fractions that make up phos-
phorus in soils. Levels of phosphorus in soil have significant influence on crop yield
(Mian et al., 2021; Waani et al., 2021), therefore it is necessary to characterize the
flow and distribution of phosphorus in agricultural soils. Chapter “Environmental
Factors Enhance Production of Plant Secondary Metabolites Toward More Toler-
ance and Human Health: Cocoa and Coffee Two Model Species” provides insights
on the impact of environmental factors in enhancing the production of plant (cocoa
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and coffee) secondary metabolites toward tolerance and human health. The contents
of this chapter include stress and plant responses, secondary metabolites in plants,
production of secondary metabolites under environmental cues and stress, and
multifunctionalities of secondary metabolites. Finally, there is a special emphasis
on the cocoa and coffee as model species for potential secondary metabolites
production and adaptations. Overall, this chapter concludes that cacao and coffee
are two plant models having known SMs with pharmaceutical/medicinal/nutritional
values that make them tolerant to adverse conditions and positively produced upon
plant exposure to stress. Characterization of plant secondary metabolites is one of the
active research areas in the field of medicine (Kongkham et al., 2020; Mahajan et al.,
2020; Ogbe et al., 2020). Chapter “Diversity and Ecology of Arbuscular
Mycorrhization Fungi” deals with the following topics—arbuscular mycorrhizal
fungi (AMF), systematics (taxonomy) of AMF, and diversity and ecology of
AMF. Overall, this chapter emphasizes on some groups of taxonomists of AMF
and some morphological characteristics such as a group of walls, shapes, color, etc.,
of this group of fungi., as well as its diversity and ecology of this symbiosis in natural
ecosystems and agroecosystems. AMF is one of the key elements in the soil fertility
and plant growth by minimizing the stress (biotic and abiotic), hence research lines
in the area of AMF are always in trending (Riaz et al., 2021; Shen & Zhu, 2021;
Zhao et al., 2021).

Part IV of this volume consists of six chapters (chapters “Microbial Reductive
Dehalogenation and Its Role in Bioremediation”, “Microbial Capacities for Utiliza-
tion of Nitroaromatics”, “Microbial Interaction with Metals and Metalloids”,
“Microbial Remediation of Pharmaceuticals and Personal Care Products”,
“Biodetoxification of Toxic Heavy Metals by Marine Metal Resistant Bacteria: A
Novel Approach for Bioremediation of the Polluted Saline Environment”, “Gener-
alities of the Coagulation-Flocculation Process: A Perspective on Biocoagulants”)
which are related to Environmental Biotechnology. Chapter “Microbial Reductive
Dehalogenation and Its Role in Bioremediation” deals with microbial reductive
dehalogenation and its role in bioremediation. This chapter presents the following
topics—mechanism of reductive dehalogenation, aerobic growth on halogenated
aliphatic and aromatic compounds, halorespiration, factors influencing the
dichlorination of polychlorinated biphenyls (PCBs), molecular aspects of
dehalogenase gene, genomic diversity of dehalorespiration, PCB-dehalogenating
bacteria and consortia, and acquisition and distribution of dehalogenase genes.
Overall, this chapter focuses on the types of halo-organic compounds that have
become a significant, potent, theoretically significant soil pollution, to be
bioremediated. Microbial reductive dehalogenation is one of the principal mecha-
nisms in the restoration of organohalide-contaminated sites (Nijenhuis & Kuntze,
2016; Lu et al., 2021). It is important to note that the remediation of contaminated
media is always challenging, and contaminants can only be removed at field level
with proper lab- and plot-scale level experiments (Maddela et al., 2015a, b;
Kuppusamy et al., 2020a). Chapter “Microbial Capacities for Utilization of
Nitroaromatics” is intended to provide latest insights on anaerobic and aerobic
biodegradation of nitroaromatics, degradation pathways at molecular level,
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challenges in the biodegradation, a special emphasis on the biodegradation of
selective nitroaromatics such as nitrobenzoate, nitrobenzaldehyde, trinitrotoluene,
and chloronitrobenzene, microorganisms degrading nitroaromatics, and their genet-
ics. It is noteworthy that nitroaromatics are important environmental contaminants
that are released and have toxic effects on ecosystems; and microbial utilization
capacities for nitroaromatics under aerobic conditions is presented in this chapter.
Microbial removal of nitroaromatics is one if the active research areas in the
bioremediation (Tiwari et al., 2020; Luo et al., 2021). Chapter “Microbial Interaction
with Metals and Metalloids” presents latest insights on microbial interactions with
metals and metalloids. Topics that are covered in this chapter include types and
levels of microbial interactions with metals and metalloids, natural occurrences of
interactions, metal–microbes interactions, bioremediation by adsorption,
biosorption, natural occurrences of metal–microbe interaction, metal mobilization
and immobilization, metal tolerance and resistance in microbes, molecular insights
on microbial interactions with the selected metals, and biological remediation of
selected metals. The main conclusions of this chapter are—heavy metals are an
essential and important trace element, but as these heavy metals increase in concen-
tration due to natural or industrial activities, they become toxic to many microbes; on
the other hand, microbes have adapted to tolerate minerals or can even use them for
grow; hence this interaction between microbes and minerals on environmental
matrices is an essential part of the Earth’s biogeochemical cycle. Microorganisms
present in the crude oil-polluted soils have great potential to absorb heavy metals
(Maddela et al. 2015a), and understanding over the interactions between microor-
ganisms and metals will help in the development of an efficient strategies for the
remediation of metals-contaminated sites (Yu et al., 2020). Also, there is a great
threat to the ecosystem and human health due to the presence of heavy metals in the
soil (Maddela et al., 2020b). Chapter “Microbial Remediation of Pharmaceuticals
and Personal Care Products” deals with the microbial remediation of pharmaceuti-
cals and personal care products (PPCPs). In this chapter, there is a special attention
on biosorption of PPCPs, role of bacteria, fungi and plants in the remediation of
PPCPs-contaminated sites, biodegradation of pharmaceutical compounds, pure and
mixed culture studies, and toxic effects of PPCPs. The main conclusion of this
chapter is that PPCPs have adverse toxic effects on ecosystems, as well as human
health, therefore, it is essential to remediate the PPCPs-contaminated sites by using
novel microorganisms. There is a great concern about the toxicity of PPCPs, hence
there is a continuous search for the development of emerging bioremediation
techniques (Kang et al., 2021). Chapter “Biodetoxification of Toxic Heavy Metals
by Marine Metal Resistant Bacteria: A Novel Approach for Bioremediation of the
Polluted Saline Environment” is about biodetoxification of toxic heavy metals by
marine metal resistant bacteria; and in this direction, this chapter mainly highlights
the sources, toxic effects and microbial detoxification of selected heavy metals in the
marine ecosystem, The principal conclusions of this chapter are: heavy metals are
generally toxic to the body at very low level; the main mechanism of heavy metal
toxicity include the generation of free radicals to cause oxidative stress, damage of
biological molecules such as enzymes, proteins, lipids, and nucleic acids, damage of
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DNA which is key to carcinogenesis as well as neurotoxicity; microbes have various
mechanisms of metal sequestration that hold greater metal biosorption capacities;
and several microorganisms like bacteria, fungi, and algae have been used to clean
up heavy metal contaminated environments. Several microbial systems have been
identified for the effective removal of heavy metals in the marine system (Poo et al.,
2018; Chen et al., 2021b; Djinni & Djoudi, 2021). Chapter “Generalities of the
Coagulation-Flocculation Process: A Perspective on Biocoagulants,” is intended to
provide in depth insights on colloidal systems, and fundamentals and kinetic aspects
of coagulation-flocculation. Overall, the rationale of this chapter is—water treatment
is a necessity for social and industrial development; coagulation-flocculation is a
fundamental process for the reduction of colloidal particles present in the water to be
treated. The use of synthetic coagulants in effluent or wastewater treatment leads to a
high production of nonbiodegradable sludge and water containing trace elements
that are harmful to ecosystems. Therefore, biocoagulants are a very efficient alter-
native that produces a low volume of sludge and has no harmful effects on flora or
fauna. Now a days, biocoagulants are widely used in the restoration of contaminated
media (Frantz et al., 2020; Miyashiro et al., 2021).

Finally, four chapters (chapters “Drug Resistance Mechanism in Staphylococcus
aureus”, “Anticancer Secondary Metabolites Found in Native Ecuadorian Plant
Species Uncaria tomentosa DC. (Rubiaceae), Croton lechleri Müll. Arg.
(Euphorbiaceae), and Equisetum giganteum L. (Equisetaceae)”, “The Carao (Cassia
grandis L.): Its Potential Usage in Pharmacological, Nutritional, and Medicinal
Applications”, “Challenges and Future Prospects of Biotechnology”) have been
included under Part V, and this part is about Medical Biotechnology.
Chapter “Drug Resistance Mechanism in Staphylococcus aureus” focuses on risk
groups, epidemiology, genetic mobile components and S. aureus genome, plasmids
encode antibiotic resistance, action of antibiotics and mechanism, kinetic mechanism
of resistance of S. aureus to penicillin, methicillin, Biofilms and antibiotic resistance,
and quorum sensing. Overall, this chapter provides in depth insights over the drug
resistance mechanism of MRSA (Methicillin-resistant Staphylococcus aureus) at the
molecular level is of great importance for the treatment of S. aureus infections.
MRSA is one of the potential bacterial pathogens which is difficult to control, hence,
it is always hot-topic in the area of medical microbiology/biotechnology (Hemeg,
2021; Yeager et al., 2021). Furthermore, now a days, quorum sensing and quorum
quenching related research is giving much importance (Maddela et al., 2019, 2020a;
Maddela & Meng, 2020) as these strategies offer several advantages in the mitiga-
tion of biofilm-mediated problems. Chapter “Anticancer Secondary Metabolites
Found in Native Ecuadorian Plant Species Uncaria tomentosa DC. (Rubiaceae),
Croton lechleri Müll. Arg. (Euphorbiaceae), and Equisetum giganteum
L. (Equisetaceae)” is about anticancer secondary metabolites of native Ecuadorian
plant species, and the contents of this chapter include detailed description on
secondary metabolites (such as alkaloids, terpenoids, phenols), native plant species
(Uncaria tomentosa DC, Croton lechleri Mull. Arg, Equiseum giganteum L.) that
yield secondary metabolites with anticancer properties. Overall, this review is useful
to have a better understanding of the different characteristics, diversity, and
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concentration of secondary metabolites present in these plants, its biological activity
as a therapeutic agent and potential use for medical purposes against diseases such as
cancer. There are several plant secondary metabolites have been emerged with
anticancer properties (Alzandi et al., 2021; Ramakrishna et al., 2021).
Chapter “The Carao (Cassia grandis L.): Its Potential Usage in Pharmacological,
Nutritional, and Medicinal Applications” is about the potential usage of Cassia
grandis L. in pharmacological, nutritional, and medicinal applications. This chapter
focuses on bioactive compounds and its properties, extraction and characterization
techniques of phenolic compounds, antioxidant activities, and proximal analysis.
Likewise, this chapter summarizes its chemical composition and describes its poten-
tial nutritional, pharmacological, and medicinal applications. Due to its proximal,
mineral, and bioactive compounds content, the Cassia grandis L. fruit is considered
a potential functional and nutraceutical food, which can be used as an active
ingredient for the fortification and enrichment of foods in people with special
diets. Very recently, several studies have been focused on Cassia grandis fruit
extract for its pharmacological and medicinal implications (Prada et al., 2018;
Lafourcade Prada et al., 2020). Chapter “Challenges and Future Prospects of Bio-
technology” is considered as a concluding chapter of this volume, and it mainly
highlights the challenges and future directions of Biotechnology for a sustainable
future.

4 Contributors

As this volume has been designed to publish the selected papers of IV Convención
Científica Internacional de la Universidad Técnica de Manabí (CCIUTM 2020)
Ecuador, most of the contributors are the participants of this event. Overall, the
contributors of all 20 chapters are subject experts in their concerned chapters.
Professionally, contributors are academicians and scientists and are geographically
belonging to different regions. Overall, 67 contributors of 12 countries (Argentina,
Brazil, Chile, Colombia, Ecuador, Honduras, India, Iran, Mexico, Nigeria, Spain,
USA) have been involved in this volume. We strongly believe that this volume could
be a single source of information that provides latest insights several emerging topics
of in the domain of industrial-, agricultural-, environmental-, and medical
biotechnology.
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Biotechnology of Twenty-First Century

Pabbati Ranjit, Chittari Amaravathi Sneha Latha Varma,
Naga Raju Maddela, and Kondakindi Venkateswar Reddy

1 Introduction

Biotechnology can be defined as the “implementation of engineering and biological
science theory to produce new products from biologically derived raw materials” or,
in other words, it can also be explained as “the manipulation of living organisms or
their products to alter or enhance human health and the environment of our planet”
(Verma et al., 2011). The word biotechnology was first coined by KarolyEreky in
1919 in a book entitled Biotechnology of Fat, Meat and Milk Production in Large-
Scale Agricultural Farm (Ereky, 1919).

1.1 Biotechnology: Major Advances Between 2000s and 2020

The following are some of the significant events in the modern era of biotechnology:

2000 Synthesis and amplification of DNA in a test tube by Har gobind Khorana and
Kary mullis, respectively (Verma et al., 2011).
Completion of rough copy of human genome by Celeria Genomics and
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Human Genome Project (Verma et al., 2011).
Kenya’s first biotech crop, a virus-resistant sweet potato, was field-tested
(Colwell, 2020).
Sir Ian Wilmut cloned an adult sheep and named it “Dolly” (Bhatia & Goli,
2018).

2001 The complete humanDNA sequence was published in the Science and Nature
journals (Bhatia & Goli, 2018).
Gleevec® (imatinib), the first drug- gene-targeted for patients with leukaemia
chronic myeloid approved by the Food and Drug Administration (FDA)
(Colwell, 2020).

2002 The genome of rice is decoded for the first time (Timeline of biotechnology,
Wikipedia contributors, 2021).
First time cloning of an endangered banteng species (Colwell, 2020).
Approval of the first transgenic rootworm-resistant corn by the Environmental
Protection Agency (EPA) (Colwell, 2020).
Completion of the period of high-throughput shotgun sequencing of major
genomes which include rat, chimpanzee, dog and hundreds of animals (Bhatia
& Goli, 2018).

2003 Successful completion of the human genome sequencing by Celera and the
National Institute of Health (NIH) (Bhatia & Goli, 2018).
Gendicine (Shenzhen SiBionoGenTech, China), which expresses the p53
gene as a treatment for squamous cell neck and head cancer, receives the
world’s first regulatory approval (Colwell, 2020).
The first genetically modified pet animal, TK-1 (GloFish), was marketed in
Taiwan (Colwell, 2020).

2004 FDA approval of Avastin®, the first antiangiogenic medication for cancer
therapy (Colwell, 2020).
Approval of DNA microarray analysis device by FDA that aids in the
selection of medications for various ailments which is a big move forward in
the field of personalised medicine (Bhatia & Goli, 2018).
Biotech crops are endorsed by the UN Food and Agriculture Organization
which can benefit consumers and poor farmers in developing countries
(Colwell, 2020).

2005 The Act called Energy Policy was signed and enacted into law, allowing for
multiple bioethanol production incentives (Colwell, 2020).

2006 FDA approval of Gardasil®, first vaccine recombinant developed against
papillomavirus (HPV) for human (Colwell, 2020).
The 3D structure of the AIDS-causing human immunodeficiency virus (HIV)
was deduced (Bhatia & Goli, 2018).
Dow Agro Sciences earns the first regulatory approval for a plant-based
vaccine from the USDA (Colwell, 2020).
Stelarc, an artist, had an ear produced in a lab and transplanted onto his arm
(Colwell, 2020).
Launch of a 10,000-patient study for 10-year by NIH that employs a DNA test
to determine direct care and breast cancer relapse (Colwell, 2020).

2007 Approval of H5N1 vaccine by FDA, making it the first avian flu vaccine to be
approved (Colwell, 2020).
Researchers have established how to develop embryonic stem cells from
human skin cells (Bhatia & Goli, 2018).

2008 Japanese chemists build the first DNA molecule that is almost completely
made up of synthetic components which may be useful in the field of gene
therapy (Bhatia & Goli, 2018).

(continued)
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2009 FDA approval of the first genetically modified animal to produce recombinant
human antithrombin (Colwell, 2020).
Three new genes linked to Alzheimer’s disease have been discovered,
allowing for new diagnosis and therapy (Bhatia & Goli, 2018).
The first FDA-approved clinical trial for involving in embryonic stem cells is
launched by Geron (Bhatia & Goli, 2018).
Cedars-Sinai Heart Institute produces the first viral pacemaker in guinea pigs,
now known as iSANs, using modified Sinoatrial node (SAN) heart genes
(Wikipedia contributors, 2021).

2010 Dr. J. C. Venter reveals the finishing of “synthetic life” by incorporating a
self-replicating synthetic genome into a recipient bacterial cell (Bhatia & Goli,
2018).
Development of “lung on a chip” technology by Harvard researchers
(Colwell, 2020).
Researchers developed malaria-resistant mosquitos (Colwell, 2020).
FDA approval of a personalised new prostate cancer drug that enhances a
patient’s immune cells’ ability to identify and attack cancer cells (Bhatia &
Goli, 2018).
FDA approval of an osteoporosis drug, first medicine based on genomic
research (Bhatia & Goli, 2018).
ReNeuron has begun a clinical trial to treat stroke patients with a genetically
modified neural stem cell line (Colwell, 2020).
Neural stem has begun a clinical trial to treat patients with ALS (Lou Gehrig’s
disease) employing human embryonic stem cells (Colwell, 2020).

2011 Stem cell-derived trachea was grafted into a human recipient (Bhatia & Goli,
2018).
Progressions in 3D printing technologies have enabled “skin-printing”
(Bhatia & Goli, 2018).
FDA approval for employing first cord blood therapy in the transplantation of
hematopoietic stem cells (Bhatia & Goli, 2018).

2012 Synthesis of the polymer, Xeno nucleic acid (XNA) by the molecular biolo-
gists Vitor Pinheiro and Philipp Holliger. XNA can be exploited unlike DNA.
Complete genome of the foetus was successfully sequenced using only the
fragments of DNA present in the mothers blood.
Zac Vawter, 31, climbs the Chicago Willis Tower with the help of a bionic leg
powered by his nervous system (Wikipedia contributors, 2021).

2013 (Colwell,
2020)

Development of the CRISPR system for editing genes.
Generation of functional liver tissue of humans using reprogrammed skin
cells.

2014 (Colwell,
2020)

Developments in research discovered that a young mouse blood would restore
the muscles and brain of an older mouse.
Researchers discovered a way to transform stem cells in human into func-
tioning pancreatic cells.
Researchers developed new (deoxy ribonucleic acid) DNA bases testing in
lab, extending genetic code for life’s and allowing for the development of new
types microbes.
Woman delivered a baby after undergoing a womb transplant for the
first time.
Creation of an artificial and highly operational yeast chromosome. The
remarkable advance, which took 7 years to achieve, could eventually goes to
custom-built species (including humans).

(continued)
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2015 (Colwell,
2020)

Singapore’s Institute of Nanotechnology and Bioengineering developed small
strands of peptides which assemble themselves as a fibrous gel in case of
water is applied, allowing them to be used like a healing nanogel.
CRISPR and 2015: Using the CRISPR gene-editing technology, scientists
made a series of breakthroughs. In a controversial move, Chinese developers
reported changing the DNA of a nonviable embryo in human. Harvard
University scientists introduced DNA a long-extinct into the living cells
woolly mammoth for a modern elephant in petri dish. Researchers have also
used CRISPR as theoretically alter pig organs into human transplantation to
eliminate malaria by mosquitos.
Swedish researcher designed a blood test which can diagnose cancer in its
early stages using only one blood drop.
Researchers discover a new type of antibiotic for the first time in after
30 years, which could shows the way for a next new generation of antibiotics
and help in minimise drug resistance. Teixobactin antibiotic that can be used
to give treatment in a variety of infections caused by bacteria, including
septicaemia and tuberculosis.
Stanford University researchers unveiled a mechanism for forcing malignant
leukaemia into harmless immune cells to turn known as macrophages.

2016 (Colwell,
2020)

The mosquito-borne disease Zika, which was first detected in 1947 in Uganda
country, which blows onto the world wide when it started rapidly spreading
around Latin America. Scientists have separated a human antibody which
“significantly minimises” Zika virus.
CRISPR, ground breaking DNA-editing technology which aims to reduce
diseases and fix disasters cause environmentally, took a big forward step in
this year when a group of Chinese researchers used it for the first time to treat
a human patient.
GK-PID, an ancient molecule discovered by scientists, are the reason for
organisms single-celled began to involve into organisms multicellular about
8 billion years ago.
Bioengineers produced a fully “heart on a chip” 3D-printed for the first time.

2017 (Colwell,
2020)

The first step toward epigenetically enhanced cotton has been taken.
The genome sequencing of a green alga offers a model for developing
renewable energy and bioproducts.
Disease-resistant rice that doesn’t sacrifice yield was developed.
For the first time stem cells of blood were grown in a lab.
Scientists in Sahlgrenska Academy, which is part of the Gothenburg Uni-
versity in Sweden, used a 3D-bioprinter to print cartilage tissue.

2019 16 April 2019—For the first time, scientists described how they used CRISPR
technology to alter human genes for treating cancer patients who had failed to
respond to standard therapies (Fingas, 2019; Staff, 2019).
21 October 2019—In a new report, researchers define “prime editing,” a new
method of genetic engineering that outperforms previous methods such as
CRISPR (Anzalone et al., 2019; Gallagher, 2019; NPR, 2019).

2020 27 January—Demonstration of designer nanoparticle “Trojan horse” that
causes blood cells to eat away at portions of atherosclerotic plaque, which
causes heart attacks which is the world’s leading cause of death (Michigan
State University, 2020; New Atlas, 2020a; Flores et al., 2020; ScienceDaily,
WHO).
9 March—Discovery of CRISPR-Cas12b, a promising third CRISPR editing
method for plant genome engineering, in addition to Cas9 and Cas12a, phys.
org).

(continued)
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16 March—Development of a new type of CRISPR-Cas13d screening plat-
form for designing successful guide RNA for target RNA. This technology
was made accessible through an interactive website and free and open source
software, along with a guide on how to create guide RNAs to target particular
genes such as SARS-CoV2 RNA genome (Wessels et al., 2020, phys.org).
10 April—Wireless regulation of secretion of adrenal hormone in genetically
unmodified rats using injectable magnetic nanoparticles (MNPs) (Rosenfeld
et al., 2020, phys.org 16 May 2020).
8 May—Scientists claim to have created artificial chloroplasts (Barras, 2020b,
phys.org 12 June 2020; Miller et al., 2020; New Atlas, 2020b).
10 November—Microorganisms could be used to mine useful elements from
basalt rocks through bioleaching in space, according to scientists who
conducted an experiment on the International Space Station with different
gravity environments (Cockell et al., 2020; Crane, 2020).
18 November—For the first time, researchers announce that CRISPR/Cas9
was successfully used to treat cancer in a living animal using a lipid nano-
particle delivery system (Rosenblum et al., 2020; Tel Aviv University, 2020).
25 November—Development of symbiotic algal-bacterial multicellular
spheroid microbial reactors that can produce oxygen and hydrogen through
photosynthesis (Xu et al., 2020, phys.org 9 December 2020).
30 November—In tests of the biennial CASP evaluation with AlphaFold2, an
artificial intelligence company shows how an AI algorithm-based method for
protein folding, one of biology’s most difficult problems, achieves a 90%
precision in protein structure prediction (BBC News, 2020; DeepMind,
2020).
2 December—The Government of Singapore grants the world’s first regula-
tory approval for a cultivated meat product (Shanker, 2019).
11 December—Scientists announce that they have used stem cells and a
bioengineered scaffold to reconstruct a human thymus (Francis Crick Insti-
tute, 2020; Campinoti et al., 2020).

2021 12 January—CRISPR/Cas9 genome editing has resulted in a tenfold rise in
superbugs that target formicamycin antibiotics, according to researchers
(Devine et al., 2021; EurekAlert, 2021).

1.2 Benefits Due to Advances of Biotechnology

There are a huge number of benefits attributed to the innovative advances made in
the field of biotechnology. Complete human DNA sequence published enabled
researchers all over the world to begin researching new therapies for diseases with
genetic roots, such as heart disease, Alzheimer’s disease, cancer, etc. (Bhatia & Goli,
2018). Sequencing of genomes of crops like rice can guide in the development of
resistant crops on the other hand sequencing of genomes of hundreds of animals can
help in bringing back the endangered species to life like in the case of banteng.
Discovery of genes related to different diseases may aid in the complete cure of the
diseases. Another major achievement is the creation of functional trachea, liver,
pancreas using stem cells. Now-a-days, stem cell banks are maintained just like
blood banks which can be used in future in case of incidents where new organs or
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skin are needed to be created. Discovery of CRISPR-cas system can be considered as
a boon to cancer patients as it can alter human genes. Not only human genes, this
technology can also be employed in plant genome engineering.

1.3 Global Research in Biotechnology/Biotechnology
in Private/Public Sector

From the above discoveries/advances made in the start of twenty-first century, it can
be understood that global research in biotechnology focussed majorly in the medical
science field in order to develop treatments for various diseases which humans are
suffering and also in the agricultural field to develop genetically modified crops. In
the growth of the biotechnology industry, public-private collaboration is crucial. In
India, there are several government agencies, including the Science and Technology
Department (DST), the Scientific and Industrial Research Department (DSIR), the
Scientific and Industrial Research Council (CSIR), the Agricultural Research Indian
Council (ICAR), the Medical Research Indian Council (ICMR), the Atomic Energy
Department (DAE) and the Grant Commission University (UGC) which are focused
on the development of biotechnology in India. In addition, there are research
institutions such as Immunology National Institute (NII), New Delhi; Centre for
DNA Diagnostics and Fingerprinting (CDFD), Hyderabad, etc. which work under
the supervision of Department of Biotechnology (DBT) (Konde, 2008). In the
private sector, industries, colleges and other institutes play a major role in develop-
ing biotechnology.

Biotechnology is being used in a wide range of fields, including bioremediation,
forensics and agriculture, where fingerprinting DNA is widely used. Similarly
techniques like PCR, immunoassays, and recombinant DNA are commonly used
in both industry and medicine. The first reason that biology is known now as a
potential science and biotechnology as a leading industry is because of genetic
manipulation (Colwell, 2020). Biotechnology has applications in a number of fields,
ranging from agriculture to medicine. Based on applications, biotechnology is
divided into several branches, each of which is referred to by a different name,
which is highlighted by different colours to distinguish the biotechnological area in
which it is used (Fig. 1). Four major branches of biotechnology are Industrial
biotechnology (White biotechnology), Medical biotechnology (also called Red
biotechnology), Environmental biotechnology (Grey biotechnology) and Agricul-
tural biotechnology (Green biotechnology). This chapter gives a brief introduction to
the four major branches of biotechnology.
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2 Environmental Biotechnology

Environmental biotechnology can be defined as the body of science and engineering
expertise combined together which is concerned with the use of microbes and their
products in the surveillance, treatment and prevention of environmental contamina-
tion (Ivanov & Hung, 2010).

2.1 Components and Importance of Environmental
Biotechnology

Environmental monitoring/Biomonitoring of environment (employs biosensors to
diagnose environmental issues) and treatment process, biotreatment of solid, liquid,
and gaseous wastes, bioremediation/biodegradation of contaminated environment

Fig. 1 Biotechnology classification. (Modified after Indira Padhy et al., 2020)
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(degradation of organic molecules or contaminants in the environment by employing
microbes) and pollution prevention (includes the use of renewable resources, bio-
degradable goods, and alternative energy sources) are the major concerns/compo-
nents of environmental biotechnology (Bhatia & Goli, 2018). Bacteria and Archaea,
Fungi, Algae, and Protozoa are examples of microbial biotechnological agents
employed in environmental biotechnology (Ivanov & Hung, 2010; Maddela et al.,
2016).Some microorganisms consume materials that are harmful to others whereas
certain bacteria feed on chemical compounds of waste products. Using such living
organisms particularly microorganisms, environmental biotechnology study is
developing successful methods for minimising, preventing and reversing environ-
mental harm. Such an approach is called bioremediation.

2.2 Role of Biotechnology in Bioremediation
and Phytoremediation

Bioremediation is the process of using microorganisms to eliminate or detoxify
toxins from polluted sites of soils, water, or sediments that would otherwise be
harmful to human health. Bioremediation is also known by the terms biodegradation,
biotreatment, bioreclamation and biorestoration (Maddela et al., 2017a, b, 2019).
Bioremediation isn’t a brand-new concept. For several years, microorganisms have
been used to extract organic matter and hazardous chemicals from domestic and
industrial waste (Godani, 2021; Kaur & Maddela, 2021). Toxic compounds like
organics, metals, oil and hydrocarbons, dyes, detergents, etc. are broken down into
less toxic and less complex metabolites such as inorganic minerals, H2O, CO2

(aerobic) or CH4 (anaerobic) (Alexander, 1999). Bioremediation is a more effective
and budget friendly cleaning method than other cleaning techniques such as chem-
ical or physical techniques (Kamaludeen et al., 2003). For bioremediation, natural
microorganisms are used; these natural microorganisms may be indigenous or
non-indigenous (introduced). The chemical structure of the pollutant is taken into
account when selecting microorganisms for bioremediation (Prescott et al., 2002).
Occasionally, naturally occurring microbial species are insufficiently active or
suitable for bioremediation of pollutants resistant to microbial assault (Dejonghe
et al., 2000). Here comes the role of environmental biotechnology in developing
Genetically Modified Microorganisms. Genetic engineering, a branch of molecular
biology, builds novel strains with desired traits where the properties of naturally
occurring microbes are modified in order to construct novel pathways, alter the
existing regulatory mechanisms, alter and assemble various degradative enzymes
extracted from different microorganisms into a single microorganism for degrada-
tion of pollutants and enhance the genetic stability of catabolic activities of microbes
(Timmis & Pieper, 1999; Chen et al., 1999).

On the other hand, phytoremediation employs plants in place of microbes. The
use of fast-growing, high-biomass plants capable of absorption and accumulation of
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large quantities of toxic metals in their aboveground harvestable sections is the most
significant prerequisite for phytoremediation. Bioengineering of non-accumulators
with high biomass is important for successful phytoremediation because many metal
hyper accumulators are slow growing and have low biomass (Buhari et al., 2016).
Biotechnology allows for the transfer of hyper accumulator phenotypes into fast-
growing, high-biomass plants, which could be very useful in Phytoremediation
(Rupali & Dibyengi, 2004). Biotechnology/Genetic engineering develops methods
to boost plants’ ability to withstand various contaminants and the efficacy of
phytoremediation.

2.3 Pollution Control: Air, Water and Soil

The introduction of hazardous and toxic substances called pollutants into the envi-
ronment is referred to as pollution. Volcanic ash, for example, is a natural pollutant.
Human activity, such as garbage or industry runoff also causes pollution. Pollutants
have a negative impact on the quality of the air, water, and land. Air, water, and land/
soil pollution are the three primary kinds of pollution. There has been a substantial
rise in the levels of environmental pollution over the last two decades as a result of
direct or indirect human activities (because all kinds of human activity produce
wastes). Industries, anthropogenic sources (man-made activities primarily in urban
areas), biogenic sources, and other sources of emissions are currently the primary
sources of environmental pollution (Saranya et al., 2020). Environmental pollution is
often linked to the global industrial explosion, which is designed to meet the needs of
the world’s growing population (Okpokwasili, 2007). Therefore, it can be concluded
human activities are the major reason for the massive environmental pollution during
these days which can be resolved using environmental biotechnology. Environmen-
tal biotechnology is primarily used in wastewater treatment (water pollution)
(Maddela et al., 2019), soil treatment to eliminate contaminants (land/soil pollution)
(Maddela et al. 2015a, b; 2017a, b), and gaseous pollutant (air pollution) removal
using microbiological catabolic operation.

Environmental, or outdoor, air quality has been the primary subject of air
pollution control in developed countries. This entails the regulation of a limited
number of unique “criteria” pollutants linked to urban smog and chronic public
health issues. Fine particulates and gases (carbon monoxide, sulphur dioxide, nitro-
gen dioxide, ozone) and lead are among the criteria pollutants (Nathanson, 2019).
The major air pollution control technologies are incinerators, gravitational settling
chambers, electrostatic precipitators, cyclone separators, selective catalytic reduction
systems, cloth filters, biofilters, biotrickling filters, bioscrubbers and membrane
bioreactors (Kalender, 2019). Biofilters, biotrickling filters, bioscrubbers and mem-
brane reactors come under the biological waste gas purification technologies which
employ microbial communities to remove the criteria pollutants from the air. There
are different approaches to treat water pollution which include aerobic, anaerobic
and physicochemical processes in fixed-bed filters and in bioreactors. In all these
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methods, the waste water containing industrial effluents and other contaminants and
microbes are held in suspension (Godani, 2021). In order to treat soil pollution, a
mixture of either naturally occurring or GEM’S (Genetically Engineered microbes)
are added to the contaminated sites. The microbes responsible for degrading chem-
ical compounds are given the below Table 1 (Godani, 2021).

3 Agricultural Biotechnology

Agricultural biotechnology, or agritech, is the application of modern scientific
techniques based on our knowledge of DNA to boost crops and livestock in ways
that traditional breeding alone cannot. Modern molecular plant breeding techniques
including marker-assisted selection (MAS) can help with this.

3.1 Plant Growth and Yield

The world’s growing population has posed a serious threat to food security. By
2050, population growth, especially in developing economies, would necessitate a
70% increase in food production, making substantial increases in agricultural pro-
ductivity a priority over the next several decades. In this regard, biotechnology has
focused its attention on developing technologies that can boost crop yields (Freddy
et al., 2020).

The potential role of developmental features in growing crop yield was demon-
strated in the “green revolution,” where semi-dwarf rice and wheat varieties were
bred to achieve unparalleled yield increases.

Table 1 List of microbes responsible for chemical compound degradation (Godani, 2021)

Compound Organisms

Petroleum hydrocarbons Acinetobacter, Mycobacter, Pseudomonas,
yeasts, Cladosporium, Scolecobasidium

Pesticides (Aldrin, Dieldrin, parathion, malathion) Xylaria xylestrix

Hydrocarbons, phenols, organophosphates,
polychlorinated biphenyls and polycyclic
aromatics.

Pseudomonas

Nitrate, nitrite, phosphate and heavy metals Phormidium laminosum

Paraquat Lipomyces sp.

Formaldehyde Candida sp.

Benzaldehyde to benzyl alcohol Rhodotorula sp.

Tannins Aspergillus Niger, Chaetomium cupreum

Recalcitrant, pentachlorophenol Phanerochaete chrysosporium

Volatile organic chemicals (VOCs) Nocardia sp., Xanthomonas sp.
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Reduction in plant height, an example is, by altering signalling and biosynthesis
of gibberellic acid (GA) (Spielmeyer et al., 2002; Peng et al., 1999), reduced lodging
and increased the tillers number. Given that the primary site of photosynthesis is a
leaf, it’s reasonable for assuming that plants may be genetically modified for the
production of leaves in ideal size and shape for more effective harvesting, which
results in faster higher yield and growth (Horton, 2000).

Another function that controls a plant’s overall output is its vasculature, which
not only provides strength but also gives as a conduit for the transport of minerals,
water, and photosynthesis (Sack & Scoffoni, 2013; Brodribb et al., 2007). As a
result, manipulations in genetics is that they change this developmental traits in
favourable manner may be a large step forward in terms of crop yield (Jazayeri et al.,
2020). Domestication impact on crop plant and also architecture of leaf adds to the
argument that manipulating these developmental traits will boost crop production
(Meyer & Purugganan, 2013).

Developmental traits are engineered with the goal of increasing efficient photo-
synthesis and therefore yield necessitates a detailed understanding of genetic basis.
The molecular basis and genetics of the developmental procedure regulating these
traits has made significant progress, especially in the model plant thaliana
Arabidopsis. Anyhow, only a few crop plant examples that have grasped this
concept exist. Despite this, it can be concluded that basic knowledge gained from
the entire plant developmental studies can be applied to increase crop yield.

3.2 Agricultural Engineering (Breeding Techniques/Genetic
Engineering/Organic Farming)

Techniques of breeding plant are methods allowing the development of new plant
varieties with desired traits, by modifying the DNA of the seeds and plant cells.
There are three major procedures for manipulating plant chromosome combination
in general. To begin, plants from a given population can be selected for desired traits
and used for further breeding and cultivation, a process known as pure line selection.
Second, desired traits from different plant lines may be combined to create plants
that display both traits at the same time, a process known as hybridisation. Third,
crop improvement can be aided by polyploidy (an increase in the number of
chromosome sets). Finally, natural or artificially induced mutations may introduce
new genetic variability (Pandey et al., 2011).

The process of transferring individual genes between species or altering genes in
an organism to eliminate or add a desired trait or feature is known as genetic
engineering. Genetically modified crops or species are created by genetic engineer-
ing. GMOs or genetically modified crops are used to make biotech foods. Figure 2
shown global area distribution of the genetically modified crops (Beck et al., 2016).
Restriction Fragment Length Polymorphism is the most effective and commonly
used process of this kind in plant breeding (RFLP). Restriction endonucleases are
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used in RFLP. Enzymes that identify and cut unique nucleotide sequences in DNA
are known as restriction enzymes. Gene transfer allows any organism (other plants,
bacteria, fungi, animals, viruses) to introduce useful traits coded for by unique genes
into the genome of any plant. Transgenes are normally incorporated into a plant
cell’s nuclear genome (Ghosh et al., 2011).

Northbourne coined the word “organic” in his book Look to the Land, published
in 1940. Organic farming is a form of farming that prevents or limits the use of
synthetic fertilisers, pesticides, growth regulators, and feed additives in livestock
(Ramakrishnan et al., 2020). Organic farming’s fundamental goals are natural,
social, and economic sustainability (Stockdale et al., 2001). Protecting long-term
soil fertility by maintaining organic matter levels, fostering soil biological activity,
careful mechanical intervention, biological nitrogen fixation, nitrogen self-
sufficiency through the use of legumes and effective recycling of organic materials
such as livestock wastes, weed and crop residues are the significant characteristics
for organic farming. To reduce the distance between (Nitrogen, Phosphorous,
Potassium) NPK removal from the soil and NPK addition, a strong focus is put on
maintaining soil fertility by returning all wastes to soil primarily through compost
(Chhonkar, 2002). Many countries are now forced to use pesticides and fertilisers to
increase farm productivity in order to meet their ever-increasing food demands as a
result of rising population pressure. Long-term and excessive chemical use, on the
other hand, has resulted in human and soil health risks, as well as environmental
contamination. As a result, farmers in developing countries are encouraged to turn
their current farms to organic farms.

Fig. 2 Global area of genetically modified crops. (Modified after Beck et al., 2016
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3.3 Global Food Security

The background of agriculture food security is expected to feed a growing popula-
tion globally, which is expected to exceed 7500 million people by 2020, with 6300
million of them living in developing countries. There is a high-level concern over
food insecurity due to trophic transfer of environmental pollutants (Maddela et al.,
2020). Despite the fact that the population growth rate is slowing, the rise in people
absolute numbers to feed could soon exceed the carrying capacity of agricultural
lands, given current technology (FAO, 1999). Biotechnologies, for example, offer a
responsible way to boost agricultural productivity now and in the future if properly
oriented.

The issues of poverty reduction, food security and environmental protection in
the developing world are all very important to the biotechnology revolution. How-
ever, for many, it poses serious ethical, intellectual property, and biosafety concerns
(Johnson, 1999). Protests against the spread of agrobiotechnology have been wide-
spread. Scientists are concerned that “novel” products would obliterate transforming
agricultural trends, agricultural diversity into unrecognisable and uncontrollable
types. Civil society organisations have staged several marches based on ethical or
environmental concerns.

Fears of a new period of competitive disadvantage and increased dependency in
the developing world have been posed by the domination of a highly concentrated
private sector (British Medical Association, 1999). Patenting and intellectual prop-
erty rights are also hot topics. Supporters of patenting argue that in order for the
private sector to mobilise and spend substantial amounts of money in
agrobiotechnology research and development, it must be able to protect and recoup
its investment (Biotechnology Industry Organization, 2021).On the other hand, there
is concern that patenting could lead to knowledge monopolisation, limited access to
germplasm, research process restrictions, research focus selectivity, and increased
marginalisation of the major world’s population (Rural Advancement Foundation
International, 2021). These issues can’t and shouldn’t be overlooked. To ensure that
the effect of agrobiotechnology is both benign and positive, effective regulatory
frameworks and protections must be implemented globally. In order to promote food
security and assist the vulnerable, every tool of agricultural transformation should
be used.

In the past last decade, cereals harvested per person were 370 kg, up from 275 kg
in the 1950s; an increase of more than 33% per capita (FAO, 1995). Despite the fact
that there are twice as many people on the planet today as there were 40 years ago,
and there are 1.5 billion hungry people. Despite this remarkable increase in crop
productivity, still more progress is needed to feed 2 billion people additionally by the
early twenty-first century (Anderson, 1996), to generate income, combat food
insecurity and jobs.

However, it is unclear if any of the current benefits agricultural biotechnology
development would reach consumers and poorer farmers without significant public
sector involvement. Farmers with limited financial resources are unlikely to get easy
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passage to agricultural inputs like improved pesticides, seeds, fertilisers and irriga-
tion. Given that women are over 70% of those living in poverty in the developing
countries, with the many of them are staying in rural areas (IDRC-UNCTAD, 1998),
science alone is unlikely to provide a “scientific remedy” for eradicating poverty.
Lack of access to land, low buying power and other productive resources, fragile
ecosystems, political powerlessness and isolation from markets are just some of the
systems, causes and socioeconomic structures that contribute to rural people’s
poverty. Biotechnology must be integrated as a supplement to agricultural technol-
ogy, resulting in better and more widely available seeds and more sustainable
production methods.

4 Industrial Biotechnology

Industrial biotechnology is the industrial application of biotechnology for the man-
ufacture and processing of chemical products, materials, and fuels in a sustainable
manner.

4.1 Industrial Products

Biotechnological processing employs enzymes and microorganisms to create goods
for a variety of industries, including pharmaceutical, chemical, human, pulp and
paper, energy, fabrics, textiles, and polymers, all of which rely on renewable raw
materials.

Many of these sectors are more effective and environmentally sustainable as a
result of the use of biotechnology to replace conventional technologies, leading to
industrial sustainability in a number of ways. This paradigm shift affects a variety of
fields, including the most well known, such as pharmaceuticals and agriculture, as
well as the manufacture of biopolymers and bioplastics (Wikipedia, 2018).

The following are the seven most popular biotechnology applications in industry:

1. Fermentation Product Improvement.
2. Synthetic Fuels Generated by Microbes.
3. Bioleaching or Microbial Mining.
4. Single Cell Protein Production and Microbial Biomass.
5. Enzyme and Human Protein Production.
6. Secondary Metabolites Produced by Cultured Plant Cells.
7. Molecular Farming for Healthcare Products.

Modern biotechnology has the ability to provide a wide range of useful products
to help us avoid diseases, diagnose and treat illnesses, and improve our overall
health. Medicine, pharmacology, bioremediation, nutrition, food processing, energy
production and forensics are all fields where biotech products are used. Biological
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medicines such as antibodies, vaccinations, recombinant proteins, antibiotics
(e.g. enzymes, hormones, blood products, growth factors etc.), packages, diagnostic
tests, cell therapy products, and gene therapy are several of the biotech-based health
products. Haemophilia, diabetes, other illnesses and cancer are currently treated or
diagnosed with biotech-based health products. In addition, genetic modification
techniques have resulted in the development of many improved crops in terms of
improved nutritional quality and material, disease and insect resistance, and crops
that can produce antibodies, edible vaccines, pharmaceutically essential compounds.
Food biotechnology is a relatively new branch of molecular biology that is rapidly
expanding. Biotechnology is widely used in the food industry. It aids in the recovery
of texture, food edibility and storage; it helps to prevent the attack of virus-like
bacteriophage on food, especially dairy; it aids in the destruction of unwanted
microorganisms in food that cause toxicity; and it aids in the prevention of myco-
toxins and other toxins and anti-nutritional elements present in food. It also has the
potential to play a significant role in protein engineering. Pathogens, toxins, and anti-
nutritional elements in food can all be classified using this technology.

4.2 Food/Dairy Industry

Dairy products are widely regarded as natural, organic foods (Ramchandran & Shah,
2009) Biotechnology has the potential to play a huge role in improving the country’s
food and nutritional welfare. Biotechnology has been used in the processing of dairy
products for centuries (cultured milk products, cheeses, and refined milk byproducts)
by using starter cultures or enzymes for milk clotting, cheese ripening acceleration,
fat, protein, or lactose hydrolyzate production, and antimicrobial purposes.

Modern biotechnology advances have opened up new and exciting possibilities in
dairying, putting milk and milk products within reach of the poor and catering to the
needs of a wide segment of the population. The dairy industry, in particular, will
benefit greatly from biotechnological interventions that boost not only the overall
quality and protection of processed dairy foods, but also their commercial value for
both domestic and international consumption. Because the dairy industry’s primary
responsibility is to provide customers with high-quality, nutritious, and affordable
dairy foods, biotechnological activity at various stages of milk production and
processing has become anticipated. Biotechnology has previously significant offer-
ings in dairy industry.

Possible applications are

Dairy Production

• Recombinant vaccines.
• Recombinant bovine.
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DNA fingerprinting

• Animal cloning.
• Gene forming and transgenic.
• Embryo transmit technology.

Dairy Processing

• Dairy enzymes/proteins.
• Food grade bio-preservatives.
• Probiotics.
• Dairy waste organisation and pollution control.
• Functional foods and nutraceuticals.

5 Medical Biotechnology

Medical biotechnology is a branch of medicine that studies and then manufactures
pharmaceutical and diagnostic products using living cells and cell materials. These
items aid in the treatment and prevention of diseases. Medical biotechnology is a
relatively new and rapidly growing area in which biotechnology concepts are
applied to drug production (Maddela et al., 2021a). Biotechnology has a variety of
effects on the medical industry and has the potential to alter its characteristics (Shan
et al., 2018).

5.1 Pharmaceutical and Vaccinology

Biotechnology concepts such as recombinant DNA technology are used by pharma-
ceutical firms who have marketed bioformulations to design more successful
protein-based drugs.

For treating the symptoms of an illness or disease, traditional pharmaceutical
formulations are relatively simple molecules produced primarily by trial and error.
Biopharmaceuticals, on the other hand, are complex biological molecules, widely
known as proteins, that are used to cure diseases by removing the underlying
mechanisms (Tables 2 and 3).

Table 2 Disease and exam-
ples of biopharmaceuticals
used in treatment (Almeida
et al., 2011)

Disease Active substance

Multiple sclerosis Interferon β
Hepatitis Interferon α
Haemophilia C factor VIII and factor IX

Renal cancer Interleukin

Anaemia Erythropoietin

Diabetes Human insulin
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However, in some cases, such as type 1 diabetes mellitus, where insulin is used to
treat only the symptoms of the condition rather than the underlying causes, this is not
the case. Pharmaceutical biotechnology is basically the use of living cells to create
complex larger molecules like those found in the human body. Living cells such as
yeast cells, animal or plant cells and bacteria cells are being used. The large
molecules are normally injected into the patient’s body, unlike the smaller molecules
that are given to them through tablets (Nehal et al., 2011).

The majority of medication therapies, such as nucleic acid products, antibodies
and vaccines, that are commonly used for molecular diagnostics today are the result
of biotechnology formulations. The first biotechnologically produced drug is Insu-
lin, which is one of the most popular examples. Aside from that, biotechnology
offers specialised medical facilities and equipment for both prevention and diagnosis
(Vijayakuma & Sasikala, 2012).

A vaccine is a biological preparation that is used to develop artificial active
immunity to a specific disease. The main goal is to boost immunity; the antigen is
referred to as a vaccine (Afzal et al., 2016).

Vaccination is a medical procedure that involves eliciting an immune response
that decreases the risk of developing a specific disease. Vaccines are one of the most
active achievements against a variety of infectious diseases and mortality in the
twenty-first century, outperforming any other medical advance (Plotkin, 2001).
Recent advances in molecular biology have resulted in two vaccine approaches:

Table 3 Marketed biotechnology products by different pharma and biotech companies (Evens &
Kaitin, 2015)

Company
Name of the
product Uses

Sanofi Gardasil Prevention of certain strains of human papillomavirus (HPV)

Roche Actemra Moderate to severe treatment for active rheumatoid arthritis
(RA)

Novartis Eyelea Treatment of patients with wet age-related macular degener-
ation (AMD)

Pfizer Enbrel Treatment of the symptoms of rheumatoid arthritis, ankylos-
ing spondylitis, plaque psoriasis and psoriatic arthritis

Merck KGaA Erbitux Treatment for people with neck and head cancers and certain
advanced colorectal

Novo Nordisk Procrit,
Remicade

Treatment for anaemia (low red blood cell count) for people
with long-term kidney disease

GlaxoSmithKline Pediarix A vaccine used to immunise children against diphtheria,
pertussis and tetanus

AbbVie Humira Treatment of rheumatoid arthritis

Eli Lilly Erbitux,
Forteo

Treatment of cancer of the colon

Astra Zeneca Synagis Treatment for respiratory syncytial virus (RSV) in children;
disease prevention of serious lung caused
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DNA vaccines and therapeutic vaccines (Poland et al., 2002). Cancer, allergic
disorders, and autoimmunity may all be treated or prevented with DNA vaccines
(Wahren & Liu, 2014).For example therapeutic vaccine against HIV that will induce
virus specific cytotoxic T lymphocytes against HIV and activate T cells to destroy
latently infected cells.

The United States Food and Drug Administration has licensed more than 170 bio-
technology-related drugs and vaccines, with 113 currently on the market. Another
350 biotechnology medicines are in the final stages of growth, with a combined goal
of over 200 diseases. Medicines to treat pneumococcal diseases in children, diabetes,
cancer and haemophilia were among those approved in 2000 (BIO). In the future,
DNA technology is expected to revolutionise vaccine production. DNA vaccines
have only recently begun to be tested, but they are expected to potentially replace
other vaccine manufacturing methods (Human Genome Project Information, 2021).

5.2 Novel Methodologies

The rapid growth of both agricultural and medical biotechnology may have recently
provided the perception of technological separation due to specialisation. Microen-
capsulation, immobilised bacterial cells and enzymes, genetic modification of micro-
organisms, liposome processing, creation of novel vaccines from plants,
biocomputational methods and epigenomics of mammalian cells and organisms for
disease modelling and bioinformatics are some of the novel techniques used in
Medical Biotechnology. In the treatment of thrombosis, immobilised enzymes
(Plasmin and Heparin) are used to achieve a balance between coagulation and
degradation of coagulated blood (fibrinolysis) (Baianu et al., 2004). In the recent
past, there is a much emphasis on the quorum quenching mechanism, which is a
sustainable tool for the control of bacterial biofilms in the field of medicine and
industry (Maddela & Meng, 2020).

6 Challenges in Biotechnology

6.1 Challenges/Gaps for Further Developments

1. Setting biotechnology goals: National officials are often forced to make decisions
about priorities, user feedback, with limited financial resources and scientific
knowledge.

2. Developing suitable and affordable technologies: Technologies that complement
current farming systems and native crops, are affordable, and are healthy for
humans and the environment must be developed.

3. Involving citizens: To assess needs and resolve issues, public participatory
processes are needed.
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4. Investing in science and local capacity: In developing countries, investment is
needed to establish and improve national scientific expertise.

5. Creating long-term alliances: Partnerships may help to stimulate research in
resource-poor countries, but it’s crucial to understand each partner’s priorities.

6. Participating in global discussions and negotiations about biosafety, biodiversity,
trade and intellectual property rights: Scientists and lawyers from developed
countries must engage in negotiations and discussions about biodiversity, bio-
safety, trade and intellectual property rights to ensure that agreements can be
enforced in ways that help their countries achieve their objectives.

7. Anticipating directions and future needs: Researchers and policymakers must
predict shifts in agricultural production and market demand.

Given how quickly the future unfolds, current biotechnology research has a
greater potential to serve as the foundation for future innovation to address society’s
major challenges, such as ensuring food security for an ever-increasing population,
providing sustainable healthcare, resource conservation, precision agriculture, cli-
mate change, and meeting energy shortages.

6.2 Future Directions of Research/Suggestions

Major areas Biotechnology with tremendous future opportunities which can impact
all include:

(a) Drug and pharmaceutical development;
(b) Medical device and diagnostics;
(c) Noninvasive sensor in agriculture;
(d) Rapid testing of pathological conditions;
(e) Fast testing for food adulteration;
(f) Precision Agriculture and Biofortification;
(g) Machine learning and Artificial Intelligence in Biotechnology.

Over the last two decades, rapid advances in biotechnology and information
technology have occurred in lockstep. Several biotechnology studies that would
have taken years to complete are now simpler and cheaper thanks to the vast amount
of data available and modern testing technologies developed in recent years
(Maddela et al., 2021b). The large amounts of data produced and stored in biotech-
nology research, mostly extracted via omics-technologies, open up a slew of new
possibilities for researchers and companies that provide products and services in this
field.

Machine learning (ML) and Artificial intelligence (AI) technologies to explore,
process and analyse broad data sets are new emerging fields in biotechnology at the
moment, and thus AI and ML are exciting areas essential in advancing
biotechnology’s benefits. Biotechnology will be able to address complex social
problems with its own systemic testing by adapting AI and ML. For example, in
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the health sector, electronic health record systems are increasingly integrating so that
health-related data can be accessed internationally, allowing for a comprehensive
approach.

In the field of biotechnology, rapid technological innovation has resulted in
remarkable discoveries and innovations over the last three decades. The Human
DNA Project, for e.g. provided a comprehensive map of human genome. From the
fertilised egg cell to death, the human being’s growth is driven by inherited instruc-
tions encoded in DNA. As a consequence, decoding the human DNA sequence
possesses tremendous strength. DNA sequencing technology has advanced so
quickly that in 2014, a single human genome that cost $100 million to sequence in
2001 cost just $5000 (National Human Genome Research Institute, 2015).

Parallel to this, assembling artificial DNA and technology for synthesising has
improved to the point that whole genomes and genes of bacteria and viruses can now
be recreated (Andrew, 2002, Eckard et al., 2009, Gibson et al., 2010; Monya, 2011).
Recent advances in DNA engineering technology have made modifications in
genetics of bacteria, plants, insects and animals, more feasible including human
gene therapy (Jennifer and Emmanuelle, 2014; Cossins, 2013). Herbicide-resistant
soybeans, corn and cotton are examples that have lowered prices, increase national
yield, enhanced personal protection and reduced the amount of pesticides used
(National Academies of Sciences, 2010).

“Pharmacogenomics or Personalised medicine,” is the field in which the genetics
for individual patient suggest the possible reaction of the disease to the biologic
treatment, would be a key initiative in the future. Prescribers would be able to
customise individual care regimens to include medications with a high probability
of providing a beneficial clinical outcome while eliminating therapies that can cause
severe side effects. Trastuzumab’s effectiveness in aggressive metastatic breast
cancer, for example, is dependent on the presence of the HER2/neuoncogene,
which is found in approximately 1/4% of patients and is the only breast cancer
patients group that can respond to trastuzumab. According to a report involving
nearly 30 firms, personalised medicine was present in 12–50% of product pipelines,
with a median of about 25% expected for 2015 (Tufts Center for the Study of Drug
Development, 2010).

In the coming decade, product production will continue to grow. According to a
recent study, 88 fully human monoclonal antibodies, as well as a comparable number
of chimeric and humanised molecules, were in clinical development in 2010. The
two most common disease types were cancer and immune disorders (Nelson et al.,
2010). Novel formulations are being tested to improve product delivery by increas-
ing effectiveness while reducing toxicity.

Over 900 biotech-related molecules are currently being studied in clinical trials
around the world (PhRMA, 2013). With 431 and 276 molecules, monoclonal
antibodies and vaccines were the two most common product categories. Even if
we assume a 10% clinical success rate for biologic candidates, we can expect
100 new molecules to hit the market in the next 5–10 years.

The regulatory landscape will continue to change. Biosimilar regulations were
recently finalised by the FDA, and the first biosimilar products have hit the market in
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early 2015. Ten of the top-selling biotech drugs have already lost their patents, and
several more will lose their patents in the next 5–6 years, presenting huge opportu-
nities for biosimilar developers. However, because of the biotechnology expertise
needed, the complex and sophisticated biologic testing required, and the extremely
high cost and complexity of development, obtaining FDA approval for bio-similars
is likely to be difficult.

7 Conclusions

Biotechnology research has made a significant contribution and will continue to do
so in the future to fulfil human needs.

An everchanging biological and economic climate, technical and scientific
growth, and need-of-the-moment biotechnology advances have characterised the
last few years. This is especially true in light of the recent COVID-19 pandemic and
other emerging threats, as biotechnology is at the heart of finding solutions to current
and future problems.

Identifying the most important biological, social, economic, and technical pat-
terns will aid scientists in determining future biotechnology research directions.

The study of recent progress in the field’s long-term effects will open up new
research areas that will serve as a springboard for new innovation addressing future
needs. It necessitates ongoing cooperation with stakeholders and the identification of
both routine and new emerging problems in order to improve biotechnology inno-
vation production.

Furthermore, many ethical and regulatory questions about biotechnology-based
products, such as patents on living organisms, have been raised. Biotechnology is
currently used to manufacture antibiotics, carbohydrates, hormones, monoclonal
antibodies and vaccines, among other medicinal products. These items are used to
treat and prevent a variety of diseases that affect a large number of people.

Many promising biotechnology-based approaches are currently being established
for the advancement of medicine and the treatment of various diseases.
Biotechnology-based treatments such as gene therapy, pharmacogenomics, and
stem cell therapy, for example, have the ability to significantly improve the treatment
process in a variety of ways.

Biotechnology has had a huge effect on health care over the last few years. If our
understanding of the pathophysiology of many currently incurable diseases
improves, this trend will continue in the near future governments all over the
world are advancing policies to encourage biotech innovation, and market strategies
are evolving to handle the costly, time-consuming, and dangerous phase of product
growth. As a result, a steady stream of new drugs will be created, leading to major
advances in patient care.
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1 Introduction

Enzymes form a distinct class of molecules. They are the biological catalysts, which
fasten the biochemical reaction by decreasing their activation energy.

IUB, which stands for International Union of Biochemistry depending on their
mechanism of action, categorizes enzymes into six distinct classes namely

E.C 1 Oxidoreductases
E.C 2 Transferases
E.C 3 Hydrolases
E.C 4 Lyases
E.C 5 Isomerases
E.C 6 Ligases

During catalysis, enzymes catalyze the reaction i.e., conversion of substrate into
products without themselves getting involved in the reaction and are required in very
minute concentrations (Die Kinetik der Invertinwirkung Taylor et al., 2015) (Fig. 1).

The potential catalytic activity of enzymes is expressed as a constant kcat (cata-
lytic rate constant) also called as the turnover number (Fig. 2). The turnover number
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is defined as the substrate converted to product by single enzyme unit in unit time
(Johnson & Goody, 2011; Changeux, 2013).

Enymes are highly specific. They exhibit group specificity, absolute specificity
and broad specificity. This specific nature of enzymes makes it significant in bio-
sensors and biochemicals analysis (Adrio & Demain, 2014).

2 Enzymes Form Distinctive Class of Protease

For about a century, the enzymes that play the central role in the degradation of
proteins by hydrolyzing peptide bonds have been known as “proteases” and the term
protease is therefore equivalent to “peptide hydrolase.” They hold first place in the

Fig. 1 Enzymatic reaction

Fig. 2 Enzyme kinetics
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world market of enzymes, estimated at ~US$3 billion (Leary et al., 2009). A little
over 50 years ago, the German physiological chemists realized that there was an
important distinction to be made between the hydrolases which act directly on
proteins, and those act on peptides which are intermediates in proteolysis. The
proteases which act on proteins were called proteinases, and those acting on peptides
were called peptidases (Grassman & Dyckerhoff, 1928; Waldschmidt-Leitz, 1931).
Later, the preference of proteases for action on intact proteins or long polypeptide
chains, and that of “peptidases” for action on small peptides, became clear. These
depended on the acceptability of the amino and carboxyl termini of polypeptides in
the specificity sites of the enzymes. Thus, the end groups were not required and
typically were not tolerated, in the specificity sites of the proteases, so that the
enzymes acted well on long chains, away from the ends, but acted less well on the
peptide products. In contrast, the specificity of the “peptidases” required at least one
terminus to occupy a specificity site, so that these enzymes had little action on intact
proteins, in which few of the peptide bonds are close to a terminus.

Proteolysis is an irreversible process of polypeptide cleavage with important
physiological roles in a number of cellular processes where it is essential to confine
the cleavage of peptides in space and time (Majerle & Jerala, 2003). These enzymes
can also hydrolyze peptides when a pteroyl moiety or acyl groups replaces the
peptidyl group.

In the course of discussion of the mechanism of proteolysis (Linderstrom-Lang,
1949), the understanding of the general characteristics of the action of the two
subdivisions of proteases was embodied in the alternative names endopeptidases
for those acting in the interior of polypeptide chains and exopeptidases for those
acting at the termini (Bergmann & Ross, 1936). These names are, of course,
analogous to those used for hydrolases acting on other polymers such as poly-
saccharides and polynucleotides.

Most proteases are unmistakably endopeptidases or exopeptidases, but a few have
marked activities of both types. In the physiological context, the specificities of the
endopeptidases and exopeptidases is that the former are responsible for the early
stages of protein breakdown, and the latter enzymes take over at an intermediate
stage and complete the generation of free amino acids. In biochemical pathways, the
endopeptidases catalyzed initial stages that are typically the rate-limiting ones. Once
the degradation of a protein molecule has started, it proceeds rapidly, and there is
little or no accumulation of partial degradation products. The way in which the
proteases are classified is summarized in Fig. 3.

Note: The numbers given in parentheses indicate the divisions in which the
enzymes have been placed in the enzyme nomenclature given by International
Union of Biochemistry and Molecular Biology.

2.1 Exopeptidases

The exopeptidases are those proteases, which act only near the terminal ends of
polypeptide chains (Table 1). As every polypeptide chain has an amino terminal and
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carboxy terminal ends, based on their site of action these proteases are classified as
amino and carboxy peptidases, respectively.

2.2 Endopeptidases

Endopeptidases are the proteases which act at the peptide bonds that occur in the
inner regions of the polypeptide chain (Table 2). Based on their mechanism of action
these endopeptidases are further divided into four subgroups viz.,

1. Serine proteases
2. Aspartic proteases
3. Cysteine proteases and
4. Metalloproteases

Fig. 3 Classification of proteases

Table 1 Exopeptidases

S. no Exopeptidase Source

1 Aminopeptidase I Escherichia coli (De Marco & Dick, 1978)

2 Aminopeptidase Bacillus licheniformis

3 Aminopeptidase II B. stearothermophilus (Stoll et al., 1978)

4 Serine carboxypeptidases Penicillium spp.

Saccharomyces spp., Aspergillus spp.

5 Metallocarboxypeptidases Saccharomyces spp. (Felix & Brouillet, 1966)

Pseudomonas spp.
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2.3 Cysteine Proteases

Cysteine proteases (EC 3.4.2.2) are found in bacteria, (Morihara, 1974), eukaryotic
microorganisms, (North, 1982), plants, and animals. Cysteine proteases are
represented by 70 families belonging to 12 different classes. However, there may
be more distinct super families of cysteine proteases. The most studied cysteine
protease is papain, from the latex of Carica papaya, and it is now clear that the
papain superfamily is a large one (Barrett et al., 1984). Amino acid sequence data
show that cysteine proteases of other higher plants are members of the papain
superfamily, as are cathepsins B, H, and L of mammalian lysosomes. Many protozoa
contain cysteine proteases that have molecular weight of about 25,000 Da and other
properties consistent with their being related to papain. It is conceivable that the first
of the cysteine proteases of the papain superfamily functioned in the digestive
vacuoles of a protozoan. The enzymes have continued in evolution to tend to be
associated with the intracellular vacuoles of plant cells and of animal cells.

Two bacterial cysteine proteases that currently seem to represent independent
superfamilies not occurring in higher plants and animals are clostripian from Clos-
tridium histolyticum (Siffert et al., 1976), and the protease from a Streptococcus
species (Tai et al., 1976). Clostripian is highly specific for substrates with an arginyl
residue at P1, like some serine proteases (Siffert et al., 1976), and is calcium
activated. The amino acid sequence around the essential cysteine is unlike that of
other known cysteine proteases (Gilles et al., 1983). The Streptococcal protease has
an inactive zymogen that is activated by limited proteolysis (Yonaha et al., 1982).

Table 2 Endopeptidases

S. no Endopeptidase Source

1. Serine proteases

A. Serine Alkaline
proteases

Arthrobacter, Streptomyces, Flavobacterium spp., S. cerevisiae,
Conidiobolus spp., Aspergillus, Neurospora spp. (Lindberg et al.,
1981)

A.B. Subtilisins Bacillus licheniformis

Bacillus amyloliquefaciens

2 Aspartic proteases

A. Pepsin-like
enzymes

Aspergillus, Penicillium, Rhizopus, and Neurospora

B. Rennin-like
enzymes

Endothia and Mucor spp. (Sielecki et al., 1991)

3 Cysteine proteases

A. Clostripain Clostridium histolyticum

B. Streptopain Streptococcus spp.

4 Metallo proteases

A. Thermolysin B. stearothermophilus (Weaver et al., 1977)

B. Collagenase Clostridium histolyticum
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Zymogens of serine, aspartic, and metalloproteases are common in higher animals,
but are uncommon among the cysteine proteases and in primitive organisms.

The identification of cysteine protease activity is not usually difficult, since the
activity is generally stimulated by low Mr thiol compounds, as well as being
inhibited by thiol blocking reagents such as iodoacetate. The reactivity of the
essential thiol with iodoacetate is generally much greater than that of a low Mr

thiol compound, so that iodoacetate will readily inactivate the enzyme, even in the
presence of an excess of the thiol activator and at low pH. The covalent reactions
with iodoacetamide and N-ethylmaleimide tend to be slower than that with
iodoacetate and the mercurial reagents also are less satisfactory, reacting reversibly.
In addition to the low Mr inhibitors, the cysteine proteases are sensitive to protein
inhibitors. The papain-like enzymes are mostly inhibited by a group of proteins
called cystatins, of which chicken egg white cystatin is not too difficult to obtain as a
reagent (Anastasi et al., 1983). Cystatins do not inhibit the calpains, but these
enzymes are sensitive to another protein, calpastatin (Murachi, 1983).

The three potential roles of cysteine proteases in plant defense include invader
perception, downstream signaling pathway activation, and defense response (Vander
Hoorn & Jones, 2004). Cysteine proteases are found to be useful in proteolysis
during senescence, under drought and during programmed cell death. They are the
critical components of growth, cell differentiation, signaling, and host invasion of
various human and livestock pathogens (pathogenic parasites causing malaria,
Chag’s disease and schistosomiasis) as well as allergens (Lecaille et al., 2002, Mc
Kerrow et al., 2006). Bromeliaceae cysteine proteases had potential industrial or
biotechnological applications as they could be easily modified by protein engineer-
ing. They are used as antitumour agents to stimulate monocytic cytotoxicity, in
wound healing and to reduce inflammation by altering migration and activation of
lymphocytes. They are anti-edematous, anti-thrombic, and anti-inflammatory with
less side effects. The best known cysteine proteases are caspase like proteins,
vacuolar processing enzymes, papain-like peptides and cathepsin type proteases.

3 Distribution of Proteases

Proteases are distributed widely in different parts of the biological sources. In
occurrence of proteases, plant kingdom occupies the highest rank (43.85%) followed
by bacteria (18.09%), fungi (15.08%), animals (11.15%), algae (7.42%), and viruses
(4.41%). Isolation of proteases from biological sources contributes 27 to 67% either
animal, microbial or plant origin. Cysteine protease occurs abundantly in plants
(34.92%). Microbes secrete serine and aspartic proteases in large quantities of
13.21% and 8.81%, respectively. The distribution of protease enzymes in biological
sources are summarized in Figs. 4 and 5.
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3.1 Sources of Enzymes

Enzymes from microbial sources have been proved to be excellent eco-friendly
biocatalysts. Thermophilic, mesophilic, and extremophilic bacteria are excellent
sources of thermostable enzymes. Microbes are an attractive source of proteases as
they have short generation time and they require limited space for their cultivation
and they are susceptible to genetic manipulation. The inability of the plant and
animal proteases to meet current world demands has led to an increased interest in
microbial proteases.

Fig. 4 Distribution of
proteases from biological
sources

Fig. 5 Distribution of plant
proteases
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3.2 Microbial Proteases

Microbial proteases account for approximately 40% of the total worldwide enzymes.
Proteases from microbial sources surpass enzymes from plant and animal sources as
they contain all the desired characteristics for varied biotechnological applications.
Most commercial proteases are produced by the genus Bacillus. These enzymes have
pH range from pH 5 to 8 and are thermolabile. Bacterial alkaline proteases are active
at pH 10 and temperature around 60 �C. They show broad substrate specificity and
are suitable for use in the detergent industry. Fungi Aspergillus oryzae produces
acid, neutral, and alkaline proteases. They are active over a wide pH range (pH 4–11)
and exhibit broad substrate specificity. They are thermo labile. They are particularly
useful in the cheese making industry due to their narrow pH and temperature
specificities. Fungal alkaline proteases are also used in food protein modification.
Viral proteases have gained importance due to their functional involvement in the
processing of proteins of viruses that cause certain fatal diseases such as AIDS and
cancer. Retroviral aspartyl proteases that are required for viral assembly and repli-
cation are homodimers and are expressed as a part of the polyprotein precursor. The
mature protease is released by autolysis of the precursor (Kuo & Shafer, 1994).

4 Applications of Proteases

All proteolytic enzymes have characteristic properties with regards to temperature,
pH, ion requirement, specificity, activity, and stability. These biochemical parame-
ters determine the application of protease in industry and other fields.

4.1 Detergent Industry

Development and improvement of household and industrial detergents are greatly
contributed by proteases. The enzymes used in detergent industry are proteases,
lipases, amylases, cellulases, etc. Among these, protease plays a major application as
detergent additive due to their ability to hydrolyze and remove proteinaceous stains
such as blood, gravy, egg, and milk at high pH conditions.

4.2 Leather Industry

In leather industry, processing of leather involves three main steps known as
soaking, dehairing, and bating. The conventional methods of leather processing
which involves the usage of chemical reagents (sodium sulfide, sodium hydroxide,
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hydrogen sulfide, etc.) release a large amount of hazardous pollutants into the
surrounding environment. However, application of proteases in place of chemical
treatments has been identified as an environmental friendly alternative for leather
processing. Keratinolytic activity of novel proteases has the potential to replace
sodium sulfide in the dehairing process (Arunachalam & Sarita, 2009).

4.3 Food and Feed Industry

Proteases are used widely in the preparation of protein hydrolysates to be used as
additives to food and feed to improve their nutritional value (Sumantha et al., 2006).
These are also used in brewing, cheese elaboration, and bread manufacturing (Pande
et al., 2006). Proteases also play a role in protein storage, mobilization, senescence,
programmed cell death, hormone signaling and defense and are regulated by various
types of environmental stresses (Grudkowska & Zagdanska, 2004). These have a
role as meat tenderizers and as plant milk clotting enzymes for novel dairy products
(Fadyloglu, 2001). Chymosin is preferred in cheese making industry due to its high
specificity for casein (Aguilar et al., 2008). Measuring hydrolytic activity on syn-
thetic substrates is a simple way to know the cleavage specificity of these enzymes,
which provide important information for biotechnological applications, as with the
production of bioactive peptides from food proteins (Silva & Malcata, 2005a, b).

They generate less bitterness in hydrolyzed food proteins, hence valuable in the
food industry. Neutrase, a neutral protease, being insensitive to the natural plant
proteinase inhibitors proves useful in brewing industry. Their low thermotolerance is
advantageous for controlling their reactivity during the production of food hydroly-
sates with a low degree of hydrolysis. Some of the neutral proteases belong to the
metalloprotease type and require divalent metal ions for their activity, while others
are serine proteinases, which are not affected by chelating agents (Fernandes, 2010;
Vashist et al., 2011).

Saccharomyces cerevisiae, Aspergillus oryzae, Bacillus licheniformis, Bacillus
stearothermophilus are regarded as GRAS (Generally Regarded as Safe) by US
Food and Drug Administration have a significant role in food industry in the
production of α-amylase (Novoigt, 2008; Abdulaal, 2018; Abu et al., 2017; Acer
et al., 2016).

4.4 Silk Degumming

Threads of raw silk must be degummed to remove sericin protein that covers the silk
fiber. Traditionally, degumming is performed in an alkaline solution containing
soap. This is a harsh treatment because the fiber itself is attacked. Use of alkaline
proteases to remove the sericin without attacking the fiber is a better method. Freddi
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et al. (2003) have attempted degumming of crepe fabric, a very difficult fabric
substrate with alkaline and neutral proteases.

4.5 Photographic Industry

The photographic films contain 1.5–2.0% silver by weight in their gelatin layers. The
conventional method used for silver recovery is the burning of films which causes
the problem of environmental pollution and in addition, the polyester based film
cannot be recycled by this method. Thus, the use of enzymatic hydrolysis of gelatin
layers not only extracts silver from the films but also polyester based films can be
recycled (Gupta et al., 2002).

4.6 Pharmaceutical Industry

Proteases are also used in pharmaceutical industry in developing therapeutic agents
(Walsh, 2002). Proteases from the plant extracts have been used as traditional
medicine in treating cancer as antitumorals (Guimaraes-Ferreira et al., 2007; Otsuki
et al., 2010), for digestive disorders and for immune modulation problems (Otsuki
et al., 2010) Several plant latex proteases are known to interfere in homeostasis as
procoagulant suggesting its unique substrate preference over other proteases (Richter
et al., 2002; Rajesh et al., 2007). Some peptides are hidden and inactive in the
original peptides, but when liberated they can have diverse biomedical applications,
as antihypertensive or antioxidant agents (Perpetuo et al., 2003). Plant latex is a
natural source of pharmaceuticals and pesticides (Upadhyay, 2011).

4.7 Wide Applications in Agriculture, Pharmaceutical,
Biofuel Industries

They have important roles in the production of sweetening agents and the modifi-
cation of antibiotics, they are used in washing powders and various cleaning
products, and they play a key role in analytical devices and assays that have clinical,
forensic and environmental applications (Maddela et al., 2021). Elected microbial-
sourced HemG PPO enzyme variants present an opportunity for building new
herbicide tolerance biotechnology traits. These traits provide tolerance to
PPO-inhibiting herbicides and, therefore, could provide additional tools for farmers
to employ in their weed management systems (Heap, 2019; Glenn et al., 2017;
Dayan et al., 2010). Soil enzymes and microbial elemental stoichiometry as
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bioindicators of soil quality in diverse cropping systems and nutrient management
practices of Indian Vertisols (Mangalassery et al., 2019).
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Biotechnological Applications of Essential
Oils: Post-harvest and Food Preservation
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1 Introduction

Foods are frequently prone to cross-contamination by pathogens, which results in
significant losses in quality, quantity, and nutritional composition. Registered cases
of loss of fruits, vegetables, grains, nuts, meats, and processed foods in poor
condition are reported in figures equivalent to metric tons of food each year
(FAO, 2015).

Food security represents a major problem, especially in low-income countries,
affecting hundreds of millions of people as a result of the increased incidence of
foodborne illness (Reyes et al., 2016). In order to extend the shelf life of food, a large
number of food products require protection against spoilage during the stages of:
preparation, storage, and distribution (OMS, 2007). Another important problem is
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due to the persistence of pathogenic microorganisms to survive post-harvest, causing
quality deterioration (Martínez, 2018).

Essential oils are hydrophobic liquids made up of aromatic compounds that are
present in various parts of vegetables, a number of them are used as flavorings or
aroma enhancers in cosmetics, perfumes, and soaps (Pandey et al., 2017). Some
studies present results that indicate that essential oils have isolated components and
antibacterial, antiviral, antifungal, and insecticidal activity (Manion & Widder,
2017).

The development of these postharvest preservation methods for fruits, vegetables,
and processed foods arise from the need to extend the shelf life and improve storage
conditions, and for this reason the objective is to analyze the usefulness of essential
oils in post-harvest and conservation to have a safe food for human consumption.

2 Food Preservation

Foods are substances that nature provides, which have elemental components for the
maintenance of vital functions, and therefore it must be ensured that they are kept in
good condition and therefore natural and chemical preservatives are used.

The preservation of food is a topic of great interest to the food industry since its
consumption must ensure safety; In its origins, man was a hunter and gatherer of
fruits, his food should be consumed immediately to prevent it from decomposing,
then preservation means were applied such as smoking, cooking by game and drying
in the sun that allowed them to keep them free of pathogens for a longer time
(Barreiro & Sandoval, 2006).

The growing demand by consumers and the great openness to new products
generates the need for these to be safe before which chemical synthesis preservatives
are used and can affect the safety of the product, before this the use of natural
preservatives is an alternative that has led to exhaustive research on conservation
techniques with a tendency to improve the quality of food without the presence of
microorganisms, while maintaining its nutritional and organoleptic properties
(Da Silva & Mendonça, 2012). In particular, the consumption of natural preserva-
tives has increased, such as essential oils, since in addition to protecting the product
from the presence of microorganisms, the nutrients remain stable so that the con-
sumer can take full advantage of them.

3 Essential Oils as a Food Preservative

The interest of current consumers is that a healthy product is offered without
chemical additives that last longer, which makes them look for alternatives such as
essential oils which are a group of substances obtained from plant material such as
stems, roots, leaves, flowers or seeds that contain aromatic compounds (Oliva et al.,
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2010). Essential oils have a somewhat oily liquid structure with strong odors; some
are pleasant and others contain sulfur components which make their aroma unpleas-
ant (Pichersky et al., 2006). Essential oils have components such as sesquiterpenes,
terpenes, and aliphatic components in their structure, which make them have great
antibacterial and antifungal power, which protects the food from harmful agents
(López et al., 2020).

Food safety represents an important problem, which directly and indirectly affects
hundreds of people as a consequence of the increase in the incidence of foodborne
diseases, which have caused the death of several people (OMS, 2007). Another
problem is due to the great variety of microorganisms and the great capacity they
have to reproduce and adapt in all environments, which cause deterioration and thus
affect food, the preservation of processed or semi-processed products arises from the
need to extend the shelf life and improve storage conditions, for this, alternative
methods have been extended including non-thermal inactivation technology, high
pressure, radiation, modified atmosphere, biopreservation, and plant-derived com-
pounds (Witkowska et al., 2013).

4 Food Biotechnology

The development of food science and technology dates back a few decades and its
influence on processing and conservation constitute an accelerating factor in food
production, from this context biotechnology is defined as “the application of organ-
isms, systems and processes biological to the production of goods and services for
the benefit of man in order to increase productivity, performance, and solve prob-
lems of food supply to the general population” (Villanueva & Mejía, 2016; Maddela
et al., 2021).

Biotechnology is a tool available to the researcher, the advances in this specialty
of science and its applications have been useful for the food production sector to
currently achieve technological development comparable to any other industrial
branch, therefore food biotechnology is very important to the processes involved
and their impact, which is related to food production and nutrition (Ortega et al.,
2013).

For thousands of years, man applies genetics to improve raw materials and
finished food products, therefore biotechnology is an association of scientific and
technological knowledge that uses part of it to produce goods and services for
humanity and the environment, with the creation of products that are made at the
laboratory level using resources that are not traditional to produce superfoods
(Vargas et al., 2018).

Food biotechnology stands out fundamentally in the areas of molecular biology
of plants and industrial microbiology, being the contribution in animal biotechnol-
ogy and in the production of natural food additives a new alternative (Ramón, 2014).
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This biotechnological science offers new biological preservation systems through
essential oils that have the ability to provide food preservation without using
synthetic additives (Ramírez, 2020).

New foods are transformed thanks to biotechnology, which offers resources to
create new quality nutrients for man with a positive image for health from cheap raw
materials, such as plant material from which bioactive substances are extracted by
various methods.

5 Essential Oil Extraction Methods

For the extraction of essential oils, different methods (conventional and emerging)
are used to separate them from the plant material. Their composition may vary
according to the extraction method used. Conventional extraction methods have
been used throughout history, however it has been shown that they have higher
energy consumption, which increases production costs. Emerging methods seek to
increase industrial profitability, be sustainable, improve the characteristics of essen-
tial oils, and be respectful with the environment.

5.1 Conventional Methods

5.1.1 Steam Drag

It is the most common method to carry out the extraction, where the generally fresh
or dry vegetable sample is cut into small pieces, is enclosed in an inert chamber and
subjected to a stream of superheated water vapor; the essence thus entrained is later
condensed, collected, and separated from the aqueous fraction. This process is
widely used for fluid essences, implemented for perfumery. It is used at an industrial
level due to its high performance, the purity of the oil obtained and it does not require
sophisticated technology. During the development of this extraction, collateral
processes such as polymerization and chemical changes of terpenes can be gener-
ated; as well as hydrolysis of esters and thermal destruction of some components
(Díaz, 2018) (Fig. 1).

5.1.2 Cold Pressing Extraction

In this method, the essential oil, when extracted by cold pressing, maintains its
natural characteristics, is of high quality, healthy, and has valuable nutritional
properties for the body and therefore it is recommended to eat it raw (Garcés,
2018). This type of extraction is carried out exclusively by a mechanical process
and without the addition of heat, it can also be washed, sedimented, filtered, and
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centrifuged, but without altering the characteristics of the oil (Codex Alimentarius,
2015).

The process consists of applying an external force that causes changes at the
microscopic (cellular) and macroscopic level, which compresses. This causes the
cell walls to be destroyed, causing the oil to escape to the outside due to the pressure
generated and the reduction of the physical space available (Martínez, 2015) (Fig. 2).

Fig. 1 Essential oil extraction process by the steam entrainment method

Fig. 2 Essential oil extraction method by cold pressing
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5.1.3 Hydrodistillation

The hydrodistillation technique consists of raising the water in which the plant
material has been submerged to the boiling point, which can be leaves, flowers,
roots, and stems which are used fresh, dehydrated, powder, or in very small pieces so
that the water vapor exerts its action on the largest possible number of plant particles;
this technique is very similar to steam drag where the steam produced drags the
essential oils to another container where they condense and separate. This process
has some drawbacks due to the temperature used since it causes some compounds
present in plants to degrade and be lost, therefore the aromatic plant material must
always be in contact with water, either floating or submerged, through in order to
avoid overheating and charring it (Stashenko, 2009) (Fig. 3).

Fig. 3 Method of extraction of essential oil by hydrodistillation
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5.1.4 Solvent Extraction Methods

Solvent extraction has been implemented for fragile or delicate flowers, which are
not tolerant to the heat of the distillation process. Different substances have been
used such as acetone, hexane, petroleum ether, methanol, or ethanol (Mora, 2014). In
this process, the solvent is mixed with the raw material and then heated to extract the
essential oil, later a filtration process is carried out. Later, the filtrate is concentrated
by evaporation of the solvent; the concentrate is a resin or mixture of waxes,
fragrances, and essential oil. The concentrate is mixed with pure alcohol to extract
the essential oil and distilled at a low temperature. The alcohol absorbs the volatile
compounds and when the alcohol evaporates, the essential oil is obtained. However,
this method is time consuming and the commercial value of solvents is high, making
essential oils more expensive than those obtained by other methods (Eslava &
Fajardo, 2020) (Fig. 4).

Fig. 4 Solvent extraction method of essential oil
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5.2 Emerging Methods

5.2.1 Use of Ultrasound

The improvement in the efficiency of the extraction of organic compounds by
ultrasound is attributed to the phenomenon of cavitation, produced in the solvent
by the passage of an ultrasonic wave. Cavitation bubbles are produced and com-
pressed during the application of ultrasound, this is applied as an extraction alterna-
tive or to assist in extraction processes of volatile plant components, including
essential oils. The proportion in the composition of the extracts and their perfor-
mance depends on the temperature at which the process is carried out and the solvent
used, the application of this technique increases the efficiency of the extraction,
decreases the time and reduces the risk of thermal degradation (López et al., 2009)
(Fig. 5).

Fig. 5 Essential oil extraction method using ultrasound
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5.2.2 Supercritical CO2 Extraction

Supercritical fluids have been considered as an alternative means of essential oil
extraction. Carbon dioxide is the most widely used supercritical fluid due to its
critical conditions (critical temperature ¼ 31.1 �C and critical pressure ¼ 72.8 atm).
At high pressure, CO2 becomes liquid, so it can be used as a safe and inert medium to
extract aromatic molecules from the plant to be studied. There are no solvent
residues in the final product obtained because the liquid CO2 simply reverts to gas
and evaporates at atmospheric pressure and temperature conditions. Despite the high
solubility of essential oil components in CO2, the extraction speed is relatively slow
(Fornari et al., 2012) (Fig. 6).

5.2.3 Microwave-Assisted Hydrodistillation Extraction

It is an alternative for the extraction of essential oil, an emerging method that can be
adapted to a conventional microwave, making a hole in the upper part that connects a
flat bottom flask which is adapted for extraction, condensers are attached with the
microwave system. The performance depends on the temperature in the water
circulation, in addition, the vegetal sample must be dry and in small pieces in contact
with the water. Microwave extraction offers a benefit with a considerable reduction
in time and energy consumption (Ventura, 2017) (Fig. 7).

Fig. 6 Extraction method of essential oil with supercritical CO2
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6 Essential Oils and Their Biotechnological Applications
in Post-harvest

Food is frequently attacked by microbial agents, due to cross-contamination, storage,
transportation, before or after its post-harvest, which raises the concern of giving
more meaning to the harvest of the products since having a good product will have
great results (FAO, 2015). The World Health Organization states that every one in
three people a year worldwide becomes ill from contaminated food or water
(Prakash, 2015), leading to 2.2 million deaths, especially in children, which gener-
ates great concern and therefore a natural alternative for conservation is sought, such
as essential oils (Chen et al., 2016).

Post-harvest is a set of principles, standards, activities, and technical recommen-
dations that are aimed at obtaining a safe product ensuring the protection of
employees, consumers and the environment (Balaguera & Palacios, 2018). Safe
products are those that are free from physical, chemical, and pathogenic microor-
ganisms contamination, in this way the consumer will be able to access the product
and enjoy the benefits of its nutritional properties (Bouzayen et al., 2010) (Table 1).

Postharvest losses of fruits and vegetables caused by microorganisms are in the
order of 5–25% in developed countries and 40% in developing countries, these being
the most common cause of postharvest diseases in fruits and vegetables, damaging
their product and thus contaminating the health of those who consume it as a result of
a microorganism that alters the flora intestinal of people (Gatto et al., 2011).

It is estimated that postharvest losses of fruit and vegetable products that are
produced in the world exceed 20%, this is due to the presence of microbiological and
also physiological aspects, these damages occur as a consequence of technological
factors such as inadequate collection process, inappropriate packaging and

Fig. 7 Essential oil extraction method by microwave-assisted hydrodistillation
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insufficient routes for transportation, among others, which translates into a short
storage period (Almeida et al., 2012).

Farmers fight every day with these inconveniences that cause them great eco-
nomic losses, so what is desired is to avoid or minimize the adverse effects of the
aforementioned factors and jointly prolong the postharvest life of horticultural
products for which different technologies have been implemented. These include
storage at low temperatures, application of gamma and ultraviolet radiation, biolog-
ical control, conservation by controlled atmosphere, the use of plastic packaging, the
use of films and the application of edible coatings, among others (Núñez et al.,
2012).

Essential oils have recently become useful in post-harvest as bactericides and
fungicides, which is gaining great importance, demonstrating that it has antifungal
properties against microorganisms that affect the growth and yield of fruits, fungi
affect their composition causing irreversible damage and a different flavor is its
maturity, molds affect crops repeatedly causing the death of fruit trees (Ochoa et al.,
2019).

7 Physicochemical Parameters of Essential Oils

The referential physicochemical parameters that are carried out on essential oils are
refractive index, solubility, and density, these analyzes are used to determine their
quality and may require other more complex analyzes.

7.1 Solubility

This analysis is carried out to verify the affinity that essential oils have with a solvent
to be soluble, this analysis is expressed in percentage of solute or in units such as
moles per liter or gram per liter. It is vitally important to note that not all substances
dissolve in the same solvents since the higher the concentration of the solvent, the
faster the solubility will be; the factors that affect this analysis are temperatures and
pressure (Araujo et al., 2020).

7.2 Density

Density analysis is an internal property of essential oil; it does not depend on the
amount of the substance to be analyzed, but on the temperature. The density of a
substance is defined as the quotient of its mass for each unit of volume. Therefore, if
we know the mass and volume of a substance (liquid, solid, and gaseous) (Argote
et al., 2017).
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7.3 Refractive Index

The index of refraction is called the relationship between the speed of light in a
vacuum with respect to another medium or material, this analysis is symbolized by
the letter “n”. This analysis is carried out to know how much the speed of light is
reduced when passing through it in the essential oil analyzed as the material is
denser, the value of the refractive index increases (Castro et al., 2019) (Table 2).

Essential oils are extracted from various parts of the vegetable, obtaining positive
results from their physical-chemical properties; the density is between 0.8 and 0.9
although there are flower oils that have a density lower than 0.5 and oils from citrus
peels that have a higher density between 0.9 and 1; the refurbishment index is
between 1.4 and 1.5. The solubility of essential oils is determined by ethanol,
petroleum ether, hexane, methanol, chloroform. There are oils that are soluble
while there are others that do not present solubility.

8 Essential Oils as Secondary Metabolites

When plants are in the soil, they are attacked by various microorganisms that cause
them damage, which have developed various defense strategies against conditions of
biotic and abiotic beings. Plants synthesize enzymes that degrade the cell wall of
microorganisms or that have the ability to inactivate toxins of microbial origin to
defend themselves from the damage they cause (Toro et al., 2017).

The composition and structure of the walls of the plants form rigid and thick walls
less digestible for insects; this response in turn is united with the components of the
predator’s development such as spines, spikes, trichomes, and hairs. Glandular that
are on the outside of the plant covering the trunk and protecting it from damage to
growth. Likewise and as part of chemical protection, plants use secondary metabo-
lites with antimicrobial activity, against herbivores or with antimicrobial activity
(Croteau et al., 2000).

Secondary metabolites are low molecular weight compounds that not only have
great ecological importance because they participate in the adaptation processes of
plants to a suitable environment but also help as a component of food; they also
attract many pollinating insects and seed dispersers; these components are activated
against attack by microorganisms (viruses, bacteria, and fungi), attack by the
consumption of herbivorous animals (arthropods and vertebrates), and it also helps
to compete for nutrients in the soil (Robles et al., 2016).

In plants, we find primary and secondary metabolites; primary metabolites are
those chemical components that plants have to survive in growth, development, and
survival while secondary metabolites are compounds derived from the primary
metabolism of plants, these compounds play an ecological role important as it serves
as a defense (Pérez & Jiménez, 2011).

The vast majority of plant species present secondary metabolites such as terpenes,
phenolic compounds, glycosides, and alkaloids, of which about 800 polyphenols,
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Table 2 Physical-chemical analysis of different essential oils

Root
essential oils

Physical parameters

Density
Refractive
index Solubility Authors

Salvia trifilis
Epling

0.86 g/mL 1.4750 Soluble in 96% ethanol and
is volatile

Díaz (2018)

Zingiber
officinale

0.88 g/mL 1.52 Soluble in 96% ethanol Cuellar et al.
(2017)

Cúrcuma
longa L.

0.8983 g/m3 1.4995 Soluble in 96% alcohol, N-
hexane and ethyl ether

Aguirre and
Gutierrez
(2016)

Renealmia
thyrsoidea

0.873 mg/mL – Does not present solubility Rivera et al.
(2017)

Essential oil from the leaf

Schinus
molle L.

0.872 � 0.931 1.476 � 1.484 Soluble in 95% alcohol Plaza and
Ricalde
(2015)

Lantana
cámara

0.845 � 0.001 1.423 � 0.029 – Valdéz et al.
(2018)

Ocimum
basilicum L.

0.8744 kg/m3 1.4156 Soluble in ethanol at 60% Araujo (2018)

Eucalyptus
globulus
Labill

0.901 g/mL 1.4751 Soluble in ethanol at 70% Alarcón et al.
(2019)

Oreganum
vulgare

0.890 1.4375 – Silupu et al.
(2019)

Essential oil from flowers

Senecio
nutans Sch.

0.8616 g/mL 1.4432 Soluble 96% ethanol and
methanol

Flores and
Mily (2018)

Tagetes
minuta

0.8373 1.4960 Soluble in hexane, chloro-
form, ethers and 96%
alcohol

Mendoza and
Espinosa
(2019)

Matricaria
chamomilla
L.

0.508 1.365 70% ethanol solubility AlarcÃn et al.
(2017)

Trapaeolum
majus L.

0.946 – Solubility in 70% ethanol
and alcohols

Juscamaita
et al. (2017)

Clinopodium
weberbaueri

0.886 g/mL 1.537 Solubility in ethanol at 80%
and 90%; ethyl alcohol 70%

Oscco (2018)

Essential oil from the rind of the fruit

Citrus
sinensis

0.8423 g/mL 1.4710 Soluble in ethanol (70% and
90%)

Leónet al.
(2015)

Citrus
paradisi

1.030 g/mL 1.425 Miscible in aqueous
medium

Cabrera
(2019)

Annona
squamosa L.

1.015 1.337 – Cala et al.
(2018)

Citrus
reticulata L.

0.88086 1.4700 Solubility in ethanol at
96 g/L

Chávez and
Gomez (2016)

(continued)
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270 non-protein amino acids, 32 cyanogens, 10,000 alkaloids, various saponins and
steroids have been reported (Ávalos & Pérez, 2009) These metabolites are an active
source for the elaboration of medicines and valuable chemical products whose
function is as analgesic, antibacterial, antioxidant, antiviral, antitumor, fungicide,
among others (Agustin et al., 2011).

9 Antimicrobial Activity of Essential Oils

Plants in their structure have a phyllosphere area and especially in the leaves where a
large number of cells and microorganisms are found in them, a large part of the
microorganisms are part of the plant ecology. Consequently, naturally occurring
plants produce more than 100,000 low molecular weight natural products, also
known as secondary metabolites (Calcina, 2020) that unlike the primary ones that
do not protect the plants; this diversity is very rich in the evolutionary process in
order to acquire a defense against the attack of microorganisms, insects, and other
animals.

These substances can be divided into two large groups: phytoanticipins that are
constitutively present in plants and phytoalexins whose presence increases the form
considerably in response to microbial invasion, the differences between them are that
phytoanticipins are present in the plant while that phytoalexins are produced as a
response to microbial invasion. However, this definition is not entirely true, since
some compounds may be phytoanticipins in ones and phytoalexins (Perveen et al.,
2012).

Table 2 (continued)

Root
essential oils

Physical parameters

Density
Refractive
index Solubility Authors

Petroleum ether and
methanol

Citrus
aurantium
Engl

0.89 1.478 Does not present solubility Murillo et al.
(2018)

Essential oil from seeds

Azadirachta
indica

0.8 g/mL 1.463 – Martínez et al.
(2016)

Moringa
oleífera

– 1.4678 – Fernández
et al. (2018)

Pimpinella
anisum L.

0.98 g/mL 1.5534 Solubility in hexane,
dichloromethane, ethanol

Espinoza
(2018)

Coriandrum
sativum

0.9400 g/mL 1.513 – Condori
(2019)

Curcuvita 0.96 g/mL 1.46 – Valenzuela
et al. (2018)
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The plant kingdom offers great possibilities to discover new compounds that
could serve as a good candidate for the development of standardized antimicrobial
agents and/or phytomedicines that will be very useful in food, medicines, crops and
more in order to provide protection. Plant extracts are able to circumvent resistance
mechanisms due to their limited use compared to traditional antibacterials (López &
Domingo, 2003).

An important point to note is that a large proportion of the products synthesized
with antimicrobial character which show in vitro susceptibility tests a minimum
inhibitory concentration high (100–1000 mg/L) compared to those obtained by
conventional antimicrobials. These are related to the existence of antipathic com-
pounds that act as a true expulsion pump for a wide spectrum of substances,

Table 3 Most important chemical group obtained from plants as conservation

Chemical
group Compounds Plants Activity

Phenols Anthocyanins. Thymol,
Carvacol, Terpenoids,
Flacones, flavonones,
flavanols, and
flavanonols.
Flavanols, condensed tan-
nins, and lignans

Cattail, ginseng, ginkgo,
eleutherococcus, anamu,
grape, eucalyptus, peri-
winkle, devil’s claw, tan-
gerine, grapefruit, lemon,
orange, rosemary, agri-
mony, calendula, and
oats

Staphylococcus aureus,
Escherichia coli, Salmo-
nella enterica
Choleraesuis, and
Listeria monocytogenes

Quinones Hypericin, o-benzoqui-
none, p-benzoquinone,
naphthoquinone,
naphthoquinones,
anthraquinones

Hypericum perforatum HIV
Escherichia coli, Pseu-
domonas aeruginosa,
Staphylococcus aureus,
Klebsiella

Tannins Phenolic acid esters,
gallotannins,
ellagitannins, complex
tannins and condensed
tannins

These are polyphenolic
compounds found in
many dicotyledonous
plants, especially forage
legumes of temperate and
tropical regions

Bacteria, Fungi, viruses

Flavonoids Catechin, Isoflavone,
Keratin

It is found in almost all
vegetables and flowers
with which essential oils
are extracted

It is used in plants to
reduce the bacterial and
nicotic load that affects
its post-harvest, it is used
for allergies, it inhibits
bacteria
Staphylococcus aureus,
Escherichia coli y Bacil-
lus typhosus

Alkaloids Coca, Piperine, Mesealine Found in medicinal
plants

Big positive coconuts,
Fungi, lactobacilli

Coumarins Umbeliferona, Esculetina,
Herniarin, Psoralenos,
Imperatorina

Chamomile
Turmeric
Ginseng

Virus
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including those antimicrobial actions. The use of chemical inhibitors causes them to
cause irreversible damage to the health of consumers and products from their
postharvest period, while natural inhibitors cause great advantages.

Around 12,000 compounds have been isolated from plant organisms and it is
estimated that they constitute only 10% of secondary metabolites, a significant
percentage having some activity against microorganisms. Plants have an unlimited
capacity to synthesize compounds, most of them related to phenol and its derivatives
(Table 3).

The production of metabolites by plants is considered an adaptive capacity to
cope with stressful limitations during a challenging and changing growing environ-
ment that may involve the production of complex chemical types and interactions in
structural and functional stabilization through of processes (Yang et al., 2018) that
ensures proper growth and total protection of plants.
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Use of Waste from the Citrus Industry
for the Production of Unicellular Biomass
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Anna Ilyina, Cristóbal N. Aguilar, and Mónica L. Chávez-González

1 Introduction

Citrus is one of the main fruits produced and highly consumed around the world. In
Mexico, citrus is one of the most popular fruits and is one of the main produced and
export products. At the global level, Mexico is strongly positioned as a producer of
citrus, with the 5th place as a producer of orange, 2nd in lemon, 4th in grapefruit and
13th in tangerine (SAGARPA, 2018). In the foreign market, it is positioned within
the five countries in terms of citrus exports, with 729,650 tons of lemon, and
75,644 tons of orange per year (SIAP, 2019). The orange is one of the citrus
commonly consumed throughout the country due to its extensive hectares sown
and harvested (58.9% ha) (60.5% ha), its high vitamin C content, and the taste for its
flavor (SIAP, 2019; Bastías & Cepero, 2016).

Within the citrus industry, the orange is used mainly for the extraction of its juice
contained in the pulp, which generates a large amount of waste composed of the
orange peel and fiber tissue. These residues have a high content of carbohydrates
known as “fiber,” which is mainly composed of celluloses, hemicelluloses, and
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lignins, or also called lignocellulosic material. Most of the time, lignocellulosic
material is insoluble and is not degraded in the small intestine of mammals by
digestive enzymes (Micó Ballester, 2014), so it is not suitable for human consump-
tion, and it is automatically discarded, attributing to the increased pollution from
waste disposal. Organic waste generation accounts for almost 50% of the waste that
is generated in the country. These, of no be well managed, ends in the dumps and
landfills decomposing, releasing toxic gases and greenhouse, leached, between other
impacts that affect health and environment (SEMARNAT, 2019). Proper treatment
of these waste materials is necessary to protect our environment from pollution
(Cheng, 2017).

To reduce the environmental impact and take advantage of the lignocellulosic
composition of this pulp waste, it is necessary to develop alternatives for their
management and treatment so that they can be used in bioprocesses for their
transformation and final obtaining of high-value products and by-products. Conse-
quently, it must go through different methodologies for its acquisition, one of the
most viable is fermentation, a process by which raw material is transformed into
different products through the biological action of microorganisms. The use of agro-
industrial waste as substrates in fermentation provides an alternative for their use or
revaluation (Subramaniyam & Vimala, 2012). The result of this transformation is
biomass, an accumulated matter composed of biological material and different
components with great added value.

Since before the development of modern technology and methods, some species
of bacteria, fungi and other microorganisms have been used to produce biomass and
other compounds of interest through fermentation (Selim et al., 2018; Maddela et al.,
2021). One of the microorganisms most used in fermentation is yeast. Which have
proven to be microorganisms without high nutritional requirements, provide high
growth yields, and their cultivation does not depend on geographical or environ-
mental conditions (Santos et al., 2013). One of the yeasts recognized as GRAS
(Generally recognized as safe) by the FDA (Food and Drug Administration) and
which has multiple applications in the food industry is Candida utilis. This yeast is
another typical eukaryotic probiotic strain that can produce edible protein from
various wastes (Liu et al., 2019).

Although bioconversion of lignocellulose by yeast fermentation has been
reported as efficient and economical, the lignocellulosic fermentation process is
still a challenge due to multiple process parameters involved for bioprocess design
and optimization (Unrean, 2016). As well, for the use of lignocellulosic material for
its bioconversion through fermentation, it needs to be processed through physical,
chemical, or enzymatic treatments, to obtain monomeric sugars so it is easily
assimilated by yeast.

This study seeks to take advantage of the orange peel generated and discarded as a
final residue of the citrus industry, for its use in a bioprocess as a substrate rich in
carbohydrates and thus be able to obtain biomass high in protein and other useful
compounds. Caring and looking for the ideal medium, for the efficient growth of
yeast at the time of fermentation.
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2 Materials and Methods

An experimental work divided into two stages was carried out; in the first, the
characterization of the composition of the orange residues (peel) was carried out in
order to know if it could be used in the fermentation as a substrate. For this, the total
sugar content, nutritional, mineral and moisture content of the orange peel residue
were evaluated. In the second stage, the best conditions for the biomass production
process of C. utilis were defined. To do this, the strain C. utilis was first subjected to
adaptation tests on the substrate. Subsequently, the fermentations were carried out in
a bioreactor with 50 mL of stock mineral medium and the inoculated strain,
evaluating different ranges of pH, temperature, and substrate concentration. After
fermentation, the fermented material was taken, the material was stirred and then it
was filtered for the quantification of biomass, determination of total sugars, and pH.

2.1 Treatment of Lignocellulosic Material

The orange peels were cut into 4 parts and dried for 72 h in an oven at 50 �C. Then
material was milled to a fine powder and stored in hermetic plastic bags at room
temperature (25 � 2 �C). The moisture of the powder was measured to verify that it
was dry.

2.2 Chemical Composition of Citrus Peel Powder

The orange peel powder was subjected to different methodologies to estimate its
content of minerals, total and reducing sugars, total protein, fiber, and lipid content.

2.2.1 Determination of Total Sugars

To estimate the total number of sugars present in the orange peel powder, the phenol-
sulfuric method was used, where sucrose was used as standard (DuBois et al., 1956).
Samples were measured at 480 nm. The sample was prepared with 1 g of orange peel
powder in 100 mL of distilled water.

2.2.2 Determination of Lipid Content

The determination of the lipid (fat) content was carried out by Soxhlet extraction, 3 g
of moisture-free sample was weighed on a filter paper to be analyzed. C6H14

(hexane) was used as a solvent for the extraction. The extraction was maintained
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for 3 h. The flask was dried at 100 �C for 24 h. The content of lipids was calculated
by weight difference. The official method of the AOAC (2016) was taken as
reference.

2.2.3 Determination of Total Protein

For the measurement of nitrogen content and total protein, the fat-free sample was
treated using the Kjeldahl method via multiplication of total nitrogen by 6.25
(AOAC, 2016), taking into account the modifications made by Moreno
Dávila (2018).

2.2.4 Determination of Crude Fiber

The crude fiber content was determined by treating 2 g of fat-free sample with an
acid solution (0.225N sulfuric acid (0.25%)) and another boiling alkaline solution
(0.313N sodium hydroxide). The method was carried out as described by Ochoa
Reyes (2018).

2.2.5 Determination of Mineral Content

In order to know the different solid inorganic compounds (minerals) present in the
orange peel, a sample of dried and crushed orange peel was taken, it was introduced
in the X-ray spectrophotometry equipment “Epsilon 1” from Malvern Panalytical®.

2.3 Candida utilis Strain and Culture Medium

Candida utilis strain from the collection of the National University of Tucumán
(Faculty of Exact Sciences and Technology) (Argentina) was reactivated on PDA
(BD Bioxon®), and it was preserved in tubes with this semi-slanted agar or flute
beak, in an incubator at 30 �C.

The mineral medium that was used for the growth of the strain before fermenta-
tion was described by Nishio and Nagai (1981), composed of four salts, and it was
modified by adding anhydrous dextrose as a 5% carbon source (Table 1). The
medium was prepared in triplicate in 500 mL Erlenmeyer flasks with 100 mL of
culture medium.

The fermentation kinetics began with a previous stage of adaptation of the
Candida utilis in stock medium incubating at 30 �C and 150 rpm for 24–48 h.
Subsequently, a cell count of 1 � 106 cells was performed in a Neubauer chamber
and inoculated into the mineral medium with orange peel as substrate and carbon
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source, sterile and hydrolyzed with steam explosion. It was incubated at 30 �C at
150 rpm in triplicate, a sample was taken every 24 h for 96 h.

2.3.1 Pretreatment of Lignocellulosic Material

Two pretreatments of lignocellulosic material (orange peel powder) were carried out
to select the best pretreatment to obtain the highest biomass production. One of these
pretreatments was a heat treatment by steam explosion, this treatment allowed for the
simultaneous sterilization and hydrolysis of substrate. The culture medium was
autoclaved at 121 �C (15 lb pressure) with an exposure time of 15 min, then it was
cooled to room temperature. The second pretreatment was irradiation of the dried
orange peel, orange peel powder was irradiated with ultraviolet light of 10 W for
10 min, inside a closed chamber. Once irradiated, it was added to 50 mL of sterile
mineral medium. In both cases, culture medium was inoculated with a concentration
of 1 � 106 cells of the Candida utilis strain and an adjustment pH 6 was made, the
inoculated medium was incubated at 30 �C at 150 rpm in triplicate, taking a sample
every 24 h for 4 days.

2.4 Fermentation: Variables in the Growth Kinetics
of C. utilis

For the bioprocess, three variables were measured to obtain the highest yield in
biomass production, so different fermentations were carried out with different
variations in: (1) substrate concentration, (2) variance in temperature, and (3) vari-
ance in the pH. In the effect of substrate concentration on biomass production, five
concentrations of the carbon source were evaluated; 1%, 2%, 3%, 4%, and 5% in
mass/volume ratio of orange peel. The effect of temperature was evaluated in
4 different incubation temperatures; 20, 25, 30, and 35 �C. The effect of pH was
also determined (pH 4, 5, and 6), adding 0.1N KOH or 0.01N HCl to the fermen-
tation medium as the case may be. Fermentation was carried out after inoculation of
culture medium as described in Sect. 2.3. Flasks were incubated at 30 �C at 150 rpm
for 96 h, sampling every 24 h.

Table 1 Components of the
mineral culture medium
(stock) and glucose, used for
the growth of C. utilis

Reagent Molecular formula g/L

Ammonium sulfate (NH4)2SO4 1.5

Monopotassium phosphate KH2PO4 0.75

Dipotassium phosphate K2HPO4 0.75

Magnesium sulfate MgSO4�7H2O 0.05

Anhydrous dextrose C6H12O6 5
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2.5 Determination of Biomass by Dry Weight

Each sample recollected during fermentation was placed in 50 mL Falcon™ conical
centrifuge tubes and centrifuged at 5000 rpm for 10 min at 10 �C. Biomass was
separated and dried at 60 �C for 24 h. Then biomass production was determined by
dry weight. A sample of the supernatant was recollected and it was kept frozen.
Likewise, the pH of the supernatant was measured.

2.6 Determination of Total Sugar Content

From the frozen supernatant from the fermentation samples, the sugar content was
measured by the methodology described in Sect. 2.2 was taken as a reference.

2.7 Total Protein Measurement

Dry biomass was treated with the previously described lipid determination method
(Sect 2.2) to eliminate the fat. Once the sample was fat-free, a 15–40 mg sample was
taken from it for the measurement of nitrogen content and total protein (percentage).

3 Results and Discussion

3.1 Chemical Composition of Citrus Peel Powder

Knowledge of the chemical composition of substrates is an important step to
determine if lignocellulosic material can be useful in bioprocesses as a carbon source
or as a raw material to obtain products of interest. Table 2 summarizes the physico-
chemical composition of the dried orange peel used in the fermentation medium to
obtain unicellular protein by C. utilis.

The percentage of lipid content present in the dried orange peel used was 3.65%
this result agrees with the report by De la Rosa Delgado (2005) who establishes that,
in general, it has a low content of lipids (3–4% on the dry matter). The lipids in the

Table 2 Chemical composi-
tion of citrus peel powder

Determinations Content %

Humidity 5.90 � 0

Lipid (fat) 3.65 � 0.83

Raw fiber 13.97 � 0.53

Protein 7.90 � 0.13

Total sugars 68.58 � 0.9
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orange peel can be an antimicrobial factor, it is known that essential oils extracted
from plants of the Rutaceae family (orange, lemon, tangerine) have shown antimi-
crobial effectiveness (Shankar Raut & Mohan Karuppayil, 2014).

The moisture content of citrus peel powder was 5.9%. This result is almost nil, but
in the same way, it serves as an indicator that the dehydration pretreatment carried
out on the orange peel is good and helps to eliminate the oily substances from the
fresh peel. The orange contains essential oils and 90% of the total of these essential
oils is D-limonene, a compound with antimicrobial activity, which means that it
causes growth inhibition. This essential oil affects the yeast cell wall and alters the
transfer of H+ and K+ ions in glycolysis (Boluda-Aguilar et al., 2010). Despite its
high content in essential oils, including D-limonene, they are very sensitive to
oxidation degradation reactions. The stability of limonene decrease with a temper-
ature of 55 �C (Torres Alvarez, 2018), and the temperature used to dry the orange
peel was 60 �C for 3 days, this means that the dehydration pretreatment allowed to
eliminate the oily substances and the moisture contained.

The total protein content from the citrus powder by the Kjeldahl method was
7.9%. According to De la Rosa Delgado (2005), it has a low crude protein content of
around 7–9% on dry matter. The average of crude fiber was 13.97%; the percentage
obtained is slightly high compared to other authors who record having obtained
10–11% (Virreira Flores Bach & Góngora Pereira, 2014).

In the mineral analysis (Table 3), the orange peel presented a great variety of
them, the main one in percentage was calcium with 55.40%, offering itself as the
main component of the metallic elements of citrus.

The chemical composition of the dry orange peel, allowed to know that it is
possible to use it as a substrate rich in nutrients to be used in fermentation process.
This because, the principal component of the dry orange peel are carbohydrates,
including the raw fiber and the total sugars (Table 2), which represent more than 80%
of its chemical composition. The total sugars are known to be “simple sugars”
because they group the monosaccharides and disaccharides, which are the biomol-
ecules with the potential to use in fermentation process. Added to this, the method
for drying the orange peel, allowed to obtain a material with a lipid content suitable
for its use, preventing oily substances from acting as an antimicrobial factor during
fermentation. Likewise, the low moisture content makes the orange peel easy to
preserve, since having almost zero humidity, prevents it from being contaminated by
unwanted microorganisms.

3.2 Selection of Pretreatment of the Orange Peel
for the Fermentation Medium

It was compared two pretreatments for the orange peel before the fermentation;
irradiation and exposure to steam explosion. These two treatments were compared to
choose which of the two produce a higher concentration of biomass and the best
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sterilization treatment of the culture medium. The biomass production by C. utilis
using the two pretreatments methods for the orange peel as substrate are shown
graphically in Fig. 1.

Both methods allow the growth of C. utilis but the higher production of biomass
is obtained by steam explosion treatment (71.25 g/L � 2.47). As indicated by
Boluda-Aguilar et al. (2010), the steam explosion is used as a pretreatment of
lignocellulosic raw material to release the different polymers contained in lignin,
as well as its solubilization, also for the partial depolymerization of cellulose and the
solubilization of hemicellulose. The heat treatment helps to break down the lignin for
the release of fermentable carbohydrates. In the irradiation method, a biomass
concentration of 64.07 g/L � 3.70 was obtained, in this case, radiation acts on
biological material that contains DNA and eliminates undesirable microorganisms
on the material without hydrolysis of lignocellulose present in the substrate. It was
decided to continue applying the steam explosion as an orange peel pretreatment in
the following fermentation.

3.2.1 Kinetics of Obtaining Biomass from Candida utilis

The growth kinetics with the measurement of different parameters such as pH,
temperature, and substrate, allowed to evaluate of the capacity of Candida utilis to
degrade the orange peel as a specific substrate and unique carbon source.

3.3 Obtaining an Optimal Level of Substrate Concentration

The kinetics of biomass production by C. utilis with different concentrations of
orange peel as substrate are shown graphically in Fig. 2. The biomass production on
culture medium with 1% of citrus peel powder, it can be observed an increase in
biomass production during the first 24 h, followed by a slight decrease in biomass
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Fig. 1 Comparison of the
biomass production of
C. utilis using two methods
of sterilization of the
material:
irradiation vs. steam
explosion using 10%
substrate
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production during the next hours, this is because C. utilis is assimilating the culture
medium and enters to a stationary phase, since, as only the orange peel is used as the
unique carbon source, it is likely that it contains complex sugars that are difficult to
break down in order to assimilate and use them for growth. Then, at 96 h there was
an increase, this indicates that the yeast takes time to assimilate the different
carbohydrates in the culture medium.

Analyzing the behavior with 2% of substrate, a phenomenon of two phases of
growth and biomass production by C. utilis can be observed, the first given at 24 h
and the second at 72 h. And between these two times, at 24 and 48 h, a stationary
phase, where the limiting substrate is finished. This phenomenon is known as
diauxic-type growth, which is associated with a biphasic microbial growth that
takes place when two different substrates are present in the culture medium (Clark
et al., 2009). One of them is easier to metabolize by C. utilis and, therefore, it is
consumed first, which leads to rapid growth (at 24 h), followed by a stationary phase
(between 24 and 48 h). In this stationary phase, the yeast prepares to assimilate and
metabolize the second sugar, which can be seen represented by another phase of
growth or biomass production at 72 h. This indicated that perhaps the sugars
contained in the orange peel are difficult to assimilate for C. utilis, so it requires
time to consume it. A subsequent time optimization study was not carried out, which
could serve to determine whether the sugars present in the orange peel are complex
and difficult for yeast to assimilate.

For the concentration of 3%, 4%, and 5% of orange peel substrate, a phenomenon
similar to the previous one can be seen and it was possible to appreciate a diauxic
growth again. With a concentration of 3%, growth can be seen during the first 24 h

Fig. 2 Kinetic of biomass production by C. utilis, with 1, 2, 3, 4, and 5% of orange peel

92 A. G. Flores-Valdes et al.



followed by a slight stationary phase. To later, have a noticeable increase between
48 and 96 h, obtaining the highest production of biomass.

During the fermentation with 4% of the substrate, it is seen a growth from 24 to
72 h, where it reaches the maximum biomass production. Then, it can be seen a
decrease at 96 h, this can be attributed to two reasons: (1) the limiting substrate term
that indicates a phase of death or (2) the beginning of assimilation from some other
carbon source where C. utilis enters an adaptive phase.

On the other hand with a concentration of 5% of orange peel, there are 2 expo-
nential phases; a very small one during 24 and 48 h, and another between 48 and
72 h. This means that between 48 h there are 2 phases; a cell death phase and an
exponential or adaptation phase. The first phase of death (24–48 h) followed by an
exponential one indicates an adaptive behavior on the part of the yeast, which tries to
assimilate the different carbon sources that the orange peel contains as the only
substrate.

These results indicate that by increasing the substrate concentration, there is
greater assimilation and production of biomass by C. utilis.

Kurcz et al. (2018), used two sources of carbon in fermentation to obtain
unicellular protein and observed a phenomenon of diauxic growth caused by the
two carbon sources (potato wastewater and glycerol). In the kinetic (Fig. 2), it was
observed that during the first hours (24 h) it was a growth phase, and then it enters to
a new phase of adaptation, to later begin again a growth phase. C. utilis used
reducing sugars from the culture medium, to achieve the completion of the adapta-
tion phase and entering again to a growth phase. Modeling a biochemical process
knowing the kinetic parameters allows to obtain some advantages in the simulation
of the process and reduction of costs in industrial experimentation for the optimiza-
tion of the process (Volesky Von & Votruba, 1992). Constructing the kinetics of the
biomass production by C. utilis, allowed to know the behavior of yeast on the orange
peel as the only carbon source, and opens the possibility of remodeling the process
for its optimization.

The biomass production kinetics by C. utilis with different concentrations of
orange peel as substrate, allowed us to analyze and evaluate the best carbon source
concentration to achieve the higher development of C. utilis. Thus, with the results
obtained, it was decided to select the concentration of 5% orange peel as a carbon
source in future fermentations.

3.3.1 Measurement of pH in the Kinetics of Variance in Substrate
Concentration

The changes in pH during the different fermentations were favorable, as it was
shown to be related to the production of biomass and cells of C. utilis. Table 4
describes the growing pH values of C. utilis in a mineral medium control medium
plus the different concentrations of orange peel. It was possible to appreciate that the
concentration of 1–3% there is an increase in the pH and when the concentration was
increased from 4% of substrate, the initial pH became slightly more acid.
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One of the characteristics of C. utilis is its ability to grow in media with a pH
between 4 and 6. One of the advantages that yeasts have in fermentation processes is
that they can grow at a slightly acidic pH, which can promote to prevent other
unwanted microorganisms from growing in the medium, thereby inhibiting the
growth of most Gram-positive and Gram-negative bacteria (Contreras, 2014).

The kinetics of pH change by C. utilis with different concentrations of orange
peel as substrate are shown graphically in Fig. 3. In the kinetic with 1% orange peel,
the pH of the medium became slightly more acid with the passage of 96 h, showing a
pH of 4.8 at 24 h and rising to 5.5 at 96 h. This means that C. utilis can grow with this
pH even if it was slightly acid. Regarding the pH in the kinetic with 2% orange peel,
slightly abrupt changes are observed, starting at 24 h with a pH of 4 on average, so
that between 48 and 72 it increases and ends the kinetics with a slightly acidic
pH. This could be related to diauxic growth, as observed in Fig. 2, where it can be
seen that at 96 h there is an increase of biomass production and, a decrease in pH to
4.2 (Fig. 3).

In the kinetics with 3, 4, and 5% of orange peel, a decrease in pH begins to be
observed in the first 24 h and remains constant between the values of 3.5–3.9. Kurcz
et al. (2018) begin their experimental medium with a pH of 5.0, which is ideal for the

Table 4 Initial pH of culture medium with different concentrations of orange peel

Concentration OP (%) 1 2 3 4 5

pH 4.85 � 0.02 5.58 � 0.23 6.1 � 0.14 4.73 � 0.05 4.63 � 0.02

OP orange peel

Fig. 3 Kinetics of pH changes of C. utilis growing in different substrate concentrations
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growth of C. utilis in the kinetics of obtaining unicellular protein using potato
wastewater as a substrate.

In general, the pH showed a stable behavior. The decrease of the pH between 3.5
and 3.9, occurred due to the adaptation of the yeast with the substrate. The decrease
in pH indicates that C. utilis is adapting to the medium of orange peel. This is
favorable for the process, as it indicates that the yeast adapts the medium for its
growth and keeps it constant. In addition, acidic conditions can inhibit the growth of
unwanted microorganisms, avoiding the contamination of the fermentation medium.

In this way, the decision to continue working with the concentration of 5% orange
peel as a substrate was reinforced, because it showed stability in terms of the change
in pH, although it started with an initial pH that was more acid than the other initial
pH of the different concentrations of orange peel (Table 4).

3.3.2 Measurement of Total Sugars in the Variance Kinetics
in Substrate Concentration

The kinetics of sugar consumption by C. utilis with different concentrations of
orange peel as substrate is shown graphically in Fig. 4. The initial concentration of
sugars is similar even if we use different concentrations of substrate. Obtaining
values between 93 and 95 g/L for concentrations of 1 and 3% orange peel, and values
between 116 and 123 g/L for 2, 4 and 5% orange peel. This means that despite the
variance of the initial substrate concentration, the amount of sugar capable of being
fermented remains the same into the orange peel.

Fig. 4 Sugar consumption in the different kinetics with variance in the substrate
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The concentration of sugars in the culture medium decreases as fermentation
progresses. Observing that the substrate is diminished from 24 h, agreeing with the
biomass production at different concentrations (Fig. 2). When there is more biomass
production, there is a greater reduction in the concentration of sugars in the growing
medium. Biomass production is proportional to sugar consumption. With the con-
centration of 5% orange peel, started with a sugar concentration of 122.20� 0 g/L to
end with 64.37 � 2.4 g/L, this indicates that nearly half of the initial sugar content
was used and metabolized by C. utilis during the 96 h of fermentation.

3.4 Obtaining the Optimum Level of Temperature

Candida utilis has a high growth speed, in a substrate rich in sugars; needing factors
such as temperature; that must be adequately controlled (Giraldo & López, 2008). In
this stage, the results obtained in the aerobic fermentation of C. utilis are observed.

3.4.1 Effect of Variance on Temperature

Temperature was evaluated since it is one of the most important factors in the growth
of the microorganism, mainly increases its productivity of biomass rich in unicellular
protein (Rao et al., 2010). The kinetic of biomass production by C. utilis with
different temperature measurements are shown graphically in Fig. 5. There is no

Fig. 5 Kinetic of biomass production of C. utilis in 50 mL of mineral medium with 5% orange peel
at different temperature measurements
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significant difference between the temperatures evaluated. Also did not show an
increase in the yield of biomass produced.

Authors report that between 25 and 30 �C there is an optimal growth of C. utilis
and a greater production of biomass rich in unicellular protein is observed. Kurcz
et al. (2018) used a temperature of 28 �C, that is, neutral among the aforementioned,
to obtain unicellular protein-rich biomass with a mineral medium and residues of
potato water and glycerol as a carbon source and nitrogen. Observing in Fig. 5, the
two optimum temperatures most used by different authors (25 and 30 �C), there is no
significant difference between them, since the biomass content produced is similar in
terms of its average.

An average temperature (27.5 �C) between these two was also taken into account
(Table 5), and this temperature was taken from the substrate concentration kinetics
(Fig. 2).

The majority of yeasts are mesophilic, with a maximum growth temperature
between 24 and 48 �C. This is confusing because different authors report that the
optimal growth temperature of C. utilis is 30 �C for the production of biomass rich in
unicellular protein. However, Zhao et al. (2010) report that for some microorganisms
such as C. utilis, a temperature between 33 and 35 �C is optimal for it, in the same
way, they reported having a percentage of 48.2% of crude protein by inoculating
C. utilis at 30 �C. Rajoka et al. (2006) reported that the biomass production yield of
Candida utilis increased at 35 �C and after this, it began to decrease.

The fact that there is more biomass production at a temperature of 35 �C could be
attributed to two reasons: (1) it is the optimal growth temperature for C. utilis and
(2) as the temperature increases, the orange peel solubilizes part of the sugars present
in itself. According to Bekhta and Marutzky (2007) the stability of cellulose and
lignin is dependent of the temperature applied, it decreases with an increase in
temperature.

3.4.2 Measurement of pH During the Kinetics of Variance
in Temperature

For the growth kinetics and biomass production of C. utilis at different temperatures,
the pH was measured in each sampling.

There was a pH change in the bioprocess by Candida utilis (Fig. 6). It is also
observed that for each kinetic the initial pH was the same, which is why its variance
is better appreciated over time. The change in pH in a bioprocess indicates that the

Table 5 C. utilis biomass production obtained during 96 h growing on mineral medium and 5% of
orange peel at temperatures of 25, 27.5, and 30 �C

Temperature (�C) Average of biomass (g/L)

25 26.20 � 0.83

27.5 26.34 � 1.49

30 25.92 � 0.69
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microorganism used is performing various metabolic actions to take advantage of the
medium in an optimal way, in this case, it is possible to appreciate how C. utilis with
a lower temperature changes the pH drastically to be able to grow optimally, as we
know that the growth range of this yeast is 25–38 �C, which means that it may have
undergone an adaptation stage.

3.5 Effect of Variance on Initial pH

One of the characteristics that C. utilis presents is its ability to grow in media with a
pH between 4 and 6, for this reason, it was possible to measure with which of the pH
on this scale the best biomass production is achieved by this yeast.

It was observed that for each medium at the end of the steam explosion treatment,
a decrease in pH was seen to approximately 4.6, so the hydroxide was used in a
greater proportion, using only the acid if the concentration of the base was very high.
In Fig. 7, it can be seen that there was a slightly higher yield when adjusting the
initial pH of the medium to 6.0.

Munawar et al. (2010), optimized submerged fermentation for biomass produc-
tion and reported when evaluating the initial pH of a process that the highest
percentage of biomass obtained was found by leveling the pH to 6.0 at the beginning
of the fermentation system.

The results obtained, show that there is no great difference in the biomass
production yield. Fatemeh et al. (2018), concluded that for the studies carried out
with different microorganisms, among them Candida utilis, the initial pH value was

Fig. 6 Kinetics of pH change of C. utilis growing at different temperatures with 5% orange peel
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not among the independent variables to evaluate the optimal condition for the high
production of biomass rich in unicellular protein. This is beneficial for future
processes since the fact that there is no significant relevance in the pH for the
biomass production is favorable since it indicates the lower use of additives to
level the pH and therefore there is no increase in the economy to optimize the
process.

3.5.1 pH Measurement During Initial pH Variance Kinetics

During the kinetic study to measure the initial pH as a variable in the optimization of
the unicellular biomass production process, the pH was recorded during each sample
collection. This variable is not necessary to optimize the process (Fig. 8), although
when adjusting the pH to 6.0, there is a decrease in the pH of the system, which
means that Candida utilis metabolizes and changed the composition of the medium
to assimilate the substrate more effectively.

The change in pH in an initially adjusted system indicates that the microorganism
used is performing different metabolic actions to be able to assimilate or take
advantage of the nutrients in the environment.

3.6 Total Protein Measurement

The total protein content of the biomass with a higher yield was evaluated. The
sample was taken from the biomass obtained during fermentation with 5% orange

Fig. 7 Growth kinetics of C. utilis growing at different initial pH with 5% orange peel
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peel. First, it was evaluated the biomass generated at 24 h of fermentation, of which
5% of total protein was obtained. On the other hand, the sample taken at 48 h had
7.4% of total protein. The result obtained is low if we compare it with other studies
that obtained the unicellular protein in a similar way. Cajo et al. (2011), obtained a
total protein concentration in yeast of 52.5%.

The fact that a low yield was obtained in biomass rich in cellular protein is
because a nitrogen source was not optimized in the medium. If we observe in the
stock medium (Table 1), the only source of this essential nutrient is ammonium
sulfate. The orange peel waste do not contain mineral elements which could help to
increase the growth and adaptation of the yeast. Molk et al. (2002) named the
unicellular protein or bioprotein that which, produced by some microorganism,
assure an efficient growth rate, through the use of cheap substrates composed
primarily of carbon, nitrogen and phosphorus. Various authors such as Munawar
et al. (2010), report that within their optimization for obtaining biomass rich in
unicellular protein, the effect of the nitrogen source with the fermentation medium is
evaluated. The source of nitrogen is fundamental for the upturn of efficiency and
economics of microbial fermentation (Nancib et al., 2001).

Zhao et al. (2010) evaluated different nitrogen sources in the fermentation
medium for the production of biomass rich in unicellular protein by Candida utilis
1769 at 30 �C, and argued that, among the added inorganic nitrogen sources, the
addition of fermented corn liquor, yeast extract and peptone significantly increased
biomass production. In contrast to these, the addition of ammonium sulfate and
ammonium chloride has an adverse effect on them. Knowing this, an evaluation of
the nitrogen content in the fermentation medium is recommended for further studies.

Fig. 8 Kinetics of pH change of C. utilis growing at different initial pH with 5% orange peel
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4 Conclusions

In the present work, the viability of using orange peel residues to be used as a
substrate for the production of unicellular biomass of C. utilis was demonstrated, the
nutritional content of the residue showed that orange peels are a rich material and
that it can be used as a fermentation substrate. Of the different variables evaluated, it
was highlighted that the substrate concentration was important in the process, having
the highest biomass production titers with 5% orange peel in the fermentation
medium, reaching a production of 35.84 g/L � 2.28 at 96 h of fermentation.

From the evaluation of the effect of temperature on biomass production, there was
no difference between the temperatures evaluated, having a similar biomass produc-
tion, C. utilis could grow well in a range of 20–35 �C. Regarding the evaluation of
the growth of C. utilis over different pH, it was found that growth was positively
influenced in a pH range of 5–6 with maximum biomass of 39.72 g/L� 1.61 at 48 h
of fermentation and with a substrate concentration of 5%.

Although it was possible to produce a good concentration of biomass of C. utilis,
there are some other variables that could be studied to optimize the single-celled
biomass production process, such as the content and type of nitrogen in the medium,
the range of aeration, the age of the inoculum. These are important factors that could
have an effect on the production of single-cell protein.
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Organic Waste: A Cheaper Source
for Probiotics Production

G. Vidya Sagar Reddy, Ch. Vijaya, Bellamkonda Ramesh,
Srinivasan Kameswaran, Somavarapu Silpa, M. Subhosh Chandra,
Ch. Venkatrayulu, and M. Srinivasulu

1 Organic Wastes and Probiotics

Probiotics are microorganisms when given in sufficient quantity provide health
advantage to the host (Kechagia et al., 2013). They are bioactive microorganisms
with beneficiary effects. They have been found to be preventive to certain diseases
and are considered as essential component in human nutrition. Probiotics provide
necessary nutrients, enhance the growth and immunity of the host by inhibiting
pathogenic microorganisms, they also contribute the enzymes that help in digestion
(Ashraf & Shah, 2014). In recent times, there is an increase in demand for probiotics
due to its health promoting abilities. Probiotics were also reported to have ability
toward prevention of cancer, treatment of bacterial vaginosis, management of atopic
eczema, compensation for lactase insufficiency, prevention of traveler’s diarrhea,
etc., in humans (Isolauri et al., 2000; Kumar et al., 2010; Falagas et al., 2007; Vrese
et al., 2001; McFarland, 2007). The application of probiotics is not only confined to

G. V. S. Reddy
Department of Biotechnology, Vikrama Simhapuri University, Nellore, Andhra Pradesh, India

C. Vijaya
Department of Marine Biology, Vikrama Simhapuri University, Nellore, Andhra Pradesh, India

B. Ramesh (*) · S. Silpa · C. Venkatrayulu
Department of Food Technology, Vikrama Simhapuri University, Nellore, Andhra Pradesh,
India

S. Kameswaran
Department of Botany, Vikrama Simhapuri University PG Centre, Kavali, Andhra Pradesh,
India

M. S. Chandra
Department of Microbiology, Yogi Vemana University, Kadapa, Andhra Pradesh, India

M. Srinivasulu
Department of Biotechnology, Yogi Vemana University, Kadapa, Andhra Pradesh, India

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
N. R. Maddela, L. C. García (eds.), Innovations in Biotechnology for a Sustainable
Future, https://doi.org/10.1007/978-3-030-80108-3_6

105

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80108-3_6&domain=pdf
https://doi.org/10.1007/978-3-030-80108-3_6#DOI


humans but also used in animal husbandry. Probiotics are given to animals in their
feed for the production of healthier animals in animal husbandry (Awad et al., 2009).
It was reported that, Saccharomyces cerevisiae RC016, a probiotic strain isolated
from pig intestine has ability to absorb several mycotoxins such as aflatoxin,
zearalenone, fumonisin, and ochratoxin (Zoghi et al., 2014). Probiotics are consid-
ered to be generally regarded as safe (GRAS) microorganisms and approved to use
for consumption (Hempel et al., 2012). Application of probiotics as a feed additive
intended for production animals is very promising and entails minimal risk (Collins
et al., 2009).

The production of probiotics in bulk scale is money consuming process where
raw materials alone call for more than 50% of the production cost. Considering the
huge demand, scientists are in search for new supportive components which should
be of low cost, growth promoting and stability enhancer of probiotics. Organic
wastes were found to be cost effective production medium for probiotics and
functions as alternate to classical defined media. Organic wastes contain essential
nutrients required for the production of the probiotic organisms (Sagar et al., 2018).
A group of materials including corn extract, sugar, plant extracts, cassava starch,
sugarcane bagasse, date waste are tested to improve growth and stability of
probiotics (Ezejiofor et al., 2014; Vandenberghe et al., 2021).

Organic waste is any material that is biodegradable and comes from either a plant
or an animal. It can be compostable, broken into carbon dioxide, methane or simple
organic molecules. Examples of organic waste include green waste from plants,
paper, cardboard, food waste, timber—wood waste, dairy wastes, meat and fish
processing wastes, etc. (Salah & Hala, 2017). Based on their source, the possible
organic wastes that can be used for the production of probiotics can be classified as
Agricultural waste, Industrial waste, Municipal and house hold waste (Cheng &
Hu, 2010).

2 Agricultural Wastes as Substrate for Probiotics

Agricultural waste generally contains livestock manure and diversified biodegrad-
able materials, such as grain stalks, husk, shells, etc. In general farmers use agricul-
tural waste as manure but due to huge production quantities, time shortage between
the two crops, much of the agri-waste is burnt and raising environmental concerns
(Bhuvaneshwari et al., 2019). Moreover decrease in land availability, production,
and transporting the materials for the composting process makes the process slow
and costlier. Agro-industrial residues could be effectively utilized as low cost sub-
strates for the production of microorganisms (Naggar et al., 2014), this plays a major
role in lowering the production costs of enzymes and also probiotics. Sugarcane
bagasse is one of the widely available agro-industrial wastes which serves as an ideal
habitat for microbial growth and yields many value-added products. Sugarcane
bagasse constitutes of 50% cellulose, remaining part includes hemicellulose, lignin,
and others that has ability to support growth of several microorganisms (Sidana &
Farooq, 2014). Further, its pre-treatment by a variety of physical and chemical
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agents makes it more favorable for microbial growth and increased productivity of
different metabolites. In a research, Sugarcane bagasse was treated with
Acinetobacter calcoaceticus and the formed fermented hydrolysate which was
further used as growth inducer to develop probiotic organisms such as Lactobacillus
sp. and Bifidobacterium sp. (Soren et al., 2020). In a study, reported by Hu et al.
(2020), when cattle were fed with rice straw co-fermented with various probiotics
and enzymes, it altered the rumen bacterial community and increased the relative
abundance of variety of microbial species like Ruminococcus, Lachnoclostridium,
Fibrobacteres, Bacteroidetes, Saccharofermentans, Treponema, Pseudobutyrivibrio
and Ruminobacter species. It also elevated the propionate production and changed
the rumen fermentation pattern (Hu et al., 2020).

3 Industrial Wastes as Substrate for Probiotics

Organic wastes generated by industries are the byproducts of processes in a variety
of industries; they can be classified as: vegetable processing wastes which include
wash water, skins, rinds, pulp, and other organic waste from fruit and vegetable
cleaning, processing, cooking, and canning. Meat processing wastes which include,
grease, fat, oils, wash water, cooking waste, dripping, hair, and feathers from
slaughtering, butchering, cooking, and packaging of fish, chicken, beef, and all
other meat products. Dairy and egg processing wastes which include wash water
and process waste from egg and milk processing, drying, bottling, and packaging.

Miscellaneous food processing organic wastes include wastewater from soda or
fruit or juice bottling, bakeries, breweries, distilleries, sugar and grain processing,
and animal food production (Table 1).

Table 1 Types of waste and their origin in the industry (Source: Yiu Fai Tsang et al., 2019)

Type of waste Origin of waste

Waste from the preparation, processing, and
rendering of meat, fish, and other food stuffs
originating from animals

Slaughter house, butcher shops, fish
processing plants, egg processing plants, tal-
low processing plants

Waste from the preparation and processing of
fruit, vegetables, grain, edible oil, cocoa, coffee,
and tobacco, production of canned foods

Fruit and vegetable processing plant, starch
manufacturers, malt houses, grist and husting
mill, oil mills, manufacturers of coffee, tea,
cocoa, and canned foods, tobacco processing
plants

Waste from sugar production Sugar manufacturers

Waste from milk processing Dairies

Waste from production of baked foods and
sweets

Bakeries, confectioners, candy producers

Waste from the production of both
non-alcoholic and alcoholic beverages

Breweries, wineries, liqueur producers, distill-
eries, nonalcoholic beverage, and fruit juice
producers
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3.1 Organic Wastes from Fruits and Vegetable Processing

There are numerous industries which are based on fruits as well as vegetables e.g.,
juice industries, pickle industries, oil industries, etc. These industries process the
products to increase their shelf life by using canning, drying, freezing, and prepara-
tion of juices, jams, jellies, etc. The main solid waste constitutes organic materials,
including discarded fruits vegetables, peel/skin, seeds, etc. whereas the effluents
contain liquid waste of juice and wash waters (Sadh et al., 2018). Fruit and vegetable
losses and waste do not represent only the wasting of food commodities, but also
indirectly include wasting of critical resources such as land, water, fertilizers,
chemicals, energy, and labor. These immense quantities of lost and wasted food
commodities also contribute to immense environmental problems as they decom-
pose in landfills and emit harmful greenhouse gases (Yahaya & Mardiyya, 2019).
Followed by household garbage, fruit, and vegetable processing units commonly
produce the highest wastes into the environment (Negi & Anand, 2016).

India is the largest producer of bananas. It produces more bananas in a year than
the rest of the world produces for export. Most of the bananas grown in India are for
the domestic market (Gumisiriza et al., 2017). Banana peel constitutes about 30% of
fresh banana by weight. Ripe banana peels contain up to 8% Crude Protein (CP),
13.8% soluble sugars, and 4.8% total phenolics. Banana peels are rich in trace
elements; the ripened peel has approximately 30% free sugars. Green plantain
peels contain 40% starch. A commercial medium such as de Man, Rogosa and
Sharpe (MRS), or Corn Steep Liquor is usually too costly for commercial production
of probiotics. Therefore, exploring locally available sources as culture media for
probiotics from various agro-industrial wastes could be a better alternative for
reducing the cost of production. Hence, the applicability of Banana Peel as a
nutritional source was explored for cultivation of Lactobacilli strains, which are
potential probiotics (Farees et al., 2017).

Pineapple is the second most consumed and produced fruit after bananas, con-
tributing to more than 20% of the world production of tropical fruits. More than 70%
of pineapple is consumed as fresh fruit in producing countries. Pineapple waste is a
byproduct of the pineapple processing industry and it consists of residual pulp, peels,
and skin (Campos et al., 2020). About 30% of the pineapples are turned into waste
during the canning operation. These wastes can cause environmental pollution
problems if not utilized because it still contains high content of carbohydrates as
well as high fiber and low protein contents. Based on the physicochemical properties
of the pineapple waste, it can be potentially used as carbon sources for production of
lactic acid by microbial systems. Using waste pineapple material for probiotic
production would be optimal both economically as well as environmentally (Hassan
Pyar et al., 2014).The addition of apple, banana, and passion fruit peel powder in
probiotic yogurt improved the rheological properties and enhanced the growth of
Lactobacillus casei, Bifidobacterium animalis subsp. lactis, Lactobacillus acidoph-
ilus, and Lactobacillus paracasei (Sah et al., 2016). The effect of milk supplemen-
tation with mango peels on the kefir microorganism’s growth rates and antioxidant
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properties were also estimated in fermented products (Vicenssuto & De Castro,
2020). Lactobacillus is used in food industry for fermentation, preservation and as
food additives, in pharmaceutical industry as probiotic and antimicrobial substances
(Gowe, 2015). For production of Lactobacillus using fruit peel wastes, Shweta
Hardia and Sanjida Iqbal (2014) tested banana peels, orange peels, and papaya
fruit peels for maximum growth of Lactobacillus. Ten percent concentration of
crushed fruit peels were tested for production media and observed that papaya
peels extract supported the highest growth of Lactobacillus (Hardia & Iqbal,
2014). Therefore, application of agro-industrial waste and co-products in
bioprocesses provides an alternative way to replace the refined and costly raw
materials in the process of fermentation. In addition, the bulk use of agro-industrial
waste residues will help to solve environmental issues. Microbial biomass produc-
tion by using distillers dried grains with solubles (DDGs) is an alternative of great
interest for reuse of this industrial byproduct. It can serve as a protein concentrate as
well as energy source for microbial growth. Such waste substrates can be used as
medium component which can induce biomass production. The large amount of
waste DDGs, produced during bioethanol production can be used to generate
S. cerevisiae biomass and it can be applied in feed additive formulations. The use
of agro-industrial waste that pollutes the environment can contribute to sustainable
development of the process and reduce the costs of large-scale production
(Fochesato et al., 2018).

3.2 Dairy Wastewaters

Dairy waste water is a mixture of industrial wastewaters from tank truck, pack, and
equipment washing. Dairy processing effluents mostly include milk or milk products
lost in the technological cycles (spilled milk, spoiled milk, skimmed milk, and curd
pieces); starter cultures used in manufacturing; byproducts of processing operations
(whey, milk, and whey permeates); contaminants from the washing of milk trucks,
tanks, cans, equipment, bottles, and floors (Table 2); reagents applied in CIP pro-
cedures, cooling of milk and milk products, for sanitary needs, in equipment damage
or operational problems; and various additives introduced in manufacturing
(Cristian, 2010; Karadag et al., 2015). Milk loss in wastewater is around 0.5–2.5%
of processed milk, but it can increase to 3–4% (Slavov, 2017).

Lactic acid bacteria (LAB) are currently of great importance given their increas-
ing use in the improvement of human and animal health and nutrition (Vieco-Saiz
et al., 2019). They exhibit complex nutritional requirements, which is the reason why
their production costs are high. Research efforts are being made aimed at evaluating
different substrates for their production as well as the production of valuable
metabolites from them (Ahlberg et al., 2015). Oscar et al. proposed the use of
milk, industrial cheese whey, cane molasses, hydrolyzed starches, lingo-cellulosic
materials, organic food waste and bovine blood plasma, among others, have been
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proposed for Lactobacillus cultivation with the purpose of reducing costs and
increasing performance in their production (Oscar et al., 2019).

The availability of carbohydrate reservoir of lactose in whey and presence of
other essential nutrients for the growth of microorganisms makes the whey one of the
potential substrates for the production of different bioproducts through biotechno-
logical means. Nadeem et al. (2016) investigated the applicability of whey water-
waste as a nutritional source for cultivation of lactobacilli strains, which are potential
probiotics. It was reported that, the growth of Lactobacillus sporogenes and Lacto-
bacillus acodophillus in whey water medium was comparable to that of MRS
medium. Therefore, whey water from cheese production industries can be used as
a cost effective and cheap substitute for the growth of probiotic Lactobacilli
(Nadeem et al. 2016).

3.3 Fish Processing Wastes

Both marine and freshwater fish processing generate wastes that include scales,
skins, visceral mass (viscera, air bladder, gonads, and other organs), head, and
fins. Unlike the marine fish processing sector, freshwater fish processing is not
well organized and hence presents a different level of waste generation and disposal.
Fish waste is generally not used for any alternative purpose and therefore dumped,
which in turn leads to serious environmental problems (Arvanitoyannis & Kassaveti,
2008). Among different types of waste generated, fish viscera alone contributes
15–25% of the total body weight. Fish industry waste stands for a good source of
recoverable biomolecules. Various researchers are focusing on methods to recover
the biomolecules from fish waste in order to reduce organic loading on the environ-
ment as well as decrease the pollution related problems (Ghaly et al., 2019). The
potential of fish waste effluent as a fermentation medium for production of
antibacterial compounds, by lactic acid bacteria was evaluated by Tahajod and
Rand (1996). Costas Malvido et al. (2018), produced probiotic biomass and synthe-
sis of nisin by L. lactis by using culture media prepared from whey wastes (liquid
remaining after the first cheese pressing) and mussel processing waste which were
obtained from local dairy and mussel processing coastal plant (Costas Malvido et al.,
2018).

3.4 Fermented Silages

Fish silage is a liquid product made from whole fish or fish waste plus acid. Natural
methods of fermented fish silage production depend on the biological production of
lactic acid by bacteria to lower the pH. In general, lactic acid bacteria such as
Lactobacillus plantarum ferment sugars to organic acids (primarily lactic), thus
lowering the pH of the mixture. Fish contain only small quantities of fermentable
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carbohydrates and it is usually necessary to add suitable carbohydrates for the
bacteria to convert to acid (Palkar et al., 2017). Addition of mixtures of malt and
cereal meal, molasses and cereal meal, malt and tapioca meal, and molasses and
tapioca meal have all proved successful.

The fermentation process for conversion of carbohydrate to lactic acid involves
the break down complex carbohydrates to maltose to glucose by alpha and beta
amylase. Further, maltose is broken down to glucose by maltase. Finally, glucose is
converted to lactic acid by bacteria. Small amounts of other substances such as acetic
acid and alcohol are also formed during the process (Rehana et al., 2018).

Generally lactic acid bacteria can be divided into two types:
(a) homofermentative, which convert one molecule of glucose to two of lactic
acid, and (b) heterofermentative, which convert one molecule of glucose to one
molecule of lactic acid plus ethyl alcohol and water. It is, therefore, better to use a
homofermentative bacterium if possible. Since fish do not contain many lactic acid
bacteria themselves, it is essential to add a starter culture, usually of lactobacilli, for
successful fermentation. In addition, it is also necessary to add a source of amylase
since the first step in the fermentation relies on the hydrolysis of carbohydrate
(Ozyurt et al., 2017). In most processes, the amylase is provided by the addition of
malt to the mixture since malt is a rich source of amylases. The fermentation should
be carried out in full airtight containers so that conditions are anaerobic and
successful fermentation is indicated by a rapid drop in pH, as the lactic acid is
formed, and the production of gas (Akhtar et al., 2016).

3.5 Wastes from Meat Processing

The majority of the waste, in the meat industry is produced during slaughtering.
Slaughter house waste consists of the portion of a slaughtered animal that cannot be
sold as meat or used in meat products. Such waste includes bones, tendons, skin,
contents of the gastrointestinal tract, blood, and internal organs. Such wastes from
the meat processing industry contain a large number of organic compounds, which
makes their disposal an environmental issue. Wastewater from meat processing
plants contains highly concentrated fats, nitrogen, phosphorus, and potassium.
Therefore the meat extracts and waste water could be effectively utilized for
fermentation medium to grow aerobic and anaerobic microbes (Jayathilakan et al.,
2012).

Fermented sausages (such as dry sausages) are favorable meat products with
probiotic bacteria and such meat products has been shown to be one of the good
means for the supply of probiotic bacteria to the host. The most commonly used
species of probiotic microorganisms in fermented meat products are: Lactobaccillus
casei, L. paracasei, L. plantarum, L. rhamnosus, L. sakei, Pediococcus acidilactici,
and P. pentosaceus (Aguero et al., 2020).
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4 Municipal Wastes as Substrate

Municipal waste is the trash that is collected by every city and town across each
nation. Organic components make up over half of municipal waste, and include a
diverse biosolids ranging from lawn clippings and trimmed branches, to spoiled food
and a wide assortment of paper and cardboard products (Alam & Kulkarni, 2016).
Organic waste is being generated daily and is so abundant that dealing it is chal-
lenging. Much of the municipal waste is from the house hold waste such as kitchen
waste (Ferronato & Torretta, 2019). Kitchen waste is a rich-nutrition resource. It
contains sugar, lipids, proteins, cellulose, and other compounds (Wang, 2012). Yin
et al. (2013) used five strains of microorganisms including one strain of Lactobacil-
lus, two strains of Bacillus, and three strains of yeast, respectively and were mixed at
the same ratio and cultured using the kitchen waste as culture medium at pH of 7.2
and temperature of 37 �C. After 24 h, the total count of the viable cells reached
2.24 � 1010 CFU/g, which was higher than that obtained in any single probiotic
strain pure culture. It was found that the presence of yeasts and Bacillus species
enhanced the growth of Lactobacillus strain. Bench scale experiments were also
done in a self-designed rotating drum type bioreactor. The experimental results
indicate that there was a good possibility of utilizing kitchen waste for the economic
production of probiotics (Yin et al., 2013). Surplus bread is considered a major waste
problem for bakeries and food retailers. While some unsold bread is donated to
charities, most are resold as low-value animal feed. A team of food scientists from
the National University of Singapore (NUS) found a solution to reduce bread waste
by using a novel fermentation process to ‘upcycle’ surplus bread into a beverage
fortified with gut-friendly microorganisms.

Biotechnology Resource Centre (BRC), Mumbai, novel three-tier state-of-the-art
biotechnology treatment, the municipal biosolid waste is now converted into useful
soil conditioners and highly nutritive biofertilizer. Specialized microbial brigades
boost the composting process and successfully convert the biosolid waste in to
probiotic soil conditioner. Biomass is inoculated with the specific microbial
biocultures including degraders, deodorizers, enrichers, fixers, and solubilizers,
with inoculation of nitrogen fixers, phosphate solubilizers, and potassium enrichers
to attain minimum probiotic count or C.F.U. of 2 � 1014. The probiotic soil
conditioners developed using specialty treatment developed by BRC, have been
successfully tested for their increase in the productivity along with biosafety on
Sweet Sorghum crop at field level (Rastogi et al., 2020).
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Agro-Industrial Waste as an Option
for the Sustainable Development
of Bioplastic

María Antonieta Riera and Silvina Maldonado

1 Introduction

Plastic is a material whose characteristics favor its application in different sectors, as
reflected in the increasing levels of sales reported annually by this industry. Most
plastics are of synthetic origin, that is, they are synthesized from raw materials from
gas or oil. However, in recent years, the environmental commitment has motivated
the development of new materials from raw materials that are sustainable. One
option is waste of agro-industrial origin, which, being organic in nature, has a
wide variety of useful compounds for obtaining biomaterials. In this regard, there
are some investigations where the use of some agro-industrial waste is recorded to
obtain bioplastics. This, in addition to being a solution to the environmental prob-
lems caused by these wastes, is an alternative for their revaluation in the framework
of the circular economy and the bioeconomy.
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2 Consumer Society Versus Sustainable Production

Since the industrial revolution and up to the present, scientific and technological
advances have made possible the development of new products to meet the needs of
consumers. Today there is a great variety of articles on the market, in different
brands, models, and prices, accessible to most of the population. But this wide
variety of available products, together with the concept of planned obsolescence
adopted as a commercial strategy in almost all value chains, has fostered the
establishment of consumer societies.

The creation of a fast-fashion society, controlled by the different types of
obsolescence, leads to improve the characteristics of new products concerning for
to their predecessors (function obsolescence), to design products that wear out
shortly after the end of a minimal warranty (planned obsolescence) and systemati-
cally educating consumers to appreciate the newest as the best (obsolescence of
desirability), leads to disposable patterns of behavior, accelerates resource depletion
and contributes to pollution environmental (Hellmann & Luedicke, 2018). The rise
of these consumer societies has made the tendency to reuse objects that have already
served their usefulness disappears, which in some way is a way to value them and
reduce the rate of waste generation (Kedzierski et al., 2020).

This consumer behavior beyond generating sales revenue, makes manufacturers
become environmental aggressors, by progressively requiring more resources to
meet the demands of their production processes. Man has been based on the
consumption of this material, first experimenting with natural polymers, horn,
waxes, natural rubber, and resins, until the nineteenth century, when the develop-
ment of modern thermoplastics began (Andrady & Neal, 2009). Worldwide, the per
capita consumption of plastic was 11 kg in 1980, 30 kg for 2005, and it was
estimated that it was 45 kg for 2015; with greater participation for the countries of
the NAFTA zone and Western Europe with a per capita consumption of 139 and
136 kg, respectively (PlasticsEurope, 2008).

Since its inception, the plastics industry has been in constant growth, registering
for the year 1950 a production of 1.5 million metric tons (MMt) and for the year
2018, a total of 359 MMt produced (Statista, 2020). In recent years, this increase is
influenced by single-use plastics, invented for modern society with the purpose of
use and disposal, whose main application is food packaging, shopping bags, or
disposable tableware (Chen et al., 2021). Both the production and consumption of
this material contribute greatly to environmental deterioration, not only due to the
number of fossil resources required for the manufacturing process but also due to the
various pollutants that are released into ecosystems during disposal end of wastes of
this type and their prolonged permanence in them, given their slow degradation
process.

In the face of existing environmental pressures and the face of imminent climate
change, international commitments have been made in favor of the planet. An
example of this is the Sustainable Development Goals (SDGs) of the 2030 Agenda,
where at least seven of them directly or indirectly address environmental issues.
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Specifically, objective 12 of responsible production and consumption aims to
decouple economic growth from environmental degradation, while increasing
resource efficiency and promoting sustainable lifestyles (ONU, 2018).

A strategy related to the above is the adoption of new economic models focused
on circularity and the use of raw materials of biological origin, to obtain new
products. Within this approach are bioplastics, which are defined as a plastic that
is bio-based, biodegradable, or that meets both criteria (European Bioplastics, 2018),
and given their characteristics, they offer the possibility of introducing an alternative
to the problems caused by conventional plastics.

A bio-based plastic is obtained totally or partially from biomass (Fig. 1). It
includes starch, cellulose, proteins, lignin, chitosan, polylactic acid (PLA), and
polyhydroxyalkanoates (PHAs)/polyhydroxybutyrates (PHBs). A wide variety of
biomass of plant origin (complete plants or their residues, wood, dry grass) or animal
(for example, bird feathers) is used for its manufacture, which is a resource with
great potential to be used, rich in carbon, capable of being processed by microbial
methods, for the production of bio-based polymers, a mixture of biopolymers and
various chemicals (Brodin et al., 2017a; Maraveas, 2020). The main bio-based
plastics that are currently marketed are thermoplastic starch (TPS), polylactic acid
(PLA), polyhydroxyalkanoates (PHAs), polyethylene (bio-PE), propylene (bio-PP),
and polyethylene terephthalate (bio-PET) bio-based, containing at least some renew-
able carbon (Lackner, 2015).

For a plastic to be biodegradable, it must decompose by the action of microor-
ganisms or suffer a decrease in its molecular weight due to biological activity,
producing CO2, H2O, CH4 (depending on the environment in which it is carried
out), mineral salts, in addition to biomass (Reddy et al., 2013; Vert et al., 2012). It
should be noted that the biodegradability of the material does not depend on the
source of origin but the structure of the polymer. That is why there are biodegradable
plastics of natural origin, synthesized from renewable resources and petroleum-
based, but there are also bio-based nonbiodegradable plastics (Jiang & Zhang,
2017; Reddy et al., 2013).

The development of new bio-based materials under this bioeconomic model
represents an important factor to achieve the sustainable growth of the bio-based
plastics industry, which are also biodegradable. Sustainable development in any

Fig. 1 Types of bioplastics
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industry requires adopting changes in the processes, in the type and quantity of the
resources used, in the treatment and control of the waste generated, as well as in the
products obtained (Krajnc & Glavic, 2003). The bio-based industry and with it the
production of bioplastics must also take care of its resources, processes, and waste,
for sustainable production.

The use of monomers obtained from lignocellulose biomass as a replacement for
those based on petroleum constitutes a point in favor of sustainability as it is an
abundant and biodegradable renewable resource. Specifically, lignocellulosic bio-
mass is present in energy crops, marine biomass, forestry, as well as forestry,
agricultural, agro-industrial, industrial, and municipal solid waste (Al-Battashi
et al., 2019). In this particular, the use of lignocellulosic waste is of special interest
for its recovery through the obtaining of various products, one of them being
bioplastics.

Regarding transformation processes, the production of bioplastics is carried out
mainly by fermentation routes through biotechnological procedures, generally
expensive and with a low performance from an industrial point of view. Efficient
processes are required for the fractionation and purification of biomass, cost-
effective routes for conversion to monomers and platform molecules (Brodin
et al., 2017b), in addition to low-cost substrates, which could include some waste
generated in the agro-industry.

Some pretreatments of lignocellulose biomass incorporate the use of steam or
dilute acids and subsequent enzymatic treatments to break it up into simpler sugars.
Although it is a practical approach, it represents economic limitations in large-scale
processes. An important advance in the bioplastics industry is the development of a
new bioprocessing system, which uses thermophilic microorganisms for the
one-step conversion of lignocellulose into polyhydroxyalkanoate (PHA), excluding
the chemical and enzymatic pretreatment steps (Govil et al., 2020).

Another consideration in the sustainable production of bioplastics from lignocel-
lulosic waste is the energy requirements of the process. To reduce the consumption
of public services in this area and satisfy the total heating requirements, an integrated
process is proposed that takes advantage of the calorific value of the total biomass
waste, the biogas generated by the wastewater treatment, in addition to a network of
heat exchangers between hot and cold process streams (Kim et al., 2020).

Regarding the generation of waste, it is expected that bio-based plastics have a
reduced carbon footprint about those produced from oil since they are in complete
harmony with the rates and the time scale of the biological carbon cycle (Narayan,
2011). However, it should be considered that the use of food crops such as corn,
sugar cane, rice, etc., in addition to competing with the population’s food needs,
represents a threat to the total substitution of plastic containers of fossil origin by
bioplastics, since according to the evaluation of the impact of the life cycle of
bioplastics in terms of greenhouse gas emissions and land and water environmental
footprint, it would represent a considerable increase in the use of land and water
(Brizga et al., 2020).

Waste treatment must address the degradation routes available for the bioplastic
generated. Although there is the possibility of using mechanical recycling, or using
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chemical treatments, including hydrolysis, pyrolysis, or alcoholysis, to depolymerize
bioplastics such as polylactic acid (PLA) and thus generate value-added products,
biodegradation is one of the most discussed aspects for this type of material. In this
topic, it is important to define the environmental conditions necessary to ensure the
decomposition of the biopolymer. There are specific conditions such as temperature,
humidity, presence of microorganisms, that favor or counteract this biological
reaction.

To achieve sustainable and economically attractive production, biomass should
not be wasted under any circumstances, but rather should be used in a closed loop so
that all waste streams are reintroduced into the value chain with a new function
(Márquez Luzardo & Venselaar, 2012). Figure 2 shows the aspects to consider for
the sustainable production of bioplastics.

3 Valorization of Agro-Industrial Waste

Agro-industrial waste such as husks, seeds, whey, waste liquids, molasses, bagasse,
among others, are generated in the processing of agricultural products (Panesar et al.,
2015). The harvest is also part of the food production (Pfaltzgraff et al., 2013),
therefore, the waste generated at this stage can be included within the agribusiness
supply chain.

The Food and Agriculture Organization of the United Nations (FAO) in its record
of burning crop residues, reported that in 2018 alone, about 460 MMt of dry biomass
from four crops (rice husks) were burned, sugar cane, corn, and wheat), worldwide
(Food and Agricultural Organization of the United Nations, 2020). All this available
biomass, instead of being burned, could be used under a cascade economy model, to
obtain a wide variety of products. The efficient use of biomass from both an
ecological and economic point of view assumes that it must be used mainly in
high-cost and low-volume applications, and then use the residues at a next level in
applications, until reaching those of lower value and large volumes (Márquez
Luzardo & Venselaar, 2012).

RESOURCES PROCESS RESIDUES

- Energy crops.
- Marine biomass.
- Agroindustrial and
agricultural wastes.
- Forest wastes.
- Municipal and 
industrial wastes.

- Fractionation 
method.
- Transformation
method.
- Energy 
requirements.

- Generation rate.
- Degradation 
routes.
- Processing
methods.

PRODUCTS

Fig. 2 Aspects in the sustainable production of bioplastics

Agro-Industrial Waste as an Option for the Sustainable Development. . . 121



Agro-industrial waste with a high production rate throughout the world, in
addition to being biodegradable, has great potential as a primary or secondary raw
material for the production of biopolymers, as they are rich in useful substances
(such as fermentable sugars, carbohydrates, lipids, polysaccharides, pigments, and
aromatic compounds) (Heredia-Guerrero et al., 2017; Panesar et al., 2015;
Ranganathan et al., 2020). However, they are rarely recovered and, on the contrary,
are disposed of without any type of control, generating damage to the environment
and economic losses (Beltrán-Ramírez et al., 2019; Bilo et al., 2018).

From the lignocellulose material present in some food waste, cellulose, and
hemicellulose fractions can be extracted (De et al., 2020). Also, agro-industrial
waste rich in starch has the potential to be used in obtaining thermoplastic starch,
polyhydroxyalkanoates, and PLA (Chan et al., 2021; Grewal et al., 2020; Tsang
et al., 2019). Residues from banana, rice, corn, and cassava have shown the presence
of compounds of this type, useful in the production of bioplastics (Table 1).

As in synthetic polymers made up of a chain of monomers, a starch polymer
(composed of amylose and amylopectin) is made up of chains of sugar monomers
connected by glucosidic bonds. Thus, bioplastic is a polymer made up of simple
sugars and can be synthesized from bio-based materials. Starch-based bioplastics are
a promising substitute due to the abundance, renewability, sustainability, and bio-
degradability of this compound (Samer et al., 2019; Shafqat et al., 2020). PLA,
PHAs, and polybutylene succinate (PBS) are promising bioplastics with bio-based
raw materials and biodegradability properties that are produced by bacterial fermen-
tation of sugars from carbohydrate sources (Changwichan et al., 2018). On the other
hand, lignocellulosic fibers have also been studied as reinforcing material in
bioplastics, exhibiting properties that are compatible with the polymeric matrix
and thus the possibility of replacing synthetic fibers in bioplastics (Yang et al.,
2019).

The trend of agricultural waste as a source of bioplastics production is increasing
due to the amount generated per year, its low cost, and availability. The limitations of
use are related to the lack of standardized definitions for the management of food
waste, the scarce information regarding the quantities generated and the low pro-
duction performance compared to the food raw material. The outlook for the use of

Table 1 Characterization of residues

Agricultural
product Residue Amylose (%)

Cellulose
(%)

Hemicellulose
(%) aTRS (g/L)

Plantain Peel 8.59 � 0.82 58.89 � 0.76 3.47 � 0.76 ND

Rice Dust 0.87 � 0.02 60.28�5.48 25.57�0.63 0.69�0.24

Arrocillo 8.23 � 0.11 40.19�3.16 23.75�1.27 0.66�0.22

Husk 8.51 � 0.003 45.67�3.16 28.50�2.19 0.87�0.10

Corn Dust 22.35 � 0.05 51.15�3.16 28.86�0.63 0.18�0.04

Cob 6.93 � 0.05 56.63�3.16 19.36�0.63 0.52�0.32

Silks 6.92 � 0.05 63.93�3.16 21.56�1.67 0.89�0.12

Cassava Peel 20.2 � 0.4 ND ND 1.05 + 0.18
aFor alkaline hydrolysis at 3% (w/v). ND not determined
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agricultural waste as a raw material in bioplastics is expected to improve, with the
advancement of biotechnology, product life cycle analysis, prioritization of value
chains, investments in a future circular economy, and the intervention of the
government with the establishment of legislation that favors its use (Chan et al.,
2021; Teigiserova et al., 2019).

4 Biorefineries and Transformation Processes

A biorefinery is an industrial facility (or network of facilities), which use a combined
set of technologies and conversion routes, to use the available biomass comprehen-
sively and sustainable, to simultaneously produce biofuels, energy, materials, and
other chemicals with added value (Morais & Bogel-Lukasik, 2013). It consists of an
industrial complex that emulates the processing carried out in a traditional refinery,
but unlike this one, instead of using oil as raw material, it uses biomass from
different sources.

Currently, most of the biorefineries operating and under construction are located
in North America and European countries (IEA Bioenergy, 2021). Although it is a
relatively new production model that is still under investigation, interest in its
implementation increases every day given the need to replace fossil resources with
others of renewable origin.

The main objective of biorefineries is to use biomass to produce small quantities
of a greater quantity of bio-based products and downstream, to use secondary waste,
for the production of energy destined for internal or external use (Bell et al., 2014).
Depending on the raw material or processing technology used, biorefineries can be
classified into lignocellulosic, whole culture, green, marine, platform, conventional,
chemical, and thermochemical (Cherubini et al., 2009). Another classification indi-
cates that biorefineries can be a first and second generation or integrated (Trigo et al.,
2012). In Table 2, information corresponding to each of them is shown.

For the efficient transformation of biomass, in addition to pretreatment activities,
two conversion methods are used: biochemical and thermochemical. Biochemical
processes are carried out by the action of microorganisms (fungi, bacteria, and
yeasts), through biochemical reaction mechanisms; consider fermentation and anaer-
obic digestion, which produces biofuels and other chemicals, as well as biogas and
biofertilizer. Thermochemical transformations are carried out at high temperatures
and include combustion, gasification, and pyrolysis processes to produce thermal
energy, synthesis gas, and bioproducts (bio-oil and bio-carbon). The conversion rate
in these processes depends on the operating conditions: temperature, pressure, feed
rate, heating time, biomass particle size, catalytic activity (Ferreira, 2017; Vaz,
2019).

Bioplastic production would be a value-added co-product within biorefining, as
happens in oil refineries with the production of plastics and chemicals. The chal-
lenge, in this case, is to find biomass compatible with the biomaterial to be obtained
in a biorefinery scenario where the markets justify its production (Snell & Peoples,
2009). The implementation of a biorefinery platform that uses food waste as raw
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material is an interesting option (Tsang et al., 2019). This concept is possible for the
production of thermoplastic starches, as well as bacterial polymers. The selection of
biomass, the processing methodologies, and the correct integration in products and
co-products to be obtained, would contribute to a viable biorefinery from an eco-
nomic and environmental point of view.

It is aimed at an integrated biorefinery, where all the flows generated in the
process are used. Concerning agribusiness, waste from the starch industry (reject
raw materials, shells, seeds) could be used to extract the remaining starch and use it
in the manufacture of thermoplastic starch. A similar case would happen in the
manufacture of juices and beverages, where it is possible to use the waste generated
(seeds, peels, skins) to obtain the sugars present and use them as platform molecules
or lowcost substrates in subsequent fermentation processes. A representation of what
has been described is shown in Fig. 3.

Biorefining is a promising concept that seeks to close loops to value biomass in a
circular economy framework and comprehensively address the economic, environ-
mental, and social aspects of the industrial sector (Lindorfer et al., 2019). Although it
represents a great challenge, adequate integration of technologies and raw materials
will allow the establishment of future sustainable production chains for the produc-
tion of different bioproducts, which are also competitive in the market and which
lead to the progressive substitution of the products obtained by the industry oil
company (Cherubini, 2010; Ubando et al., 2020).

5 The Future of Bioplastics

The use of environmentally friendly materials is a topic that has gained interest in
recent years, both at an environmental and commercial level. The plastics industry
immersed in this reality has shown some experiences in which petroleum derivatives

Fig. 3 Biorefining for the production of bioplastics
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are being replaced by others of renewable origin, to produce partially based plastics
such as biopolyethylene terephthalate (bio-PET) or totally biodegradable such as
polylactic acid. In other cases, it has been possible to obtain bioplastics from fossil
resources, such as polycaprolactone.

Currently, bioplastics have a market share close to 1% of the total plastic
produced in the world, with annual growth rates between 20 and 30% and this
behavior is expected to continue for the next 5 years. Dadas las altas tasas de
crecimiento en el uso de ácido poliláctico, polipropileno de base biológica y
polihidroxialcanoatos, se estima que la producción de este material pase de
2,11 MMt en el año 2020 a 2,87 MMt para el año 2025 (European Bioplastics,
2020; Lackner, 2015).

But this represents a great challenge not only for the industry but for the
community in general. Beyond the biomass transformation technologies and the
operational requirements for the production processes to be profitable, aspects
related to the environmental management of the waste generated must be taken
into account, the establishment of clear legislation by the governments, as well as
consumer trends by users.

On the environmental side, it must be taken into account that not all bioplastics
are biodegradable. About half of the current bioplastics market is nonbiodegradable
and their end-of-life disposal will be problematic if not properly addressed. The main
nonbiodegradable bioplastics are biopolyethylene, biopolypropylene,
biopolyethylene terephthalate, and biopolyamide. For biopolyethylene,
biopolypropylene, given their chemical structure, they recommend using them as
raw materials for catalytic pyrolysis and from them producing liquid hydrocarbons.
Instead, for biopolyethylene and PLA, they suggest it as potential raw materials for
the gasification process (Rahman & Boi, 2021). It should be remembered that
bio-based materials or biodegradable materials such as PLA have great potential to
be compostable (Sidek et al., 2019).

Knowledge about the biodegradability of bioplastics is a starting point for
legislators to assess environmental impacts and create legislation to limit these
impacts as much as possible. Within this context, worldwide guidelines should be
developed for the production and use of bioplastics, as well as waste management
(Polman et al., 2021; Sidek et al., 2019).

As far as users are concerned, communication is needed between societies and
markets on how to put bioplastics into service in the future. It is necessary to promote
sustainable consumer behavior and determine the factors that influence their behav-
ior in terms of purchasing the purchases they make so that these revolve around
sustainability (Thakur et al., 2018; Zwicker et al., 2020).

Finally, bioplastics represent an opportunity to tackle the problem caused by
resource depletion and plastic pollution. Current obstacles and challenges must be
overcome to reach the production goals foreseen for the coming years.
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6 Conclusions

The use of agro-industrial waste for the production of bioplastic is an option that has
gained interest in recent years, as a strategy for its recovery and to obtain an
emerging material that is respectful with the environment. Although the current
market for bioplastics is low when compared to the production of synthetic plastic,
there are some experiences of biorefineries with favorable results for the production
of bioplastics. Future trends indicate that the production of bioplastics will increase
in the coming years, to progressively replace traditional plastics. For this reason and
given the composition of agribusiness residues, they represent an attractive option
for them to become their raw material, within a framework of circular economy and
bioeconomy.
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Abbreviations

ACPwithoutP Absorption of the crop in the plot without P
ACPwithP Absorption of the crop in the plot with P
CPA Amount of P added to the plot
DAP Diammonium phosphate
MAP Monoammonium phosphate
P Phosphorus
Pi Inorganic phosphorus
Po Organic phosphorus
PR Phosphate rock
Pt Total phosphorus
RP Recovery of P
TSP Triple superphosphate

1 Introduction

Crop productivity is determined by potentially defining factors (e.g., solar radiation,
temperature, CO2 concentration, plant characteristics) that usually limit it in ecosys-
tems (e.g., water, soil fertility) and/or the factors that reduce it (e.g., diseases, pests,
weeds), which is manifested in the growth rate of a crop (van Ittersum et al., 2003),
where soil fertility plays a determinant role in the different agroecosystems (Henao
& Baanante, 1999; Drechsel et al., 2001; Mueller et al., 2012). From this point the
importance is taken to consideration, the definition of an adequate level of fertility
contemplates calculating a concentration or range of this that does not produce
deficiencies in the growth of crops, but at the same time that does not imply a risk
of contamination of the water or air of the ecosystems (Pinochet, 1995; Johnston &
Dawson, 2005).

The world population is increasing geometrically, which is estimated to reach
nine billion inhabitants in the year 2050 (FAO, 2009). This implies an increase in the
demand for food, fibers, biofuels (FAO, 2009; Roberts, 2009; Godfray et al., 2010)
and, consequently, the need to develop strategies to increase crop productivity will
become evident, where the management of soil fertility, especially N, P, and K, will
be the key to obtain high crop yields, with the least risk of contamination of water or
air in ecosystems (van der Wiel et al., 2019), having in perspective the level of soil
fertility is the consequence of a state of equilibrium originating from the balance
between the addition, removal and transformations of nutrients in the soil system
(Hartemink, 2006; Phong et al., 2011; Zhan et al., 2015; Dayton et al., 2020).

Under natural conditions, nutrient addition occurs through solid and liquid
atmospheric deposition, biological fixation of gaseous nutrients, and the entry of
nutrients from sediments and effluents. Removal involves leaching from the soil,
gaseous losses (denitrification and others), surface or subsurface runoff (nutrient
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dissolved in water), and erosion (loss of soil plus nutrient). The transformation
represents the income from the weathering of the minerals (transfer of reservoirs).
As is the case of the release of cations from the primary minerals and the mineral-
ization of organic matter (release of N, P and S), which constitute the native income
from the soil and other forms of transformation are given by the chemical and
physical reactions that determine the retention of minerals in colloids through
adsorption, the formation of precipitated products and the transmission of mineral
sources from inorganic to organic forms by the microbial action, such as the
immobilization of N.

Depending on agronomic practices and the physical-chemical relationship of
nutrients with soil colloids, the relationship between the processes of addition and
removal of nutrients suggests that agricultural systems can accumulate (input of
nutrients > export of nutrients in crops) or de-accumulate nutrients (export of
nutrients in crops > nutrient inputs). A predominance of de-accumulation can lead
to a progressive reduction in soil fertility and a predominance of accumulation can
result in over-fertility of the soil and even increase the potential risk of contamination
(Pinochet, 1995; Johnston & Dawson, 2005), especially of water bodies by eutro-
phication processes of aquatic ecosystems (Bennett et al., 2001; Sharpley, 2016).

In this context, soil fertility is a matter of concern for the agricultural policies of
all countries, especially when referring to phosphorous fertility, since the availability
of P in many of the agricultural systems constitutes a strong limitation of the
production of crops (Sharpley & Tunney, 2000; Tóth et al., 2014). The physical-
chemical relationship between phosphate ions and colloids in the soil, and the field
evidence shows the accumulation capacity of P in soils and the potential to maintain
or build their fertility (Whalen & Chang, 2001; McLaughlin et al., 2011; Zhang
et al., 2019). However, the unbalanced P balances that are registered in many
localities of the world, which can manifest themselves in low fertility or in a potential
risk of contamination, have created the urgency to develop strategies aimed at
increasing the efficient use of P (Buerkert et al., 2001; Simpson et al., 2011;
MacDonald et al., 2011; Van Dijk et al., 2016), such as adjusting the fertility level
according to the supply required to satisfy the demand of the crop, replenishing what
is taken out of the system, selecting the correct source and place of addition, and
identifying cultivars based on their strategies for the use of P (Sharpley et al., 2005;
Norton, 2014; Shi et al., 2015). Faced with these challenges, it is essential to review
the existing scientific information regarding the dynamics of P in soils.

2 Residual Effect of P on Soils

At the beginning of the twentieth century, interest grew in the effect of the nutrients
that were applied to the soil via fertilizers. Thus, the effect of fertilization has been
evaluated by quantifying the relative yield of the crops during the years following the
initial application of the fertilizer, which have been compared with the yields
obtained in unfertilized plots (Syers et al., 2008). At that time, it was considered
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that P was lost or irreversibly fixed in the soil and therefore with little or no capacity
to increase soil fertility. This conclusion was reached because researchers at the time
possibly tried to measure the residual effect of one or more small doses of P, in soils
with a low level of available P and high retention capacity. However, some studies
have shown that the P retained in the soil can be recovered if the concentration of
available P is reduced (Barrow, 1983a), a situation that was later corroborated
through the analysis of a series of field experiments that showed that It is possible
to recover over 80% of the P added to the soil by removing it in the harvest of
successive crops (Syers et al., 2008).

Concern about precipitation implied that it was not considered that much of P
could be subject to adsorption reactions on soil colloids (Syers et al., 2008).
According to the works with an agronomic approach that have described the
adsorption of ions on characteristic surfaces of dominant colloids in soils (Posner
& Barrow, 1982) today it is recognized that the P retained in the soil can be released,
reflecting in a high accumulated recovery originating from successive crops. Sub-
sequently, this process was simulated in a reaction model between P and soil
(Barrow, 1983b), which was based on three assumptions: (1) adsorption reactions
occur between phosphate ions and a reaction surface; (2) the properties of the
reaction surface are normally distributed and; (3) the initial adsorption induces a
diffusion gradient toward the interior of the reaction surface. The model adequately
described adsorption/desorption when exposing the soil to different concentrations
of P, pH, temperature and contact time between P and the soil.

The crops, during their vegetative and productive cycle, do not use all the P added
to the soil for the season, leaving a fraction of absorbable P for the subsequent crop.
Thus, the P available for crop production in seasons after the addition of P has been
called the residual effect of P (Howard, 2006; Syers et al., 2008; Li et al., 2011).
Therefore, it can be inferred that the amount of residual P present in the soil is
basically determined by two processes: (1) the absorption of the crop and subsequent
export of P at harvest and (2) the reactions that determine its retention in the soil,
which according to Javid and Rowell (2002) can be classified as fast and slow
reactions. The fast reactions would be being dependent on the colloids and their
proportion in the soil, and the slow ones would respond to the laws that govern the
diffusion of ions.

The evaluation of the residual effect of P in short-term experiments led to the
conclusion that P is used inefficiently in agriculture, with recovery percentages of
added P that remains between 10 and 20%. Currently, the recognition of the
accumulation of P in the soil and its reversibility has reoriented the analyses done
by the researchers. Thus, Johnston and Syers (2008) argue that the traditional
method by difference to calculate efficiency is not suitable for P (Eq. 1) since it
was initially developed for nitrogen (N). The N contained in fertilizers rarely remains
in the soil as inorganic, nitrate that was not absorbed by the crop or immobilized by
soil organisms, is potentially lost through leaching or denitrification (Riley et al.,
2001; Zhang et al., 2015). However, on rare occasions a very small amount of added
P is lost from the soil, but mostly tends to accumulate as a reserve (Zhang et al.,
2019). When the efficiency of P is measured by the balance method (Eq. 2), the P
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removed by successive crops, during a suitable period of time, can exceed 80% of
the P added to the soil via fertilizer (Ibrikci et al., 2005; Sá et al., 2017).

RP ¼ ACP with P� ACP without P
APAP

ð1Þ

RP ¼
P

ACP with Pt �
P

ACP without Pt
APAP

ð2Þ

In Eq. (1): ACPwithP ¼ absorption of the crop in the plot with P,
ACPwithoutP ¼ absorption of the crop in the plot without P, APAP ¼ amount of
P added to the plot. Equation (2) considers the recovery of P by successive sowings
during a time (t) of recovery of P from successive crops. In both Eqs. (1) and (2), RP
refers to the recovery of P by the crop.

The reactions that occur over time when a phosphate fertilizer comes into contact
with the soil largely determine the residual effect of P. Results have suggested that
low solubility phosphate products originate when the soil solution reaches high
concentrations of P, a favored condition at the beginning of each fertilization event
(Lindsay et al., 1962; Ghosh et al., 1996). By adding P to the soil, the fertilizer
granule is hydrated and subsequently the diffusion of phosphate ions begins,
delimiting a zone of high P concentration in the closest part to the fertilizer and
another zone of low concentration in the distal limit of influence of the same limit
and, according to McLaughlin et al. (2011), in the zone of higher P concentration the
precipitation reactions would be dominant and in the zone of low concentration the
adsorption reactions would dominate (Fig. 1).

The initial reactions that are triggered when P is added to the soil depend largely
on its particular properties of the fertilizer, where the reactivity of the soil determines
the fate of P (Fig. 2). The current sources of P used in agricultural systems are
manufactured basically from phosphate rock (PR), whose P content generally
fluctuates between 9 and 17% of P. By treating PR with sulfuric acid, simple
superphosphate can be produced (7–10% P) or with phosphoric acid to produce
triple superphosphate (17–24% P). From phosphoric acid triple superphosphate
(TSP: 0-46-0), diammonium phosphate (DAP: 18-46-0), or monoammonium
(MAP: 15-52-0) is produced, depending on whether it is combined with RF or
with ammonia. These sources of P seem to end up all forming dicalcium phosphate
in soil, regardless of their manufacturing process, and the main difference lies in the
pH and the concentration of P in the perimeter of influence of the fertilizer granule.
The latter was evidenced in an acid oxisol (pH ~ 4) and a calcareous inceptisol
(pH ~ 8), collected in Rondonopolis—Brazil and Idaho—USA, respectively. In the
first soil, the pH increases by adding MAP or DAP, while in the second soil, the pH
is reduced. In the first soil the total P added was distributed in the first 28 mm of
diameter, while in the second soil the total P added was distributed in the first 50 mm
of diameter (Pierzynski et al., 2014).
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The development of soil analysis methods opens the opportunity to measure the
residual effect of nutrients considering their availability to potentially be absorbed by
crops, under specific site conditions (soil, climate) and management (crop rotation,
crop management of residues, fertilization techniques). In the case of P, the analysis
methods do not strictly determine the concentration of available P, but provide an
index of the amount of P that can be absorbed by the culture (significant correlation
between the availability index and the absorption of the culture) (Kumar et al., 1991;
Tiessen & Moir, 1993). These methods have been developed considering specific
characteristics of the soils, which considerably limits their generalization (Kumar
et al., 1991; Watson & Mullen, 2007; Jordan-Meille et al., 2012; Ziadi et al., 2013).

Fig. 1 Representative diagram of the movement of P by diffusion from a soluble fertilizer granule
through the pores of a well-aggregated soil (McLaughlin et al., 2011)
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3 Phosphorus Shapes in Soil

The amount of P contained in soils exceeds widely the amount absorbed by crops,
regardless of the degree of soil evolution, or of its pedogenesis (Yang & Post, 2011),
which is contained in organic (Po) and inorganic (Pi) reservoirs (Johnston & Syers,
2008). However, from an agronomic perspective, the availability of P in the soil is
limiting for crop production in many regions of the world (Lynch, 2011), which
predicts an increase in the demand for phosphate fertilizers and the constant devel-
opment of strategies that allow increasing the efficient use and recycling of P
(Sharpley et al., 2005; Norton, 2014).

It has been found that the level of total P (Pt) in oxisols and ultisols can be quite
low, not exceeding 18 mg P kg�1, while in soils derived from volcanic ash it can be
much higher with 3300 mg P kg�1 (Fassbender, 1993). Po represents between
20 and 75% of Pt (Brady & Weil, 1999), consisting essentially of polyphosphates
(ATP, nucleic acids), phosphonates (phosphonic acid), diester phosphate (phospho-
lipids), monoester phosphate (carbohydrate phosphates, inositol phosphate) (Fuentes
et al., 2006). In a meta-analysis by Yang and Post (2011), it became clear that the
proportion of each P form is related to parent material and time. The so-called labile
Pi constitutes a small fraction of Pt, in all soil orders, through all stages of develop-
ment, even in oxisols this form did not represent more than 5% of Pt. Secondary Pi,
defined as Pi adsorbed on the surface of secondary minerals of Al and Fe, represents
a small fraction that increases with the degree of weathering, but in no case it
exceeded 20%. The apatite content decreases with weathering, thus, entisols exhibit

Fig. 2 Dynamics of phosphorous fertilizer in the soil. (Adapted from Fixen, 1992)
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apatite content greater than 40% and oxisols do not exceed 3%. Aridisols, with an
intermediate stage of development, exhibit apatite content greater than 60% attrib-
utable to dry climate conditions where these soils predominate (Fig. 3).

The reduced fertility of P that soils generally exhibit in various regions of the
world (Lynch, 2011), basically responds to the naturally low content of P in the soil
in reference to other elements, low or no solubility of most of the compounds of P,
and progressive adsorption of the soluble P added via fertilizer, and even formation
of poorly soluble secondary minerals. In addition, soil fertility problems are exac-
erbated by P outputs from the system annually: 5–50 kg P ha�1 are removed by
plants in the harvested biomass, 0.1–10 kg P ha�1 by wind erosion of mineral and
organic particles, 0.01–3 kg P ha�1 is lost by surface runoff, and due to the low
solubility of P, losses by leaching are not very quantifiable (Brady & Weil, 1999).

3.1 Soil Inorganic Phosphorus

Soil Pi represents an important fraction of Pt, which under alkaline conditions is
forming compounds linked to Ca, under acidic conditions compounds linked to Al,

Fig. 3 Forms of P expressed as a percentage of total soil P (Yang & Post, 2011)
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Fe, and Mn, and under intermediate conditions phosphate ions tend to replace
hydroxyl groups located in the edges of the clays (Brady & Weil, 1999; Penn &
Camberato, 2019). The soil solution also constitutes a small reservoir of Pi, since it
can reach an average concentration of 0.2 mg P L�1 (Bolland et al., 2003), a situation
that would represent 60 g P ha�1 at 20 cm depth, with an apparent density of
0.7 g cm�3, and with 21% humidity.

Plants take up P from the soil solution. However, the amount of P in solution
(60 g P ha�1) is far from satisfying the demand for crops such as wheat or peas,
which can achieve yields of 10,000 in southern Chile (Sandaña et al., 2009; Valle
et al., 2009) and 7000 kg ha�1 (Valle et al., 2009), respectively. If we consider a
wheat yield of 10,000 kg ha�1 and an average P concentration in the vegetable dry
matter of 2 mg g�1 (Schachtman et al., 1998; Sharma et al., 2013) it can be argued
that wheat crop is able to remove 20 kg P at harvest, which means that the crop
totally exhausts the solution (60 g P ha�1) from the soil more than 300 times. It has
been suggested that precipitation/dissolution, adsorption/desorption, and immobili-
zation/mineralization reactions control recovering P concentration in the soil solu-
tion (Frossard et al., 2000; Penn & Camberato, 2019).

P sorption isotherms are derived from describing the amount of P adsorbed per
unit mass of soil as a function of the concentration of P in solution. From the analysis
of P sorption isotherms it has been possible to establish the maximum retention
capacity of the soil and the existence of a balance between P adsorption and
desorption (Anghinoni et al., 1996; Jiao et al., 2008; Wang et al., 2013), determining
that a certain level of P in solution is linked to a specific amount of P adsorbed in the
soil. That is, if the concentration of P in solution is increased (addition of fertilizers),
the amount of P adsorbed in the soil increases and, if the concentration of P in
solution is depleted (export of P in the harvest of crops) it decreases the amount of P
adsorbed in the soil. This approach has reasonably explained how small amounts of
P in solution can cover the demand for P by crops.

Adsorption can occur at the surface and intraparticle level, in the first case the P in
solution is retained on the surface of the soil colloids and in the second case the
initially retained P diffuses into the microaggregates, as a consequence of a gradient
of unbalanced concentration (Barrow, 1983a, b; Bolland et al., 2003). Desorption
refers to the passage of P adsorbed to solution, mainly caused by a depletion of P in
solution (Bolland et al., 2003). The adsorbed P can be trapped between the clay
minerals of the soil and the precipitated oxides of Al and Fe, this condition is called
occluded P (McLaren & Cameron, 1996). In Fig. 4 the adsorption and occlusion of
Pi is shown.

In the soil, the phosphate ion is subject to reactions that produce low solubility
compounds depending on the pH, and therefore the P contained in these compounds
is less susceptible to being absorbed by plants (Bohn, 1993; Busman et al., 2002;
Hopkins & Ellsworth, 2005). Generally, the reactions by which the phosphate ions
are removed from the soil solution give rise to: Al, Fe, and Mn phosphates,
compounds that are formed when P reacts with metal ions in solution (Fig. 5a);
reversible external sphere adsorption that favors anion exchange, where the phos-
phate ion in solution is subject to exchange with OH� and SO4

2� ions (Fig. 5b);
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retention of the external sphere on the surface of hydrated oxides where the avail-
ability of P tends to be much lower, since the reaction can be repeated, binding the
phosphate ion to two adjacent hydrated oxides (Fig. 5c).

In alkaline soils, the availability of P is linked to the solubility of the compounds
that tend to form when the phosphate ion interacts with divalent bases (Ca, Mg). In
alkaline soils, the phosphate ion reacts rapidly with Ca, giving rise to the formation
of a systematic sequence of compounds that decrease in solubility (Naeem et al.,
2013). The highly soluble monocalcium phosphate [Ca (H2PO4)2�2H2O] reacts with
the calcium carbonate present in the soil (CaCO3). Monocalcium phosphate plus
water and calcium carbonate originate dicalcium phosphate dihydrate, subsequently
under the same domain conditions of calcium carbonate, tricalcium phosphate
originates. In each transition there is release of carbon dioxide and the insolubility
decreases in each transition with respect to monocalcium phosphate (Table 1).

3.2 Soil Organic Phosphorus

The soil Po has a high agronomic and ecological significance since it can represent
more than 50% of Pt (Haygarth et al., 2018), which is corroborated by observing a
significant contribution of Po to the P availability that is estimated through routine
laboratory methods (Cade-Menun et al., 2018). Soil Po has been difficult to study
due to the fragility of the molecules that contain it, a situation that limits its
extraction with acids or bases. Chromatographic partitioning is a technique that
has made it possible to objectively study the Po of the soil. However, much of the
scientific knowledge of Po is due to nuclear magnetic resonance (NMR) as it is a
better known technique than chromatographic partition.

Four organic molecules that contain P in their structure are recognized in the soil:
polyphosphates (ATP), phosphonates (phosphonic acid), phosphate monoester (ino-
sitol phosphate) and phosphate diester (phospholipid) (Cade-Menun, 2005;
Cheesman et al., 2014). The nature of P associated with humic materials in the

Fig. 4 Surface and intraparticle adsorption (a) and occlusion (b) of P in the mineral fraction of the
soil. (Adapted from McLaren & Cameron, 1996)
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Fig. 5 Precipitation reaction (a), anion exchange (b) and adsorption on the surface of oxides (c).
(Adapted from Brady & Weil, 1999)
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soil is little known, a situation that does not diminish their importance as a source of
P for plants. These organic molecules can be grouped into two organic fractions of
the soil, a fraction that actively participates in plant nutrition and another fraction
that appears to be relatively stable and therefore not available to plants. The amount
of Po is more influenced by climate, biological activity, relief, vegetation and time
and to a lesser degree by the parent material of the soil.

The most abundant organic compound in the soil that contains P is inositol
phosphate representing more than 50% of the total Po (McLaren et al., 2015). The
abundance of inositol phosphate in the soil is possibly due to its relative stability
under acidic and alkaline conditions, and active interaction with humic acids present
in the soil. Nucleic acids and phospholipids probably do not exceed 2% of total Po in
most soils; these reach the soil in relatively high amounts as remains (residues) or
secondary metabolites of microorganisms, plants and animals. However, the low
amount present suggests that they undergo rapid mineralization unlike inositol
phosphate, which suggests that these phosphate compounds appear to be more
important for plant nutrition than suggested by the small amounts in the soil.

It has been observed that the concentration of P in solution and in leachates is
high when there are biological depositions of animals in soils, where P is forming
part of organic compounds (Azevedo et al., 2018). Po forms are more mobile than Pi
in soils, possibly due to their low reaction with minerals present in the soil. In the
deep horizons of soils that receive biological depositions from animals, it is common
to see that Po exceeds 50% of P in solution. This explains the greater availability of P
in the deep horizons of the soils when they are fertilized by Po sources, compared to
when they have been fertilized with Pi sources (Rigo et al., 2019).

The forms of Po are subject to pass to Pi by mineralization and through the
immobilization process the forms of Pi pass to Po. The amount of Pi added to the soil
via fertilizers that is immobilized is unknown but is estimated to be important. There
is evidence that some of the forms of Po product of immobilization are too stable to
be used by plants. It is possible to reduce the immobilization rate by modifying the
pH of the soil, going from acid to slightly acidic, but the accumulation of di and
tricalcium phosphate increases. Thus, it has been observed that calcium amendment
applications can reduce the need for phosphorous fertilizers in some cases by
increasing the mineralization/immobilization ratio.

Table 1 Minerals formed by precipitation of P in calcareous soils (Adapted from Brady & Weil,
1999)

Mineral Formula Transition (weeks) Insolubilitya

Monocalcic phosphate Ca(H2PO4)2�2H2O

Dicalcic dehydrate phosphate CaHPO4�2H2O 2–3 60

Dicalcic phosphate CaHPO4

Octocalcic phosphate Ca4H(PO4)3�2.5H2O

Tricalcic phosphate Ca3(PO4)2 8–10 900

Apatite hydroxide Ca5(PO4)3OH 52–104

Fluorapatite Ca5(PO4)3F
aReferential insolubility with respect to the solubility of monocalcium phosphate

146 G. Vásconez Montúfar et al.



4 Fractionation of P Contained in Soils

As a result of the development of techniques to analyze the contained P in soils, the
sequential extraction of P has been possible. This way of analyzing P has been
shown to reasonably support the hypothesis of P reservoirs in equilibrium (Johnston
& Syers, 2008; Syers et al., 2008). This hypothesis assumes that P is retained by soil
components with different degrees of energy (depending on the type of bond that
forms between P and soil colloids) and consequently they would determine several P
reservoirs with different availability grade. One of the first methods of sequential
extraction was proposed by Chang and Jackson (1957), which quickly stopped being
used due to its low representation in agronomic terms. Subsequently, other pro-
cedures have been proposed with the same objective (Table 2). Thus, in order to have
a practical explanation, conceptual diagrams of soil P reservoirs categorized
according to biological availability have been suggested.

The method of Hedley et al. (1982) has shown to be reasonably reproducible and
sufficiently sensitive to changes in conditions in agroecosystems (Tiessen & Moir,
1993; Cross & Schlesinger, 1995). The strength of this method is that it allows the
extraction of inorganic and organic forms of P with labile to nonlabile characteris-
tics. Several modifications of this sequential extraction method have been proposed,
among the best known are that of Condron and Goh (1989) and that of Tiessen and
Moir (1993). In the first case, the microbial P was excluded, the 0.1 M NaOH
extraction plus ultrasound was replaced by extraction with 0.5 M NaOH, and the

Table 2 Sequential extraction methods for P

Method Extraction Designation

Chang and Jackson (1957) 1. 1.0 M NH4Cl
2. 0.5 M NH4F
3. 0.1 M NaOH
4. 0.25 M H2SO4

5. Citrate-ditionite
6. 0.1 M NaOH

P labile
P-Al
P-Fe
P-Ca
P-Fe reduced
P-Al and P-Fe occluded

Bowman and Cole (1978) 1. 0.5 M NaHCO3

2. 1.0 M H2SO4

3. 0.5 M NaOH

P labile
P moderately labile
P resistant

Hedley et al. (1982) 1. Resin
2. 0.5 M NaHCO3

3. Fumigation, 0.5 M NaHCO3

4. 0.1 M NaOH
5. 0.1 M NaOH + ultrasound
6. 0.1 M HCl
7. H2SO4 and H2O2

P very labile
P labile
P microbial
P-Al and P-Fe
P intra added
P-Ca
P residual

Ivanoff et al. (1998) 1. 0.5 M NaHCO3

2. Fumigation, 0.5 M NaHCO3

3. 1.0 M HCl
4. 0.5 M NaOH
5. Ignition, 1.0 M H2SO4

P labile
P microbial
P moderately labile
P no labile
P residual
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0.5 M NaOH extraction was introduced after the 1 M HCl extraction. In the second
case, the main modification was that the 0.5 M NaOH extraction was replaced by
extraction with concentrated HCl.

After the works of Hedley et al. (1982), Tiessen and Moir (1993), Tiessen et al.
(1984), Cross and Schlesinger (1995), it is possible to give a geochemical and
ecological meaning to the P extracted sequentially (Table 3) according to the
extraction scheme presented in Fig. 6. On this basis, conceptual models of the soil
P system have been proposed (Fig. 7).

5 Considerations for Studies of Phosphorous Fertility
of Soils

The behavior of P from different fertilizer sources is subject to reactions that
determine its accumulation in specific reservoirs, depending on the characteristics
of the soils, which have originated under particular conditions of topography,
vegetation, and temperature and humidity regimes. In such circumstances, it is
necessary to evaluate the residual effect of the fertilizer P, identify the destinations
(reservoir fractions) of the added P and their relationship with its availability. Unlike

Table 3 Geochemical and ecological significance of the P fractions resulting from the sequential
extraction of Hedley et al. (1982) modified by Tiessen and Moir (1993)

Fraction
of P

Geochemical

Significance Ecological

Resin-Pi Absorbed in the surface of crystalline
compounds. Not occluded.

Immediately available para las plantas,
directly interchangeable con la solution
of soil. Quick rotation.

NaHCO3-
Pi

Absorbed in the surface of crystalline
compounds and in soil colloids. Not
occluded.

Easily available for plants. Quick
rotation.

NaHCO3-
Po

Weakly adsorbed to humic and fulvic
acids. Not occluded.

Easily mineralizable. Quick rotation.

NaOH-Pi Chemically adsorbed to amorphous and
crystalline Al and Fe compounds. Not
occluded.

Low availability for plants. Slow
rotation.

NaOH-Po Strongly associated with humic and
fulvic acids. Not occluded.

Low availability for plants. Slow
rotation.

HCl-Pi Associated with calcium compounds. Low availability for plants.

[HCl]-Pi Minerals rich in phosphorus with low
solubility such as apatite. Occluded.

Low availability protected phosphorus
for plants. Very slow rotation.

[HCl]-Po Associated with organic matter not
extractable in alkali. Occluded.

Low availability protected phosphorus
for plants. Very slow rotation.

[H2SO4]-P Highly resistant inorganic and organic
forms. Occluded.

Low availability protected phosphorus
for plants. Very slow rotation

[] refers to a highly concentrated acid
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Fig. 6 Sequential extraction of P with the method of Hedley et al. (1982) and modified by Tiessen
and Moir (1993). [] refers to a highly concentrated acid

Fig. 7 Conceptual flow diagram between soil P fractions and their respective associated
extractants. (Adapted from Tiessen et al., 1984; Tiessen & Moir, 1993). [] refers to a highly
concentrated acid
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other elements, P does not cycle between the biosphere (soil, plants, animals and the
atmosphere), as is the case of nitrogen, so that very often soils exhibit low levels of
phosphorous fertility and a high demand for P in most agroecosystems. This
threatens the future depletion of P from the reservoirs (Cordell et al., 2009; Schröder
et al., 2011). In addition, in agroecosystems, P can be lost through runoff and pass
into lakes, rivers, and even oceans, causing contamination of aquatic ecosystems. In
this context, the International Soil Information and Reference Center (ISRIC), in one
of its latest reports presented by Batjes (2011), declares the need to initiate research
programs aimed at improving the understanding of P behavior regarding its avail-
ability and dynamics in soils.

The laboratory methods developed to estimate the P available for the absorption
by crops during growing season have made it possible to reasonably predict the yield
of the crops or the productive response to a certain dose of P fertilizer (Ziadi et al.,
2013). Therefore, these methods for estimating the available P should show the
biological importance of each of the P fractions, when correlated by the available P
with the different fractions that make up the P of soils. It would be expected that the
estimated availability with the different methods (Olsen, Bray-P1, Mehlich-3) is a
function of several of the fractions that make up the soil P and even that each method
is associated with specific fractions. This information contributes to have a higher
and efficient P utilization. Data related to the dynamics of P contributes to achieving
a level of phosphorous fertility that allows reaching the maximum yields of crops
and pastures, and not increasing (pollution), it beyond what is necessary or reducing
it (degradation) once, it has reached.
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ROS Reactive oxygen species
SM Secondary metabolites
TF Transcription factor

1 Introduction

Plants species distributed around the earth, i.e., vascular plants, are over 390,000, of
which about 369,000 species (or 94%) are flowering plants, as revealed by the Kew
Garden. The World Health Organization has listed 21,000 medicinal plants
(Chakraborty, 2018) while the Kew garden estimates over at least 28,000 plant
species are currently recorded as being of medicinal use of which 16% (4478) of
the species are used in plant-based medicines as cited in medicinal regulatory
publications (Royal Botanic Gardens Kew, 2017). The use of medicinal plants
based on the first written Papyrus Ebers document dates back to 1800 BC (Häkkinen
et al., 2012). About 60% of plants have found medicinal use in the post-Neolithic
human history (Hao & Xiao, 2015). What make plants medicinal are secondary
metabolites (SM) in an acceptable concentration that are estimated hundreds of
thousands whose structure, function, and utility are yet to be explored (Wang
et al., 2019). All plants produce secondary metabolites in their ontogeny and
lifespan. This leads us to consider that all plants are medicinal but their pharmaceu-
tical features and medicinal attributes are unknown and remain to reveal. Plants like
wheat, barley, maize, potato, tomato are used in cosmetic and pharmaceutical
industries although they are not known as medicinal plants. But when they are
used in given quantities and/or based on their SMs they are considered not only
food but also plants with medicinal purposes like lycopene of tomato that is used
against hypertension or hordenine of barley when used as adrenergic agent and
weight loss. Therefore, we hypothesize that as all plants contain pharmaceuticals and
medicinal molecules that remain to be discovered to recognize all are medicinal/
pharmaceutical.

There is a high need to reveal plant SM compositions and curing characteristics as
well as their relevant functions in plant life as plant SMs have not been fully studied
to disclose such attributes (Ashraf et al., 2018). Although several studies are
available and have been done but because of highly complex properties of SMs
altogether the performed research up to now is the tip of iceberg. The ancient
medicines such as Avicenna, Galen, Razi, Jorjani, etc. categorized plants in three
use levels: food, pharmaceutical, and toxin. Therefore, the consuming quantity of
primary metabolites (PM) and the concentration of SMs determine if the plant should
be considered as food, medicine, or poison. The higher concentration of SMs can
make a plant toxic or medicinal. Thus, the consuming dosage is a very important
factor to nominate it in each of three levels. However, all plants have this capability
to produce trace quantity of SMs to supply their need for living, health, and survival.
The amount required for a SM to make it medicinal is not clear, though effective
suggested dosages and useful consuming quantity for some SMs are available.
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On the other hand, the functions of SMs in plants might be different from their
medicinal property and pharmaceutical application. Plants produce SMs to handle
physiological processes and biochemical reactions. Secondary metabolites are pro-
duced by plants as an intrinsic system when required in response to the condition
they are exposed like undesired abiotic stress, insect attack, pathogen infection. This
usage difference remains to be revealed and needs serious efforts to concord
functionalities of SMs in plants and other living organisms that use them as their
energetic or non-energetic sources. However, as an interesting point, biological
similarities between human, animals, and plants make it modellable and predictable
to predict properties of SMs. An antioxidant in plants that can scavenge ROS
molecules, function as an agent against cancer to reduced ROS produced during
cancer progress. Therefore, it is a reciprocal field that disclosed medicinal attributes
of SMs can suggest/indicate their function in plants and functionality of a SM can be
extended to have similar effect in human and animals. If the effects of a SM have
been revealed in human and/or animals and its function is not clear yet in plants, the
function can be developed biologically functionally to plants as putative.

Various SMs of many plant species have been studied because of their medicinal
properties but gradually scientists and researchers have found that they possess
multifunctionality involving in growth and development as well as plant response
to surrounding ambient (Wang et al., 2019). First SMs were considered as waste and
undesirable (by)products (Hartmann, 2007) but by revealing their physiological and
biological effects in plants they are considered now as necessary and fundamental
metabolites in plant life and evolution. By progressing in agriculture and plant
sciences, scientists found that SMs have evolved during time to defend plants against
insects, pests, pathogens while facilitating pollinator attraction (Wink, 2018). There-
fore, many functions have come out by advances in biology, medicine, and agricul-
ture emphasizing that SMs are complicated molecules that possess several benefits
for plants, animals, and human and subsequently are primordial. These make plant
SMs foremost.

Modeling a real environment for SM accumulation is a way that can make plant
produce in a better manner their SMs. Although plant photosynthesis and production
are affected when exposed to stresses toward less yield in terms of biomass (Jazayeri
et al., 2015) but SMs are altered in terms of quantity and quality to enhance their
potential response to stresses (Jazayeri, 2000; Kleinwächter & Selmar, 2015). One of
the best ways to make plants produce more SMs even cultivated ones is to simulate
natural conditions in their habitat. However, this type of simulation needs more
research and deep studies to disclose optimum condition for SM production in plants
taking into account species specific requirements, plant habitat and SMs as well as
simultaneous occurrence of stresses.

Production, type, and concentration(s) of SMs in plants are determined by
species, genotype, physiology, developmental stage, and environmental factors. In
addition, plant groups and families that possess resistance quality to stresses share
similar SMs indicating that there is a relation between plant genotypes, SMs, and
resistance. This can help us understand how plants tolerate stresses and how stresses
enhance SM production. The environmental factors including local geo-climatic and
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seasonal changes, external conditions of temperature, light, humidity and develop-
mental processes, among others, impact biomass production and biosynthesis of
SMs (Isah, 2019). Each environmental cue can affect SM yield based on plant
genetics suggesting GxE effect should be considered a particular case in plant SM
quality and quantity.

Growing conditions affect plant vegetative and reproductive phases and the
concentrations of various secondary plant products are strongly depending on the
growing conditions and it is obvious that especially stress situations have a strong
impact on the metabolic pathways responsible for the accumulation of the related
natural products (Selmar, 2008). In one study on Thymus daenensis, the authors
found that concentration of essential oils, thymol and carvacrol were changed in
different ecological populations growing in varied zones (Rustaiee et al., 2011)
indicating that natural habitat facing various stresses is of importance to quality
and quantity of SMs. Natural growing conditions give fruitful lessons on plant
ability to manufacture SMs while artificial selection of plants with higher potential
of producing SMs can be an option to domesticate wild plants for medicinal
purposes. This can help plant-based drug discovery and development as well as
the sustainable utilization of vegetal pharmaceutical resources (Fakhr Tabatabei,
1999). However, several studies have been performed toward disclosing optimum
conditions for plant SM production but it remains to further studies to have a better
understanding of plant SM knowledge. Environmental cues are grouped into biotic
and abiotic. Each of them has its own impacts on SM production. As in nature they
occur simultaneously modeling multi-stress studies are essential to understand how
plant respond to adverse stresses in term of SM production.

Genomics can reveal the genes and their copy number in plants and
transcriptomics can disclose if these genes expressed in the acceptable amount that
is worthy to use for medicinal purpose and plant breeding as well. On the other hand,
the concentration of metabolites is very important to make a plant medicinal.
Metabolomics studies the metabolites of living organisms to see the relation between
genes and environment. This can be done by a new branch of omics as
pharmaceomics by which the pharmaceome that is the whole SMs of a plant are
studied to reveal and predict its pharmaceutical/medicinal properties.
Pharmaceomics is the biological field by which plants are studied to reveal their
pharmaceutical value. Like genomics, proteomics, and metabolomics,
pharmaceomics will open new pavements for scrutinizing SMs and PMs. This
method starts with an extraction of metabolites as a whole and then results in their
effects on plant life, adaptation and contribution considering their roles in plants,
concentration, and composition. It will be of help for interatomic studies.

In the following sections we present plant response to stress via SMs, SM
functions in plant, their explanations as pharmaceuticals and in plant breeding,
with cocoa and coffee as two examples because of their importance and climate
change impacts on them. Finally, we conclude ecological factors and environmental
stresses can be of assistance for obtaining more SM concentrations while having
more tolerant plants and stress induction can enhance SM production in plants.
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2 Stress and Plant Response

Plants respond to stress by different mechanisms and approaches that are cellular and
molecular. These responses result in different levels toward the whole plant. At the
time of perceiving a stress by receptors, at molecular level some reactions occur like
change of metabolite production and composition, gene expression pattern, and at
cellular level other relevant actions are subsequently done like altering cell shape,
internal turgor, stomata closure/opening, or cell wall composition. All these reac-
tions, thus, are found out in the whole plant as turgidity or wilt appearance, hard or
soft leaves and shoots, big or small fruits, more or less growth/reproduction, etc.
Therefore, each plant response in whatever level seems to be reflected by the whole
plant. Studying plant responses in different levels is done by different biological
sciences. Ecology is the science of the whole plant responses to environment and
ecophysiology determines molecular and cellular impacts while many biological
science branches are involved in each study like genomics, transcriptomics, prote-
omics, biochemistry, physiology, histology, morphology, etc. This makes such kind
of study and research very interesting and at the same time complicated (Fakhr
Tabatabei, 1999).

As shown in Fig. 1, in metabolic level and genomic level plants can employ
different metabolites known as PM, SM, phytohormones to tolerate a stress. Primary
metabolites are affected in a way that can control the situation in favor of plant
survival but secondary metabolites are produced to enhance plant tolerance to
undesirable conditions. Accumulation of SMs under drought stress is seen but this
positive effect might be appeased or compensated by other impacts and effects as
other environmental factors exist simultaneously (Kleinwächter & Selmar, 2015).
For example, proteins are degraded to accumulate branched-chain amino acids in
osmotic stress (Huang & Jander, 2017) and nucleic acids are damaged during stress

Fig. 1 Plants adopt different approaches to stresses by cellular or molecular responses. These
approaches are demonstrated in the whole plant as various effects of stress like changes in
composition of hydrocarbons, lipids and fatty acids, damaged DNA and proteins for PMs. The
figure is taken from the first author doctoral thesis (Jazayeri, 2015). NA nucleic acid, CHO
carbohydrates, ROS reactive oxygen species, ABA abscisic acid, TF transcription factor, PGR
plant growth regulator
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as signaling mechanism (Nisa et al., 2019). Terpenes are changed to modify plant
ability and water potential to tolerate an undesirable condition like drought or
salinity. Therefore, plants choose how to reply to environmental factors by different
approaches via modifying PMs and SMs toward more tolerance to an adverse
environmental situation that can include different undesirable conditions as simul-
taneously occurring stresses. While phytohormones are influenced by stress but as a
feedback they can lead plants to more tolerance to stresses. Thus, phytohormones,
because of their multifunctionalities, can impact the plant responses to stresses by
controlling various approaches happening in plant life as modifying metabolites
shown in Fig. 1.

Plant secondary metabolism as shown in Fig. 1 is altered by stresses (in the Fig. 1
Drought is an example of stresses and environmental cues. It can be replaced by any
kind of stress). Each molecule or compartment that is altered by stress affects its
downstream parts. However, finding upstream receptors and involving keys that
perceive stress and initiate plant response is an issue that remains to further
discoveries.

3 Secondary Metabolites in Plants

Plants produce primary and secondary metabolites. Primary metabolites include
proteins, carbohydrates, nucleic acids, and lipids and fatty acids. They are generated
as the essential molecules without which plants are not created and cannot survive;
i.e., they are basic life elements. Secondary metabolites were known as not neces-
sarily vital molecules in continuation of life in plants (Jamwal et al., 2018) at the first
glance but without them plant life does not continue. Therefore, SMs are considered
as essential compounds originated from PMs to complete their functionalities and
their existence is indispensable for plant ontogeny and life processes although many
authors do not consider them as vital for plant life. The names primary and secondary
metabolites imply this fact that SMs are derived from PMs but it does not classify
them as two separated categories as primordial and unnecessary.

Secondary metabolites are classified under different criteria and there is not an
exact categorization or classification for them. In a classification system, they are
grouped based on having nitrogen (alkaloids, glucosinolates, cyanogenic glycosides,
alkamides) derived from amino acids and peptides and without nitrogen (terpenes,
saponins, flavonoids, tannins, phenols, lignins/lignans, coumarins). Another catego-
rization is based on the main molecular structure and base as phenolics, alkaloids,
saponins, terpenes, lipid-based and carbohydrate-based (Hussein & El-Anssary,
2019). As another one, plant SMs are categorized into terpenes, phenolics, N
containing compounds and S containing compounds (Jamwal et al., 2018). Phenolic
and polyphenolic compounds, terpenoids, alkaloids and sulfur-containing com-
pounds are the four major classifications of secondary metabolites (Hounsome
et al., 2008).
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Thus, it is better to employ different systems and consider different plant aspects
for classifying SMs to facilitate understanding their function and production in
plants as normally plants are classified sometimes based on their SM types like
aromatic plants (Lamiaceae, Apiaceae, Pinacease, and Verbenaceae), alkaloid plants
(Ephedraceae, Papaveraceae, Solanaceae, Ranunculaceae, Amaryllidaceae), sulfur-
containing plants (Brassicaceae, Liliaceae), etc. By such multi-dimension and poly-
level classification, they are not grouped only based on their chemical structure but
on their plant origin, pharmaceutical effects, and any other attribute that help
differentiate them.

Terpenoids and terpenes (well-known as aromatic and volatile compounds) are
one of the largest and most diverse class of plant metabolites as they derive to
different molecules due to their simple unit; isoprene or isopentenyl diphosphate
(IPP) (Tholl, 2015) that can be converted to complex metabolites. Previously, they
were called essential oils or essences due to their flammability and insolubility in
water while soluble in alcohol, ether and fixed oils (Dhifi et al., 2016) and mainly
some families like Lamiacease (Labiatae), Pinacease, Verbenaceae, Apiaceae are
known as strong odor plants with well-known oily extracts that are used in many
products like perfumes, toothpastes, and analgesic creams. Alkaloids and phenolic
acids and their derivatives are of diverse classes and most overrepresented in plant
kingdom that possess phenol unit and nitrogen-based structure respectively (Hussain
et al., 2018; Mandal et al., 2010). Phenolic containing plants are known due to their
bitter taste (specially in fruits at the early stages) and analgesic character like
Cameliaceae, Rutaceae, Rubiaceae. Alkaloid plants that are represented by narcotics
are famous because of their latex like Berberidaceae, Papaveraceae, Ranunculaceae,
and Euphorbiaceae families. Flavonoids contain plant pigments with different color
(Samanta et al., 2011) and possess capacity to modulate key cellular enzyme
function (Panche et al., 2016). Flower and fruit pigments and colors come from
flavonoids. They are phenolic derivatives but are preferably classified as a distinct
group because of their antioxidant (ROS scavenging) and colorful characters. Sapo-
nins are a glycoside derivates (a skeleton derived of the 30-carbon precursor
oxidosqualene to which glycosyl residues are attached) (Kregiel et al., 2017) with
a soap-making property that makes them a base for vaccines and pharmaceuticals as
anticancer and anticholesterol (Guclu-Ustundag & Mazza, 2007). There are 11 main
classes of saponins named based on their plant origin (Vincken et al., 2007) that
mainly are present in the plant families including Agavaceae, Alliaceae,
Amaryllidaceae, Asparagaceae, Bromeliaceae, Dioscoreaceae, Liliaceae, Palmae,
and Scrophulariaceae.

Table 1 shows the plant metabolite groups and their chemical units with their
pharmaceutical attributes and functions in plants. In addition, the name form for
different plant metabolite groups is explained in to make reader more familiar with
them. However, this nomenclature is used to more easily recognize them by their
origin. In addition, IUPAC names considering their chemical structures are used in
literature.

Secondary metabolites can be classified based on their effects on plants and on
human and animals. These categories are somehow similar depending on the SM
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Table 1 The different SM categories in plant based on their chemical and pharmaceutical
properties

Metabolite
Pharmaceutical/
medicinal effects

Chemical unit,
name character Example molecules Plant function

Alkaloids Analgesic, seda-
tive, dietary sup-
plement, anti-
diabetes, antican-
cer, antibacterial,
antiarrhythmic,
antifungal,
antiviral, protein
precipitation,
astringent, diges-
tive agent

Nitrogen-
containing
organic mole-
cules originat-
ing from amino
acids normally.
The name of
alkaloids gen-
erally termi-
nates with –ine
as suffix while
the name base
comes from
plant name

Actinidine, atropine,
berberine, caffeine,
cocaine, cytisine,
ephedrine, fumaricine,
galantamine, glaucine,
hyoscyamine,
isoquinoline, mor-
phine, nicotine, papav-
erine, piperine,
psilocin, quinidine,
quinine, reserpine, sco-
polamine, vinblastine,
vincamine, vincristine

Nitrogen reser-
voirs, protective
agents against
herbivores,
growth regula-
tors, balancing
osmotic pressure,
protective in
pathogen attacks,
prevention of
insect and fungi
penetration,
water balance,
alleviating oxida-
tive stress

Flavonoids Antioxidant,
Anti-
cholinesterase
steroid-genesis
antioxidative,
anti-
inflammatory,
antimutagenic,
anticarcinogenic,
preventing PMs
(DNA, protein)
damage

Phenolic deriv-
atives, the
names termi-
nate in—in
or—one
generally

Anthocyanin, arbutin,
betacyanin, betaxantin,
chalcone, cyanidin,
delphnidin, flavonol,
luteolin, malvidin,
orientin, quercetin,
pelargonidin, phloretin,
vicenin

Stress protectors,
ROS scavengers,
UV-filter, signal
molecules, anti-
microbial defen-
sive agents,
insect pollinator
colorful attrac-
tants, prevent
PMs (DNA, pro-
tein) damage

Saponins Nutrient absorp-
tion, digestion,
drug surfactant
base, anticancer
and
anticholesterol

Aglycone
(glycoside-
free). The name
termination is –
ane

Cucurbitane,
cycloartane,
dammarane, hopane,
lanostane, lupane,
oleanane, steroid,
taraxasterane,
tricullane, ursane

Antifeedant,
antimicrobe,
stress tolerance

Terpenes
and terpe-
noids
(essential
oils)

Antiseptic, anti-
oxidant, antimi-
crobial, antifun-
gal, anti-
inflammatory,
anticancer, skin
care, antileprotic,
antifilarial,
antibacterial,
antiviral

Isoprene unit
(IPP), C5H8.
Their names
terminate to –

en, –ene, and –

ol as suffix with
a plant name
base at the first
part

Azadirachtin,
artemisinin, carotene,
carotenoid, carvacol,
cineole, cymene, euca-
lyptol, eugenol, limo-
nene, linalool, linolen,
menthol, terpineol,
tetrahydrocannabinol

Antioxidant,
growth and
development,
physiological
and biochemical
reactions, deter-
ring herbivores,
predator attrac-
tant, abiotic and
biotic protectors,
adaptogenic,
antifeedant, ame-
liorating water
balance increased

(continued)
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structure. However, the effects on animal and human cells are different from the
effects on plants as physiologically they are different organisms. Despite of their
differences, the effects might be scrutinized to find which effects they have on
animals and human based on plant physiology and biological mechanisms and
processes. They are antibiotic, antibacterial, antiviral, antifungal, anti-inflammatory,
antitumor, antianaphylactic, antimutagenic, choleretic, and bronchodilatory actions
to protect plants against biotic (pests and pathogens) and abiotic (drought, salinity,
UV, light excess, flooding, hypoxia, and so on) stresses. These effects may be similar
when they are used as pharmaceutical agents.

Interestingly, some SMs can be stress signals causing plants react to them as
abnormal condition like methyl jasmonate, jasmonic acid, salicylic acid, poly-
amines, nitric oxide, melatonin, serotonin, brassino steroids, abscisic acid (Rama-
krishna & Ravishankar, 2011). Such study of SMs generates more details but it is
more complicated. That is why studying SMs in plants responding to stress is a
tricky research.

4 Plant SM Production Under Environmental Cues
and Stresses

Plants require a minimum of inputs as water, light, air, micro/macronutrients, under
an optimum climate that permit them to grow, develop, and reproduce adequately.
The factors involved in plant production in the nature are not under control and
therefore not being optimum always. On the other hand, plants are sessile and cannot

Table 1 (continued)

Metabolite
Pharmaceutical/
medicinal effects

Chemical unit,
name character Example molecules Plant function

in pest and path-
ogen attack to
defend plant cells

Phenol
derivatives

Antioxidant, anti-
cancer,
Antibleeding,
anticoagulant,
antimicrobial,
antifungal

Phenol chain.
The name nor-
mally is based
on a plant name
derivative and
acid. Or some-
times the name
suffix is –in

4-
hydroxybenzaldehyde,
4-methoxycinnamic
acid, apigenin, caffeic
acid, cinnamic acid,
circimaritin, coumaric
acid (coumarin), ferulic
acid, gallic acid,
isothymusin, lignin,
phenolic acid,
rosmarinic acid,
salicylic acid, syringic
acid, tannic acid,
vanillic acid, vanillin

Chemical
defense against
pests, IAA pro-
duction,
phytoanticipiant,
chemo attractant,
insect repellent,
symbiosis agents
with microbes,
rhizobium
growth and
nodulation
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move in order to escape from undesirable conditions occurring naturally out of
control. Therefore, during evolution they have adopted various adaptation strategies
in order to live and survive via producing SMs as protective agents like flavonoids
(antioxidants) for preventing damages of cellular structure and DNA and as storage
reservoirs like alkaloids and terpenoids, and as regulators of biological reactions
involved in growth, development, and reproduction like (poly)amines and alkaloids.
The difference between plants and other moving living organisms is these plant-
specific SMs that plants produce and employ while other non-plant organisms are
not able to generate them.

Generally, plant cultivation triggers high biomass and yield (depending on crop
product: foliage, bark, trunk, flower, fruit, seed) while for medicinal plants biomass
increase should be taken into account with—predictable—SM extract profiles. The
value of medicinal plants is based on SMs and phytochemicals as pharmaceuticals
that make them more valuable economically and medicinally. Hence, medicinal
plant production needs a combination of developing strategies toward more SM
accumulation meanwhile not experiencing biomass decrease that affect SM produc-
tivity. Subsequently, stress influence on SM rendering becomes more important than
biomass yield in plants with pharmaceutical and medicinal interests.

Exposed to environmental constraints (biotic and abiotic) plants produce SMs
toward more adaptation. Stress conditions are not optimum for plant growth and
development but they provoke expression or repression of stress-gene networks that
result in the production of SMs in the form of regulators, detoxifiers, transporters,
chaperons, proteases (Isah, 2019). Stress induction and stimulation on plants results
generally positively in SM changes contrasting with likely negative effects on
biomass and vegetable production. Accordingly, it is hypothesized that stresses
can positively alter SM production in terms of quantity and quality either with
decrease in biomass or without change in plant biomass and growth and develop-
ment. Plants under optimum growth condition produce their biomass in a desirable
manner. They have intrinsic abilities to produce SM that is altered by conditions in
which plants grow and reproduce.

Plants produce SMs in varied concentration depending on genetics and environ-
ment. However, it is a key factor in plant SM production to obtain as maximum SMs
as possible from wild and/or cultivated plants. Theoretically farms provide as
optimum as possible the conditions and requirements for plant growth, development,
and production to reach more yield but the optimum condition does not mean that
plants maximize SM productivity. On the other hand, plant breeding is aimed to
create plants that can produce more while being more resistant to undesirable
conditions. It is believed that wild plants produce more SMs than cultivated plants
(Selmar, 2008). This idea comes from this fact that in the nature plants, at the same
time, are faced with several environmental factors with whom they have to adapt like
light competing, water, etc. Thus, the nature and wild plants are the best sources for
evaluating optimum life conditions and genetic pools enabling further improvements
in plant production and breeding. Studying and modeling natural conditions for each
plant to evaluate its SM productivity potential is the best way to find an optimized
cultivation method.
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Plants produce more metabolites in response to abiotic stresses as revealed in
many stress studies like drought (Jazayeri, 2000), salinity (Aghaei & Komatsu,
2013), light (Thoma et al., 2020), herbivores (Villamar-Torres et al., 2018). In one
study antioxidant activity and content of phenols, flavonoids proline and
malondialdehyde (MDA) of four Achillea species under drought as four field
capacity (FC) levels (100%, 75%, 50%, and 25% as control, low, moderate and
sever stress, respectively) fluctuated by different water level and among the species.
This study indicated that the optimum condition to obtain phenol and flavonoid
content is when moderate drought stress treatment applied and the highest antioxi-
dant activity is obtained in severe stress condition (25% FC). Drought stress
promoted the production of phenolic compounds and increased 40-fold uliginosin
B in Hypericum polyanthemum. In the study, drought helped the accumulation of
SMs and in some stress treatments caused an increase of H. polyanhemum biomass
as well (de Matos Nunes et al., 2014).

Terpenes are emitted in response to various stresses specially herbivore or
pathogen attack. They are known as phytoalexins for dissuading malign attackers.
In one study, their compositions and quantity were shown that were changed when
the cotton plants were subjected to insect attacks (Villamar-Torres et al., 2018). In
another study by Zhang et al. their involvement and production as chemical defense
agent in Santalum album was confirmed. The authors scrutinized three terpene
synthase genes and showed that enzyme activity and terpene production resulted
in accumulation of terpenes upon stress (Zhang et al., 2019).

Table 2 shows plant SMs responding to different stress conditions by enhancing
their production. This leads us to think about this fact that stress induction per se can
be effectively useful for plants to fabricate more SMs toward more tolerating point
during their life from seed to seed. Taking into account that plant responses are not
same always but somehow similar, modeling from similar studies can reveal which
environmental cue(s) are of help or effective to produce more SMs. On the other
hand, plant requirements in each life cycle from seed and plantlet to adult stage and
next generation seed vary and this point is essential to understand how to apply
enhancing condition for SM production while considering plant need in each life
stage. This conclusion can be determined better by combining genomic,
transcriptomic, metabolomic, and pharmaceomic studies. The references presented
in Table 2 show that plant SM production enhanced by stresses has been of interest
and under consideration for a long time, maybe as long as agricultural history.

Advances in technology permits to perform more sophisticated methods in order
to enhance SM production and improve SM quality taking into account that due to
stress influence often plant biomass might be altered negatively but sometimes
positively. For plant breeding it is suggested to study natural genetic pool in wild
plants and compare their genome and transcriptome—and pharmaceome—with
cultivated/domesticated/bred plants to retrieve the best (if possible) genotype. In
such effort, GWAS in population, QTL data, gene expression profiles, metabolome
composition, and pharmaceome details trigger the variants by which potential SM
capacity comes out. One method is combination of different stresses at the same time
to evaluate plant reaction by evaluating gene behavior by RNA-Seq, GWAS studies,
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Table 2 Stress response and SMs in plants. In this table, the secondary metabolite production
increased upon imposed stress. For most cases, SM production enhances in response to stresses but
there are also SMs that decrease upon stress. However, it requires modeling or experimental
confirmation to determine increase/decrease SM production as stress response depends on plant
genetics and environmental cues. Another point, some SMs increase in a stressed plant and others
decrease, thus SM composition vary. It means that plant SM quality and quantity should be taken
into account as a whole

Secondary metabolites Plant species Stress response References

Alkaloids Phalaris
aquatica

Drought Ball and Hoveland (1978)

Allicin Allium sativum UV Jeong et al. (2013)

Andrographolide Andrographis
paniculata

Drought (popula-
tion effects)

Saravanan et al. (2009)

Anthocyanins Pisum sativum Drought Nogués et al. (1998)

Anthocyanins Grevillea sp. Salinity Kennedy and De Filippis (1999)

Anthocyanins Grevillea sp. Salinity Parida and Das (2005)

Artemisinin Artemisia
annua

Salinity, drought,
water excess

Vashisth et al. (2018)

Asiaticoside and
madecassoside

Centella
asiatica

Low temperature
and water
dehydration

Plengmuankhae and
Tantitadapitak (2015)

Betulinic acid Hypericum
brasiliense

Drought De Abreu and Mazzafera (2005)

Camptothecin Camptotheca
acuminata

Nitrogen,
drought and anti-
transpiration
agents

Feng et al. (2002), Sun and Tan
(2008)

Capsaicin Capsicum sp. Salinity Gammoudi et al. (2019)

Chinolizidin alkaloids Lupinus
angustifolius

Drought Christiansen et al. (1997)

Chlorogenic acid Helianthus
annuus

Drought del Moral (1972)

Choline Trifolium
alexandrinum

Salinity Varshney and Gangwar (1988)

Codeine Papaver
somniferum

Drought Szabó et al. (2003)

Cyanogenic glucosides Manihot
esculenta

Drought De Bruijn (1973)

Cyanogenic glucosides Manihot
esculenta

Drought Okogbenin et al. (2003)

Cyanogenic glucosides Triglochin
maritima

Drought Clawson and Moran (1937)

Cyanogenic glucosides Eucalyptus
cladocalyx

Drought Woodrow et al. (2002)

Di- and polyamines Oryza sativa Salinity Krishnamurthy and Bhagwat
(1989)

Epicatechins Camellia
sinensis

Drought Hernández et al. (2006)

(continued)
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Table 2 (continued)

Secondary metabolites Plant species Stress response References

Essential oils, euca-
lyptol, menthol,
linoleol, carvacol

Eucalyptus
camaldulensis

Drought, salinity Jazayeri (2000)

Flavonoids Pisum sativum Drought Nogués et al. (1998)

Flavonoids Hordeum
vulgare

Salinity Ali and Abbas (2003)

Flavonoids Hordeum
vulgare

Salinity Ali and Abbas (2003)

Flavonoids Prisms sativum Larson (1988)

GABA Sesamum
indicum

Salinity, drought,
heat, heavy metal

Bor et al. (2009)

Glucosinolates Brassica napus Drought Jensen et al. (1996)

Glucosinolates Brassica napus Drought Bouchereau et al. (1995)

Glycine betaine Triticum
aestivum

Salinity Krishnamurthy and Bhagwat
(1989)

Glycine betaine Trifolium
repens

Salinity Varshney and Gangwar (1988)

Glycosides Scrophularia
ningpoensis

Wang et al. (2010)

Glycyrrhyzin Glycyrrhiza
glabra

Drought Nasrollahi et al. (2014)

Hyoscyamine and
scopolamine

Atropa
belladonna

Chromium Vakili et al. (2012)

Indole alkaloids
(vindoline, vinblastine
and catharanthine)

Catharanthus
roseus

Drought Liu et al. (2017)

Jasmonic acid Lycopersicon
esculentum

Salinity Pedranzani et al. (2003)

Morphine alkaloids Papaver
somniferum

Drought Szabó et al. (2003)

Phenolic compounds Thymus
capitatus

Drought Delitala et al. (1986)

Polyamines Oryza sativa Salinity Krishnamurthy and Bhagwat
(1989)

Polyphenol Cakile
maritima

Salinity Ksouri et al. (2007)

Proline Camptotheca
acuminata

Low temperature Jiancan et al. (2002)

Proline Atropa
belladonna

Chromium Vakili et al. (2012)

Proline Theobroma
cacao

Drought M’bo Kacou et al. (2016)

Pyrrolizidine alkaloids Senecio
longilobus

Drought Briske and Camp (1982)

Salvianolic acid B Salvia
miltiorrhiza

Drought Liu et al. (2011)

(continued)
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and QTL methods as well as metabolomic approaches. Stress combination lets us
scrutinize more precisely plants’ comportment as a whole. This can improve our
understanding of relationship between plant and stress. Hence, multi-stress simula-
tion to study plant response to environmental cues is a way to enhance plant SM
production. This, then, can be applied in real cultivations by changing seed sowing
period, irrigation time, pest and disease management, agronomic practices to move
forward an ameliorated cultivation. By using encapsulated bioactive reagents, the
content of phenolics and flavonoids in Lactuca sativa was increased without any
significant impact on the morphology and moisture content (Jurić et al., 2020). This
method fortifies plants’ defense system against pests and increases the tolerance to
damaging environmental cues. Such modern method can be applied for plants under
stress to obtain more SMs in response to the stress. Combination of such technical
approaches and multi-stress strategy is recommended for further plant selection and
breeding research and agricultural procedures.

Table 2 (continued)

Secondary metabolites Plant species Stress response References

Rutin Dimorphandra
mollis

Drought,
fooding, and
salinity

Lucci and Mazzafera (2009)

Rutin Hypericum
brasiliense

Drought De Abreu and Mazzafera (2005)

Saikosaponins Bupleurum
chinense

Drought,
watering and
re-watering

Yang et al. (2019), Zhu et al.
(2009)

Sorbitol Lycopersicon
esculentum

Salinity Tari et al. (2010)

Stevioside Stevia
rebaudiana

Hydroponic cul-
ture, salt stress

Aghighi Shahverdi et al. (2019),
Srivastava and Srivastava
(2014), Zeng et al. (2013)

Tannin, alkaloids,
terpenoids

Mentha
piperita

Drought, heat Alhaithloul et al. (2019)

Tannin, alkaloids,
terpenoids

Catharanthus
roseus

Drought, heat Alhaithloul et al. (2019)

Total phenols Echinacea
purpurea

Drought Gray et al. (2003)

Total phenols Prunus persica Drought Kubota et al. (1988)

Total phenols,
dihydroxy-xanthone,
betulinic acid and
rutine

Hypericum
brasiliense

Drought De Abreu and Mazzafera (2005)

Trigonelline Glycine max Salinity Cho et al. (1999)

Trigonelline strong Glycine max Drought Cho et al. (2003)

Tropane alkaloids Datura innoxia Salinity Brachet and Cosson (1986)

Valepotriates Valeria sp. Drought, salinity Ebrahimzadeh et al. (2008)

Zealexins and
kauralexins

Zea mays Drought Vaughan et al. (2015)
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5 Multifunctionality of SMs: Plants Resist Stresses by
Secondary Metabolites, Thus Why Human Not?

Generally speaking, the properties of SMs can be modelized between plants and
other organisms considering PMs as common metabolites among all living organ-
isms. In all living organisms, nucleic acids (DNA or RNA) contain and transfer
inheritable genetic matter from a generation to another, proteins regulate biological
reactions and construct structures, carbohydrates, fatty acids, and lipids are energetic
compounds. Thus, all function in a similar way, however, they vary in composition,
quantity, and quality depending on each living organism.

Plants respond to stress by repertoire of molecular, cellular cross-talk, and
signaling approaches when perceiving specific or combined biotic or abiotic stress
that may result in the induction of SMs (Wink, 1988). Functions of SMs might be
different for plants as necessary molecules and for human as pharmaceuticals with
medicinal purposes. However, there is very few studies on functionality of SMs in
plants and animals and human all together. It is known that SMs are not of primary
metabolism molecules but they are required for survival and responding to environ-
mental factors as functional, signaling and interacting molecules (Pagare et al.,
2015). For example, while plants producing alkaloids like morphine use them as
molecules for conducting their response to environmental factors, augmenting
tolerance to stress and nitrogen assimilation, human uses it as a relaxant and
appeasing drug but not as nitrogen sink. Such differences between plants and
human and plants and animals make multifunctionality of SMs an extremely inter-
esting but enough complicated to evaluate similar and varied effects of SMs in
different organisms; plants as producers and animals and human as consumers. The
prospective for this kind of research; i.e., studying effects of SMs in plants as models
for cure similar problems (stresses and diseases) in human. An example can clarify
this type of studies. If a molecule like Trehalose in plants function to decrease the
effects of drought stress, adjust osmosis and help plants increase cellular pressure
and therefore balance water need, it can be used where maintenance of cellular
pressure is required as reported in ophthalmology that Trehalose can prevent damage
to mammalian eyes caused by desiccation and oxidative insult (Luyckx & Baudouin,
2011).

Plants and animals and human share conserved genes (as sequences) and proteins
with the same or very similar function. Although plants do photosynthesis particu-
larly that differentiates them from animals and human but there are many conserved
noncoding elements (CNEs) common between plants and vertebrates (Burgess &
Freeling, 2014). The COP9 signalosome shares a common evolutionary ancestor in
structural composition with closely relation with the lid subcomplex of the 26S
proteasome. A multifaceted role of the COP9 signalosome is associated kinase
activity as well as the involvement of its subunits in regulating multiple cell-
signaling pathways and cell-cycle progression in cell-signaling processes. These
functions are conserved between plants and human (Wei & Deng, 1999). Using mass
spectrometry of the recovered complexes, around 120 proteins were identified as
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potential in vivo 14-3-3 interacting proteins in Arabidopsis. Comparison of these
Arabidopsis proteins with the 14-3-3 interacting proteins in human embryonic
kidney cell cultures disclosed 8 interacting proteins that represent fundamental
14-3-3 interaction complexes being highly conserved across all eukaryotes. Based
on biochemical function, many additional similarities in the human and Arabidopsis
were revealed that possess conserved functional interactions, while also leaving
many proteins uniquely identified in either Arabidopsis or human cells (Paul et al.,
2009).

Plant antioxidants act as first line of defense against oxidative damage induced by
different environmental cues (salinity, drought, temperature, heavy metal, UV, and
hypoxia stress). Oxidative damage result from usually increasing reactive oxygen
species (ROS) caused by environmental stresses. In human and animals, diseases
like cancer and adverse stresses impose ROS production that is mitigated and
detoxified by antioxidants (Liou & Storz, 2010). Plants containing antioxidants
like cyanidins, genistein, fisetin, gingerol, lycopene, rosmarinic acid are used as
remedy or enhancer of medicines against diseases like cancer, blood pressure, as
anticancer, anti-inflammation, antitumor, and anti-proliferation as they attenuate
impacts of ROS and subsequently lessen disease and stress impacts on human
body and cells (Wang et al., 2012).

The antioxidants include low molecular weight compounds such as GSH, ascor-
bate (ASC), α-tocopherol, carotenoids, polyphenols, and enzymes including CAT,
SOD, and the thiol peroxidases of the PRX and glutathione peroxidase (GPX) type
(Laxa et al., 2019). The goal of plants from producing such antioxidants is very close
to the application they have as pharmaceuticals. Plants produce antioxidants in order
to prevent ROS molecules like superoxide, hydroxyl and nitric oxide radicals that
can damage DNA during stresses. Considering these compounds as pharmaceuti-
cals, their biological effects, including but not all as anti-inflammatory, anti-aging,
anti-atherosclerosis and anticancer have similar effects on human that help cells to
prevent likely damage for DNA (Xu et al., 2017). Thus, antioxidants in plants,
animals, and human function similarly.

Melatonin was explored in plants in 1995 after it had been found in human in
1958 (Lerner et al., 1958). It is an antioxidant that can protect plants in stress
conditions and also play a role as osmoregulatory metabolite. It is active in redox
network that alleviate stress effects on membrane integrity that is hampered by
elevated cellular levels of ROS (Arnao & Hernández-Ruiz, 2019). In one study,
Najafi et al. showed that various concentrations of melatonin decreases intracellular
ROS levels and stabilizes membrane integrity in human spermatozoa (Najafi et al.,
2018). Thus, the studies on human could help understand how melatonin acts in
plants.

Terpenes constitute the main SMs of Centella asiatica; compounds like asiatic
acid, madecassic acid, asiaticoside, madecassoside, brahmoside brahmic acid,
brahminoside, thankiniside, isothankunisode, centelloside, madasiatic acid, centic
acid, and centellicac. They are known as medicinal molecules having medicinal
properties as antileprotic, antifilarial, antibacterial, adaptogenic, antifeedant, and
antiviral (Rao et al., 2015). As terpenes are involved in defense response in plants,
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they can ameliorate condition for plants under stress due their antioxidant behavior
for example upon exposure to UVB (Hashim et al., 2011). Thus, according to effects
of C. asiatica on human and the background of these terpenoid components, it is
possible to predict their functionality in plants themselves although there are no
many studies on functionality of such terpenes in C. asiatica.

Flavonoids or coloring agents in plants are considered as antioxidant, anti-
inflammatory, antimutagen, and anticancer. They are also cardiac medicines with
low cardiovascular mortality and CHD prevention attribute (Panche et al., 2016).
They function in plants, animals, and human under similar roles as their ROS
scavenging property can prevent cancer and cardiac issues in human and stress
protection in plants.

Searching the literature, unfortunately such studies revealing similarities between
plants and human gene; protein and metabolite functions as well as biological
pathways and molecular complexes are not currently pursued despite of their
importance in biology, medicine, and agriculture. Plant metabolites as subsequent
products of genes and proteins may have close function in plants, animals and
human. The above examples lead us to various points: plants can be good models
for studying SM medicinal and pharmaceutical effects and research results about
PMs and SMs can be modelized among different living organisms. These accelerate
studies in medicine and pharmacology on one side and on other side improve our
knowledge about undiscovered properties of different SMs not only in plant but also
in human and animal. This type of modeling can help us predict how one metabolite
function along with all living organisms. Plants grow more easily than animals, they
are sessile and controlling them is more achievable. This plant special character let
us predict and hypothesize how SMs can affect human as pharmaceuticals. In
Table 1, comparing SM function in plants and their similar effects in human as
pharmaceuticals are presented.

If we would have found a new metabolite in plants, which we know its role and
function in plants, subsequently we could predict how it can affect human and
animals even before experimental tests. This hypothesis promotes studies on phar-
maceutical and medicinal properties of plants and also assists to perform reverse
modeling from human to plants. This remains to be detailed by further research
practically while theoretically it is understandable and seems achievable.

6 Cocoa and Coffee Two Species as Models for Potential
SM Production and Adaptation

Coffee (Coffea sp.) and cocoa (Theobroma cacao L.) are two of the most important
species cultivated in tropical areas and in Latin American countries in particular. The
cultivation of cocoa and coffee has a highly influence on global economy as millions
of people depend on them from production to consumption as farmers, workers,
agroindustrial, and hygienic manufacturers, etc. They seem to be in the core of food
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and cosmetic industry with global turnover of ~305 billion US dollars (Pipitone,
2019). Their agronomic development takes place in heterogeneous ecosystems,
subjected to different environmental conditions. Cocoa and coffee suffer from
drought and higher temperatures resulting from climate change and the studies
showed that their tolerance and stress response need further studies to achieve and
prove genetically their adaptation to adverse environmental cues (Medina &
Laliberte, 2017). Caffeine, caffeic acid, and theobromine and their derivatives are
well-known metabolites that admit high value to cocoa and coffee as a quality index.
They are involved in plant stress adaptation and their concentration is changed by
stresses.

In the case of cocoa, the flavor and aroma of its beans were the main reasons that
allowed its domestication in pre-Columbian times in Mesoamerica (Motamayor
et al., 2002). Many chemical compounds in almonds are responsible for sensory
quality, but polyphenols and alkaloids stand out, compounds that directly affect the
flavor and palatability of almonds and indirectly on aroma precursors. The compo-
sition of the alkaloids is related to bitterness, and their concentration is related to the
variety and changes with processing. On the other hand, polyphenols are responsi-
ble, along with other molecules for astringency (undesirable in chocolates), but also
for antioxidant properties, the latter being highly desired among consumers from
different markets. The composition of the cocoa bean is related to the SM produc-
tion, and is the result of the interaction of genetic, environmental, and management
factors.

Phenolic compounds in cocoa from different tissues including tegument, cotyle-
dons, whole seed and seed without mucilage have been reported as chlorogenic acid,
ferulic acid, caffeic acid, p-cumaric acid, p-hydroxycinnamic acid, p-
hydroxybenzoic acid, syringic acid, vanilic acid, protocathetic acid, catechin,
epicatechin while caffeic acid, p-coumaric acid and protocathetic acid have been
found in all studies tissues. The phytosterols characterization of seed parts showed a
qualitative homogenous distribution with a quantitative predominance of β-sitosterol
in the tissues of tegument, cotyledon and embryo. The concentrations of the single
compounds were significantly higher in tegument in comparison to the other seed
parts, except for β-sitosterol and Δ5-avenasterol that were detected in significantly
larger amount in the embryo-axis (Cerri et al., 2019).

Research studies have shown that cocoa is sensitive to water deficit and
waterlogging (De Almeida et al., 2016) and specially its bean yield but it can
mitigate drought effects to tolerate drought and higher temperatures by osmotic
adjustment (Moser et al., 2010). Previously some studies have shown that stressed
plants enhanced higher production SMs that include terpenes, complex phenols, and
alkaloids through the induction of ionic or osmotic stress (Isah, 2019). Polyamines
(ornithine, spermidine, spermine) are induced upon drought stress and Phytophthora
megakarya infection as cocoa responses to mitigate adverse effects imposed by
stress (Bae et al., 2008). Polyamines prevent human aging and overall, cardiovas-
cular and cancer-related mortality (Madeo et al., 2018) and positively impact cellular
functions in plants in increasing longevity, increasing pro-health carotenoids such as
lycopene, recalling physiological memory, enhancing carbon and nitrogen resource
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allocation/signaling, as well as in plant development and responses to extreme
environment in similar way to those of human taking into account that their high
concentration act negatively (Handa et al., 2018). These can justify why cocoa is one
of the plants used for promoting heart health, preventing aging, and empowering
memory as its polyphenolic and polyamine compounds affect cells in a similar way
between plants and human (Handa et al., 2018).

Terpenoids and phenolic compounds (arjunolic acid, 3,4 dihydroxyacetophenone
and 4-hydroxyaceto-phenone) play roles in cocoa resistance mechanisms to patho-
gens like Verticillium dahliae (Resende et al., 1996). I-limonene, p-ethylguaiacol
and 2,3-dihidrobenzofuran are produced by cocoa upon infection caused
Ceratobasidium theobromae acting as potential phytoalexins (Iman Santoso et al.,
2017). Various SMs, purine alkaloids, polyphenols, flavonoids, serotonin, are accu-
mulated in cocoa seeds upon abiotic and biotic stresses by switching first to
secondary metabolism to give resistant attribute to cocoa seeds (Wang et al.,
2016). These SMs are of those metabolites endowing taste and benefits to cocoa
seeds.

Thus, the cocoa SM reservoirs supply the means to tolerate and protect from
abiotic and biotic stresses while such SMs are medicinally and nutritionally useful
compounds for human. Cocoa by its highly genetic variation can adapt to adverse
stresses although its bean production might be affected (Lahive et al., 2019). This
suggests that how cocoa trees can tolerate climate change adverse conditions by
improving their SMs content especially those with human interest, i.e., theobromine,
caffeine, and their derivatives although their yield might have been decreased. Of
note, cocoa diversity and genetic variation are of importance in its tolerance along
with domestication as high number of cocoa genotypes are available (Cornejo et al.,
2018) those have not been used yet in domestication and breeding programs and this
invaluable genetic pool accentuates it as an effective source for studies of plant
response to stress, SM storage, and medicinal properties. However, this remains to
reveal these potential capacities of cocoa hidden in its genetic variation, SM content
and responses to climate change.

As in the entire plant kingdom, coffee plants allocate a significant amount of
assimilated carbon and energy to the synthesis of a wide variety of organic molecules
that do not seem to have a direct function in photosynthetic and respiratory pro-
cesses, assimilation of nutrients, solute transport or synthesis of proteins, carbohy-
drates or lipids. As the main well-known metabolites of Arabica Coffee (Coffea
arabica) alkaloids and polyphenols (caffeine, caffeic and palmitic acids, tannins
among others) have their famous influence in medicine and pharmacology. All
emissions of SMs are mostly related to environmental effects, which allow an
increase or decrease in the quantities of produced SMs. These metabolites have
their own function in plants as different biotic and abiotic stress protective agents.
The role of caffeine and caffeic acid as insecticide of coffee plants has also been
shown via their accumulation or secretion in cells (Phankaen et al., 2017). Caffeine
paralyzes and kills many insects as a central nervous system (CNS) stimulant, having
the effect of warding off drowsiness and restoring alertness. Coffee has repellent,
insecticidal, antifeedant, and growth regulatory properties against various insect
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pests like Leptinotarsa decemlineata, Streptomyces scabies, and Clavibacter
michiganensis, Aedes aegypti, and Ochlerotatus notoscriptus larvae (Bedmutha
et al., 2011; Derraik & Slaney, 2005; Laranja et al., 2003). Positively by inotropic
and chronotropic effects with their locomotor activity stimulation and anxiogenic-
like effects, coffee and caffeine-containing products affect human cardiovascular
system and CNS (Cappelletti et al., 2014). Application of coffee extract on plant
leaves and caffeine transgenic plants have been shown that it can act a vaccination
for plant to repel insects and pathogens and increase tolerance to stress (Kim et al.,
2010) mitigating stress effect by antioxidant activity and being effective in oxidative
stress. In one study on human endometriosis, caffeic acid reduced oxidative stress by
alleviating complications associated with endometriosis (Jamali et al., 2019). Thus,
these findings and applications suggest that coffee SMs specially caffeine, caffeic
acid, their intermediates, derivates and other purine alkaloids having medicinal
effects are involved in plant adaptation and their increase in coffee plants can be
advantageous for plant tolerating stress and richness of pharmaceutical products
derived from them (Farah & Donangelo, 2006).

These SMs, therefore, are essential for plant life in response to stress and also play
similar roles in human disease and stressful conditions. On the other hand, coffee
plants generate them to ameliorate adverse condition upon exposure to environmen-
tal cues. Altogether, stress can enhance SM production in plants in favor of promot-
ing tolerance while at the same time it can be useful for more SM yield in plants that
benefits human health.

7 Conclusions

All plants produce SMs as their essential compounds for living and survival,
therefore, all plants are medicinal/pharmaceutical. Pharmaceomics studies
pharmaceome that is the whole SMs. Plant SMs benefit human health and wealth
as basic ingredients for medicines and remedy. However, how we apply and use
plants and their products (containing SMs) determines whether they are medicinally
utilized as pharmaceutical in traditional medicines and pharmacology. Usage of SMs
is a human directed model as remedy while SMs have their own attributes and
benefits for plants whose roles may be different from those used by human as
pharmaceuticals while sharing similar effects and pathways. Production of SM in
plants is a response to basically environmental cues. It is important to model new
methods from nature to use them on plant SM production and cultivation to obtain
better quality and quantity of pharmaceutics. Functionalities of SMs are likely
conserved between plants and human considering their organismic evolutionary
differences and they play close similar roles. This leads us to model plants for
finding solutions via SMs for human diseases and issues coming from similar
factors.

Plant SMs play a significant role in plant adaptation to various environmental
cues that cause alteration in plant growth and the biosynthesis of SMs. Secondary
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metabolism resulting in SM production regulate various plant life processes like
growth, development, reproduction, senescence, and apoptosis. It acts as a reservoir
of key phytochemicals protecting plants against multiple environmental constraints.
For human, plant SMs are of importance for nutritional and pharmaceutical pur-
poses. Despite of their importance, plant SM production and attributes are unknown
and remain to be disclosed. On the other hand, more research and efforts are required
to understand proteins and genes involved in SM biosynthesis toward plant tolerance
and plant pharmaceomic selection. In this chapter have been detailed for two model
species as cocoa and coffee latest highlights regarding SMs production and adapta-
tion mean that plants have acquired. It has been explained in overall, that plants
under stress as well as wild plants can be of help to find adequate cultivation
condition to produce more SMs, under adverse cues imposed by climate change.
Strategies considering integrated omics including genomics, transcriptomics, prote-
omics, metabolomics, interactomics, and pharmaceomics should be boosted to
enhance plant SM production by ecological factors and environmental constraints
to overcome climate change issues. Stress studies using such tools direct us to better
programmed plant improvement and breeding. Stresses and climate change are two
opportunities to take advantages of in order to accelerate plant SM production.
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1 Introduction

Arbuscular mycorrhiza (AM) is the mutualistic symbiosis established between fungi
of the Phylum Glomeromycota and most vascular plants (Smith & Read, 2008;
Parniske, 2008) including species of great value in agricultural systems (Giovannini
et al., 2020; Gao et al., 2020), whose ability to increase the absorption of water and
low-mobility nutrients is usually transcendent in its growth and development
(Cardoso et al., 2017; Ma et al., 2019).

In addition, AM confers other benefits on plants such as resistance to attack by
pests and diseases (Jung et al., 2012; Cameron et al., 2013), tolerance under saline
stress (Frosi et al., 2017; Chang et al., 2018; Wang et al., 2019), drought stress (Silva
et al., 2015; Chitarra et al., 2016; Fernández-Lizarazo &Moreno-Fonseca, 2016; Wu
& Zou, 2017), and presence of heavy metals (Miransari, 2017; Kumar & Singh,
2019; Kumar & Saxena, 2019). These do not underestimate the improvement of
physical-chemical properties of the soil like texture, structure (Thirkell et al., 2017;
Atakan et al., 2018), and the release of nutrients (Ortaş et al., 2017).

On the other hand, the trend of the current scientific classification of arbuscular
mycorrhizal fungi (AMF) is based on the combined application of conventional
identification methods by discrete characters of the subcellular structure of spores
such as size, color, and supporting hypha (Morton & Bentivenga, 1994), as well as
by the phylogenetic-molecular analyzes of the partial region of the β-tubulin gene
and primers that flank the SSU rRNA-ITS-LSU region (Oehl et al., 2011a) known as
a polyphasic taxonomy (Tindall et al., 2010).

In this context, Schüßler (2006) had proposed the existence of ten AMF genera
with around 193 described species, but recently Oehl et al. (2011a) reported 29 gen-
era with 230 species arranged in 14 families.

Despite the fact that information on AMF diversity in natural and managed
ecosystems is scarce, there are evidences that this could be higher than estimated
(Opik et al., 2008). Thus, and in this manner, Börstler et al. (2006) considered that in
the world there could be 1250 species of mycorrhizal fungi. Although the contro-
versy about how their composition changes in natural ecosystems that were
transformed into agroecosystems still prevents a standardized criterion among spe-
cialists (Belay et al., 2015) especially if the mycorrhizal spore population is forged in
response to alterations in the plant community due to the obligate nature of the
mycobionts (Paliocha, 2017; Sharma et al., 2018).

As far as agricultural systems are concerned, many the practices are carried out
that in one way or another tend to negatively affect the abundance, diversity, and
functioning of AMF (Schalamuk et al., 2006, 2013; Gómez et al., 2007; Lovera &
Cuenca, 2007; Alguacil et al., 2008). Therefore, it is essential that the focus of
research related to the use and application of mycorrhizal inoculum is specified to the
development of mycotechnologies aimed at the formation of sustainable
agroecosystems where assess the colonizing capacity of native mycobionts and
promote the permanence and proliferation of members of the mycorrhizal fungal
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community with desirable agronomic traits (Rillig et al., 2016; Mukherjee et al.,
2018).

Therefore, if the richness and composition of AMF species present in the soil
varies according to the abiotic factors and predominant host plants in a given area
(Cuenca, 2015), then understanding the effect of agronomic practices could contrib-
ute to the identification of management strategies that optimize the benefits of AM in
the production of various crops.

2 Arbuscular Mycorrhizal Fungi

Perhaps, the most widespread type of fungus-root symbiosis in nature is the
arbuscular mycorrhiza, formed by certain zygomycetes, which do not develop
Harting’s network and intracellularly colonize the root cortex by means of special-
ized structures called arbuscules. Arbuscules act as organs of bidirectional exchange
of nutrients where carbon flows toward the host and these moves toward the plant
(Andrade-Torres, 2010; Schalamuk et al., 2013; Ortiz-Acevedo et al., 2015).

Some genera of mycorrhizal fungi also develop protrusions that are lined by the
plasma membrane, called vesicles, composed mainly of mycelial lipid bodies and
therefore are considered a reservoir of nutrients for the survival and proliferation of
the mycobiont (Rich et al., 2017; Müller et al., 2017).

The presence of both arbuscules and vesicles led to the fact that at first the
symbiosis was known as vesicular-arbuscular (VA) mycorrhizas, but since not all
species of fungi form vesicles, today the association is known as AM (Smith & Read,
2008; Aguilera Gómez et al., 2008).

3 Systematics (Taxonomy) of Arbuscular
Mycorrhizal Fungi

The systematics of AMF were restructured considering the characters of greatest
phenological importance in their life cycle and taking into account characters that
could be interpreted evolutionarily, which means grouping current taxa that are
related by their descendants from a common ancestor in order to organize a natural
classification.

From this point of view, Morton and Benny (1990) proposed placing these fungi
in the order Glomales; two new suborders: Glomineae and Gigasporineae and two
new families: Acaulosporaceae and Gigasporaceae, in addition to the Glomaceae
family proposed by Pirozynski and Dalpé (1989); thus the taxonomic location of
these symbionts was as follows: Eumycota division, Zygomycotina subdivision,
Zygomycetes class, Glomales order, two suborders Glomineae with two families
(Glomaceae, with the genus Glomus; and Acaulosporaceae, with the genera
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Acaulosporineapora and Entrophospoe) and Gigasporineapoe with a single family
(Gigasporaceae, with two genera: Gigaspora and Scutellospora).

Recent taxonomic reviews and the use of novel techniques such as DNA
sequencing (Schüßler et al., 2001; Redecker, 2002), fatty acid profiling (Olsson
et al., 1995; Nakano-Hylander & Olsson, 2007), and immunological reactions to
specific monoclonal antibodies (Ligrone et al., 2007) have been crucial in the
advances reported to date for the hierarchical and systematic ordering of these
microorganisms (Sun & Guo, 2012).

In this sense, Table 1 shows the current taxonomic classification of these symbi-
onts, considering the new families and genera that have so far been reported by
internationally renowned researchers such as Oehl and Sieverding (2004), Walker
and Schüßler (2004), Spain et al. (2006), Palenzuela et al. (2008), Goto et al. (2012),
Oehl et al. (2008, 2011b, c, d); Sieverding et al. (2015), Błaszkowski et al. (2017,
2018), and Symanczik et al. (2018), among others.

To define the main structure used in the morphological identification and correct
naming of AMF, the term glomerospore was proposed for any fungus that forms
arbuscular-type mycorrhizal symbiosis, and whose function lies in a microscopic
and multinucleated asexual structure that is formed for survival in adverse conditions
(dormancy or quiescence) (Goto & Maia, 2006; Souza, 2015a) and colonization of
any root of a host whose genetic compatibility is related to specify its association
(Chaudhary et al., 2020).

Said allochthonous propagule (Vályi et al., 2016) develops in the terminal part of
a sporogeneous linear or bulbous hypha, laterally or intercalated from a sporiferous
saccule, with germination from an orb or germination shield, or simply from a germ
tube (Goto & Maia, 2006; Souza, 2015a).

One of the characteristics for the diagnosis and sensible typing of these
mycobionts is to consider the mode of spore formation (sporogenesis) and, accord-
ingly, the morphological variations recognized by Schüßler andWalker (2010) in the
ontogeny of survival and resistance structures are five morphotypes (acaulosporoid,
entrophosporoid, gigasporoid, glomoid, and glomoid-radial, Fig. 1) that can be
depicted as follows:

• Acaulosporoid morphotype: They are distinguished by developing laterally
from an ephemeral structure called the sporiferous saccule (Fig. 1a), whose
content is transferred to the spore during its maturation (Stürmer & Morton,
1999).

Thus, at the time of its detachment, a scar remains as a result of the contact
point between the spore and the saccule. This formation is typical of the
Diversisporales and Archaeosporales order, and of the Acaulospora, Ambispora,
Archaeospora, and Otospora genera (Walker, 1983; Redecker et al., 2013;
Souza, 2015b).

• Entrophosporoid morphotype: Similar to the previous type, however it differs
because the morphotypes are only found in the genus Entrophospora and develop
within the neck of the sporiferous saccule (Wu et al., 1995; Kaonongbua et al.,
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Table 1 Current systematics of the Phylum Glomeromycota

Class (3) Order (5) Family (16) Genus (41)

Archaeosporomycetes Archaeosporales Archaeosporaceae Archaeospora

Intraspora

Palaeospora

Ambisporaceae Ambispora

Geosiphonaceae Geosiphon

Glomeromycetes Glomerales Glomeraceae Glomus

Dominikia

Funneliformis

Kamienskia

Rhizoglomus

Oehlia

Septoglomus

Sclerocystis

Simiglomus

Entrophosporaceae Entrophospora

Albahypha

Claroideoglomus

Viscospora

Diversisporales Diversisporaceae Diversispora

Desertispora

Otospora

Tricispora

Redeckera

Corymbiglomus

Sacculosporaceae Sacculospora

Pacisporaceae Pacispora

Acaulosporaceae Acaulospora

Gigasporales Gigasporaceae Gigaspora

Scutellosporaceae Scutellospora

Bulbospora

Orbispora

Racocetraceae Racocetra

Cetraspora

Dentiscutataceae Dentiscutata

Fuscutata

Quatunica

Intraornatosporaceae Intraornatospora

Paradentiscutata

Paraglomeromycetes Paraglomerales Paraglomeraceae Paraglomus

Innospora

Pervetustaceae Pervetustus
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2010; Souza, 2015a) (Fig. 1b), very similar to the form of development of the
members of the Sacculosporaceae family (Oehl et al., 2011d).

• Gigasporoid morphotype: The spores are formed in the terminal part of a
bulbous suspensory hypha (Walker, 1983; Redecker et al., 2013) (Fig. 1c) and,
as unique characteristics of this morphotype, the size, color and non-formation of
vesicles within the roots stand out but, instead, form extra-radical structures
adorned or not with spines, called accessory cells (Bentivenga & Morton, 1995).1

The genera within this morphological arrangement are Bulbospora,
Cetraspora, Dentiscutata, Fuscutata, Gigaspora, Intraornatospora, Orbispora,
Paradentiscutata, Quatunica, Racocetra and Scutellospora (Oehl et al., 2011c;
Goto et al., 2012; Souza, 2015a).

• Glomoid morphotype:Morphotype formed in the terminal part of the reproduc-
tive hypha and made up of some members of the genus Acaulospora (Fig. 1d).
However, in the case of Ambispora and Archaeospora the spores can be both
glomoid and acaulosporid; while all the constituents of Diversispora, Geosiphon,
Glomus, Pacispora and Paraglomus show it (Oehl & Sieverding, 2004; Schüßler
& Walker, 2010; Oehl et al., 2011a; Souza, 2015a).

• Glomoid-radial morphotype: spores are grouped from a central plexus and
covered by a peridium; some species of the Glomus and Sclerocystis genera are
found in this morphology (Fig. 1e) (Redecker et al., 2000; Oehl et al., 2011a).

On the other hand, subcellular structures such as sporiferous sacculum, scar,
holding hypha, septa and spore walls are other preserved and persistent typing

Fig. 1 (a–e) Sporogenesis of arbuscular mycorrhizal fungi. (Taken from Souza, 2015b)

1Salmerón-Santiago et al. (2012) mention that Gigasporoid with germination shield can be called
Scutelosporoid (see Figure 3 in the original article of the cited publication).
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characteristics within the same genus that contribute to the morphological iden-
tification of spores.

Each of such structure is briefly described below:
• Sporiferous sacculus: inflated sac, formed by a reproductive hypha (Fig. 1a),

from which the spore will form either inside (Entrophospora and Sacculospora)
or to one side (Acaulospora, Ambispora and Archaeospora) (Oehl et al., 2008;
Kaonongbua et al., 2010).

• Scar: It is a mark derived from the point of contact between the neck of the
sporiferous saccule and the glomerospore. Thus, once the spore has matured, the
saccule collapses and leaves this scar on its way, located in the structural layer “2”
of the Acaulospora, Ambispora, Archaeospora, Entrophospora and
Sacculospora genera (Oehl et al., 2008, 2011b; Kaonongbua et al., 2010)
(Fig. 1a).

• Clamping hypha: It occurs with different number of layers, shapes and occlu-
sions at the base of the glomerospora in the genera Ambispora, Claroideoglomus,
Diversispora, Desertispora, Dominikia, Innospora, Kamienskia, Funneliformis,
Glomus, Pacispora, Paraglomus, Pervetustus, Rhizoglomus, Redeckera,
Sclerocystis, Septoglomus, and Simiglomus (Fig. 1) (Oehl & Sieverding, 2004;
Schüßler & Walker, 2010; Oehl et al., 2011b; Błaszkowski et al., 2015, 2017;
Symanczik et al., 2018).

• Septum: Structure that separates the glomerospore from the subjection hypha
with a septum; the septum can be located at the base or the middle part of the
hypha (Fig. 1d) and, according to its position, makes it belong to one of the
genera mentioned above (Oehl et al., 2011d; Souza, 2015b).

• Spore walls: Once sporogenesis has been recognized, the walls are counted,
identified, and described, defined as the number of structural and germ walls that
make up the glomerospore. These layers are of utmost importance since they are
morphologically equal and highly conserved despite any biotic or abiotic condi-
tion (Souza, 2015b).

At present, and after consulting different specialized sources (Walker, 1983,
1986; Morton et al., 1995; Spain et al., 2006; Sieverding & Oehl, 2006; Oehl
et al., 2008), the layers differ by the position they have when the spores are
broken on a slide:

– External or structural wall(s) to the group of layers (2–4) originated from a
fertile hypha and, as it grows, the layers can be differentiated, since each wall
has color, rigidity, thickness, and particular reaction to Melzer’s reagent.

– Middle or germinal wall refers to the group of colorless walls (2–3), consid-
ered upon germination, which are formed from the outermost to the inner layer
without having physical contact with the structural ones and, as the name
indicates, their function is predispose the spore to germinate, that is why all
AMF have them.

– Internal wall or germination structure is the one that initiates germination and,
in correspondence with the genus, will be its morphology. Thus, for example,
the germ tube is exclusive to the genus Gigaspora, emerging from a
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specialized ornate layer located in the inner layer, but once it germinates, it can
branch directly into soil. They present the structure known as the germination
orb, which is hyaline-ovoid formed by a hypha positioned in the innermost
germ layer, representative of the Acaulospora genus. Germination shield,
located on the inner wall, with lobed to toothed morphologies, being visible
to the naked eye due to its color and rarely disappearing when ripe, being a
very important characteristic to differentiate between genera.

After the first publication where, different layers that make up the wall of AMF
spores were described (Fig. 2), others have been proposed as instrumental criteria
and tools are taken into consideration for the description and identification of new
species.

The basic morphological characteristics of the sporal walls proposed by Walker
(1983) and Souza (2015b) are mentioned below:

• Amorphous wall: thick hyaline layer that tends to deform when pressure is
applied in polyvinyl alcohol and lactic acid glycerol (PVLG), whereas with
Melzer’s reagent it takes on a strong purple color. It is located in the inner part
of the spore.

• Leathery wall: Colorless, flexible, and resistant layer when mounting, with a
leather appearance, being difficult to differentiate from a membranous wall due to
its similarity.

• Evanescent wall: outer layer that, when the spore matures, degrades, and
detaches.

• Expansive wall: Layer that when mounted expands and creates slight striations.
• Germ wall: single layer of the genus Gigaspora, similar to the laminated layer.

However, it differs by presenting ornamentation with protrusions and continuing
to specialize in germination.

• Laminate wall: Composed by the union of several layers that accumulate as the
spore matures, providing rigidity.

• Membranous wall: thin, flexible and colorless layer that, when mounted, wrin-
kles, but does not present breaks.

Fig. 2 Murograph for schematizing wall morphological types in endogonaceous spores proposed
by Walker (1983). A: amorphous, C: coriaceous, E: evanescent, G: germinal, L: laminated, M:
membranous, M0: germinal membranous, P: peridium, U: unitary, X: expansive. (Taken from
Souza, 2015b)
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• Unitary wall: rigid, uniform, permanent and external layer, colorless or
pigmented, adorned—or not—with projections.

• Peridium: Network of hyphae that surround the spore or sporocarp, present only
in some genera (Glomus, Rhizoglomus, Sclerocystis and Sacculospora).

4 Diversity and Ecology of Arbuscular Mycorrhizal Fungi

AMF are essential rhizospheric microorganisms of the natural soil microflora in
natural ecosystems and in those managed by human (Berruti et al., 2014; Giraldo
et al., 2019). Consequently, it has been speculated that these can colonize a wide
range of host plants (Jung et al., 2012; Kokkoris & Hart, 2019). Therefore, aspects
related to nutrition, growth, and development have special importance of plants
(Begum et al., 2019; Mohammad, 2019), as well as their participation in the biotic
regulations of soils, which also influence the stability of the plant communities that
make up a certain ecosystem or agroecosystem (Isbell et al., 2017; Bhale et al.,
2018).

However, the abundance and wide range of affinity of AMF with their hosts does
not necessarily reflect their functional significance because the combinations
between the symbionts have different nuances that derive from mutual interaction
(Lee et al., 2013). And, although the diversity of these microorganisms is vast and
not yet well studied, numerous authors have argued that the mycorrhizal association
is crucial in the biogeochemical cycling of nutrients and in the productivity of plants
(Pal et al., 2017; Yadav et al., 2017; Banerjee et al., 2018, 2019; Pickles et al., 2020).

For this reason, it is necessary to learn more about the identity of the organisms
responsible for this key process both in natural ecosystems and in anthropically
modified systems where the sustainability of agri-food production is intended.

AMF not only govern plant biodiversity and ecosystem productivity at different
altitudes and latitudes (Sanders et al., 1996; Lugo et al., 2008) where the prevailing
biophysical conditions allow them to interact with their hosts (Nouri et al., 2014;
Berruti et al., 2016), but these mycobionts establish symbiosis with plants appraised
by human. They are subject to various technical management strategies where recent
progress in research has demonstrated their ability to overcome the loss of biological
fertility of soils and thereby reduce the need for chemical inputs in agro-productive
sectors (Ganugi et al., 2019) such as horticultural crops, ornamental species (Perner
et al., 2007), medicinal species (Zeng et al., 2013; Tchiechoua et al., 2020), fruit
trees (Aseri et al., 2008) and forestry plants (Liang et al., 2007; Xueming et al.,
2007), among others.

Most studies consider that mycorrhizal propagules (spores and mycorrhizal roots)
are concentrated near the soil surface (in the first 0–20 cm) (Cardoso et al., 2003) and
their presence decreases as the penetration of roots are lower in deeper soil layers
(Muleta et al., 2008; Shukla et al., 2013). However, Oehl et al. (2005) mention that in
corn crops there is a great diversity of AMF spores between 50 and 70 cm, which can
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be equally elemental in agroforestry systems where trees spread their roots in deeper
soil layers (Cardoso et al., 2003).

Like the topsoil, mycorrhizal fungi are also susceptible to agents responsible for
erosion such as water and air/wind (Harner et al., 2011; Egan et al., 2014). Then, the
dragging of the sediments not only entails problems of physical loss of soil, but also
of transport and deposition of mycorrhizal propagules (Bueno & Moora, 2019).
Although these erosion agents are not a dominant mode for the dispersal of AM
fungal spores (Egan et al., 2014), they can also be moved to different and distant sites
(Davison et al., 2015, 2018).

In summary, it has been shown that the distribution, dynamics, and survival of
AMF in their different habitats are influenced by several factors, among which
intervene the physicochemical properties (Jamiołkowska et al., 2018; Silva-Flores
et al., 2019; Han et al., 2019), pH (Melo et al., 2014, 2017, 2019; Gupta et al., 2018),
nutrient availability (Tahat & Sijam, 2012; Gosling et al., 2013; Xing et al., 2018)
and the geographic and topographic diversity of soils (Jamiołkowska et al., 2018),
anthropogenic activities and agrotechnical factors related to intensive agricultural
management practices (Tchabi et al., 2009; Säle et al., 2015; Giller et al., 2015;
Jamiołkowska et al., 2018; Rillig et al., 2019) and the variability/seasonality of
climatic conditions (Wang et al., 2015; Jamiołkowska et al., 2018; Xing et al., 2018;
Silva-Flores et al., 2019), among others.

Therefore, the functional traits of plants and the variation in mycorrhizal mutu-
alism not only influence the dynamics of plant populations in different terrestrial
ecosystems, but also their ecological distribution (Maherali, 2020).
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Microbial Reductive Dehalogenation and Its
Role in Bioremediation

Srinivasan Kameswaran, Bellemkonda Ramesh, Gopi Krishna Pitchika,
M. Subhosh Chandra, Swapna B., and M. Srinivasulu

1 Introduction

An extraordinarily significant and numerous groups of environmental chemicals are
halogenated compounds. Microbiological researches on the biodegradation of halo-
genated compounds have focused primarily on the physiological techniques charged
for their mineralization and on the carbon-halogen bond cleavage enzymes
concerned. Due to the fact that their physiological residences and substratum variety
can decide the process conditions that need to be used and the variety of trans-
formations that can be obtained in functional treatment systems, the characterization
of dehalogenating species is important for their industrial application. The use of a
halogenated compound as a source of carbon and an oxidizable substrate with
oxygen may be preferred for degradation on the basis of one of four processes or
nitrate as an electron acceptor; fermentative metabolism, in which a dehalogenated
intermediate acts as an electron acceptor; the use of a halogenated compound as an
electron acceptor with halide release; and co-metabolic transformation. The final
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phase occurs when an enzyme with some other physiological feature lacks specific-
ity. True dehalogenation is the main response of halogenated compounds to micro-
bial degradation. The halogen substituent, typically responsible for the poisonous
and xenobiotic individual of the compound, is altered at some point in this level,
often via hydrogen or a hydroxyl institution. During subsequent metabolic steps,
halogen removal decreases both recalcitrance to biodegradation and the possibility
of forming toxic intermediates. Where the presence of halogen substituents can
contribute to the development of acylhalides or 2-haloaldehydes, which are reactive
products due to their electrophilicity and can cause cellular damage, the latter can
occur during oxidative conversion. Reductive dehalogenation, which offers new
insights into our understanding of the role of halo-organic compounds in microbial
physiology and ecology, is one of the most significant biological procedures for this
(Smidt & de Vos, 2004). The most important feature of microbial reductive
dehalogenation is the use of halogenated compounds as terminal electron acceptors
for the transport of anaerobic respiratory electrons, i.e., the metabolic mechanism
known as dehalorespiration, halorespiration, or chlororespiration. The majority of
halo-organic compounds have long been thought to be xenobiotics, and the occur-
rence of these compounds in nature is due to contamination from anthropogenic
sources. Accumulated scientific knowledge of reductive dehalogenation and
dehalorespiring bacteria, however, indicates that organohalides are important as
physiological substrates for the production and survival of these specific and anthro-
pogenic microorganisms that can be developed in natural environments (Ahn et al.,
2003). Since more than 3800 organohalogen species are estimated to be produced by
living organisms and through natural abiogenic processes (Gribble, 2003), much
more attention should be paid to the geochemical cycle of halogenated compounds
in which important ecological roles may be played by anaerobic dehalogenating
microorganisms.

Another important feature of reductive dehalogenation is relevant to its applica-
tion to environmental bioremediation (Wackett, 1994). Most congeners of
polychlorinated biphenyls (PCBs), polychlorinated dibenzo-p-dioxins/furans
(PCDD/Fs), and other haloaromatics, as well as aliphatic halo-organic compounds,
are highly toxic and recalcitrant contaminants whose potential risk to human health
and wild life should be taken into account (Ross, 2004). Thus, environmental science
and technology are central to the issue of how to remedy organohalogen emissions.
Scientifically sound and cost-effective bioremediation procedures can be provided
by harnessing microbial reductive dehalogenation since this anaerobic method may
function more effectively in extracting halogen atoms from halogen atoms than
aerobic biodegradation (poly) halogenated compounds (Hiraishi et al., 2005;
Nealson, 2003; Scow & Hicks, 2005).

We are discussing important recent results in the field of microbial
dehalogenation in this chapter. Much work has been done on the identifying and
characterizing enzymes to remove halogen, both from aerobic and anaerobic organ-
isms. Several biochemical and biophysical studies have been conducted on new
dehalogenases, leading to great insight into their evolution, diversity, and mecha-
nisms of catalysis.
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2 Reductive Dehalogenation

Reductive dehalogenation is an important process which while aerobic reductive
dehalogenation has been reported, usually occurs under anaerobic conditions.
Reductive dehalogenation is a common mechanism by which bacteria attack halo-
genated organic compounds. Many pesticides, herbicides, and solvents are haloge-
nated hydrocarbons, as are the insulating oils, polychlorinated biphenyls (PCBs).
The first step in the biodegradation of these compounds is often the removal by
anaerobic bacteria of one or more chlorine atoms.

To achieve halogen elimination, two general mechanisms are employed. The
displacement of the halogen atom with a proton is hydrogenolysis. With alkyl and
aryl compounds, this process can occur; however, bacteria show substrate specific-
ity, with less substrate-specific and more widespread aryl dehalogenators. Alterna-
tively, two electrons can be substituted for the halogen atoms on neighboring
carbons, resulting in a double bond between carbon atoms. This mechanism is
referred to as vicinal reduction.

The degree to which chlorine atoms can be extracted by reductive dehalogenation
is not certain and depends on the composition and behavior of the microbial
community and on environmental conditions. Since the isolation of pure strains
has proven to be very difficult, most research on reductive dehalogenation has been
carried out using mixed microbial populations. In codependent or syntrophic rela-
tionships, populations of bacteria that can dehalogenate chlorinated compounds
reductively can occur, making the survival of one community member contingent
on the survival and operation of others. It is commonly thought that polychlorinated
compounds cannot be fully dehalogenated by individual strains, but rather that the
removal of several chlorine atoms is the result of many bacterial species’ concerted
action.

The metabolic benefit of reductive dehalogenation is not well characterized;
however, in at least one case, dehalogenation is thought to be coupled to ATP
synthesis though a proton ATPase. In anaerobic bacteria, including methanogens,
sulfate reducers, and denitrifiers, reductive dehalogenation is most frequently
observed. Aryl dehalogenation in certain aerobic bacteria and facultative anaerobes
has also been reported. Further biodegradation of the compound is enabled by the
removal of chlorine or other halogens from organic compounds. The less haloge-
nated a compound is in general, the more likely it is to be biodegraded further.
Dehalogenating bacteria therefore play a significant role in the initiation of haloge-
nated compound biodegradation.

Methanogens dehalogenate TCE via vinyl chloride to ethane. Polychlorinated
biphenyls are often dehalogenated reductively to biphenyls with a lower chlorination
amount. Dehalogenation makes aerobic biodegradation more prone to PCBs. Often
reductively dehalogenated are chlorobenzenes, chlorophenoxyacetates, pentachlo-
rophenol, and other halogenated aromatic hydrocarbons.
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3 Reductive Forms of Dehalogenation Reaction

There are four forms of response in which reductive processes are involved. The first
reaction, the hydrogenolysis, replaces a halogen substituent by hydrogen.
Hydrogenolysis is the reductive dehalogenation reaction most commonly observed
and is found with aliphatic and aromatic compounds. The second type is a dihalo-
elimination. In this reaction two halogens are eliminated from the target compound
at the same time and a double bond is formed. It has been found with cyclic and
noncyclic aliphatic halocompounds and is restricted to compounds with more than
one carbon atom. The third type is a coupling and can occur when free radicals are
involved. Only as side products were products found which resulted from a coupling
reaction. The fourth type is a hydrolytic reduction. The products of this type of
reaction are oxygenated and formed by the reduction of a polyhalogenated carbon to
a carbenoid by two electrons, followed by hydrolysis. This reaction could explain the
formation of CO2 from tetrachloromethane or acetate from 1,1,1-trichloroethane
(Criddle, 1989).

4 The Biological Sense of Reductive Dehalogenation

Reductive dehalogenation is defined as the removal of a halogen substituent from a
molecule with the concomitant addition of two electrons (Dolfing, 2003).
Hydrogenolysis and dichloroelimination are two modes of reductive dehalogenation,
but the biological phase takes place mainly as a hydrogenolytic reaction.
Co-metabolic reductive dehalogenation, which is of no benefit to the catalyzing
microorganisms, happens with enzymes that normally catalyze other reactions. On
the other hand, in metabolic reductive dehalogenation, i.e., dehalorespiration, energy
is conserved via an anaerobic respiratory process with a halogenated compound as
the terminal electron acceptor and reductive dehalogenase (RDase) as the key
enzyme involved. During dehalorespiration, dehalogenated end products from
polyhalogenated compounds differ among species and strains, as can be seen in
the reductive dechlorination of tetrachloroethene (PCE). In the case of
dehalorespiration with PBDs and other polychlorinated aromatics, their
monochlorinated or dichlorinated congeners are the end products in general, and
no complete dechlorination has so far been reported.

The redox potential is relatively high, ranging from 260 to 570 mV, for halo-
organic compounds including PBDs and chloroethenes (tetrachloroethene [PCE],
trichloroethene [TCE], dichloroethene [DCE], and vinyl chloride [VC]) (Dolfing,
2003). For example, if 1,2,3,4-tetrachlorodibenzo-p-dioxin (TCDD) to
2-monochlorodibenzo-p-dioxin (MCDD) is dehalogenated through the 1,2,3-
trichlorodibenzo-p-dioxin (TrCDD) and 2,3-dichlorodibenzo-p-dioxin
(TD) pathways with H2 as the electron donor, H2 as the electron donor is
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dehalogenated as the intermediate (DCDD) pathway, the total reaction and ΔG�0 for
this is given by:

1, 2, 3, 4� TCDD C12H4Cl4O2ð Þ þ 6Hþ þ 6e� ! 2�MCDD C12H7ClO2ð Þ3HCl
ΔG�0 ¼ �469kJmol�1

As described above and previously (Dolfing, 2003), It is clear that the
hydrogenotrophic redox process with PBDs can provide ample energy for the
growth and survival of dehalogenating microorganisms as terminal electron
acceptors.

Although both mandatory and facultative anaerobes have been identified as
microorganisms capable of metabolic or co-metabolic reductive dehalogenation,
all of the dehalorespiring bacteria so far described are strictly anaerobic, with the
exception of Anaeromyxobacter. As mentioned above, however, the redox potentials
for organohalides are much higher than that for the SO4

2/H2S redox couple
(E0 ¼ �217 mV) and are comparable to the value for the NO�/NO� couple
(E0

0 ¼ 433 mV). Therefore, the reductive dehalogenation process itself may not
always require strictly anoxic, low-potential conditions (Dolfing, 2003). In fact,
populations of “Dehalococcoides” and their phylogenetic relatives within the
Chloroflexi phylum were identified at a broad Eh gradient of 5 to �75 mV along
with ubiquinone containing aerobic bacteria at the lake sediment surface (Hiraishi
et al., 2005). Moreover, it has been suggested that reductive dehalogenating activity
of “Dehalococcoides” can be triggered in anaerobic environments located in close
spatial proximity to aerobic environments in wetland systems (Kassenga et al.,
2004).

5 Aerobic Growth on Halogenated Aliphatic Compounds

Several different species have been identified that are able to use halogenated
compounds as a substrate for development. 1,3-dichloropropylene and
1,2-dibromoethane are relatively recent examples of compounds considered to be
degradable in pure bacterial cultures. In both cases, initial dehalogenation starts with
a reaction catalyzed by a hydrolytic haloalkane dehalogenase (Poelarends et al.,
2000). The haloalkane dehalogenases that degrade these compounds are homolo-
gous to the classical enzyme from Xanthobacter autotrophicus (Verschueren et al.,
1993). Even though sequence similarities are low, the overall structures are very
similar and the catalytic residues are conserved (Newman et al., 1999). LinB from
Sphingomonas paucimobilis is a new example of a recently studied hydrolytic
dehalogenase, an enzyme involved in tetrachlorocyclohexadiene conversion and
an intermediate in the γ-hexachlorocyclohexane degradation pathway (Marek
et al., 2000).
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Both these hydrolytic dehalogenases belong to the superfamily of the
alpha/β-hydrolase fold and contain a main domain and a domain of the cap. The
active site is located between these two domains and catalysis proceeds through a
covalent enzyme–substrate intermediate. The enzymes have a catalytic triad formed
by the principal domain residues, with the halogen substrate being displaced by an
aspartate as the nucleophile. In addition, these enzymes have a retained residue of
tryptophan in the main domain and variable residues in the cap domain (phenylal-
anine or asparagine) that lead to halide binding (Newman et al., 1999; Marek et al.,
2000).

Haloacid dehalogenases, which can be classified into at least two classes, known
as groups I and II, are other hydrolytic dehalogenases that have recently been studied
in more detail, according to Hill et al. (1999). The group II enzymes use covalent
catalysis, much like the haloalkane dehalogenases, and extensive insight into the
reaction mechanism has been obtained. Both the chloropropionic acid dehalogenase
(L-DEX) X-ray structures of Pseudomonas sp. YL have been solved (Li et al., 1998)
and chloroacetate dehalogenase (DhlB) of X. autotrophicus GJ10 (Ridder et al.,
1999). Typically, group II enzymes transform L-2-chloropropionic acid, but not D-2-
chloropropionic acid, with a configuration inversion at the chiral core.

The structure of group II dehalogenases is somewhat different from that of
haloalkane dehalogenases, but they are similar to many phosphatases, the catalytic
subunits of P-type ATPases and several other enzymes of the haloacid dehalogenase
superfamily. Group II dehalogenases share a conserved residue of nucleophilic
aspartate that is found near the N terminus and is involved in covalent intermediate
formation. By interaction with a conserved lysine, the aspartate is located. Arginine,
asparagine, and a trace of phenylalanine are also retained and are involved in
halogen/halide binding. Therefore, from those in alpha/β-hydrolase fold enzymes,
both the nucleophilic site and the leaving group site are distinct.

Although no structural information is available as yet, biochemical studies have
indicated that group I haloacid dehalogenases (Ridder et al., 1999; Nardi Dei et al.,
1999), which include a remarkable enzyme selective for D-2-chloropropionic acid
and an enzyme that converts trichloroacetate to carbon monoxide (Stringfellow
et al., 1997), do not use a covalent mechanism for catalysis. The use of 18O-labeled
water and DL-DEX haloacid dehalogenase from Pseudomonas sp. 113 in Nardi Dei
et al. (1999) indicated that a water molecule was activated directly by dehalogenase
to strike the alpha carbon of 2-haloalkanoic acid, thus displacing the halogen atom.
Which amino acids are involved in dehalogenation has not yet been determined,
although mutagenesis studies have highlighted a number of candidates.

6 Aerobic Growth on Halogenated Aromatics

The dehalogenation of aromatic substrates may take place before, during, or after
aromatic ring cleavage. Genetic and biochemical studies have recently provided
fresh insight into these mechanisms. In the metabolism of polyhalogenated
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compounds such as tetrachlorobenzene, cleavage of carbon-chlorine bonds before
ring cleavage appears to be an important reaction. This reaction, catalyzed by
dioxygenase, was first involved in fluorocatechol dehalogenation, but appears to
be much wider in scope. For example, TecA dioxygenase from Burkholderia PS12,
which contains the Rieske group of type 2Fe–2S, can fuse two oxygen atoms into
1,2,4,5-tetrachlorobenzene. This is accompanied by dehydrogenation, which means
that catechol is formed immediately without the participation of dehydrogenase,
which would be necessary for the production of dihydrodiol. The alpha subunit
(TecA1) appears to have basic halogen removal determinants and more precisely,
Beil et al. (1999) that the non-mega-amino acid at position 220 is required for
reaction with tetrachlorobenzene and dioxygen.

Tetrachlorohydroquinone reductive dehalogenase (TCD), an enzyme involved in
pentachlorophenol metabolism in Sphingomonas chlorophenolica, is used as a
second mechanism for dehalogenation before ring cleavage. The reductive removal
of chlorine from a ring structure by a glutathione-dependent reaction is catalyzed by
this enzyme; the enzyme is identical in sequence to glutathione transferases.
Anandarajah et al. (2000) recently indicated that this dehalogenase, an enzyme
that isomerizes a cis double bond to a trans double bond, has evolved from a
maleylacetoacetate isomerase. This isomerase is involved in tyrosine metabolism,
and the isomerase appears to be a eukaryotic organism that shares a large sequence
similarity with S. chlorophenolica and S. paucimobilis reduced dehalogenases that
are involved in the degradation of chlorophenols and lindane (-HCH), respectively.
A third mechanism is used to remove the halogen before the ring cleavage with the
coenzyme 4-chlorobenzoyl A (CoA) dehalogenase. In this case, the cleavage of the
carbon and halogen bond is hydrolytic; it takes activation of the 4-chlorobenzoate
substrate to grow into the CoA derivative, a process found in Pseudomonas CBS3.
The dehalogenase is evolutionarily related to a 2-enoyl-CoA hydratase (Xiang et al.,
1999).

Dechlorination has long been thought to be a non-realistic choice during ring
cleavage of catechol. Indeed, it has been suggested thatmeta cleavage of an aromatic
ring between a carbon atom substituted by hydroxy and halogen is forbidden
because it would create an unstable ring and toxic acyl halide. Surprisingly, the
epithelization enzyme, 3-chlorocatechol dioxygenase from the degrading organism
of chlorobenzene Pseudomonas putida GJ31, rapidly cleaves and removes
3-chlorocatechol to produce 2-hydroxymuconic acid. Our studies with hybrid
enzymes have shown that this activity is linked to the C-terminal part of the ring
cleavage dioxygenase (Mars et al., 1999). This enzyme is either immune to inacti-
vation by possible reactive intermediates or by efficient dechlorination, prevents
their creation. How widely distributed dehalogenation is by meta cleavage remains
to be known.
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7 On Halogenated Substrates, Anaerobic Growth:
Halorespiration

During the oxidation of an electron rich compound, such as hydrogen or an organic
substrate, a halogenated compound acts as a terminal electron acceptor during
halorespiration. The biochemistry of anaerobic reductive dehalogenation is diverse.
Three separate reductive dehalogenases were identified and cloned and sequenced
for their genes. These are the trichloroethene reductive dehalogenase from
Dehalococcoides ethenogenes (Magnuson et al., 1999), tetrachloroethene reductive
dehalogenase from Dehalospirillum multivorans and orthochlorophenol reductive
dehalogenase derived from Desulfitobacterium dehalogenans (Van de Pas et al.,
1999; Smidt et al., 2000). In three consecutive steps, the trichloroethene reductive
dehalogenase from Dehalococcoides ethenogenes dehalogenates trichloroethene to
ethene and is also active with 1,2-dichloroethane and 1,2-dibromoethane. Using an
initial reductive dehalogenase for the conversion of tetrachloroethene or
trichloroethene and another reductive enzyme for the formation of ethene,
D. ethenogenes will completely dechlorinate perchloroethene to ethene. However,
genome sequencing has shown that in D. ethenogenes, some more reductive
dehalogenases may be present. Remarkably, chlorinated compounds are the only
known functional electron acceptors, raising concerns about the evolutionary history
of D. ethenogenes and their natural ecological niche (Maymo-Gatell et al., 1999).
The existence of a signal sequence of twin arginine means that extra-cytoplasmic
enzymes are the reductive dehalogenases. Electrons should thus flow to electron
transport components that generate a proton motive force for ATP synthesis. Reduc-
tive dehalogenases have a 50–65 kDa molecular weight and contain a cobalamin
cofactor and clusters of iron-sulfur. The similarity of the sequence with other pro-
teins is limited to the C-terminal portion of the protein, which contain two binding
forms of [4Fe–4S] groups, each of which consists of four cysteines. Furthermore,
genetic research has shown that a small protein encoded by a gene is closely related
to the dehalogenase gene; it has been speculated that this small protein is involved in
either membrane interaction or transmission of electrons from the dehalogenase to
the components of the membrane (Magnuson et al., 2000; Van de Pas et al., 1999).

8 Factors Affecting the Dechlorination of PCBs

Factors affecting chlorine removal in PCB were hypothesized (Bedard et al., 1996,
1997; Wu et al., 1996; Van Dort et al., 1997; Quensen et al., 1990; Wu & Wiegel,
1997) that a variety of microorganisms with distinct halogen removal enzymes, each
showing a unique pattern of selectivity of congeners, are responsible for the different
patterns of PCB removal observed in vitro and in the environment. Environmental
factors and conditions affect the growth and the variety of metabolic activities of
different microorganisms differently (Maddela et al., 2015, 2017) and hence
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influence divergently the extent and rate of the various PCB-dechlorinating activi-
ties. Consequently, to gain an understanding of the diversity of PCB dehalogenation
and the circumstances under which a particular pattern of PCB dehalogenation may
or may not occur, it is necessary to better understand whether and to what extent
individual environmental factors can affect PCB dechlorination. This knowledge
will help to predict the potential in a given environment for PCB dechlorination and
will help in the creation of bioremediation schemes. Below, environmental factors
are discussed which have been shown to influence PCB dechlorination and include
especially temperature, pH, available carbon source, H2 as electron donor and the
presence or absence of electron acceptors other than PCBs. No detailed and system-
atic studies have been carried out so far on the reductive dehalogenation in the
absence of different soil/sediment forms (including with different PCB adsorption
properties).

8.1 Temperature

Besides the effect of temperature on the bioavailability as well as on transport
between sites (due to the influence of temperature on the heats of surface-air
exchanges) (Simcik et al., 1999; Halsall et al., 1999), including the absorption and
enzymatic dehalogenation of PCB congeners, temperature has an important impact
on growth and physiological activity. However, most laboratory studies of microbial
PCB dechlorination reported to date have been performed at room temperature, i.e.,
around 25 �C. PCB-contaminated sediments usually undergo a much wider range of
temperatures in the environment. The temperature range depends on the atmosphere
and on the water depth and the sediment itself. The influence of temperature is
multifaceted. The effects involve improvements in the kinetics of adsorption and
desorption of PCBs from soil particles, and hence both hydrolytic (abiotic)
dehalogenation and microbial transformation availability of PCBs. However in
contrast to the influence of temperature on the growth of microorganisms and the
catalytic activity of enzymes, these effects are possibly small.

8.2 pH

Sediments are mostly well buffered systems, but anaerobic microbial processes,
unlike purely aerobic processes, may lead to an increase in acidic fermentation
products and thus cause local pH changes. The impact of pH on PCB dechlorination
in sediments, like the effects of temperature and carbon sources, is complex because
of numerous potential interactions between the different dehalogenating microor-
ganisms. In addition, pH influences the balance between dissolved PCBs and those
that are adsorbed to organic matter and thus affects the bioavailability of soil PCBs
(Jota & Hassett, 1991). At pH values between 5.0 and 8.0 and at incubation
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temperatures where changes in the dechlorination processes have been observed,
dechlorination of 2346-CB applied as primer and residual PCBs in Woods Pond
sediment has been studied, i.e., 15, 18, 25, and 34 �C (Chang, 1995). The pH of each
slurry was balanced and maintained by adding sterile anaerobic 2 N NaOH or HCl
regularly (2 ~ 10 days). Except for 34 �C at pH 5.0, at all temperatures, some PCB
dechlorination was observed at all pH values examined. The optimum pH was about
7.0–7.5 for total chlorine elimination.

8.3 Supplementation of Carbon Sources

Anaerobic PCB dechlorination is a reduction process that presumably uses but does
not cleave the rings with PCBs as electron acceptors. PCB dechlorinators should
therefore need other compounds as sources of carbon and electrons for growth. Until
very recently, in the presence of sediment which could provide a variety of organic
matter, all research on anaerobic PCB dechlorination was conducted. In addition, all
experiments were conducted with both PCB dechlorinators and non-PCB
dechlorinators containing primary microcosms or enrichment cultures. Thus, adding
a specific carbon source to a farm can enhance PCB chlorine removal by providing a
desired carbon source and electron source PCB to dechlorination devices or for
non-dechlorinated bacteria that can provide growth stimuli as the most suitable
electron donors or the vitamins or carbon sources to the microorganisms that remove
the chlorine from the PCBs. The addition may also stimulate the use of PCB
dechlorination-inhibiting substances. On the other hand, such additions could also
inhibit PCB dechlorination by supplying a carbon source to non-PCB dechlorinators.
These could then out-compete the PCB dechlorinators for electron donors or whose
products would be more preferred electron or acceptors than PCBs to the
dechlorinators and thus inhibit the dehalogenation. Obviously, both effects can
occur simultaneously for different halogen removal groups. All these possibilities,
which are difficult to distinguish in a mixed culture, complicate the interpretation of
the results obtained when supplementing the carbon sources.

Alder et al. (1993) showed that repeated addition of fatty acids (acetate, propio-
nate, butyrate, and hexanoic acid) (500 mg l�1 initially and 250 mg l�1 monthly)
induced dechlorination of added PCBs in carbon-limited sediment slurries, but not in
sediment slurries with greater organic carbon content. The addition to sediment
slurries of 0.1% (v/v) thioglycolate medium with beef extract or acetate improved
PCB dechlorination by shortening or removing the lag time for PCB dechlorination
(Abramowicz et al., 1993) and increasing the overall dechlorination rate observed
(Tiedje et al., 1991). In Aroclor 1248-contaminated soils, the addition of 0.06%
pyruvate and malate significantly increased the extent of PCB dechlorination
(Klasson et al., 1996), while in Aroclor 1260-contaminated Woods Pond sediment,
malate applied together with a primer only shortened the lag period before the onset
of reductive dehalogenation of PCBs (Chang, 1995; Bedard & Van Dort, 1998;
Bedard et al., 1998).
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8.4 Supplementation of H2 as Electron Donor

Reductive dechlorination is a two electron transfer reaction in which H2 is assumed
to be directly or indirectly the electron donor (Dalton, 1990; DeWeerd et al., 1991;
Zhang & Wiegel, 1990) and water the proton source (Griffith et al., 1992; Nie &
Vogel, 1991). Lake sediments contain H2 producers and usually a variety of
competing H2 utilizers with different affinities for H2. The successful competition
for H2 by a microorganism depends not only on the partial pressure (i.e., availability)
of H2 and the affinity of the microorganism for H2 but also on the presence of
utilizable carbon sources and electron acceptors. H2, depending on the partial
pressure, can stimulate or inhibit this microbial dechlorination process (DeWeerd
et al., 1991; Zhang & Wiegel, 1990; Linkfield & Tiedje, 1990; Madsen & Aamand,
1991). Wu et al. (1996) incubated, under shaking conditions in O2-free N2 gas,
Woods Pond’s Aroclor 1260-contaminated sediment (amended to 2346-CB) at
15, 25, or 34 �C and at pH 6.2 or 7.2 under a regularly replenished gas atmosphere
of 0, 1, or 10% H2 (v/v). In general, there were no major variations in the rate or
degree of dechlorination between samples incubated with or without 1% H2 gas in
the gas atmosphere. Assumingly this quantity did not significantly change the
available amount of H2 compared to the microbially produced H2.

8.5 Electron Acceptors

For anaerobic populations, electron acceptors are also the limiting ability and a
significant determinant of the species composition of anaerobic communities. There-
fore, electron acceptors can affect the presence of reductively dehalogenating organ-
isms in a culture. In addition, the availability of electron acceptors may be expected
to influence the electron flow (i.e., the availability of reductants) needed for reduc-
tive dehalogenation. This effect could occur through electron intracellular channel-
ing or through interspecific competition for donors of electrons. Accordingly,
evidence which indicates that electron acceptors do affect dehalogenation activity
in anaerobic communities is accumulating. This relationship tends, however to be
complex.

Reductive dehalogenation of haloaromatic compounds can lead to energy con-
servation (Mohn & Tiedje, 1992 and literature cited therein; Mackiewicz & Wiegel,
1998). Some results support the proposal (Brown et al., 1987; Quensen et al., 1988;
Brown & Wagner, 1990) that PCBs are used by the dechlorinating microorganisms
as electron acceptors. Kim and Rhee (1997) reported that the addition of 300 ppm of
Aroclor 1248 to anaerobic sediment PCB enrichment cultures resulted in a 188-fold
increase in the number of PCB dechlorinators (from 2.5 � 105 to 4.6 � 107 cells per
gram of sediment). Conversely, the number decreased by 93% from 4.6 � 105 to
3.1� 104 initial value in samples without addition of Aroclor 1248. They concluded
that the growth of chlorine removal devices PCB required the presence of PCBs.
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Recently, we observed (Wu et al., 1999) that the number of microorganisms in
Woods Pond sediment capable of dehalogenating 26-BB and PCBs increased nearly
1000-fold (from 3–4.9� 105 to 2–5.8� 108 cells per gram of sediment (dry weight))
after preparation with 26-BB (1050 WM) plus 10 mM malate. These results dem-
onstrate that halogenated PCBs lead PCB to remove chlorine mainly by stimulating
the growth of the microorganisms that act on removing chlorine from the PCB. It is
possible to further stimulate halogen removal by induction of halogen removal
enzymes, but is currently considered to be of less importance.

In the presence of typical electron acceptors for anaerobic microorganisms,
several investigations of PCB dechlorination have been performed. PCB dechlori-
nation was usually observed under methanogenic conditions (Alder et al., 1993; May
et al., 1992; Morris et al., 1992; Rhee et al., 1993), and the addition of bromoethane
sulfonic acid (BESA), an inhibitor of methanogenesis, inhibited dechlorination of
certain PCB congeners (Rhee et al., 1993; Williams, 1994) or dechlorination pro-
cesses (Morris et al., 1992). However, ethanol-treated, pasteurized cultures obtained
from Hudson River exhibited meta dechlorination of Aroclor 1242 (Ye et al., 1992)
and the addition of BESA did not inhibit meta dechlorination of 2346-CB by a 2346-
CB enrichment culture (Chang, 1995), indicating the methanogens may not carry out
the dechlorination but influence the availability of electron donors in these cultures.
The addition of sulfate (10–30 mM), an electron acceptor used by sulfate reducing
bacteria, completely inhibited dechlorination or favored one dechlorination process
over others (Kuipers et al., 1999; Rhee et al., 1993; Morris et al., 1992; May et al.,
1992).

9 Regulation of Dehalogenase Gene Expression

A dechlorination reaction often needs only one protein that can recognize and
convert a xenobiotic substrate, but a second protein is necessary for controlled
expression by binding a halogenated substrate and interaction with the transcription
machinery. Therefore, if halogen removal enzyme synthesis is downregulated, the
pathway must be more developed than in the case of constitutive protein expression
(Poelarends et al., 2000).

In dehalogenating species, a number of regulatory genes that regulate
dehalogenase expression have been characterized. Classical haloacid dehalogenases
are generally limited because they are natural compounds, which is not surprising. In
several cases, transcription is mediated by an alternative RNA polymerase
containing the σ54 factor. For chloroalkane and dichloromethane metabolism,
where a negative regulator regulates transcription, controlled gene expression is
also detected. Surprisingly, even the synthesis of dehalogenases for xenobiotic
compounds such as tetrachloroethene and hexachlorocyclohexane (LinD) seems to
be regulated (Nagata et al., 1999).

In species that use certain xenobiotic haloalkanes, examples of primitive gene
expression can be found. In Pseudomonas pavonaceae 170, which uses
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1,3-dichloropropene,Mycobacterium sp. strain GP1, which uses 1,2-dibromoethane,
and X. autotrophicus GJ10, which uses 1,2-dichloroethane, and the expression of
elemental dihalogenase is constitutive. Plasmid-localized haloalkane halogenase
(dhaA) genes present in various subspecies of Rhodococcus erythropolis, which
are presumed to be the source of dehalogenase genes now also present in
P. pavonaceae andMycobacterium sp., is upregulated by the adjacent dhaR product
of the gene in parental Rhodococci (Poelarends et al., 2000).

The DhaR protein is part of the transcriptional repressor type regulator TetR
family and responds to 1-chlorobutane and several other 1-halo-n-alkanes, but this
protein is not manufactured in Pseudomonas pavonaceae 170 and is inactivated by a
short deletion of Mycobacterium sp. GP1 strain-this removal was probably a neces-
sary evolutionary step because the repressor cannot be inactivated by the respective
substrates.

10 Genomic Diversity of Dehalorespiration

The entire genome structure of “Dehalococcoides ethenogenes” strain 195 (Seshadri
et al., 2005), “Dehalococcoides” sp. Strain CBDB1 (Kube et al., 2005), and
Desulfitobacterium hafniense strain Y51 (Nonaka et al., 2006) has been published
in the literature. Additionally, genomic information about several other organisms
that cause air clearance including the anaerobic Anaeromyxobacter dehalogenans
strain 2CP-1T, Desulfitobacterium hafniense strain DCB2T, “Dehalococcoides”
sp. strain BAV1, and “Geobacter lovleyi” strain SZ became available from data-
bases. Strain 195 “Dehalococcoides ethenogenes” chromosome is 1.46 Mb and
harbors 1591 expected coding sequences (CDSs). The Dehalococcoides sp. there
is a 1.39 Mb chromosome in Strain CBDB1 on which 1458 predicted CDSs are
known. Of those of the free-living prokaryotes so far identified, the CBDB1 strain
chromosome is the smallest. Desulfitobacterium hafniense strain Y51, on the other
hand, has a much larger chromosome (5.7-Mbp) that harbors 5060 predicted CDSs.

It is noteworthy that the chromosomes of strain 195 “Dehalococcoides
ethenogenes” (Seshadri et al., 2005) and “Dehalococcoides” sp., CBDB1 (Kube
et al., 2005) contains at least 18 and 32 RDase homologous genes, respectively,
although the functions of these genes have not been fully elucidated yet. Such
multienzyme systems for reductive dehalogenation in the “Dehalococcoides” strains
indicate their strict tendency to use dehalorespiration with a number of
organohalides as terminal electron acceptors. This physiological trait contrasts
with those of Desulfitobacterium hafniense strain Y51, which contains only two
rdh genes but is more physiologically versatile with utilization of a larger set of
specialized electron donors and acceptors for anaerobic respiration (Nonaka et al.,
2006). Another strain of Desulfitobacterium hafniense, DCB2T, studied for whole
genome sequences, contains at least nine RDase homologous genes. Most of the
respiration related genes found in theDesulfitobacterium hafniense strains are absent
in the “Dehalococcoides” strains.
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In “Dehalococcoides” sp., 12 of the 18 rdhAB pairs present in the
195 “Dehalococcoides ethenogenes” strain are orthologous strains of CBDB1
(Kube et al., 2005; Seshadri et al., 2005). The amino acid sequence identities of
the orthologs are 86–95% between the two, although the position and orientation are
conserved only in six of the orthologs. Two rdhA genes functionally identified in
strain 195, pceA and tceA, encode PceA-RDase and TceA-RDase, respectively,
absent in the CBDB1 strain. The PCE-RDase gene is also involved in the production
of 2,3-dichlorophenol-RDase in strain 195, indicating that naturally occurring
chlorophenols compounds are candidates for native substrates of PceA (Fung
et al., 2007). One of the 32 RDase homologous genes present in the genome of
strain CBDB1 is the cbdbA84 gene (cbrA), encoding chlorobenzene-RDase (Adrian
et al., 2007). Neither in strains 195 and BAV1 nor among the other
“Dehalococcoides” cultures studied so far, orthologs of cbdbA84 have been identi-
fied. In addition to RDase genes, a variety of genes involved in the transport of
respiratory electrons are shared by the “Dehalococcoides” strains, including those
required to encode various hydrogenase multisubunit complexes.

Genome analyses of halorespiring bacteria have revealed the presence of RDase-
encoding regions of potentially foreign origin. In “Dehalococcoides ethenogenes”
strain 195, the majority of reductive dehalogenase genes, including tceA, were
probably acquired by several gene transfer events (Regeard et al., 2005). An intra-
chromosomal or inter-chromosomal transfer of tceAB between “Dehalococcoides”
strains has also been proposed by studying the environmental distribution of the
gene (Krajmalnik Brown et al., 2007). The VC-RDase genes, vcrA and bvcA, are
particularly unusual in that, despite the absence of any tRNAs matching codons that
end in T, the third position of codons in the genes is biased toward the nucleotide T
(McMurdie et al., 2007). This abnormality in the codon usage of VC-RDase genes
suggests that the former genes differ from most other “Dehalococcoides” genes in
evolutionary history, possibly being acquired by lateral transfer.

11 PCB-Dehalogenating Bacteria and Consortia

The reduced microbial halogen removal of halogenated biphenyls as well as other
halogenated organic compounds has been extensively studied using anaerobic
sediment cultures and miniature worlds (Bedard & Van Dort, 1998; Boyle et al.,
1993; Chang et al., 2001; Cutter et al., 1998; Kuo et al., 1999; Morris et al., 1992;
Pakdeesusuk et al., 2005; Palekar et al., 2003; Watts et al., 2001;Wu et al., 1996; Wu
& Wiegel, 1997). In terms of quantity and consistency, most of the earlier studies
offered little or no conclusive knowledge regarding dehalogenating microorganisms
in cultures. Since the discovery of “Dehalococcoides”, culture-independent molec-
ular approaches have been regularly made for the phylogenetic identification and
characterization of microorganisms involved in the dechlorination. The dechlorina-
tion of PCBs by axenic cultures has so far been reported only for “Dehalococcoides
ethenogenes” strain 195 (Fennell et al., 2004).
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A pioneering study by Holoman et al. (1998) showed that 16S RNA gene clones
corresponding to the DLG bacteria, designated as RFLP-17, were present in a
PCB-dechlorinating community. The involvement of DLG bacteria in the dechlori-
nation of PCBs was clearly demonstrated, as already described above by the analysis
of highly enriched cultures containing the representative DLG bacteria DF-1
(Wu et al., 2002) and o-17 (Cutter et al., 2001). Watts et al. (2005) developed
specific PCR primers optimized for the detection of o-17 and DF-1 and other closely
related bacteria. Using these PCR primer sets, they detected the o-17/DF-1 bacteria
as the main dechlorinating organisms in sediment microcosms exhibiting active
dechlorination of PCBs. The addition of various bicarbonate concentrations had a
profound effect on the dechlorination of 2,3,4,5-CB in DLG species as putative
dechlorinators in sedimentary cultures (Yan et al., 2006).

Bedard et al. (2006), by contrast, showed based on the analysis of a 16S rRNA
gene clone library that “Dehalococcoides” organisms but not the DLG bacteria were
present in river sediment enrichment cultures dechlorinating a commercially pro-
duced PCB mixture, Aroclor 1260. Further work using PCR with group-specific
prefixes resulted in the exclusion of any involvement of known chlorine removers
other than “dehalococcoides” in dechlorination (Bedard et al., 2007). The existence
of Desulfitobacterium as the most common dechlorinator and Dehalobacter as the
second most common form was shown by community specific PCR analyses of
anaerobic enrichment cultures with a PCB mixture from uncontaminated soil;
neither “Dehalococcoides” nor the DLG was detected in any culture (Baba et al.,
2007). Microcosm studies of PCB dechlorination by other authors found that there
was a small range of PCB congener specificities within the phylum Chloroflexi,
including “Dehalococcoides” and the DLG bacteria (Fagervold et al., 2007, 2005),
suggesting the importance of synergistic interactions of different species of micro-
organisms for enhanced dechlorination.

12 Acquisition and Distribution of Dehalogenase Genes

During the evolution of novel catabolic pathways, gene transfer is a significant
process. The acquisition of DNA alien by horizontal transfer of genes requires
integration into a well-maintained replica in the recipient microorganism. Gene
transfer and integration are key mechanisms for the formation of new stable con-
structs, and various gene integration processes have been proposed. For example,
Ravatn et al. (1998) suggested that the clc component, which encodes the
chlorocatechol degradation genes, integrates itself into the Pseudomonas B13 chro-
mosome in a site-specific manner via the intB13 gene product encoded with gene
located near to the of clc genes. Site-specific integrations are found in phages.
Integration occurs in both systems at the 30 end of the target tRNA gene, but the
original functional tRNA sequence is retained due to the identity of the sequences
involved in integration (attB and attP).
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Another way to distribute dehalogenase genes is to acquire a functional replica of
a new dehalogenase gene. Integrase will mediate this, both in P. pavonaceae 170 and
in Mycobacterium sp. A gene encoding a putative site-specific recombinase (intP in
strain 170 and intM in strain GP1) is located directly upstream of a haloalkane
dehalogenase gene that is likely to have been recruited from a chlorobutane-
degradable (Gram-positive) Rhodococcus (Poelarends et al., 2000).

The genes of intP and intM products contribute to important sequence similarities
with members of the site-specific recombinase Integrase family. The incorporation
of the dehalogenase genes into the bacterial genome may have been mediated by
these putative integrase proteins. We anticipate that such acquisition of integrase-
mediated genes will occur in a similar way to the acquisition of markers of antibiotic
resistance. Genetic elements (integral) that bear a gene for a site-specific DNA
integrase, which can catalyze the integration of one or more foreign genes into a
site directly upstream of the integrase gene, are found in the case of these markers.

13 Conclusions and Future Perspectives

In our understanding of microbial dehalogenation, there are still many differences.
First, thermodynamic analysis shows that the range of physiological processes which
at the expense of halogenated substrates should enable microbial growth is much
broader than experimentally discovered. This implies that there are biochemical
limitations, which might be overcome by further genetic adaptation. This has been
the case for major organohalogenic aerobic degradation, such as
1,2-dichloropropane, 1,2,3-trichloropropane, and dichloroethanes.

Second, little attention has been paid so far to the role of auxiliary enzymes
involved in the metabolism of halogenated hydrocarbons. Recently, it has been
shown that a functional DNA polymerase I, which is involved in DNA repair, is
necessary, in addition to a functional catabolic pathway, for the utilization of
dichloromethane (Kayser et al., 2000). The requirement for additional detoxification
mechanisms may be a more general phenomenon, which would explain the failure of
various experiments aimed at the genetic construction of organisms with new
catabolic pathways.

Third, unraveling new mechanisms of dehalogenation, such as those of
haloalcohol dehalogenases, chloroacrylic acid dehalogenases, and
hexachlorocyclohexane dehydrochlorinase, remains a challenge. Recently, a mech-
anism based on elimination of a 1,2-biaxial HCl pair has been proposed for
hexachlorocyclohexane dehydrochlorinase, which has been predicted to share sim-
ilarities with hydrates and isomerases (Nagata et al., 1999; Trantirek et al., 2001).

Fourth, there is still a daunting area of research regarding the origin and distri-
bution of dehalogenase genes. In particular, the mutations (including, for example,
recombinations) that are associated with the recent adaption process to anthropo-
genic pollutants deserve more attention.
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Finally, recent advances in techniques of guided evolution will promote the
creation of enzymes and species with degradation capacities that are not readily
obtainable through classical adaptation and enrichment.
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Microbial Capacities for Utilization
of Nitroaromatics
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M. Subhosh Chandra, G. Vidya Sagar Reddy, and M. Ramakrishna

1 Introduction

Nitrobenzene, p-nitrophenol (PNP), nitrotoluenes (TNT, DNT, NT), are critical
environmental pollutants that have been reported due to their toxicity to many living
organisms (Kumari et al., 2017; Saha et al., 2017, 2014). The nitro substitutes
present in NACs have an electron-withdrawing character, causing resistance to
biodegradation. Therefore, the oxidative attack by bacterial oxygenases becomes
difficult. However, many powerful bacteria have adapted to take advantage of NACs
with the use of oxygenate enzyme. The increase in the number of nitro groups and
electron-drawing alternatives on the aromatic ring increase the rebellious character,
forcing the nitroaromatics to be used by the partial reduction mechanism.

Various microorganisms had been characterized for their capability to degrade
NACs (Zheng et al., 2007; Nishino & Spain, 1993, 1995; Torres et al., 1996; Park
et al., 1999; Park & Kim, 2000). Microorganisms use oxidative and reductive
pathways to degrade to convert NACs entirely to CO2 and H2O or partially to an
organic compound. It is the genetic mechanism found in microbes that directs the
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conversion of simple products from NACs. While aerobic bacteria use both aerobic
and partial catabolic pathways systems, anaerobic bacteria were only able to use only
the reduction mechanism to use NACs (Fig. 1).

Substituted NACs and their derivatives have been reported to degrade efficiently
by microorganisms, but contaminants are still persist in the environment because
microbial strains have been reported to be useful as biological treatment agents in
controlled laboratory conditions (Qureshi et al., 2009; Ghosh et al., 2017; Singh
et al., 2015). The researchers report that bacteria can only grow only under the
influence of pH, temperature, oxygen, humidity, the appropriate level of nutrients,
the bioavailability of pollutants, and the presence of other toxic compounds (Yadav
et al., 2015; Saha et al., 2017).

Thus, exploiting the maximum potential of bacteria to degrade pollutants in the
contaminated environment remains a challenge today, which could be accomplished
in the future by understanding the microbial capacities of utilization based on
“-omics” analysis.

1.1 Anaerobic Biodegradation of Nitroaromatics

In this process, the nitro group is reduced to nitroso derivative, hydroxylamines, or
amines by the action of nitroreductases. The degradation of most of the

Fig. 1 General microbial
pathways of halogenated
aromatics degradations.
Three major catabolic
pathways (upper, middle
and lower pathways) are
involved in mass
biodegradation
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(poly)nitroaromatic compounds occurs only under anaerobic conditions (Kulkarni &
Chaudhari, 2007; Nishino et al., 2002; Zhang & Bennett, 2005). The complete
mineralization of nitroaromatic by a single anaerobic strain is very rare (Razo-
Flores et al., 1997). There are several reports showing that the initial step during
the degradation of mono-, di-, and trinitroaromatic compounds is the reduction of
nitro groups to amino groups (Razo-Flores et al., 1997; McCormick et al., 1976;
Donlon et al., 1996; Peres et al., 1999; Rieger & Knackmuss, 1995).

1.2 Aerobic Biodegradation of Nitroaromatic Compounds

Mono- and bilateral aromatics mainly undergo aerobic biodegradation and achieve
to complete mineralization. In this stage, the nitroaromatics act as a source of carbon,
nitrogen, and energy for the microbes. During the past few decades, numerous
reports have isolated the mineralized microbes of the various nitroaromatics and
their degradation pathway. Few of them have been extensively studied and distin-
guished. There are different strategies in nitro-mechanical aerobic degradation
(Nishino et al., 2000), which is used in nature.

1.3 Nitroaromatic Degradational Pathway Relevance
to Research

In order to reduce pollution levels in the atmosphere, a recent survey reported that
nitro-/amino-/chloroaromatic containing industrial wastewaters must be
non-polluted before being discharged into the environment (Chatterjee et al., 2017;
Purohit et al., 2016). Therefore, knowledge of the biological capabilities of bacteria
to degrade bacteria at genetic levels and their regulatory pathways becomes crucial.
NAC Biodegradation Reports indicate that these reports are microbes that may act as
biostimulant degradation (Begum & Arundhati, 2016; Thangaraj et al., 2008).

1.4 Challenges of Nitroaromatics in Biodegradation

One of the main problems and drivers of the growth of the world economy is
environmental sustainability. Globally responsible development and use are one of
the priorities for sustainable urbanization and industrialization processes, but the
discharge and disposal of hazardous waste containing organic and inorganic con-
taminants remains a major problem.

With the listing in the United States of nitroaromatic compounds, the hazardous
group of the Environmental Protection Agency includes the protection of the
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atmosphere from certain hazardous chemicals. It was not possible to limit the
production of nitroaromatics derived from anthropogenic sources, such as the
pharmaceutical, defense, and agricultural sectors. Instead, it is important to suggest
and practice ways to mitigate their influence in the world. The use of microbes is one
of the strongest methods involved in the biodegradation of NACs. From the
researchers’ inputs into the biodegradation of such nitroaromatics, i.e., by the proper
use of microbes and their field applications (bioremediation), it is envisaged that
promiscuity may be found in mitigating nitroaromatics. It is important to understand
different biodegrading mechanisms, capacities, and genetics of bacteria responsible
for the biodegradation of a broad range of nitroaromatics to fill this gap, insights of
which have been mentioned in this chapter.

Genomics, proteomics, metabolomics, and their combinations are currently
recorded as important emerging methods for understanding microbial capacities
and evaluating aromatic biodegradation and substituted aromatic compounds
(Tikariha et al., 2016; Kapley & Purohit, 2009; Qureshi et al., 2009).

2 Molecular Processes of Biodegradative Pathways
of Aromatic and Nitroaromatics

2.1 Aromatic Biodegradative Pathways

The typical biodegradation pathway of aromatics and substituted aromatic com-
pounds such as NACs. In general, there are two phases of aerobic biodegradation:
first, ring cleavage of an aromatic compound occurs through a particular ring
modification reaction, leading to the production of a dihydroxylated benzene ring
or a replacement dihydroxylated benzene ring. In the second step of degradation,
fission of this aromatic ring with a subsequent reaction leads to central carbon
intermediates. There are different dioxygenases that are responsible for catalyzing
the ring fission stage. It can be classified as either the ortho- or beta-ketoadipate
pathway depending on the form of cleavage (because beta-ketoadipate is a critical
ortho-cleavage intermediate) when the cleavage of the ring occurs between the
hydroxyl groups (intradiol cleavage) or when it is cleaved adjacent to one of the
hydroxyls, it is known as the meta pathway (estradiol cleavage).

Significant pathways recorded for aromatic compound catabolism in bacteria
have shown that various enzymes have carried out initial conversion steps, but the
compounds are converted into a small number of derived metabolites, such as
protocatechuates and catechols. Via various enzymes in the ring cleavage pathway,
these intermediate metabolites are channeled into central metabolic routes. This
generalized scheme of catabolic pathways for aromatic compounds indicated that
by evolving “peripheral” enzymes that were able to convert initial substrates into one
of the central intermediates such as catechol, resorcinol, and benzoquinones, micro-
organisms have increased their substrate spectrum and capacities.
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2.2 Biodegradative Pathways for NACs

Several researchers have documented degrading pathways and intermediates of
nitroaromatic pollutants (Tiwari et al., 2017; Ghosh et al., 2017; Min et al., 2017;
Qureshi & Purohit, 2002). Studies have shown the bacterial degradation of toxic
substances, namely 4-chloro-3-nitrophenol (4C3NP) and 4-chloro-sorcinal interme-
diate formation in the 4C3NP degradation pathway, as well as the degradation of
2-chloro-4-aminophenol. Pseudomonas sp., 4C3NP, bacterial mineralization, from
sewage collected from a chemically contaminated area.

2.3 Nitrobenzene Pathway

Nitrobenzene has been identified here as one of the representative NACs to under-
stand the biodegradation pathways that various bacteria such as Pseudomonas
pseudoalcaligene, Comamonas sp., Pseudomonas mendocina, and Pseudomonas
putida have adopted.

2.4 Nitrophenol Pathway

Several bacteria have been reported to be used as growth substrates for other
contaminants, such as 4-nitrobenzoate, 2-nitrobenzoate, 2-nitrotoluene, nitroben-
zene, p-nitroaniline, and PNP (Yanzhen et al., 2016; Tikariha et al., 2016; Qureshi
et al., 2007). In bacteria such as Pseudomonas species, para-Nitrophenol has been
shown as a representative model compound for nitroaromatic contaminants to
understand biodegrading pathways.

2.5 Pathways for Nitrobenzoate and Nitrobenzaldehyde
Catabolism

Nitrobenzoate and nitrobenzaldehyde compounds have been documented for the
understanding of biodegradation pathways of various bacteria such as Comamonas
acidovorans (Groenewegen et al., 1992), Ralstonia pickettii (Yabannavar & Zylstra,
1995), Ralstonia sp. (Samanta et al., 2000), Pseudomonas sp. (Haigler & Spain,
1993), and Pseudomonas putida (James et al., 2000; Rhys-Williams et al., 1993) all
use a reductive pathway that results in protocatechuate being the main intermediate
in the catabolism of 4-nitrobenzoate.
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2.6 Pathways to Nitrotoluene Catabolism

The bacteria strains of Acidovorax sp., Comamonas sp., Pseudomonas putida,
Mycobacterium sp., Pseudomonas pseudoalcaligenes, Burkholderia cepacia,
Escherichia coli, and Hydrogenophaga palleronii are capable of using
2-nitrotoluene as the sole carbon, nitrogen and energy source for growth (Haigler
et al., 1994). In JS42, a dioxygenase oxidizes the 2 and 3 positions of 2-nitrotoluene
to form an unstable nitrohydrodiol, which spontaneously converts to
3-methylcatechol with the release of nitrite.

2.7 Degradation of Trinitrotoluene (TNT)

Trinitrotoluene (TNT) is very difficult to degrade (Nishino & Spain, 2001). The
three nitro groups with a nucleophilic aromatic ring structure make TNT vulnerable
to reductive attack but resistant to oxygenase attack from aerobic organisms (Lenke
et al., 2000). In most current reports, the reduction mechanism predominates in TNT
degradation. New evidence indicates that TNT can be reduced by carbon monoxide
dehydrogenation from Clostridium thermoaceticum (Huang et al., 2000) and by the
manganese peroxidase (MnP) from the white mold Phlebia radiata (Van Aken et al.,
1999). Based on the discovery of the discovery of the reduction of
pentaerythritoltetranitrate (PETN) from Enterobacter cloacae PB2, French et al.
(1998) found that this strain could grow slowly in 2,4,6-TNT under aerobic condi-
tions as the sole source of nitrogen without the producing of dinitrotoluene as an
intermediate and catalytic conversion of TNT via the hydride–Meisenheimer com-
plex with nitro group chest in the form of nitrite.

2.8 Pathways for Chloronitrobenzene Catabolism

Only four strains have been identified that can use chloronitrobenzenes as the sole
source of carbon and energy for development. Pseudomonas stutzeri has been
isolated due to its ability to grow on 2-chloronitrobenzene and has been reported
to release chloride and nitrite from this substrate (Liu et al., 2005). However, no
further characterization of its degradation pathway has been published. Comamonas
sp. strain (Wu et al., 2006), Pseudomonas putida (Zhen et al., 2006), and
Comamonas sp. strain LW1 (Katsivela et al., 1999) each use nitroreductase to reduce
4-chloronitrobenzene to 1-chloro-4-hydroxylaminobenzene, which is further
transformed to 2-amino-5-chlorophenol by a hydroxylaminobenzene mutase or by
Bamberger rearrangement. Ring cleavage of 2-aminophenol 1,6-dioxygenase pro-
duces 2-amino-5-chloromuconate, which is converted to an intermediate TCA cycle
after additional enzymatic steps (Wu et al., 2006). Recently, the mutant forms of
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nitrobenzene dioxygenase formed by Comamonas sp. (Ju & Parales, 2006) were
used for the chlorobenzene-degrading strain Ralstonia sp. JS705 to be grown on all
three isomers of chloronitrobenzene (Ju & Parales, 2009).

2.9 Pathways for Biologically Generated Nitroaromatic
Compounds Catabolism

There is very little understanding of how biologically synthesized nitroaromatic
compounds are degraded in the natural world. Despite the extensive use of chlor-
amphenicol in hospitals and research laboratories around the world for more than
50 years, microbial degradation pathways have not yet been understood. There is
increasing interest in understanding the metabolic fate of naturally occurring
nitroaromatic compounds, but besides 5-nitroanthranilate (Qu & Spain, 2010),
3-nitrotyrosine is currently the only biogenic nitroaromatic compound that bacterial
strains have been documented to develop.

Isolated from soils obtained from Cape Cod, MA, Burkholderia sp. The JS165
strain and the JS171 paradox Variovorax are capable of using 3-nitrotyrosine as the
sole carbon, nitrogen, and energy source for development (Nishino & Spain, 2006).
3-Nitrotyrosine is converted to 4-hydroxy-3-nitro-phenylacetate using deaminase-
dependent ketoglutarate. NADH-dependent denitratase then removes the nitro group
to generate homoprotocatechuate, which is metabolized by the tyrosine rescue
pathway. The gene encoding denitratase as described and the characterization of
the purified protein had shown that previously uncharacterized flavoprotein
monooxygenase appears to be widely distributed in a variety of bacterial genera
(Payne et al., 2007).

In rat cells, 3-nitrotyrosine is converted to 4-hydroxy-3-nitrophenylacetate by the
formation of 3-nitrotyramine and 4-hydroxy-3-nitrophenylacetaldehyde intermedi-
ates (Blanchard-Fillion et al., 2006). Escherichia coli MG1655 can use
3-nitrotyramine as the sole source of growth nitrogen but cannot use
3-nitrotyrosine (Rankin et al., 2008). Similar to mammalian cells, MG1655 uses
an amine oxidase (TynA) to extract the terminal amino group from 3-nitrotyramine
to create 4-hydroxy-3-nitrophenylacetaldehyde, which is then oxidized with
phenylacetaldehyde dehydrogenase (FeaB). 4-Hydroxy-3-phenylacetate is a dead-
end metabolite in MG1655 because the strain tends to lack the enzymes present in
Burkholderia sp. JS165 strain and strain of Variovorax paradoxus JS171 that
complete the metabolism of compounds entering the TCA cycle. Interestingly, the
expression of both tynA and feaB was under the regulatory control of the nitric
oxide-sensitive repressor (NsrR), further strengthening the relationship between the
production of nitric oxide and the nitration of tyrosine residues in proteins (Rankin
et al., 2008).
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3 Microbes Associated with Biodegradation
of Nitroaromatics in the Environment and Its Adaptive
Features

Several species of bacteria, including Pseudomonas, Burkholderia, Rhodococcus,
Roseivirga, and Shewanella oneidensis, have been shown to be potent candidates for
NAC degraders (Tikariha et al., 2016; Sengupta et al., 2015; Yanzhen et al., 2016;
Xu et al., 2016; Selvaratnam et al., 2016; Liu et al., 2017; Min et al., 2016; Ghosh
et al., 2017). Phyla Proteobacteria and Gammaproteobacteria, viz., Pseudomonas,
Burkholderia, Bradyrhizobium, Cupriviadus, Shewanella, Raoultella, are the major-
ity of these bacteria. There are only a few exceptions, such as Roseivirga belonging
to Actinobacteria and Phyla Bacteriodetes belonging to Rhodococcus. Thus those
groups of bacteria that are mostly observed in the soil and often associated with the
degradation of a variety of aromatic compounds fall into nitroaromatic-using genera.

3.1 NAC-Utilizing Microbes

To open the aromatic ring, which then goes down to the central aromatic pathway,
NAC-degrading bacterial genomes harbor unique genes, such as oxygenases. More-
over, the genetic mapping of the bacteria mentioned above has not revealed any
highly specialized feature that could be solely present in nitroaromatic utilizing
bacteria. However, they mostly have a wide collection of genes for the use of
other aromatic compounds, including other aromatic-degrading bacteria (Tikariha
et al., 2016). Many heavy metal stress-resistant genes, antibiotic tolerance, and genes
for oxidative stress have also been shown through a closer look at the different types
of genes found in aromatic compounds-degrading bacteria. It seems unlikely that
bacteria can thrive at higher NAC concentrations, as these compounds act as
uncouplers of oxidative phosphorylation and have a toxic effect on bacterial cells
(Yanzhen et al., 2016). In addition, the concentration of nitroaromatics found in
bodies of water or soil is very low (in most cases, less than 1 ppm) and can be easily
degraded by bacteria identified to date that have demonstrated the ability to use up to
50 ppm.

To open the aromatic ring, which then goes down to the central aromatic
pathway, NAC-degrading bacterial genomes harbor unique genes, such as
oxygenases. Moreover, the genetic mapping of the bacteria mentioned above has
not revealed any highly specialized feature that could be solely present in
nitroaromatic utilizing bacteria. However, they mostly have a wide collection of
genes for the use of other aromatic compounds, including other aromatic-degrading
bacteria (Tikariha et al., 2016). Many heavy metal stress-resistant genes, antibiotic
tolerance, and genes for oxidative stress have also been shown through a closer look
at the different types of genes found in aromatic compounds-degrading bacteria. It
seems unlikely that bacteria can thrive at higher NAC concentrations, as these
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compounds act as uncouplers of oxidative phosphorylation and have a toxic effect
on bacterial cells (Yanzhen et al., 2016). In addition, the concentration of
nitroaromatics found in bodies of water or soil is very low (in most cases, less
than 1 ppm) and can be easily degraded by bacteria identified to date that have
demonstrated the ability to use up to 50 ppm (Table 1).

Bacteria sense environmental signal by two-component signal transduction sys-
tem. Some two-component signal regulatory systems are known to control the
expression of catabolic pathways and control the global cellular process.

LysR is a regulatory protein that is involved in the control expression of NAC
degradation pathways such as 2-nitrotoluene (in species of Acidovorax), where 2,4-
and 2,6-dinitrotoluene serve as inducers, and 4-nitrophenol, where it exists in
tetrameric forms.

XylR/NtrC-type transcriptional regulators were also found in the regulation of
catabolic pathways of nitroaromatics. These regulators activate the alternative sigma
factor rho54-holding RNA polymerase (RNAP). Rho54 RNAP holoenzyme forms a
stable complex with �12 and �24 promoters but is unable to start transcription
without further activators such as NACs. Studies, however, demonstrate that without
mediating activation, 3-nitrotoluene can also bind XylR. It thus demonstrates that
diversity in control/regulatory mechanisms operates as a source of carbon and
energy throughout the use of compounds and leads to the development of microbe
utilization capacities.

Table 1 Provided by Genbank Researchers NCBI, the complete genome data showed a
nitroaromatic compound using potency in bacteria

S. No. Bacteria Operons

Nitroaromatic
compound used by
bacteria References

1 Pseudomonas
putida SF1

Pnp gene cluster p-Nitrophenol Tikariha
et al. (2016)

2 Shewanella
oneidensis MR1

cymA and nfnB 2,6-Ditrotoluene Liu et al.
(2017)

3 Rhodococcus
sp. WB1

Tod gene cluster Nitrotoluene and
toluene

Xu et al.
(2016)

4 Pseudomonas fragi
PI21

lysR gene regulator Aniline, nitrobenzene Yanzhen
et al. (2016)

5 Roseivirga sp. lysR gene regulator 2,4,6-Trinitrotoluene Selvaratnam
et al. (2016)

6 Raoultella
arnithinolytica
TNT

Nitroreductase A, B, and
NEM reductase genes

Trinitrotoluene Thijs et al.
(2014)

7 Rhodococcus
imtechensis
RKJ300

mnp gene cluster 2-Chloro-4-
nitrophenol

Min et al.
(2016, 2017)

8 Paraburkholderia
xenovorans LB400

amn gene cluster 2-Aminophenol Chirino et al.
(2013)
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The pathway of degradation of aromatic compounds is also frequently associated
with a number of regulatory genes, such as LTTRs. For example, LTTRs regulate a
single target operon such as catR that controls catBCA expression for catechol
metabolism in Pseudomonas putida.

3.2 Genomes of NACs Degrading Bacteria

Whole-genome sequence (WASs) of many of the nitroaromatic-degrading bacteria
since the past decade showcases their genetic capacities toward utilization of NACs.

4 Genome Plasticity: Nitroaromatic Degrading Bacterial
Genome Diversification

The innate ability of bacteria in their genome to evolve through mutations,
rearrangements, or horizontal gene transfer (HGT) (Juhas et al., 2009). The genome
has a collection of genes known as core genes for carrying out important metabolic
functions and another set of genes known as HGT-acquired accessory genes that are
beneficial under particular environmental conditions. HGT’s gene transfer plays a
crucial role in the diversification and adaptation of microorganisms in different stress
environments, representing a more vivid genome plasticity scenario.

In addition, because of their role in the transmission of different genes, such as
antibiotic resistance and virulence genes, which could contribute to the generation of
new catabolic genes, genomic islands may also be responsible for the evolution of a
wide spectrum of bacteria. This new gene may then be mixed with the current
machinery, or the creation of entirely new metabolic pathways takes place.

5 Evolution of New Biodegradative Pathways
and Networking of Genes/Operons

The networking of evolving microbiota in a niche has been conceptualized by
ecosystem biology. It assumes that the different microbes in the community together
form a societal pathway for the use of a complex metabolite. In such a case the entire
cascade of nitroaromatic biodegradation enzymes are not found in a single microbe
and thus involve the creation of consortia to mitigate the challenges. The implication
of a “-omics” based approach to assessing microbial capacities could become an
evolving tool for future fields of research and could serve as a scope toward pollutant
mitigation.
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6 Conclusion

Nitroaromatics are important environmental contaminants that are released and have
toxic effects on ecosystems. Based on knowledge encoded on their genomes,
microbial utilization capacities for nitroaromatics under aerobic conditions have
been addressed in the present study. Bacterial strains such as Pseudomonas,
Burkholderia, Rhodococcus, Roseivirga, and Shewanella oneidensis, based on the
sharing of degradative pathway enzymes and genes, have the ability to degrade
different NACs. The need for the triggering/inducing factor to express the degrading
genes remains a critical element in optimizing the utilization potential of microbes in
the case of NACs.
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1 Introduction

Microorganisms encounter metals and metalloids of different types in the environ-
ment, and thus, it is not surprising that they interact with them, sometimes for their
benefit, and other times to their expense. Base metals like vanadium, chromium,
manganese, iron, cobalt, nickel, copper, zinc, molybdenum, silver, cadmium, and
lead are of particular practical interest; precious metals such as gold and silver; and
the metalloids arsenic, selenium, and antimony. In nature, these minerals and metals
are mostly found as cations, or oxyanions, or both in an aqueous solution, and mostly
as salts or oxides in crystalline (metallic) form or amorphous precipitates in an
insoluble form. A few of them, such as copper, iron, and gold, may also be present in
the metallic state in nature, but the first two elements are seldom present. Both
microbes employ metal species for structural functions and/or catalytic functions,
whether prokaryotic or eukaryotic. Structural as well as catalytic functions serve the
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alkali metals Ca and Mg. In catalytic functions, metals V, Cr, Mn Fe, Co, Ni, Cu, Zn,
Mo, and W, and metalloid Se can participate. For such uses, low environmental
concentrations are sufficient.

Microbes change their physical and chemical state so that they can interact with
the natural and synthetic environment of the heavy metals and metalloids present at
the contamination site. Metals and minerals are responsible for the growth, activity
and survival of microorganisms. The microbes can be considered as the geo-active
agents. Minerals of biogenic origin have global geological and industrial impor-
tance. Besides, it is also the source of many important structural components of
many organisms (Ehrlich, 1996a, b; Gadd & Raven, 2010).

Bioremediation is a sustainable strategy that uses the metabolic activity of
microorganisms and plants to clean up polluted sites. Bioremediation is a cost-
effective and environmentally friendly way to cleans nature with the help of nature
(Kaur & Maddela, 2021). Most significant aspect of biological removal is the
microbiological aspect. The approach adopted at a contaminated site for bioremedi-
ation of pollutants depends on the form and process of contact between the metals
and the microbes (Maddela et al., 2016, 2017).

The areas of heavy metal pollution are often inhabited by microorganisms, which
are prevalent in nature. They can turn heavy metals into their nonlethal forms
effortlessly. In the bioremediation process, microorganisms produce metabolic
intermediates by mineralizing organic pollutants or some final products such as
carbon dioxide and water, which can be used for cell growth as primary substrates.
Via a two-way protection, which includes enzymes that can degrade the target
contaminants and also resist the necessary heavy metal, the microorganism can
function. Bioremediation includes techniques as diverse as bioaccumulation,
bio-absorption, biomineralization, interactions between minerals and microbes, bio-
logical bleaching, and biotransformation. Covalent bonding, electrostatic interac-
tions, redox potential, extracellular precipitation, and van der Waals forces are the
forces by which metal ions may bind to a cell’s surface or a mixture of all these
processes (Blanco, 2000). The chemistry behind this association is that metal cations
are adsorbed by the negatively charged groups (hydroxyl, phosphoryl and carboxyl)
present on the cell wall of the microbes. The nucleation of the metal then limits these
(Wase & Forster, 1997).

2 Microbial Interaction with Metal and Metalloids

Metals such as Na, Mn, K, Fe, Cu, Zn, Mg, Ca, and Co are important for life but can
become toxic if present in excess of required amount. Whereas metals such as Pb,
Hg, Cs, Cd, and Al do not have any known significant metabolic role in living
organisms, when accumulated in the atmosphere, they can still cause toxicity. They
toxicize the atmosphere at a very high degree (Gadd, 2010).
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3 Types of Interaction

The process of interacting a microorganism with minerals depends in part on
whether the organism is prokaryotic or eukaryotic. Both the types of microorganisms
have the capacity to associate to metal ions present in the external surface of the cell
or to transport to the cell to initiate different metabolisms within the cells. Alterna-
tively, only prokaryotic organisms (eubacteria and archaea) are capable to oxidize
Mn(II), Fe(II), Co(II), Cu(I), AsO2

�), Se0 or SeO3
2�, or reduce Mn(IV), Fe(III), Co

(III), AsO4
2�, SeO4

2�, or SeO3
2� widely and energy conservation by uptaking

metals ions through transfer the electrons between the celluar interior and extracel-
lular metals (Ehrlich, 1996a, b). Some microbes may reduce metal ions such as Hg2+

or Ag+ to Hg0 and Ag0 respectively, but do not conserve energy from these reactions
(Summers & Sugarman, 1974). Some prokaryotes and eukaryotes may form meta-
bolic products, like acids or bonds, which dissolve the base minerals found in
minerals, such as iron, copper, zinc, nickel, cobalt, and others. Others may form
anions, such as sulfides or carbonates, that precipitate dissolved metal ions (see
Ehrlich, 1996a, b). Some prokaryotes may methylate some metal and metalloid
compounds, producing corresponding volatile metal derivatives (Summers & Silver,
1978; Beveridge & Doyle, 1989; Ehrlich, 1996a, b).

4 Levels of Interaction

4.1 Metabolic/Enzymatic

Uptake of trace metals and their subsequent incorporation into metalloenzymes or
utilization in enzyme activation occurs in all microbes (Wackett et al., 1989). Some
examples of mineral enzymes are nitrogenase (Mo/Fe or sometimes V/Fe, or Fe
only) (Orme-Johnson, 1992; Robson et al., 1986), cytochromes (Fe) and cytochrome
oxidase aa3 (Fe, Cu) (Wackett et al., 1989), superoxide dismutases (Fe, Mn, Cu or
Zn) (Fridovich, 1978), bacterial chlorophyll (Mg) (Scheer, 1991), iron and sulfur
proteins (Wackett et al., 1989), CO dehydrogenase with Mo in aerobic bacteria
(Ferry, 1995), NADP-dependent dehydrogenase (W/Se/Fe) (Yamamoto et al.,
1983), and hydrogenformate propensity H (Mo/Se/Fe) (Boyington et al., 1997).
For absorption, these minerals must be in ionic form. Uptake may require genetically
determined and controlled transport mechanisms (Silver & Walderhaug, 1992). In
some cases, uptake may be fast, nonspecific, and constitutive, as for instance with
the CorA Mg2+ exchange system and the Mgta and Mgtb Mg2+ uptake systems in
Salmonella typhimurium (Snavely et al., 1989). Since ferric iron in the environment,
around a neutral pH, is mainly present in a water insoluble form, its absorption under
aerobic conditions requires microbial formation of bonds, called iron carriers, to
make ferric iron soluble (Neilands, 1974).
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The number of microorganisms that are capable to utilize few metals or metal-
loids as electron donors or acceptors in energy metabolism. They include eubacteria
and archaea (Ehrlich, 1996a, b). Depending on the element, the mineral species may
be in simple ionic form or in oxyanions form. As sources of energy, oxidizable
minerals or metalloids may fully satisfy the energy demand of the organism
(chemolithotrophs). For example, the eubacteria Leptospirillum ferrooxidans and
Thiobacillus ferrooxidans and the archaea Sulfolobus acidocaldarius and Acidianus
brierleyi are able to obtain all their energy for growth from the oxidation (FeII) to Fe
(III) (Ehrlich, 1996a, b); Stibiobacter senarmontii from the oxidation of Sb2O3 to
Sb2O5 (Lyalikova et al., 1976); and Pseudomonas arsenitoxidans from the oxidation
of AsO2� to AsO4

3� (Ilyaletdinov & Abdrashitova, 1981). Some oxidized metal
species may serve as terminal electron acceptors in anaerobic respiration by hetero-
trophs and, depending on the organism, this may enable them to mineralize the
organic carbon that serves as reductant. Some autotrophic anaerobic hydrogen-
oxidizing bacteria also use types of oxidizing minerals as the final electron acceptors
in their respiration. Examples of anaerobic respiration in which an oxidized metal or
metalloid species serves as terminal electron acceptor include Fe(III) reduction to
Fe2+, Fe3O4, or FeCO3 (Lovley & Phillips, 1988; Coleman et al., 1993) and MnO2

reduction to Mn2+ or MnCO3 with acetate by the eubacterium Geobacter
metallireducens (Lovley & Phillips, 1988), and SeO4

2� and SeO3
2� reduction to

Se0 by Thauera selenatis with nitrate (Rech & Macy, 1992; DeMoll-Decker &
Macy, 1993). The archeon Sulfolobus sp. has been shown to reduce MoO4

2� to a
lower oxidation state (Brierley & Brierley, 1982). Aerobic reduction of MnO2 to
Mn2+ by a few marine eubacteria and of CrO4

2� to Cr(III) by the eubacterium
Pseudomonas fluorescens LB300 as part of respiration has also been observed
(Ehrlich, 1996a, b; Wang & Shen, 1995). The utilization of metals or metalloids
as electron donors or acceptors in energy metabolism in eukaryotes is unknown.

Enzymatic microbial detoxification from harmful metals or metalloids is the third
type of reaction. In this process, a toxic metal species can be transformed into a less
toxic or nontoxic entity by enzymatic oxidation or reduction. The bacterial oxidation
of AsO2� to AsO4

3� by a strain of Alcaligenes faecalis, and reduction of CrO4
2� to

Cr(OH)3 by P. fluorescens LB300 or Enterobacter cloacae are examples of such
redox reactions (Ehrlich, 1996a, b; Wang & Shen, 1995). The detoxification in the
previous two examples is part of the organism’s respiration process of the organisms.
In some other instances, detoxification may be by enzymatic reduction that is not
part of the respiratory process, as in mercury detoxification (Robinson & Tuovinen,
1984). In general, mercury-resistant bacteria produce the enzyme mercuric reduc-
tase, which catalyzes the conversion of Hg2+ to volatile Hg0. Mercuric reductase
formation is induced by Hg2+ in all organisms tested except in Thiobacillus
ferrooxidans, in which the enzyme is constitutive (Robinson & Tuovinen, 1984).
Still other detoxification processes include enzymatic or nonenzymatic methylation
of minerals and metals such as Sn, Hg, Pb, As, and Se (Frankenberger & Karlson,
1992; Trevors, 1992; Hallas et al., 1982; Guard et al., 1981; Summers & Silver,
1978; Chau et al., 1976; Wong et al., 1975). When microbes cannot detoxify harmful
metals, they often have other genetically determined defenses against them (Ji &
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Silver, 1995; Silver, 1992). These defenses include modification or elimination of
membrane transport systems into the cell for the harmful metal or metalloid species,
or efflux systems (molecular pumps) for their removal from the cell interior if
taken up.

Enzymatically induced anaerobic metal biocorrosion is another example of metal/
microbial reaction. In the original concept, as formulated by Von Wolzogen Kuehr
and Van der Vlugt (1934), sulfate-reducing bacteria promote biocorrosion of cast-
iron metal surfaces anaerobically through cathodic depolarization. In this embodi-
ment, the iron surface exposed to aqueous moisture undergoes spontaneous reaction:

Fe0 þ 2H2O ! Fe2þ þ 2OH� þ H2 ð1Þ

with the reaction

Fe0 ! Fe2þ þ 2e� ð2Þ

at anodic regions, and the reaction

2H2Oþ 2e ! 2OH� þ H2 ð3Þ

at cathodic regions. It is believed that H2 generated in the cathodic region accumu-
lates on the iron surface where it is formed, causing passivation (polarization) of the
surface; i.e., stops their accumulation from further erosion. Sulfate-reducing bacte-
ria, when this hydrogen is used to reduce sulfate, as shown by the reaction

4H2 þ SO4
2� þ Hþ ! HS� þ 4H2O ð4Þ

were thought to depolarize the surface, thereby promoting continuation of the
corrosion process.

The sulfide they generate can react with Fe2+ produced in the anodic areas, which
may also help promoting corrosion if iron sulfide does not precipitate on the iron
surface as a uniform film that would the iron surface as long as the film is not
disturbed. Although some previous experiments seemed to support this model, the
general opinion now is that anaerobic biological erosion is the result of several
different microbiological interactions. Minerals surfaces are often colonized by
biofilms and their activity must be taken into account. These biofilms consist of
the union of bacteria, with specific sites in the biofilm. The metabolic products
released by one member of the bond into the biofilm and not consumed by any of the
other organs may be corrosive to the metal or act as chemical depolarizers in
conjunction with the H2-consuming activity of the sulfate-reducing bacteria in the
lower part of the biofilm (Videla, 1995).
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4.2 Metabolic/Nonenzymatic

Prokaryotic and eukaryotic microbes are capable accumulating metals by binding
them as cations to the cell surface in a passive process (Beveridge & Doyle, 1989;
Gadd, 1993). Even dead cells can bind metal ions. Depending on conditions, this
linkage may be selective or nonselective. In some cases, if the cell surface becomes
saturated with a metal species, the cell may later act as a nucleus in the formation of a
mineral containing the metal (Macaskie et al., 1987, 1992; Schultze-Lam et al.,
1996).

Some bacteria and fungi could enhance selective and nonselective leaching of one
or more mineral components from ore or other rock with metabolic products such as
acids and/or the bonds they produce (Ehrlich, 1996a, b). The acids may be organic or
inorganic. Groudev and Groudeva (1986) were able to filter aluminum from clays
with the oxalic and citric acids formed by fungus Aspergillus niger. Alibhai et al.
(1991) were able to leach nickel selectively from low-grade Greek laterites with
citric acid produced by various species of Aspergillus and Penicillium. The process
discriminated against iron, probably because of a higher affinity of citric acid for
nickel than for iron.

Microorganisms may release inorganic metabolic products like sulfide, carbon-
ate, or phosphate ions into the respiratory metabolism and with them toxic metal ions
precipitate as a form of nonenzymatic detoxification (Macaskie et al., 1987; Ehrlich,
1996a, b). To be effective, precipitation must reduce the concentration of dissolved
mineral species below their inhibitory level. Under some conditions, microorgan-
isms can affect nonenzymatic corrosion of metals such as aluminum or iron or some
metal alloys through formation and release of corrosive metabolic products
(Edyvean, 1995). These products are chiefly organic and inorganic acids.

5 Natural Occurrences of Metal/Microbe Interactions

In nature, a marked microbial interaction with minerals is often demonstrated
through mineral freezing or packing (Ferris et al., 1989; Ghiorse & Ehrlich, 1992;
Ehrlich, 1996a, b). Mineral fixation may be through cell isolation and accumulation,
or through extracellular sedimentation. Metal mobilization results from dissolution
of insoluble metal-containing phases. Bioleaching of metals from ores is a practical
example (Ehrlich & Brierley, 1990). These processes are essential for controlling the
bioavailability of minerals in soil, sediments, and water.

Extracellular mineral accumulations that result from the metabolism of the
microbial respiratory system or through mineral attachment to the surfaces of
microbial cells include some iron and manganese oxide deposits, some iron and
manganese carbonate deposits, a few mineral sulfide deposits (most of which have a
hydrothermal origin), and some gold deposits (Schultze-Lam et al., 1996; Ghiorse &
Ehrlich, 1992; Doyle, 1991; Ferris, 1991; Beveridge et al., 1982; Beveridge &
Koval, 1981).
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6 Metal–Microbes Interaction

Microbes use a range of mechanisms with minerals and metals found in both
synthetic and natural environments. The change in the physical and chemical state
helps to convert heavy metals into nontoxic forms. Minerals and metals affect the
microbial growth, activity, and survival. Microbes are predominant in heavy metal-
contaminated soil and operate though a two-way defense that includes production of
the enzyme that degrades target pollutants and appropriate heavy metal resistance
(Dixit et al., 2015). There are various forms of bioremediation which are
bio-absorption, bio-mineralization, biological bleaching, interaction between min-
erals and microbes, biotransformations, and bioaccumulation. Depending on the
mechanism of interaction of minerals with microorganisms at the contaminated
site, the bioremediation strategy is adopted. Microbes can dissolve the metal and
oxidize or reduce transition metals. The interaction of metals with microbes occurs
by oxidizing, binding, volatilizing, reducing, stabilizing, and transformation of
heavy metals.

7 Bioremediation by Adsorption

The forces through which the metal ions can bind to the surface of cell are
electrostatic interactions, covalent bonding, van der Waals forces, redox interactions
and extracellular precipitation or a combination of all these processes (Blanco,
2000). The chemistry behind this binding is that the metal cations are adsorbed by
the negatively charged groups (carboxyl, hydroxyl and phosphoryl) present on the
cell wall of the microbes. Then it is bounded by metallic nucleation (Wase & Forster,
1997). Binding of minerals to the surfaces outside the cell immobilizes the metal and
thus prevents its entry into the cell. The phosphoryl and phospholipids groups of
bacterial lipopolysaccharides in the outer membrane strongly interact with the
cationic minerals.

8 Biosorption

Biosorption is a process that involves a bio-absorbent material with a higher affinity
for sorbates (metal ions) and it is extended until equilibrium occurs between the two
components (Dixit et al., 2015; Maddela et al., 2015). The extent of bio-absorption
varies with the level of the mineral and the microorganisms. The metals that can be
extracted through this technique are U, Mn, Ni, Hg, Au, Zn, Pb, Cd, Cu, Th, Cs, Ag,
and Sn.
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9 Natural Occurrences of Metal–Microbe Interaction

Microbes are closely correlated with the biogeochemical cycle of metals and metal-
loids and depending upon the interaction and mechanism involved in an environ-
ment, metals are either immobilized or mobilized (Gadd, 2010). Metal
immobilization, in nature, can occur through extracellular precipitation or cellular
sequestration and accumulation. Dissolution of insoluble metal-containing phases
results in metal mobilization. One of the practical examples is the bioleaching of
metals from the ores (Ehrlich & Brierley, 1990). These methods act as an essential
part for controlling biological availability of metals in soils, sediments, and water.

10 Metal Mobilization

Metals can be mobilized by protonolysis, Fe3+-binding siderophores, redox reac-
tions, methylation and indirect Fe3+ attack (Gadd, 2010). This can result in volatil-
ization of metals. Microbes can assemble metals and through redox processes can
outbreak the mineral surfaces (Ehrlich, 1996a, b; Lloyd & Lovley, 2001). The
solubility of Fe3+ and Mn4+ is raised by reduction to Fe2+ and Mn2+ respectively.
As a result of methylation, methylated derivatives of some metals and metalloids are
formed that increases the mobility of these elements. Various microbes like
methanogens, sulfate-reducing bacteria and clostridia act under anaerobic state and
fungi such as Alternaria and Penicillium spp. act under aerobic state. Such microbes
could mediate methylation of Pb, Hg, and Sn and the metalloids Te, Se, and As
(Gadd, 2010). The methyl derivatives of these elements differ in their volatility,
toxicity, and solubility. The methylated substances of a volatile nature are often lost
from the soil. However, methylation of some heavy metals may not treat soil. For
example, bacteria and fungi can methylate the mercury ion (Hg2+) to a more toxic
compound, methylmercury [(CH3)Hg

+] (Barkay & Wagner-Dobler, 2005). But
methylmercury can be methylated to dimethyl mercury, by naturally volatile bacte-
ria. Likewise, phenylmercury can be converted to volatile diphenyl mercury by
microbial reactions.

11 Metal Immobilization

This technique is used to reduce the mobilization of minerals by changing their
physical and chemical states. This can be done in two ways: off-site and on-site
installation, in order to treat contaminated soil. In off-site technology, the contam-
inated soil is removed from the original place but its storage is risky (for example, in
the case of radionuclides). An on-site technique is applied to non-excavated soils.
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The primary role of stabilization, which is performed by the bio-absorption
method, is to change the original soil minerals into more geochemically stable
stages. Each and every microbial material can act as an effective biosorbent for the
metals, excluding the alkali metal that are cations like K+ and Na+, and which can be
a crucial passive method in dead and living organisms (Gadd, 2010). Absorption
plays a significant role as a biological treatment method by influencing bioavailabil-
ity and thus is beneficial in interaction between microbes and minerals. Heavy metal
microbes could reduce the redox condition and this can decrease the transport and
toxicity of many elements. The reduction of U4+ to U6+ forms the base for removal of
uranium from the contaminated leachates and waters and also the uranium ores are
formed such as uraninite (UO2) (Lovley & Coates, 1997; Landa, 2005). For reduc-
tive precipitation of metals like U6+, Cr6+, Tc7+ and Pd2+, sulfur- and sulfate-
reducing bacteria are important (Gadd, 2010). The microbial reduction of gold
species and ionic silver results in formation of gold Au (0) and elemental silver
Ag (0) (Kierans et al., 1991; Southam et al., 2009). Many vital organic and inorganic
minerals such as phosphates, oxalates, oxides, sulfides, and carbonates are formed
by microbes, resulting in mineral freezing (Gadd et al., 2007). Iron-containing
minerals in rocks, sediments and soils are weathered partly by chemical activity
and partly by fungi and bacteria. Ferrous iron ablation may precipitate Fe3+. Aque-
ous iron oxides formed by microbes can accumulate minerals by co-sedimentation or
adsorption, in the aqueous environment. Reduction of iron oxides or acidification
can result in remobilization of adsorbed metals (Ehrlich & Newman, 2009).

12 Mechanisms of Metal Tolerance by Microbes

Heavy metals are different to remove from environments because they do not
degrade easily and thus persist in the environment. Heavy metal toxicity generally
occurs due to the interaction of metals with enzymes (proteins) which leads to
inhibition of metabolic actions. If the presence of these minerals in the environment
exceeds the threshold value, they are toxic to all life (Kumar et al., 2014). If a
bacterial strain could grow in a contaminated area containing a high concentration of
heavy metal, it would provide for the metal to be tolerated by the microbe present.
There are some microorganisms that can tolerance metals. The reason behind this is
the early exposure of the microbe to heavy metals. But in some microbes, this trait is
thought to have evolved due to genetic changes after exposure to heavy metals in
past years. To remove the toxic metals from polluted area, new technologies are
being implemented. Biosorption is one of the important methods which are based on
the ability of different materials to bind to a metal. In the bioremediation process,
microorganisms mineralize organic pollutants into specific metabolic intermediates
or end products such as carbon dioxide and water, which can be used for cell growth
as primary substrates. Microorganism can act through a two-way defense, which
includes enzymes that can break down target pollutants as well as resist the appro-
priate heavy metal (Dixit et al., 2015). Due to the presence of the mineral in the
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environment, microorganisms have developed methods for metal resistance (for
example, the use of a specific plasmid for a specific mineral) and detoxification
(Gomathy & Sabarinathan, 2010). The metal resistance mechanism can be broadly
classified:

1. General mechanism of metal resistance
2. Metal dependent mechanism of metal resistance

13 General Mechanism of Metal Resistance by Microbes

Binding minerals to additional cellular materials immobilizes minerals and prevents
them from entering the cell. Binding of minerals to microbial cells is both environ-
mentally and practically important. Ecological cell surface attachment plays a large
role in mineral distribution, especially in the aquatic environment. In practical terms,
the ability of microbes to absorb minerals has been exploited for the purpose of
bioremediation i.e., removing of mineral contaminants from nature. Four phenom-
ena were observed that contribute to the general mechanism of metal resistance.

13.1 Exopolymer Binding

Extracellular polymeric materials (EPMs) or outer polymers are diffuse in nature and
offer defense against dehydration, phagocytosis and parasitism. External polymers
include carbohydrates, sugars, and sometimes fatty acids, DNA and fats responsible
for extracellular binding (Schiewer & Volesky, 2000). Many microorganisms pro-
duce EPMs resulting in a strong metal-bonding. EPSs prevent binding the toxic
metals to enter the cell by mobilizing or immobilizing them and thus play a crucial
role in metal cycling (Gomathy & Sabarinathan, 2010). These interactions can
efficiently bind lead, cadmium, and uranium. The presence of negatively charged
groups on exopolymer such as hydroxyl, succinyl, phosphate, amine, amide, and
uronic acids, contribute to binding of metals (as metals are positively charged). It
results in immobilization of metals and thus prevents their entry into the cell.

13.1.1 Siderophores

These compounds that belong to the biggest well-known compounds can connect
and transfer or shuttle Fe. They are highly specific Fe3+ ligands. Their main function
is to increase the concentration of iron in the areas having very low concentrations of
iron and then transfer it into the cell. Fe2+ along with Fe3+ is mediated into the cell by
the siderophore. Siderophores interact with metals having similar chemical structure
like iron (e.g., aluminum, gallium, chromium, etc.) that is, forms similar size of
trivalent ions as irons. The metal bioavailability is reduced when siderophore binds
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to the metals and thus results in reduction of metal toxicity. For example, iron acid
reduces copper toxicity in cyanobacteria (Roane & Pepper, 2000). The organisms
have developed certain methods that can ensure Fe demand is completed either by
attachment to solid iron mineral (for example, Fe oxides or by production of species-
specific siderophores) (Gomathy & Sabarinathan, 2010).

13.1.2 Biosurfactant Complexation

Some compounds produced by the microbes are excreted out. This class of com-
pounds is classified as biosurfactant. They can form complex with the metals such as
lead and cadmium. It increases the mobility of the resultant complex and thus
increases the solubility. These complexes are nontoxic to the cells. Various
researches have concluded that metal-contaminated sites provide a better site for
the isolation of biosurfactant producting microorganism than the uncontaminated
sites (Gomathy & Sabarinathan, 2010).

13.1.3 Precipitation

It causes immobilization of metals or heavy metals, which results the soluble metals
to become insoluble in nature. It may be dependent or independent on the cellular
metabolism. In case of dependent precipitation, the metal removed from the solution
is involved with the dynamic defense system of the microbes while independent
precipitation results from the chemical interplay between metal and the cell surface.

14 Metal Dependent Mechanism of Metal Resistance

14.1 Metallothioneins

These are cysteine-rich proteins which have low molecular weight. They are divided
into three different types according to their cysteine structure and function i.e.,
Cys-Cys, Cys-X-Cys and Cys-X-X-Cys. These motifs are characteristic and invari-
ant for metallothioneins. Metallothioneins are classified into class-I metallothioneins
(MTs) and they include all which are found in animals and class-II MTs includes
those which are present in plants and other microbes (Fowler et al., 1987). The thiol
group for the mercaptide bonds is obtained from the invariant alignment of the
cysteine group (cys) and an arrangement of metal-thiolate clusters is made. In
cadmium (Cd) and zinc (Zn), the alpha domain in carboxy terminal region is a
metal-cys cluster.
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14.2 Methylation of Metals

In this mechanism of interaction, only certain metals are involved. Hence it is
considered a resistance mechanism based on metal. Methyl generally increases
mineral toxicity due to increased lipid susceptibility and thus increased permeability
through the cell membrane (Gomathy & Sabarinathan, 2010). But with the help of
volatilization of minerals, it diffuses easily away from the cell and the toxicity of the
minerals is reduced. This phenomenon of metal volatilization is observed in lead
(Pb), selenium (Se), mercury (Hg), tin (Sn), and arsenic (As). For example, mercury
(Hg2+) is oxidized to methylmercury and dimethylmercury, which are both volatile
and highly toxic forms of mercury and can rapidly diffuse away from the cell (Roane
& Pepper, 2000). Minerals can be removed from highly contaminated surface water
by methylation. In Gram-negative and Gram-positive bacteria, mercury resistance
may involve the reduction of Hg2+ to Hg0 (elemental form of mercury).

14.3 Biosorption

The process of biosorption involves a biosorbent having high affinity toward sorbate
(metal ions) and the interaction is extended until equilibrium is achieved between
both the components (Dixit et al., 2015). The extent of bio-absorption varies with the
level of the mineral and microorganism. The mechanism of bio-absorption can be
divided into two classes based on the dependence of the cell’s metabolism: Metab-
olism dependent and non-metabolically dependent.

Metabolism dependent biosorption occur due to intracellular accumulation of the
metal when it is transported across the cell membrane. Non-metabolism dependent
biosorption occurs when the uptake of the metal is due to the physicochemical
interaction between the metal and the functional group present on the surface of
the microbe. This could be observed from the bio-absorption of U, Cu, Ni, Zn, Pb,
Cd, Hg, Th, Cs, Au, Ag, Sn, and Mn. Successful remediation of Zn2+ and Cd2+ can
be done by this method through the ion exchange mechanism.

14.4 Efflux System

Plasmid-encoded energy dependent metal efflux systems are used by certain
microbes to remove the metals from the cell. They include chemically contrasting
ion/proton pumps and ATPases system associated with resistance to Cadmium (Cd),
Chromium (Cr), and Arsenic (Ar).
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15 Interaction at Molecular Level

Mostly, efflux forms the basis for the resistance system to metals by microbes. Two
groups of efflux are known: P-type ATPases (e.g., the Cu2+, Cd2+) and Zn2+

ATPases of gram-negative bacteria. Analog chemical pumps, for example, the
three-component divalent cation arrangement of czc, ncc, and cnr, of
R. metallidurans CH34 (Taghavi et al., 1997).

15.1 Lead

The lead resistant bacteria Ralstonia metallidurans CH34, contains the active lead
resistance factor pbr. The unique property of this trigger is that it blends the
functions involved in absorption, flow, and accumulation of Pb2+ (Borremans
et al., 2001). Metallothioneins (MTs) are encrypted by the smt locus which consists
of two individually transcribed genes smtb and smtA. The elementary role of MTs is
zinc homeostasis, but Pb2+ is also competent of switching on the expression of smtA.
Efflux of Pb2+ is mediated mostly via P-type ATPases from PIB family. Some PIB
pumps are: CadA from S. aureus, ZntA from E. coli, CadA2 from P. putidaKT2440,
and PbrA from C. metallidurans (Jarosławiecka & Piotrowska-Seget, 2014).

15.2 Arsenic

Three or Five membered operons involved in arsenate and arsenite resistance
contains both ars1 and ars2. These operons were recognized in either the chromo-
somal DNA or Plasmid of several bacteria including Corynebacterium glutamicum,
Achromobacter xyloxidan, Staphylococcus aureus, Pseudomonas putida, Bacillus
sp., etc. These operons are placed at certain distance from each other, in the bacterial
chromosome (Sarkar et al., 2016; Roychowdhury et al., 2002). Both of them contain
genes encoding a regulatory protein arsR, an arsenite reductase arsC10 and an
arsenite permease arsB. Arsenate reductase genes and arsenite permease and
(arsC4 and arsB3) were also identified scattered on the chromosome. Another
type of periplasmic dissimilatory reductase, arr is involved in reduction of arsenate
and use it in respiratory metabolism. Arsenite oxidation is facilitated by a periplas-
mic enzyme Aio.
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15.3 Zinc

Zinc resistance is conferred by czrC operon. This gene was identified in methicillin-
resistant Staphylococcus hyicus (Slifierz et al., 2014). From several studies, it was
found that czrC gene conferred widespread zinc resistance in several microorgan-
isms (Cavaco et al., 2010).

15.4 Copper

cop is the copper-resistance operon. Three protein products of cop operon were
characterized which provides a better understanding of copper-resistant mechanism.
The cop proteins are copA (72 kDa), copB (39 kDa), and copC (12 kDa). copA and
copC are periplasmic proteins and copB is an outer membrane protein. The cop
proteins serve in the copper-resistant mechanism by mediating the sequestration of
copper out of the cytoplasm (Cha & Cooksey, 1991).

15.5 Nickel and Cobalt

rcnA (yohM) gene is responsible for nickel and cobalt resistance. Different studies
were conducted and it was inferred that membrane bound polypeptide is encoded by
the gene yohM that shows increased nickel and cobalt resistance in E. coli (Rodrigue
et al., 2005). This gene was specifically induced by Co and Ni only, not by other
metals like Cu, Zn or Cd. rcnA is proposed as the new denomination to yohM.

15.6 Chromium

Several chromium resistance species that belong to different genera have been
isolated with five or seven member operon. One of such strain, Ochrobactrum tritici
strain 5bvl1 was found to contain transposon-located (TnOtChr) chromate resistance
operon with five numbers of genes chrB, chrA, chrC, and chrF. The chrA and chrB
contributed to high resistance but this was not found in chrC or chrF genes (Morais
et al., 2011).
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15.7 Cadmium

cadA and cadC genes conferred cadmium resistance. These genes seem to be
organized in an operon and their transcription occurs in vivo and it is cadmium
dependent. cadCst and cadAst were the two genes located on the chromosome of
Streptococcus thermophilus 4134 that constituted a cadmium resistance cassette
(Viti et al., 2014).

15.8 Mercury

The reduction of Hg2+ to Hg (0) is mediated by mercuric reductase (MerA). The
diversity of MerA is not much known. From places such as brine bacteria in sea ice,
freshwater and high arctic snow were isolated and seven markers of merA were
identified (Moller et al., 2014). Two classes of mercury resistance are: narrow
spectrum defines resistance to inorganic mercury and broad spectrum defines resis-
tance to organic mercury, which is encoded by the merB gene.

15.9 Iron

Iron acid contains the largest subset of compounds known that can bind and transfer
or mix iron. Escherichia coli contain six specific ferric receptors (Cir, Fiu, FecA,
FepA, FhuE, FhuA) which provide specificity to many loops. Many bacteria can
absorb anaerobic iron via FeoB. Besides, Escherichia coli contain three iron storage
proteins (FtnA, FtnB, and Bfr). Among these FtnA plays a major storage role (Sarkar
et al., 2016).

16 The Role of Microbes in Disseminating Metals
and Metalloids into the Environment

All minerals/metalloids have been present, either in elemental or mineral form, in the
subsurface crust of the Earth, for a long period of time. Metal erosion, sediment
resuspension, atmospheric deposition, mineral evaporation from water resources
into soil and groundwater, soil erosion of mineral ions and heavy metal leaching
leads to pollution (Pacyna & Nriagu, 1988). Moreover, there are reports revealing
that natural phenomena such as weathering and volcanic eruptions can also cause
heavy metal contamination (Jung, 2008; He et al., 2005; Shallari et al., 1998; Pacyna
& Nriagu, 1988). The role of microbes in mineral bioremediation is well known and
is the most popular approach. At the same time, these microbes play lead role in
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metal/metalloids dissemination from subsurface earth crust. The organisms
concerned with rock decomposition are bacteria, fungi, and other soil microbes.

Microbial metabolisms directs the decomposition of minerals, including oxida-
tion of various metal as oxides/hydroxides which leads to the generation of acid
mine discharge, which in turn leads to heavy metal contamination during mining
activities. Moreover, microbial metabolism helps form various minerals over geo-
logical time. In the presence of moisture some microbes secrete carbonic acid or
various other acids that erode rocks. For example, the microbial transformation of As
where bacteria could lead to a reduction of As methylation could lead to the
formation of gaseous arsines, which could cause mineralization of an organic As a
compound into inorganic As or could lead to volatilization of As. Transitions like
these give rise to cycling and accumulation in the soil. Arsenic accumulation in soil
leads to toxicity and contamination of the groundwater thus becomes an important
issue to be looked upon. Also, arsines are the highly toxic forms of As thus its
evaluation in contaminated environment is of great concern (Turpeinen et al., 2002).

17 Biological Remediation

Biological remediation or bioremediation proves out to be more economical over
physical and chemical remediation techniques, since the pollutants here can be
treated on-site. Moreover the effluent volumes generated by bioremediation are
smaller to a great extent and thus it can be disposed of easily. Moreover since
these practice is based upon natural processes (makes use of microbes to neutralize
contaminants at a site), it is highly acceptable. As a result the hazardous substances
are broken down to less toxic or nontoxic substances. Certain microorganisms
require heavy metals, as essential micronutrient, in different amount to facilitate
their growth and development. Microorganisms are regarded as metal accumulators
due to presence of distinctive original property of remediation of toxic metals in the
soil. Genetic engineering of such metal accumulators can help in expressing a
missing trait and thus resulting in a differentially expressed gene.

17.1 Zinc

Saccharomyces cerevisiae, through ion exchange mechanism, acts as a biosorbent
and removes Zn2+. Ectomycorrhizal fungi (Paxillus involutus and Suillus granu-
lates) are able to deliver elements from wood and apatite (K, Pb, Ca, Mn, and Ti) and
gather them in the mycelia (Wallander et al., 2003). Ectomycorrhizal fungi and
Ericoid mycorrhizal have the potential to dissolve a variety of zinc-bearing minerals
(Leyval & Joner, 2001). Synechococcus sp. (cynobacterial strains) has been reported
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with the expression of the smtA gene and production of metal-binding protein
(Gadd, 2010). Penicillium chrysogenum and Aspergillus niger provide zinc resis-
tance and are also included in leaching.

17.2 Copper

Due to the increased uptake of metal, Saccharomyces cerevisiae mutants (pmr1D)
are highly receptive to heavy metals. By combining biosorption with continuous
metabolic uptake after physical adsorption, the mutants are able to remove Cu2+

from synthetic effluents. The capability of Citrobacter spp. to generate phosphate
enzymatically results in copper precipitation (Gomathy & Sabarinathan, 2010).
Biosorption of copper, by Z. ramigera and C. vulgaris, occurs through both forma-
tion of coordination bonds between metals and amino and carboxyl groups of cell
wall polysaccharides and adsorption.

17.3 Cobalt

Saccharomyces cerevisiae mutants (pmr1D) have the ability to remove Co+ from
synthetic effluents by a combination of biosorption and continuous metabolic uptake
after physical adsorption. Zooglea spp. is involved in cobalt metal uptake.

17.4 Nickel

Phormidium valderianum helps immobilize nickel. Penicillium and Aspergillus spp.
helps resist nickel resistance. Hydrogen cyanide forming bacteria, for example,
Chromobacterium violaceum and Pseudomonas fluorescens are capable of galva-
nizing nickel as different cyanide compounds and complexes (Gadd, 2010).
Phytochelatin synthase (PCS) is an expressing gene present in P. fluorescens 4F39
that provides an effective method for nickel bioremediation (Dixit et al., 2015).

17.5 Arsenic

Alcaligenes faecalis aids in the bacterial oxidation of AsO2
� to AsO4

3�. Escherichia
coli, Staphylococcus aureus, Pseudomonas putida, Bacillus subtilis are associated
with arsenic resistance. These are related to plasmid-encoded energy dependent flow
systems and include ions/chemical pumps and ATPases (Rajendran et al., 2003).
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17.6 Lead

Soil contaminated with Pb2+ can be degraded by bio-absorption method by using
fungal species such as Cephalosporium aphidicola and Aspergillus parasitica (Dixit
et al., 2015). Ectomycorrhizal fungi (Paxillus involutus and Suillus granulatus) can
deliver elements of wood ash and apatite (Pb, K, Mn, Ca, Ti,) and synthesize them in
the mycelia (Wallander et al., 2003). Fungi and oriental rootstock have the ability to
dissolve a variety of lead-bearing minerals (Leyval & Joner, 2001). Lead fixation has
been observed in several bacterial species, including Azotobacer spp., Staphylococ-
cus aureus, Citrobacter spp., and Micrococcus luteus, which can enzymatically
produce phosphate and lead to lead deposition (Gomathy & Sabarinathan, 2010).

17.7 Chromium

Enterobacter cloacae or Pseudomonas fluorescens are involved in reducing CrO4
2�

to Cr (OH)3. Pseudomonas putida, Staphylococcus aureus, Escherichia coli, Bacil-
lus subtilis are associated with chromium resistance. These are related to plasmid-
encoded energy dependent flow systems and include ions/chemical pumps and
ATPases (Rajendran et al., 2003).

17.8 Cadmium

Ion-exchange mechanism is utilized Saccharomyces cerevisiae for the removal of
Cd2+ and thus acts as biosorbent. Genetically modified Ralstonia eutropha is used to
decrease the toxic effect of Cd2+ by expressing mouse metallothionein on the cell
surface. Ectomycorrhizal fungi (Suillus granulates and Paxillus involutus) are able
to release elements of wood ash and apatite (K, Ti, Pb, Mn, Ca) and then synthesize
them into mycelia (Wallander et al., 2003). External root mycelium and mycorrhizal
fungi have the ability to dissolve a variety of cadmium-bearing minerals (Leyval &
Joner, 2001). Deinococcus radiodurans (radiation resistant bacterium) is genetically
engineered to naturally reduces Cr4+ to Cr3+. It has been done for complete toluene
(fuel hydrocarbon) degradation by cloned genes of xyl and tod operons of Pseudo-
monas putida (Brim et al., 2006). Staphylococcus aureus, Bacillus subtilis,
Escherichia coli, Pseudomonas putida, are associated with cadmium resistance.
These are related to plasmid-encoded energy dependent flow systems and ions/
chemical pumps and ATPases (Rajendran et al., 2003).
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17.9 Iron

Iron can be oxidized enzymatically by specific bacteria, for example acidic like
Acidithiobacillus ferrooxidans, Leptospirillum ferrooxidans Acidianus brierleyi,
Sulfobacillus thermosulfidooxidans, and Sulfolobus spp. (Gadd, 2010). Leptothrix
spp., Aspergillus, Cladosporium, Gallionella spp. and Alternaria, also exhibit iron
resistance (Ehrlich & Newman, 2009).

17.10 Mercury

Mercury resistant fungi Verticillum terrestre, Neocosmospora vasinfecta, and
Hymenoscyphus ericae, convert Hg2+ to a nontoxic state, from a toxic state. Bacte-
rium Deinococcus geothermalis was genetically engineered and mer operon from
E. coli was added that coded for Hg2+ reduction. Reports showed a decrease in
mercury at elevated temperatures (Brim et al., 2003). The mercury-resistant bacteria
Cupriavidus metallidurans MSR33 was genetically modified microorganism by
transformed the pTP6 plasmid. It provided genes (merB and merG) that aid in the
regulation of mercury biodegradation along with the synthesis of mercuric reductase
(MerA) and organic lysine protein (MerB) (Dixit et al., 2015). In general, there are
two different methods for the decomposition of mercury by bacteria like Klebsiella
pneumonia M426: volatilization of mercury by reduction of Hg2+ to Hg (0) and
precipitation of mercury in the form of insoluble mercury. The plant peptide
Phytochelatin 20 activation on the cell surface of Escherichia coli and Moraxella
sp. Mercury collect 25 times extra than wild-type strains (Bae et al., 2001).

17.11 Uranium

Geobacter species can change the state of Uranium from its soluble state U6+ to
insoluble state U4+ and immobilize them. Citrobacter spp. and Glomus intraradices
also impart resistance to uranium in contaminated soil (Gadd, 2010).

18 Conclusions

Heavy metals are an essential and important trace element, but as these heavy metals
increase in concentration due to natural or industrial activities, they become toxic to
many microbes. On the other hand, microbes have adapted to tolerate minerals or can
even use them for growth. Hence this interaction between microbes and minerals on
environmental matrices is an essential part of the Earth’s biogeochemical cycle. This
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type of activity has both negative and positive effects on the environment. Processes,
packing and fixation, disintegration and binding are subject to microbial metabolism/
catabolism. These activities are the basis of microbial biological therapy. Bioreme-
diation with microbes has shown an excellent mineral-microbial interaction effect
which will be most promising when genetic engineering comes into play.
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Microbial Remediation of Pharmaceuticals
and Personal Care Products

M. Srinivasulu, M. Subhosh Chandra, G. Jaffer Mohiddin, A. Madhavi,
B. Ramesh, S. Kameswaran, and P. Suresh Yadav

1 Introduction

A wide variety of pharmaceuticals are used to prevent and treat the diseases of
humans and animals. These products primarily are the medicines, nutritional sup-
plements, and drugs. The personal care products (PCPs) are mainly used to help and
enhance the quality of life by cleaning and adorning our bodies. These PCPs include
detergents, shampoos, lotions, moisturizers, cosmetics, insect repellents, pharma-
ceuticals and antibacterial soaps, odorants, and sunscreens (Yang & Toor, 2015).
The human contribution of the pharmaceutical and personal care products (PPCPs)
includes fecal matter, washings in the sinks and baths and outside the homes, the
contaminants released by the pharmaceutical companies, hospitals, clinics, antibi-
otics, steroids. The PPCPs are released into the sewage system and wastewater must
be treated before released into the environment (Kinney et al., 2006; Aydin & Talini,
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2013; Blair et al., 2013a, b; Tewari et al., 2013). Pharmaceuticals and personal care
products (PPCPs) are a group of contaminants of emerging concern (CEC) and
defined by US EPA as any product used by individuals for the personal health or
cosmetic reasons or used by agribusiness community to improve growth and health
of the livestock (www.epa.gov/). PPCPs comprise thousands of chemicals which
make up fragrances, cosmetics, over-the-counter drugs, and veterinary medicines.

Monitoring the PPCPs often seems to be argumentative when compared to other
water problems like eutrophication, salinity algal blooms, geogenic contamination
like fluoride, iron, arsenic, and nitrate (Berg et al., 2007; Heisler et al., 2008). The
PPCPs might cause adverse effects to the aquatic organisms and human health owing
to their high potency to act biologically even at nanogram level (Gerbersdorf et al.,
2015). On the other hand, they are not yet monitored in a routine manner and
therefore their levels of contamination to water bodies are unknown. Very few
studies are available on the acute and chronic effects of these contaminants and
the hazard they cause to the environment or to human health as they are released into
aquatic environment. The recent investigations showed that the occurrence of PPCPs
in water and soil, and the sources of these pollutants are the simple activities like
laundry, shaving, cleaning of households, industries and offices, using sunscreen
lotions or using of prescribed medication. Furthermore, in today’s market, 4000
compounds have been developed for the purpose of human or veterinary pharma-
ceutical uses, which are biologically active (Monteiro & Boxall, 2010). The PPCPs
are extensively used to cure, control, and for the prevention of diseases. The PPCPs
include human and veterinary drugs, fragrances, disinfectants, and household
chemicals. Annual production of PPCPs is higher than 23,107 tons, and it increases
annually because of high demand (Wang & Wang, 2016). In fact, the extensive
application of PPCPs led to the environmental pollution because of the presence of
PPCPs in aquatic ecosystems that causes adverse effects on aquatic living organ-
isms. A few of the sources of PPCPs are direct application of drugs in aquaculture,
agricultural activities, and release from hospitals, and manufacturing sites. The
majority of PPCPs are persistent in the environment and lethal to the non-target
organisms. Furthermore, these have a tendency to accumulate at different tropic
levels in the environment (Ramakrishnan et al., 2020). Apart from the aquatic
environments, soil is also one of the sinks for PPCPs because these are easily
adsorbed to soil through their various active sites. The schematic representation of
sources and contamination of soil and water with PPCPs are presented in Fig. 1.
Usually, studies have shown that PPCPs concentrations are in the range of ng/L to
μg/L, ng/mg, and μg/kg in the surface water, groundwater, and soil, respectively
(Wu et al., 2015; Roberts et al., 2016; Gottschall et al., 2012).

The PPCPs have been concern globally over the past two decades because of their
widespread applications in the medicine, industry, livestock farming, aquaculture,
and people’s daily life and also due to their adverse impacts on wildlife and people
(Pan et al., 2009; Evgenidou et al., 2015; Paredes et al., 2016). On the basis of their
different purposes, PPCPs are divided into several classes (Wang & Wang, 2016),
which include hormones, antibiotics, lipid regulators, non-steroidal
anti-inflammatory drugs, β-blockers, anti-depressants, anticonvulsants,
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antineoplastic, diagnostic contrast media, fragrances, preservatives, disinfectants,
and sunscreen agents.

PPCPs are the micropollutants that can be detected ubiquitously in soil, surface
water, wastewater, and drinking water; in addition, they also have similar environ-
mental behaviors with persistent organic pollutants (POPs) and are also called
pseudo POPs. The wastewater is often recognized as one of the important sinks of
PPCPs. Various treatment technologies like fungal biodegradation, activated sludge
treatment, nanofiltration, reverse osmosis, and advance oxidation methods have been
used for the removal of PPCPs from wastewater (Joss et al., 2004; Jelic et al., 2011;
Dialynas & Diamadopoulos, 2012). In addition, the type of biological treatment
plays a key role in the removal, transformation, and transportation of the PPCPs’
environmental fate and behavior.

2 Biosorption of PPCPs

Sorption of the organic pollutants, which include PPCPs by biosolids or biomass, is
recognized as a branch of the biotechnology that effectively decreases the dose of
chemicals in wastewater influents, and as an essential step for the subsequent
transmembrane transportation and intercellular biodegradation (Bokbolet et al.,
1999; Zhang et al., 2018). Moreover, the occurrence of PPCPs and their metabolites
in biosolids were measured (Miao et al., 2005; McClellan & Halden, 2010). The
micropollutants sorption onto sludge/biosolids represents their major route into the
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surface water or soil, or whenever improper treatment of sludge takes place or is used
as a fertilizer on the agricultural soil (Ternes et al., 2004). Sorption is a removal
mechanism applied for many compounds, and the knowledge about the sorption
properties of PPCPs on the biosolids will let for a better understanding of their fate
and impact on the environment. Sorption of hydrophobic organic compounds
especially non-polar organic compounds like polycyclic aromatic hydrocarbons
(PAHs), polychlorinated biphenyls (PCBs), and organic pesticides has been widely
studied for soil, sewage sludge, microorganisms, and nanoparticles (Carballa et al.,
2008; Chen et al., 2010; Lin & Gan, 2011; Zhuang et al., 2011; Zhang & Zhu, 2012;
Yu et al., 2013; Zhang et al., 2018).

In addition, the sorption process can facilitate the subsequent biodegradation
efficiency. Previous studies specify that the improvement of sorption (K*d ) of
pyrene resulted in an enhancement of its biodegradation efficiency (B*) by a
Klebsiella oxytoca strain (Zhang et al., 2013a; Zhang, 2013). The sorption process
controls the removal, biotransformation, fate, and eco-risk of PPCPs in sewage
treatment plants and other aquatic ecosystems. If one can predict the sorption
behavior simply by Kd values or other sorption parameters, this can reduce the
economic and time costs for analyses of sludge as well as other biosolid samples
(Zhang, 2020).

3 Bioremediation

The bioremediation is a biological process that involves the application of microor-
ganisms and their enzymes to convert xenobiotic/recalcitrant pollutants into less
toxic forms and, thus, shortens lifetimes in the environment or even their complete
mineralization (end products are the carbon dioxide and water) (Boopathy, 2011;
Maddela & Scalvenzi, 2018; Kaur &Maddela, 2021). The bioremediation of organic
compounds was investigated in more detail in the laboratory level, with metabolic
pathways, during the degradation of some pharmaceutical compounds (Kartheek
et al., 2011; Gillespie & Philip, 2013). The process of bioremediation is influenced
by the physical and chemical factors, namely, the stereochemistry, toxicity, and the
dose of contaminant, efficiency of the microbial strain, and environmental conditions
during the degradation (e.g., pH and temperature), retention time and the presence of
other compounds (Misal et al., 2011; Maddela et al., 2015a, b). A few advantages of
bioremediation are as follows: it is accepted as a safe and eco-friendly process,
transforms contaminants instead of simply moving them from one medium to
another (Mashi, 2013), and presents lesser costs as compared to other technologies
(Andra et al., 2010). Though bioremediation proved to be a promising option,
research is essential to overcome some disadvantages of the process, that are the
incomplete transformations, the limitation to the biodegradable compounds, and the
necessity of the selection and the application of different microbes with definite
metabolism for the different contaminants. Some of these drawbacks can be over-
come by the application of genetically modified microorganisms (GEMs) (Gaylarde
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et al., 2005). The overview of bioremediation of pharmaceuticals and personal care
products (PPCPs) is presented in Fig. 2.

3.1 Bacterial Remediation

The bacteria play a crucial role in the bioremediation and ultimately assist in
attaining the environmental sustainability. Proper usage of samples from the site of
interest in the environment, isolation and characterization of the desired strain are
necessary to select the suitable microorganism and also their consortium (Mamta
Shashi et al., 2020). The bacterial strains of a single or different species associate
together to form bacteria consortium and each pure culture used for growing the
consortia. Subcultured strains are mixed together in a reactor, then they aggregate
and form a biofilm. The bacteria required carbon as well as other nutrients for growth
and degradation. Aissaoui et al. (2017) developed bacterial consortia of four strains
(Enterobacter hormaechei, Citrobacter youngae, Arthrobacter nicotianae, and
Pseudomonas sp.) that are excellent biodegraders. Drugs and their metabolites are
applied as source of carbon and glucose, respectively. In the absence of glucose, the
bacterial consortia eliminated 13.4% and 23.08% of ibuprofen after incubating for
24 h and 48 h, respectively. Das et al. (2012) used Bacillus megatherium, Phosphate
solubilizing bacteria, Pseudomonas fluorescens, Pseudomonas putida, Bacillus
subtilis, Bacillus pumilus, Aspergillus niger, Nitrobacter, Bacillus licheniformis,
Nitrosomonas, and Rhodococcus organisms to set up a bacterial consortium. This

Fig. 2 Illustration of bioremediation of pharmaceuticals and personal care products (PPCPs)
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obtained around 80–90% COD elimination for the different pharmaceutical efflu-
ents, and the removal of sulfate was around 80%. The bacterial consortium com-
prises Agrobacterium radiobacter, Comamonas testosteroni, Microbacterium
esteraromaticum, Methylobacterium mesophilicum, and Microbacterium saperdae
used for the aerobic degradation of nZVI (nano zerovalent iron) treated pharmaceu-
tical effluent. This method resulted in reduction of 95.5% COD (Jagadevan et al.,
2012). The current research reports revealed that the limitations of conventional
biological processes are addressed through the bacterial consortia. Although to make
this system available for human community, more in-depth investigations and field
trials are required (Mamta Shashi et al., 2020).

3.2 Mycoremediation

The fungi are eukaryotic microorganisms which include molds, yeasts as well as
mushrooms. Few of the fungi are chemoheterotrophic organisms; they are parasitic
or saprophytic. Few of them are unicellular, and many are filamentous and have cell
walls. The kingdom fungi include phyla Chytridiomycota, Zygomycota,
Ascomycota, Basidiomycota, Deuteromycota, and Glomeromycota. According to
their mode of sexual reproduction or by using molecular data, the classification of
fungi was established (Alexopoulos et al., 1996). The water samples polluted with
micropollutants were treated with fungi efficiently (Badia-Fabregat et al., 2015;
Zhang et al., 2013c), particularly the pharmaceuticals. They have the abilities to
transform a wide variety of recalcitrant compounds using nonspecific intracellular as
well as extracellular oxidative enzymes (Durairaj et al., 2013; Jebapriya &
Gnanadoss, 2013; Morel et al., 2013). Physiology and the colonization strategy of
mycelial fungi tolerate them to more easily withstand sudden changes in pH or
humidity, as well as to degrade the complex organic compounds more efficiently
(Anastasi et al., 2013), even though they are limited by a long growth cycle and
spore formation (Spina et al., 2012).

The fungi are one of the most diverse groups of microbes, play important roles in
nature as decomposers, mutualists, or pathogens (Schmit & Mueller, 2007). The
universal fungal species richness is controversial since most of these groups are not
yet described (Schmit & Mueller, 2007; Bass & Richards, 2011; Blackwell, 2011);
however, the mainstream of this richness involves terrestrial basidiomycetes and
ascomycetes (Kirk et al., 2008). Both phyla contain contaminant degraders (Harms
et al., 2011).Mucoromycotina (Zygomycota), a subdivision of fungi of incertae sedis
(undefined relationships), represents a significant group less represented than those
mentioned above, but which includes some well-studied species that metabolize
xenobiotics/pollutants (Cha et al., 2001; Asha & Vidyavathi, 2009). The fungi have
various strategies to counteract with numerous toxic compounds like recalcitrant
PAHs (polycyclic aromatic hydrocarbons) (Maddela et al., 2015a, b) and pesticides
(Cerniglia, 1997). These approaches comprise nonenzymatic methods like
bioadsorption, biomineralization and biotransformation, and also the biodegradation
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driven by enzymatic process (Harms et al., 2011). The bioadsorption is driven by the
definite composition of the cell wall such as chitosan or chitin (Gadd & Pan, 2016).
In few fungi, like Ascomycete Phoma sp., biosorption into the fungal mycelia has
significant function in the removal of bisphenol, triclosan and 17a-ethinylestradiol
(Hofmann & Schlosser, 2016). Additionally, fungi can generate biosurfactants,
functionally varied amphiphilic surface compounds with hydrophilic and hydropho-
bic portions, that interact between the phases of various polarities, result in interfa-
cial tension decrease as well as interactions between molecules increases (Cicatiello
et al., 2016; Günther, 2017). It is reported that the chemical structure of fungal
biosurfactants involve, among others, sophorolipids, glycolipids, protein-lipid/
polysaccharide complexes, and glycolipoproteins. These molecules represent an
important tool for the purpose of bioremediation (Bhardwaj et al., 2013). Majority
of the pharmaceutically active compounds contain aromatic structures, therefore, it
might be possible that biosurfactants enhance the mobility and bioavailability of
pharmaceutically active compounds, as it observed previously for PAHs (Souza
et al., 2014).

The efficacy of two white-rot fungi (WRF), Trametes versicolor and Ganoderma
lucidum, to eliminate 13 pharmaceutical contaminants with concomitant production
of biodiesel from the accumulating lipid content after the treatment, was studied.
Single and the combined strains exhibited a total removal (100%) of diclofenac,
progesterone, gemfibrozil, ranitidine, and ibuprofen. The low removals were
obtained for 4-acetamidoantipyrin, clofibric acid, atenolol, caffeine, carbamazepine,
sulfamethoxazole, hydrochlorothiazide, and sulpiride, though the combination of
both strains enhanced the system’s efficacy, with removals ranging from 15% to
41%. The enzymatic and cytochrome P450 test showed that both extracellular (MnP,
laccase, LiP) and intracellular oxidation mechanisms involve in the biological
elimination of pharmaceuticals. The oxidative biological removal of pharmaceuti-
cals by extracellular laccase and MnP enzymes and the intracellular cytochrome
P450 system was clearly proved. Ultimately, fungal biomass remained after each
individual biological elimination process was used for the production of biodiesel by
one-step in-situ process, converting between 27% and 30% of the dried fungal
sludge mass into FAME after 3 h of reaction (Vasiliadou et al., 2016).

3.3 Phycoremediation

The algae include prokaryotic (cyanobacteria) and eukaryotic organisms (all the
algae species) that contain chlorophyll and perform oxygenic photosynthesis. Most
of the algae are in microscopic size, hence, they are known as microorganisms
(microalgae); several forms of macroscopic algae (macroalgae) grow to over 30 m in
length. They are either unicellular or colonial. As the cells are arranged end to end,
the alga is said to be in filamentous form (Sze, 1998). According to Ruggiero et al.
(2015), algae are classified according to the pigments they possess. The algae color
differences are mainly because of the presence of different photosynthetic pigments
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in addition to green chlorophylls. Chlorophyta and Euglenophyta are green as
chlorophyll a is dominant. If the carotenoids are dominant they provide them a
golden brown color, like Chrysophyta, whose chloroplasts contain chlorophyll a, c1,
and c2, fucoxanthin, and carotene, that are carotenoids mainly responsible for the
golden brown color. The Dinophyta (dinoflagellates) have a greenish, reddish, or
brown appearance owing to chlorophylls a and c2 and carotenoids. The Rhodophyta
(red algae) have chlorophylls a and d, phycobiliproteins, and floridean starch as
storage products accumulated in the cytoplasm outside the chloroplast. In the
Phaeophyta (brown algae), color results from the dominance of fucoxanthin over
chlorophylls a, c1, and c2.

The algae are highly adaptive microorganisms and they are able to grow autotro-
phically, heterotrophically, or mixotrophically. They can grow in cruel environmen-
tal conditions, like low nutrient levels, and high pH and temperature, which are an
advantage over some species of fungi (Subashchandrabose et al., 2013). Unlike
strictly heterotrophic microorganisms, decrease in nutrient concentrations does not
limit the growth of algae (Fu et al., 2016). The microalgae are capable of acclima-
tizing to changes in temperature, salinity, light, and the availability nutrients, which
allow the enhancement of their tolerance and the capacity of biodegradation. The
adaptation mechanism to extreme conditions is explained by genetic changes caused
by the spontaneous mutations or with physiological adaptation (Osundeko et al.,
2014; Cho et al., 2016). Xiong et al. (2017) evaluated that the biodegradation
capacity of Chlorella vulgaris after acclimation with multiple exposures to
levofloxacin and an increase in salinity and levofloxacin biodegradation significantly
enhanced after acclimation.

The biomass of alga (Scenedesmus obliquus) was modified with alkaline solution
and used for the biosorption of tramadol (TRAM) as well as other pharmaceuticals.
The adsorption kinetics and isotherms were investigated. The high adsorption
capacity of tramadol over the modified algal biomass with removal percentage was
91% after 45 min. The biosorption of tramadol on the modified algal biomass ensues
with Freundlich isotherm model with correlation coefficient (0.942) that emphasized
uptake of TRAM by modified algal biomass is driven by the chemisorption. Algal
biomass has high potential in reusability for the adsorption of pharmaceutical
compounds from wastewater. The ecotoxicological test is very essential to determine
the efficiency of modified biomass for the adsorption of pharmaceutical mixture. The
application of modified algal biomass might be a promising alternative and reusable
sorbent for the elimination of pharmaceutical compounds from the wastewater
(Mohamed et al., 2018).

The parent compounds and their potential transformation products were analyzed
in both the water and algae phases. The results demonstrated that ibuprofen was
primarily biotransformed because of synergistic relationships between the algae and
bacteria. Ibuprofen biotransformation products are tentatively identified as hydroxy-
ibuprofen, carboxy-ibuprofen, and 4-isobutylcatechol from several samples. In
almost all the reactors exposed to light, triclosan undergoes both
phototransformation and biotransformation. Triclosan biotransformation takes
place in Scenedesmus obliquus, as shown by the presence of triclosan-O-sulfate in
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the extracts of algae. Hence, it is suggested that microalgal + bacterial consortia
facilitates the transformation of PPCPs in the algae-based passive water treatment
process (Larsen et al., 2019).

The microalgae can uptake the contaminants along with nutrients and accumulate
and/or metabolize them inside the cell wall. The negative charge at the active site of
the cell wall increases at higher pH, which attracts the metallic cations. Therefore,
metals are adsorbed on the cell wall and decreasing the solubility leads to precipi-
tation (Suresh et al., 2015). In addition, they produce enzymes as well as poly-
saccharides that also remediate contaminants. The microalgae have a capacity to
adsorb around 0–16.7% of pharmaceuticals (Xiong et al., 2018). The pharmaceutical
elimination capacity of algae depends on the different factors like temperature, pH,
light, nutrients, hydrolytic retention time, the toxicity of the compounds, etc. The
microalgae potential to degrade persistent pollutants was investigated in a range of
wastewaters. Delrue et al. (2016) reported the capability of microalgae in treating the
pharmaceuticals. The microalgae and their consortia degrade antibiotics, phenolic
compounds, endocrine disruptors, and also transform hormones from the heavily
contaminated wastewater. Similarly the microalgal consortia comprising Chlorella
sp., Scenedesmus sp., and C. zofingiensis reduced 57.01–62.86% COD and
91.16–95.96% phosphorus from the dairy wastewater, which was higher than the
removal efficiency of Chlorella sp. monoculture (Zhu et al., 2019).

Owing to its widespread use, huge quantity of oxytetracycline is released into the
water, which has a harmful impact on the aquatic ecosystem and human health.
Though different physicochemical methods are available for the removal of oxytet-
racycline, there is an increasing interest in the use of bioremediation. The microalga
biomass (living) demonstrates high efficacy than the dead biomass with highest
sorption capacities of 29.18 mg/g and 4.54 mg/g, respectively. Combination of
living biomass as well as photodegradation in the culture eliminated 13.2 mg/L of
oxytetracycline in 11 h of the culture and with an initial oxytetracycline dose of
15 mg/L. With an initial oxytetracycline concentration of 2.5 mg/L, 97% of oxytet-
racycline was eliminated. This elimination was mostly caused by the bioremediation
than the photodegradation. It confirms that potential practical application of living
Phaeodactylum tricornutum biomass for a low-cost and efficient elimination of
oxytetracycline from the seawater. The application of living biomass was more
effective than the same amount of dead biomass for the removal of oxytetracycline
from the seawater solutions (Sergio et al., 2016).

Enrofloxacin is a fluoroquinolone antibiotic gained a large scientific concern
owing to its toxic effect on the aquatic microbiota. The toxicity and elimination of
enrofloxacin with five microalgal species and with their consortium were investi-
gated for correlating the behavior and interaction of enrofloxacin in natural ecosys-
tems. Single microalgal species (Scenedesmus obliquus, Chlamydomonas mexicana,
Chlorella vulgaris, Ourococcus multisporus, Micractinium resseri) and consortium
of them can withstand highest dose of enrofloxacin (1 mg/L). The growth inhibition
(68–81%) of the individual microalgae sp. and their consortium was observed in
enrofloxacin (100 mg L�1) when compared with control after 11 days of cultivation.
The microalgae can recover from the toxicity of higher doses of enrofloxacin while
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cultivation. The individual microalgae species and their consortium eliminated
18–26% enrofloxacin at 11-day. The interactions between different microalgal sps.
during the degradation of organic contaminants required to be studied carefully in
future (Jiu-Qiang et al., 2017).

4 Biodegradation of Pharmaceutical Compounds

The detailed biodegradation studies with batch tests and flow through soil columns
under unsaturated, aerobic conditions also demonstrated for the biodegradation of
pharmaceuticals, like ibuprofen and diclofenac (Tiehm et al., 2011). Carballa et al.
(2007) reported 30–60% removal of ibuprofen under anoxic conditions and up to
80% degradation of diclofenac in laboratory scale experiments. The complete
removal of ibuprofen and diclofenac was demonstrated with the white-rot fungus
Phanerochaete chrysosporium under aerobic conditions in the fed-batch bioreactors
(Rodarte-Morales et al., 2012). This indicates that there are currently different
bioreactors being tested for their removal capacity that are effective for treatment
of the organic micropollutants. Thus far, little is known about bacteria that degrade
these pharmaceuticals and the involved biodegradation pathways, for example, only
one bacterial strain has been described that degrades ibuprofen and uses ibuprofen as
carbon and energy source (Murdoch & Hay, 2005). Diclofenac has shown to be
biodegradable but the responsible bacteria are not known. Furthermore, the white-rot
fungus Phanerochaete chrysosporium can completely degrade ibuprofen and
diclofenac (Rodarte-Morales et al., 2012).

Triclosan has shown to be biodegradable in sediment and soil to their low water
solubility and high n-octanol water portion coefficient (Chen & Rosazza, 1994). The
bacterium Nitrosomonas europaea, and the betaproteobacterial Methylobacillus
sp. isolated from activated sludge and found to degradation of triclosan (0.5–2 mg/
L) in liquid media (Murdoch & Hay, 2005). Meade et al. (2001) reported that two
soil bacteria, Pseudomonas putida TriRY and Alcaligenes xylosoxidans subsp.
denitrificans TR1, had high resistance to triclosan (0.4 mg L�1) and use it as their
sole source carbon.

The gabapentin is an anti-seizure drug used for bipolar disorder globally, which is
highly persistent, and usually detected in surface water and sometimes in ground-
water. It is most frequently detected pharmaceutical compound in European natural
water, at concentration of 10μg L�1 (Quintana et al., 2005). It is found in ground-
water and noticed in soils as well as in sediments where treated wastewater is used to
recharge groundwater and therefore it was suggested as a molecular indicator for
anthropogenic contamination of water bodies recharged with reclaimed water or
polluted riverine, groundwater as well as coastal environments by sewage.
Gabapentin also has been accumulated from year to year in soil (Liu et al., 2009)
and other studies also reported that gabapentin is highly recalcitrant to the microbial
degradation in soil (Lin et al., 2006). On the other hand, several fungi and bacteria
were able to degrade it, such as C. elegans ATCC 9245 which transforms it in a
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liquid culture (Bueno et al., 2012), T. versicolor and G. lucidum (Quintana et al.,
2005).

The biodegradation of pharmaceuticals involves transfer of the parent compound
to its metabolites in the presence of microorganisms in the wastewater treatment
plants (WWTPs) or both in aerobic or anaerobic environmental conditions (Fent
et al., 2006). In aerobic conditions, microorganisms convert the molecules into
simple organic intermediates or mineral products (CO2 and H2O) during the succes-
sive oxidation reactions (Cirja et al., 2008). In the anoxic conditions, drugs are
transformed to partially or completely mineralize and produce methane and CO2

(Velagaleti, 1997). These reactions are catalyzed by several enzymes, for example
diclofenac is converted to 40-hydroxydiclofenac, 5-hydroxydiclofenac, and 40,5-
dihydroxydiclofenac in Phanerochaete sordida during the oxidation reactions by
cytochrome P450, manganese peroxidase, and laccase that are the source for 90%
removal of diclofenac after the period of 6 days incubation (Hata et al., 2010). The
genera Pseudomonas, Arthrobacter, and Enterobacter use a wide range of organic
compounds such as pharmaceuticals as carbon and energy sources. The
Enterobacter hormaechei and Enterobacter cloacea show a considerable degrading
ability towards the pharmaceutical effluent (Nilambari & Dhanashree, 2014). Like-
wise, several investigations reported that the capacity of the genus Pseudomonas and
Arthrobacter for degrading the polluting compounds like sulfamethoxazole,
chlorophenoxy acids, and pentachloronitrobenzene (Jiang et al., 2014; Evangelista
et al., 2010; Wang et al., 2015).

Under metabolic conditions, i.e., in the absence of glucose the mixed bacterial
culture has the capacity of eliminating 13.4% and 23.08% of ibuprofen (IBU) after
24 h and 48 h of incubation, respectively. But for diclofenac (DCF), only 9.12% of
the total concentration was removed after 48 h of incubation. While in co-metabolic
conditions, i.e., in the presence of glucose, a complete removal of IBU was observed
and for DCF 56% of the total concentration was removed after 48 h of incubation. In
both metabolic and co-metabolic conditions, elimination of SMX was not observed
(Salima et al., 2017).

The application of drugs mixture in the presence of a consortium of bacterial
strains might reflect the actual situation in the environment as well as wastewater
treatment plants (WWTPs) where the pharmaceuticals and other contaminants are
present as mixtures (Mishra & Anushree, 2014) (6). Kraigher et al. (2008) reported
that the harmful effect of such mixtures on the growth of microorganisms is higher
than a single drug, where a mixture of five acidic pharmaceuticals such as ibuprofen,
ketoprofen, naproxen, diclofenac, and clofibric acid at the final concentration of
50μg L�1 caused shifts in the bacterial community composition and also reduced the
bacterial diversity. Additionally, the removal of micropollutants by the use of mixed
cultures of bacteria and fungi is better than the application of pure strains (Nguyen
et al., 2013).

In the environment, bioremediation process usually depends on the cooperation
of metabolic activities of the mixed microorganisms; the benefit of this population
can be attributed to the important metabolic capabilities and the synergistic effect
between the associated members. For instance, some species be able to eliminate the

Microbial Remediation of Pharmaceuticals and Personal Care Products 283



toxic metabolites of the preceding species and others can degrade compounds which
are partially degraded by the first species by promoting the co-metabolic processes
(Cerqueira et al., 2011). Numerous investigations reported that the application of
microbial consortia improved the biodegradation rate of xenobiotics (Mishra &
Anushree, 2014; Mikeskova et al., 2012). In this concern, Reis et al. (2014) studied
the biodegradation of sulfamethoxazole (SMX) by pure (Achromobacter) and the
mixed cultures of bacteria. They demonstrated that the mixed cultures of bacteria
showed a higher biodegradation when compared with single microbial strain. On the
contrary, the removal of SMX by the use of pure Rhodococcus equi is more
significant than in the presence of mixed bacterial culture (Larcher & Yargeau,
2011). Moreover, these results are in agreement with those obtained by Rodarte-
Morales et al. (2011), which reported that three ligninolytic fungi were able to
eliminate the mixture of drugs with different removal rates. The complete degrada-
tion of SMX, DCF, IBU, citalopram naproxen, and carbamazepine was achieved
after 14 days, whereas for fluoxetine and diazepam lesser elimination percentages
were obtained (23–57%). In another study by the same authors, biotransformation of
a mixture of three anti-inflammatories (DCF, IBU, and naproxen) by the pellets of
Phaerochaete chrysosporium in fed-batch bioreactors operating in continuous air
supply or periodic pulsation of oxygen was investigated. They observed the total
elimination of DCF and IBU in both aerated and oxygenated reactors with a rapid
oxidation of DCF in presence of oxygen (77% after 2 h). However, in the case of
naproxen, it oxidized in the range of 77 up to 99% under both air and oxygen supply
(Rodarte-Morales et al., 2012).

Quintana et al. (2005) studied the biodegradation of five acidic pharmaceuticals in
the presence and absence of an external carbon source. They noticed the
co-metabolic degradation of IBU, naproxen, and bezafibrate. On the contrary,
ketoprofen degraded in the absence of extra carbon source after a lag phase for
10 days. Planococcus sp. S5 removed 30% of naproxen after 35 days as sole carbon
source, whereas in co-metabolic conditions 75.14% and 86.27% of naproxen was
eliminated in the presence of glucose and phenol, respectively (Domaradzka et al.,
2015).

The white-rot fungi (WRF) mediated treatment of PPCPs is a promising and an
eco-friendly technology. Various PPCPs are effectively eliminated by whole-cell
WRF as well as crude/purified lignin modifying enzymes (LMEs). The hydrophilic
and persistent PPCPs like naproxen, ketoprofen, and carbamazepine are consider-
ably eliminated only in whole-cell WRF treatment because of the synergistic effects
of extracellular as well as intercellular enzymes and sorption onto the fungal
biomass. The different redox mediators were introduced to enhance the elimination
of persistent PPCPs but continuous addition of mediators is an expensive process.
Hence, mediator type and concentration should be selected vigilantly and also the
techniques to recover the mediators (Muhammad et al., 2017). Various microorgan-
isms used for remediation of pharmaceutical and personal care products (PPCPs) are
presented in Table 1.
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Table 1 Microorganisms used for remediation of pharmaceutical and personal care products
(PPCPs)

S. No. Microorganisms Pollutants (PPCPs) Reference

1. Bacteria

Enterobacter, hormaechei,
Arthrobacter nicotianae, Pseudomo-
nas sp. Citrobacter youngae (Bacte-
rial consortia).

Ibuprofen, diclofenac Aissaoui et al.
(2017)

Nitrosomonas europaea,
betaproteobacterial Methylobacillus
sp.

Triclosan Murdoch and Hay
(2005)

Pseudomonas putida TriRY,
Alcaligenes xylosoxidans subsp.
denitrificans TR1

Triclosan Meade et al.
(2001)

Pseudomonas sp. Arthrobacter sp. Sulfamethoxazole,
chlorophenoxy acids, and
pentachloronitrobenzene

Jiang et al. (2014),
Evangelista et al.
(2010), Wang
et al. (2015)

Rhodococcus equi Sulfamethoxazole Larcher and
Yargeau (2011)

Achromobacter denitrificans Sulfamethoxazole
sulfonamides

Reis et al. (2014)

Streptomyces MIUG carbamazepine Popa et al. (2014)

Pseudomonas sp. I-24 Iopromide Liu et al. (2013)

2. Fungi

Ascomycete phoma sp. Triclosan,
17a-ethinylestradiol

Hofmann and
Schlosser (2016)

Trametes versicolor, Ganoderma
lucidum (White-rot fungi)

Diclofenac, progesterone,
gemfibrozil, ranitidine
ibuprofen

Vasiliadou et al.
(2016)

Phanerochaete chrysosporium
(White-rot fungi)

Ibuprofen and diclofenac Rodarte-Morales
et al. (2012)

Cunninghamella elegans ATCC
9245

Gabapentin Bueno et al.
(2012)

Phanerochaete sordida Diclofenac Hata et al. (2010)

Delftia tsuruhatensis, Pseudomonas
aeruginosa, Stenotrophomonas

Paracetamol Santosa et al.
(2012)

3. Algae

Chlorella vulgaris Levofloxacin Xiong et al. (2017)

Scenedesmus obliquus Triclosan Larsen et al.
(2019)

Phaeodactylum tricornutum Oxytetracycline Sergio et al. (2016)

Microalgal species

Scenedesmus obliquus,
Chlamydomonas mexicana, Chlo-
rella vulgaris, Ourococcus
multisporus, Micractinium resseri

Enrofloxacin Jiu-Qiang et al.
(2017)
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5 Pure Cultures

Many studies reported that pure cultures isolated from the activated sludge, waste-
water, or sediment used to remove the commonly detected PPCPs, like carbamaz-
epine (Santosa et al., 2012; Popa et al., 2014), sulfamethoxazole (Jiang et al., 2014;
Reis et al., 2014), iopromide (Liu et al., 2013), ibuprofen (Murdoch & Hay, 2005;
Almeida et al., 2013), paracetamol (Zhang et al., 2013b), diclofenac (Hata et al.,
2010), and triclosan (Zhou et al., 2014). A few pure cultures isolated from the
activated sludge show the capacity to degrade various types of PPCPs. For example,
Achromobacter denitrificans not only degrade the sulfamethoxazole but also the
other sulfonamides (Reis et al., 2014). Additionally, for particular PPCPs, many pure
cultures use it as sole source of carbon and energy, but with different degradation
mechanism (Zhang et al., 2013b; Murdoch & Hay, 2005; Almeida et al., 2013).
Delftia tsuruhatensis, Pseudomonas aeruginosa, and Stenotrophomonas are used for
the degradation of paracetamol. Biosorption played negligible role in the removal of
paracetamol for Delftia tsuruhatensis and Pseudomonas aeruginosa, whereas
biosorption contributed to the removal of paracetamol for Stenotrophomonas. This
inconsistency might be due to the differences in enzymes involved in the degradation
process. For the specific PPCPs, pure cultures can hardly use them as source of
carbon and energy. In this case, other substrates can be supplied to provide the
carbon and energy for their metabolic purposes. For instance, carbamazepine has
steady structure, which results in poor biodegradability. However, two pure cultures,
unidentified basidiomycete (Santosa et al., 2012) and Streptomyces MIUG (Popa
et al., 2014) degrade the carbamazepine in the presence of glucose. In sequence with
carbamazepine, iopromide only degraded with the extra substrate. Liu et al. (2013)
proved that Pseudomonas sp. I-24 has the ability to eliminate iopromide with starch
as a primary substrate. Diclofenac show high resistance to the biodegradation in the
activated sludge. Nevertheless, Hata et al. (2010) reported that white-rot fungi
almost completely remove diclofenac and eliminate its toxicity to the organisms in
the absence of extra substrate. Enzyme induction of the microbes is a key factor for
the PPCPs biodegradation. The PPCPs biodegradation depends on whether micro-
organism is able to produce the specific enzyme to decompose them. For example,
triclosan is able to induce Nitrosomonas europaea for the production of ammonia
monooxygenase, which decompose triclosan (Roh et al., 2009). The recalcitrant
PPCPs like tetracycline, trimethoprim, and ciprofloxacin cannot induce the micro-
organisms to produce the specific enzyme which led to their poor biodegradability.
This clarifies why there is no pure culture isolated capable of degrading tetracycline,
trimethoprim, and ciprofloxacin. To enhance the biodegradability of recalcitrant
PPCPs, the important step is thus to induce microorganism to generate the desired
enzyme.
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6 Mixed Cultures

When compared with pure culture, mixed cultures are easier to achieve the target for
degrading the PPCPs because in few cases it is very difficult to get the pure culture.
Khunjar et al. (2011) studied the removal of PPCPs by the mixed cultures. In line
with pure culture, mixed culture also has the capacity to eliminate the PPCPs. In the
mixed media, mixed culture of ammonia oxidizing and heterotrophic bacteria has
been demonstrated to be able of enhancing the elimination of 17a-ethinylestradiol
(Khunjar et al., 2011). Actually, the most commonly used biological treatment
process activated sludge in the WWTPs, depends on the synergy effect of the
mixed culture to eliminate the PPCPs. In a few cases, activated sludge shows little
removal capability to the PPCPs. Therefore, steps have been taken to improve the
elimination of PPCPs by activated sludge. Zhou et al. (2014) reported the improved
elimination of PPCPs by adding the mixed culture into the activated sludge. Inter-
estingly, the mixed culture showed higher biodegradation rate in eliminating the
mixed PPCPs compared to individual PPCPs (Vasiliadou et al., 2013). This may be
because of some PPCPs utilized as source of carbon and energy by mixed culture,
and in turn promote the decomposition of the other PPCPs. Previous studies revealed
that mixed cultures might be a potential option for enhancing the elimination of
PPCPs. Various microorganisms such as bacteria, algae, and fungi used to remediate
the pharmaceuticals from the wastewater. These microorganisms convert or accu-
mulate the pollutants into less toxic compounds (Kumar et al., 2020; Rana et al.,
2017). The biodegradation of these contaminants depends on certain properties of
wastewater like dissolved oxygen (DO), chemical oxygen demand (COD), pH,
temperature, etc. (Choi et al., 2017).

7 Hazardous Effects of PPCPs

The general exposure to the pharmaceutical pollutants might have harmful effects on
the health of ecosystem (Fong et al., 2015; Niemuth et al., 2015). These effects can
alter the bacterial communities by inhibiting growth and interfering with their
metabolic pathways. In addition, pharmaceutical pollutants like steroidal estrogens,
17β-estradiol and 17α-ethynylestradiol act as endocrine disruptors, inducing fish
feminization in the Pimephales promelas sp. (Caracciolo et al., 2015; Kramer et al.,
1998). Moreover, pharmaceutical pollutants are considered as ecotoxic compounds
that are responsible for health-related issues (Xiong et al., 2017), as in the case of
diverse amines derived from pharmaceutical pollutants (ranitidine, carbinoxamine,
doxylamine, and nizatidine), which are precursors for the making of N,N-
nitrosodimethylamine, a compound that represents a risk to human health because
of its carcinogenic properties (Kramer et al., 1998). The antibiotics like tetracyclines,
macrolides, sulfonamides, and quinolones may induce resistance in bacteria, for
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instance Acinetobacter baumannii sp. is resistant to all the recent antibiotics as a
result of their chronic adaptation to hospital environment (Dijkshoorn et al., 2007).

8 Conclusions

In these decades, the PPCPs have been using continuously for various health benefits
such as to cure the diseases as well as to improve the human life. The use of these
PPCPs has become inevitable in order to treat the variety of infections and health
complications in humans and animals. These pharmaceuticals are excreted into the
environment through urine and feces. These PPCPs, either in parent form or as a
metabolite form, are then released in the surface water as well as groundwater, thus
polluting them. Veterinary pharmaceuticals excreted into the soil environment by
manure. The PPCPs may cause adverse health effects to aquatic organisms even at
lower doses. PPCPs enter the environment; they are still active and may cause
various ecotoxicological effects on non-target organisms. This might negatively
affect the important physiological functions, metabolism as well as reproduction
even at lower quantity. Hence, it is very much essential to detoxify or completely
eliminate from the environment. Thus, several researchers used different biological
techniques, such as bioremediation, biodegradation, and biosorption, by the appli-
cation of potential microorganisms such as bacteria, fungi, and algae as well as their
enzymes to remove these pollutants from the ecosystem. Although different methods
are available to treat or eliminate these pharmaceutical pollutants, further in-depth
research is required to find out the efficient bioremediation techniques that are useful
for the complete removal of contaminants present in the wastewater generated from
various sectors such as domestic, hospital, and industrial sources.
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Detoxification of Heavy Metals Using
Marine Metal Resistant Bacteria: A New
Method for the Bioremediation
of Contaminated Alkaline Environments

A. Madhavi, M. Srinivasulu, M. Subhosh Chandra, and V. Rangaswamy

1 Introduction

Modernization, industrialization, and fertilization are the root cause of contamina-
tion in the ecosystem, which is a grave problem in all corners of the globe. Heavy
metals pollution has become a major concern worldwide due to their toxicity,
intrinsic persistence, nonbiodegradable nature, and accumulative behaviors (Islam
et al., 2018). Heavy metal contamination is not only a threat to living organisms but
also a global environmental concern (Konate et al., 2017). The water and soil
pollution by heavy metals is a major environmental problem and the majority of
conventional approaches do not provide suitable solutions, moreover, these solu-
tions are expensive. The environment is composed of the land, the Earth’s atmo-
sphere, and the water, where humans, plants, animals, and microorganisms live or
work. Marine environment is the huge body of water that comprises 71% of the
earth’s coverage. The aquatic ecosystem is interconnected with terrestrial environ-
ment, thus, changes in one system ultimately have an impact on another. For past
few decades, different factors comprising anthropogenic activities have a stress on
the coastal as well as marine ecosystems (Richmond, 2015). This stress includes
pollution and also physical devastation of the environment. Environmental pollution
by heavy metals has become a serious threat to living organisms in an ecosystem
(Okolo et al., 2016; Siddiquee et al., 2015). Heavy metals are widely distributed in
almost all types of soils (Zhao et al., 2012), sediment (Gati et al., 2016), and water
bodies (Tang et al., 2014). Heavy metal pollution mainly comes from paper making,
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smelting, electroplating, and other industrial wastewater and the overuse of pesticide
and fertilizer (Azimi et al., 2017). The rapid industrialization has led to a series of
ecological and environmental problems (Sawut et al., 2018). The environmental
pollutants are the chemical compounds that are present in elevated levels than in any
sector of the environment (Masindi & Muedi, 2018). The rapid industrialization,
agriculture and human activities lead to spreading of harmful contaminants like
heavy metals in the environment (Ye et al., 2017, 2019). The environmental
pollution with heavy metals enhanced beyond the recommended limit and is harmful
to all the organisms (Dixit et al., 2015). The heavy metals are serious risk to the
human health as well as ecosystem integrity (Ogbomida et al., 2018). The heavy
metals are commonly defined as metals that required in trace quantities and consid-
ered as harmful (Maitra, 2016). The metals densities >5g/cm3 are considered as the
heavy metals have the atomic number >20 and are toxic at lower doses (Abbas et al.,
2014). The metals are natural constituents present in the ecosystem, atmosphere,
earth crust, water bodies, and also accumulate into the biological organisms, which
include plants and animals. Among the 35 natural available metals, twenty three
possess high density above 5 g/cm3 with atomic weight >40.04 and are generally
known as heavy metals (Li et al., 2017), which comprise antimony, tin, thallium,
tellurium, bismuth, gold, cerium, gallium, arsenic, cadmium, chromium, copper,
iron, cobalt, lead, manganese, nickel, mercury, silver, uranium, vanadium, platinum,
and zinc (Li et al., 2017). The heavy metals occur in the atmosphere, lithosphere
biosphere, and hydrosphere (Krishna & Mohan, 2016). The heavy metals at higher
doses damage the human health as well as ecosystems (Ehya & Marbouti, 2016).
The heavy metal contamination becomes a major problem throughout the world
owing to their toxicity, persistence, nonbiodegradable, and accumulative nature
(Islam et al., 2018). The hazardous effect and bioaccumulation of heavy metals in
the environment is a severe risk to the health of organisms. Unlike organic contam-
inants, heavy metals cannot be broken down by chemical or biological processes.
The heavy metals are released into the environment from the industrial and domestic
wastes, leakage from the dump sites (Javed et al., 2018) and also from the air, water,
soil as well as food in different forms. The survival capacity of microorganisms to
heavy metals is often determined by minimum inhibitory concentration (MIC) test.
MIC is defined as the lowest concentration of metal that inhibits the growth of
microorganism (Vipra et al., 2013).

The contamination of water through heavy metals is one of the main types of
pollution which affects the biotic community in the aquatic ecosystems. The heavy
metals in the aquatic environments received significant attention around the globe
due to their extensive availability, long period of incubation, strong concealment,
and the environmental toxicity (Soliman et al., 2019; Yang et al., 2019). Marine
environment of the Indian Ocean and the Red Sea has many sources of heavy metals
because of human activities like port activity, mining (petroleum, metals and gas)
activity, discharges of untreated domestic residues and polluted river water with
heavy metals where precious metals and rocks are produced (El Nemr et al., 2016;
Usman et al., 2013).
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The heavy metal contamination is responsible for the cause of various diseases
worldwide, like minamata disease (poisoning by mercury), itai-itai disease (poison-
ing by cadmium), arsenous acid poisoning, and air-pollution related asthma (Matsuo,
2003). The remarkable increase in the use of heavy metals resulted in an imminent
rush of metallic substances in both terrestrial and aquatic environments (Gautam
et al., 2016). In the aquatic environments, the heavy metal contamination resulted
from the atmospheric deposition, geologic weathering or through the discharge of
the agricultural, municipal, residential, or industrial waste products as well as by
wastewater treatment plants (Garcia et al., 2015; Maier et al., 2014). Usually, metals
are categorized as biologically essential and non-essential. The non-essential metals
(cadmium (Cd), aluminum (Al), tin (Sn), mercury (Hg), and lead (Pb)) have no
proven biological function, and their toxicity increases with rising concentrations
(Sfakianakis et al., 2015). On the other hand, the essential metals (copper (Cu),
chromium (Cr), zinc (Zn), nickel (Ni), molybdenum (Mo), cobalt (Co), and iron
(Fe)) have known biological roles (Abadi et al., 2014) and the toxicity occurs either
at metabolic deficiencies or at higher doses (Sivaperumal et al., 2007). The sources
of heavy metals comprise activities like mining, smelting, burning fossil fuels, and
electroplating. The heavy metals are also present in batteries, paints and metal
products (ammunitions and pipes), cosmetics, fertilizers, ceramics, pesticides, elec-
tronic equipment, and wood preservatives (Concórdio-Reis & Freitas, 2019).

2 Marine Ecosystem

In the aquatic ecosystems, biotic components interact with abiotic components. The
aquatic ecosystems are usually divided into two types, i.e., the marine ecosystem and
freshwater ecosystem (Barange et al., 2010). The marine ecosystem is the biggest
water ecosystem that covers 70% of the Earth’s surface. Marine ecosystem is
subdivided into estuaries, coral reefs oceans, and coastal ecosystems. The freshwater
ecosystem covers less than 1% of the Earth’s surface. The aquatic heavy metal
pollution usually represents high levels of Hg, Cr, Pb, Cd, Cu, Zn, Ni, etc. in water
system. The marine environment provides a very important sink for several heavy
metals as well as their compounds. The toxic effects of heavy metals in marine
environment have a most important concern since they constitute a potential risk to
the different flora and fauna species, comprising humans, through food chains. The
non-essential toxic plant heavy metals include arsenic (As), cobalt (Co), lead (Pb),
cadmium (Cd), chromium (Cr), mercury (Hg), nickel (Ni), and vanadium (V), but
others are essential, like copper (Cu), manganese (Mn), zinc (Zn), and iron (Fe). The
heavy metals cause detrimental effects on animals, plants, and humans as a result of
long-term/acute exposure. The heavy metals generated from industrial wastes enter
the aquatic ecosystems and cause health affects in plants, animals, human as well as
aquatic biotopes (Balasubramanian, 2012) (Fig. 1).

The extracellular polysaccharides (EPS) secreted by different microorganisms
were effective in metal sequestration. For example, the EPS synthesized by Bacillus
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firmus (Salehizadeh & Shojaosadati, 2003), Paenibacillus jamilae (Morillo Pérez
et al., 2008), Herbaspirillium sp. (Lin & Harichund, 2012) and Paenibacillus
peoriae TS7 (Fella-Temzi et al., 2018), Bacillus licheniformis KX657843 (Biswas
et al., 2020) were capable of removing several heavy metals (e.g., Cd2+, Co2+, Hg2+,
Zn2+, Pb2+, Ni2+, Cu2+) from the aqueous systems. The heavy metal resistant
bacteria studied extensively to be implemented as bioremediation agents. The
biosorption of heavy metal by bacteria had been reported by Bhakta et al. (2012).
The negative charge of bacterial cell wall is predicted to bind the cationic heavy
metal. Furthermore, it has been suggested that the gram-positive bacteria such as
LAB have higher absorption activity than the gram-negative bacteria due to the
differences in the structure of cell wall (Gourdon et al., 1990). Metal biosorption
usually occurs passively involving the specific binding proteins; however, the dead
cells also absorb the heavy metals (Zoghi et al., 2014). The heavy metal, mercury is
most toxic to the environment (Shaolin & David, 1997) and causes a serious hazard
to animals, plants, and humans (Patra et al., 2004). It is known as a severe environ-
mental contaminant due to its toxicity and ability to enter the biological system even
at low doses (Porto et al., 2005). The aquatic ecosystems and the wetlands are more
susceptible to mercury contamination (Gilbertson & Carpenter, 2004). Besides its
occurrence in the nature, anthropogenic activities are also responsible for the
deposition of mercury in the marine environment. The industrial effluents produced
by mercury mining, gold smelting, and fuel combustion are the sources for release of
heavy metal into the environment (Moreno et al., 2008). A number of techniques like
chemical precipitation, reverse osmosis, ultrafiltration, conventional coagulation,
magnetic filtration, activated carbon adsorption, ion exchange, and chemical reduc-
tion are used for the elimination of toxic heavy metals from the wastewater
(Al-Garni, 2005). The bioremediation is used as an alternative technique for the

Fig. 1 Toxic heavy metals
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elimination of mercury because it is simple and cost-effective (Zamil et al., 2009).
Among the different biosorption techniques, the application of microorganisms
plays an important role in the adsorption of heavy metals from the polluted waste-
water (Sri Kumaran et al., 2011). Karaca et al. (2010) reported that the application of
microorganisms is an effective and easy method for the elimination of heavy metals.
The hazardous materials are easily broken down or transformed into simple and
non-toxic compounds. The biosorption method received widespread attention
because of its efficiency in the elimination of toxic metals from the wastewater
(Hoostal et al., 2008). Various types of microorganisms such as bacteria, fungi, and
algae are involved in biosorption and elimination of mercury from the environment
(Beveridge, 1989). The bacteria have an effective mechanism for the adsorption of
metals when compared with other groups of microorganisms. The bacterial commu-
nities exposed to mercury for longer periods acquire resistance because of their
ability to tolerate heavy metals (Kafilzadeh & Mirzaei, 2008). Many studies are
available for the biosorption of heavy metals by marine bacteria like Bacillus
thuringiensis and Pseudomonas aeruginosa (Nithya et al., 2011). Mathe et al.
(2012) reported that the bacterial strains, Rhodococcus erythropolis and Pseudomo-
nas corrugate have the highest tolerance to metals. There are investigations on the
biosorption efficiency of B. thuringiensis collected from terrestrial environment. It
removed 79.4% of Pb, 87.9 of Ni (Oves et al., 2013), and 59.3% of Cr (VI) (Demir &
Arisoy, 2007). Several reports revealed that the bacterial strains exposed to mercury
for longer periods can develop resistance mechanisms like metal uptake, minerali-
zation, accumulation, oxidation, sorption, etc. which finally enable them to detoxify
mercury (Binish et al., 2015). Several species of Arthrobacter (Bafana et al., 2010)
and Pseudomonas (Pepi et al., 2011) isolated from various environments have
potential application in the detoxification of mercury. Tsibakhashvili et al. (2010)
reported that Arthrobacter sp. accumulate mercury only up to a concentration of 1.0
ppm, whereas above that the uptake of mercury was retarded.

3 Sources and Toxic Effects of Heavy Metals

3.1 Cadmium

The toxic metal contamination can seriously threaten the biological sustainability of
coastal ecosystems, and become a major problem for the aquatic environment (Liu
et al., 2018). The exposure to higher level of metal may negatively affect fish as well
as other aquatic organisms and hamper the physiological functions, reproduction and
growth rate, or even mortality also increases (Öz et al., 2018). Among the toxic
metals, cadmium (Cd) is the most hazardous and usually found in marine environ-
ment (Gu et al., 2019). Cadmium (Cd) is one of the main contaminants,
nonbiodegradable, non-essential heavy metal and extremely lethal to the organisms
even at lower doses and carcinogenic to humans (0.001–0.1 mg/L) (Maddela et al.,
2020; Wu et al., 2016). Cadmium is present in almost all environments like air, soil,
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water, and food (Hutton, 1983). Cadmium is commonly released into the environ-
ment due to the industrial activities, like mining, refining, and manufacture of
plastics (Dong et al., 2019). Cadmium usually occurs in the environment in the
ionic form Cd2+ (CdO2, CdCl2, or CdSO4) (Castro-González & Méndez-Armenta,
2008). The cadmium is considered as the seventh most toxic non-essential heavy
metal (Jaishankar et al., 2014) and released into the environment through natural
sources, like volcanism (Hutton & Hutchinson, 1987), and anthropogenic. The
anthropogenic activities include mining nonferrous metals, smelting, production of
nonferrous metals, iron and steel and the production and disposal of cadmium-
containing materials (electroplating, pigments, stabilizers, and Ni-Cd batteries)
(Hutton, 1983), use of phosphate fertilizers (Fielder & Dale, 1983) plastic stabilizers,
wood preservatives, arsenic pesticides, herbicides, fungicides, and others (Thornton,
1992) (Fig. 2).

Cadmium has a long half-life and is accumulated in organisms through the food
chain. Cadmium is persistent and remains in the environment for decades (Rehman
et al., 2020).

3.1.1 Effects of Cadmium on Aquatic Life

Accumulation of Cd in the living aquatic animals exerts a broad range of hazardous
effects on the different tissues of animals and their human consumers (García-
Navarro et al., 2017). The cadmium pollution of the aquatic habitat has significantly

Fig. 2 Sources of cadmium release
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increased in the last few decades, resulting in an increase of cadmium deposits in
tissues of aquatic organisms in all food chain systems (Giles, 1988). Cadmium is
highly toxic for all mammals and fish and it causes a number of structural and
pathomorphological changes in various organs of fish. The maximum cadmium
levels were identified in the kidney as well as liver of fish (Thophon et al., 2003).
While fishes occupy higher trophic level in the food chain, they considered as one of
the most common bioindicators for contaminants (Authman et al., 2015; Idriss &
Ahmad, 2015). Furthermore, fishes are generally consumed by humans as a main
source of protein. Thus, human body is largely vulnerable to enriched heavy metal
concentration in fishes (Ali & Khan, 2018).

3.1.2 Impact of Cadmium on Human Health

One of the main routes for cadmium exposure in humans is by the consumption of
rice (Shi et al., 2020). No physiological function of cadmium in human cellular
metabolism has reported and it is very toxic in minute quantity (Aksoy et al., 2014).
In the humans, Cd exposure results in various adverse effects, like renal and hepatic
dysfunction, testicular damage, pulmonary edema, osteomalacia, and damage to the
hemopoietic system and adrenals (Tinkov et al., 2018). Cadmium causes the cardio-
vascular, cancer, respiratory and renal, skeletal system in the humans when taken up
beyond the threshold limit (Radwan & Salama, 2006) (Fig, 3). Cadmium enters into
the animal and human bodies by the food web and causes different diseases (Ali
et al., 2019). Cadmium is not involved in any biological function; however, it
inhibits the DNA-mediated transformation in microbes, their cellular enzyme func-
tions, and also affects the symbiotic relationship between microbes and plants
(Kabata-Pendias & Pendias, 2001). In addition, the bioaccumulation of cadmium
in most of the plants may disturb various biochemical functions, which include
alteration in mineral uptake, photosynthesis, interfering with the enzymes required
for Calvin cycle and metabolism of carbohydrates, alters antioxidant metabolism in
plants, and lowers the crop productivity (Feng et al., 2010).

3.1.3 Biodetoxification of Cadmium by Bacteria

The microbes uptake metal by bioaccumulation and/or biosorption (Johncy et al.,
2010). Many microbes have developed chromosomally or extra chromosomally
controlled detoxification mechanisms to overcome the harmful effects of the heavy
metals (Ehrlich, 1997). The biosorption method is emerging as one of the attractive
technologies to eliminate heavy metals from the aqueous solution. The biosorption is
a process by which living and non-living microbial cells as well as cellular products
are used for the removal of heavy metals from aqueous effluents (Demey et al.,
2018). In the bacteria, the ability of absorption was higher because of high surface to
volume ratios as well as the existence of active chemosorption sites on the surface of
cell wall (Ma et al., 2020). Hou et al. (2015) reported cadmium biosorption by
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Klebsiella sp. at pH 5.0 and 30 �C. The main advantages of biosorption method
when compared to other techniques include high efficiency, low cost, minimization
of chemical and biological sludge, possibility of metal recovery and regeneration of
biosorbent (Lacerda et al., 2019). Some authors reported the high ability of
bioaccumulation of heavy metals by gram-negative and heterotrophic marine bac-
teria (Vogel & Fisher, 2010). Vibrio sp. is a potential microorganism for the
bioaccumulation of heavy metals (Vogel & Fisher, 2010). Vibrio harveyi, a normal
inhabitant of the marine environment is reported as potential for bioaccumulation of
cadmium up to 23.3 mg Cd2+/g of dry cells (Abd-Elnaby et al., 2011). The marine
bacteria also possess the properties of chelation of heavy metals, thus removing them
from the contaminated environment by the secretion of exopolysaccharides which
have been evident from the reports of Enterobacter cloaceae, a marine bacterium.
This bacterium has been reported to chelate up to 65% of cadmium, at 100 mg/L of
metal concentration (Iyer et al., 2005). The purple non-sulfur marine bacterial iso-
lates such as Rhodobium marinum and Rhodobacter sphaeroides are more potential
for the removal of cadmium, from the contaminated environments through
biosorption or biotransformation (Panwichian et al., 2011).

The bacteria eliminate heavy metal ions including Cd2+ from the environment
either by metabolism-independent adsorption on their cell walls or metabolism-
dependent intracellular accumulation (Vargas-García et al., 2012). The
hyperaccumulation of Cd2+ has been reported to disturb the cell physiology by
reactive oxygen species (ROS) production and disruption of bacterial respiratory
proteins (Zeng et al., 2012). The bacteria evolved many resistance mechanisms
include precipitation, efflux transport, transformation, and intracellular sequestration
by metallothionein, glutathione, and other thiol containing compounds to combat the
negative effects of heavy metal ions intracellular accumulation (Maynaud et al.,
2014). Stanbrough et al. (2013) also isolated a cadmium-resistant bacterium
Achromobacter sp. strain AO22 from soil and noted its resistance against cadmium
of up to 100 mg L-1. The bacterial strains Acinetobacter brisouii, Pseudomonas

Fig. 3 Cadmium toxicity on human health
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abietaniphila, Exiguobacterium aestuarii, and Planococcus rifietoensis which were
isolated from coastal sediments of Vietnam also showed high resistance against
cadmium 100, 130, 60, and 400 mg L�1, respectively (Bhakta et al., 2014).
Chovanova et al. (2004) studied the cadmium-resistant bacterial community isolated
from sewage sludge contaminated by cadmium ions. Hussein et al. (2005) isolated
the Pseudomonas sp. resistant to cadmium (3–11 mM). The biological elimination of
cadmium by Alcaligenes eutrophus CH34 was observed that the efficiency for
cadmium removal was over 99% (Mahvi & Diels, 2001). The bacterial sps. such
as Alcaligenes xylosoxidans, Pseudomonas fluorescens, Klebsiella planticola, Pseu-
domonas putida, Comamonas testosteroni, Serratia liquefaciens, and Pseudomonas
sp. showed resistance to Cd between 3 and 11 mM (Nath et al., 2012). Panwichian
et al. (2011) stated that Pseudomonas aeruginosa strain eliminated more than 75%
of the Cd from Cd-amended industrial wastewater under laboratory conditions. The
study conducted by Henriques et al. (2015) revealed 80% removal of Cd using
Pseudomonas putida strain from the culture medium. Bacterial cell walls or the
envelope of bacteria are able to absorb metal ions from the medium by electrostatic
interactions, and the heavy metal removing mechanism is a nonspecific interaction
of heavy metals to the extracellular polysaccharides or cell envelope, proteins,
teichoic acids, siderophores, and teichronic acids (Vijayaraghavan & Yun, 2008).
The extracellular polysaccharides are also involved in the bioaccumulation of heavy
metals. These extracellular polysaccharides have many functional groups, namely
amide, carboxyl, imidazole, amino, hydroxyl, phosphate, sulfhydryl, carbonyl,
amide, and phosphodiester groups that give very strong negative charge (Samina
et al., 2010). Hence metal ions from the medium may be attracted to the cell surface
of bacteria. The heavy metals from the environment are also transported through the
membrane of the bacteria through the permeation of lipids, carrier-mediated trans-
port, endocytosis, complex permeation, and ion pumps.

3.2 Mercury

Mercury (Hg) is a pervasive global pollutant with severe consequences for the
integrity of environment and human health. The oceans play a very important role
in global mercury (Hg) cycling. Once deposited, Hg is reduced to elemental Hg and
volatilized back into the atmosphere, accounting for as much as half of the mercury
present in the global atmosphere. The Mediterranean Sea is of special concern since
it is affected by multiple Hg pollution sources. The heavy metal, Hg exists mostly in
three forms such as metallic elements, inorganic salts, and organic compounds, each
of which possesses different toxicity and bioavailability. These forms of Hg are
present extensively in water resources like rivers, lakes, and oceans where they get
transformed into methyl mercury within the microorganism, eventually undergoing
biomagnification causing significant disturbance to aquatic lives. The Hg poisoning
is referred to as pink disease or acrodynia. The liberation of mercury into environ-
ment is by the activities of number of industries such as pharmaceuticals, paper and
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pulp preservatives, agriculture industry, and chlorine and caustic soda production
industry (Morais et al., 2012). ASGM (artisanal small scale gold mining) is one of
the main sources of contamination by anthropogenic mercury (Hg) on the environ-
ment because miners use metallic Hg to extract gold from river banks or river beds
(Veiga et al., 2006). This Hg can escape to the atmosphere and contaminate soil and
aquatic ecosystems of surrounding areas. Natural Hg is derived from tectonic
activities and volcanic emissions, while anthropogenic sources of Hg originate
from industrial and mining activities. In oceanic waters, mercury mainly occurs in
the forms of Hg0, Hg2+, methyl mercury, and dimethyl mercury and in colloidal form
(Morel et al., 1998). Mercury (Hg) is a calamitous environmental pollutant, espe-
cially after the environmental disaster at Minamata (Japan) and several other poi-
soning accidents due to the utilization of mercury pesticides in agriculture (Begam &
Sengupta, 2015). Human activities for instance, releases from the coal-fired plants
and mining have dramatically increased the mercury concentrations and
monomethyl mercury (MeHg) in the environment, marine ecosystems and their
population (Lamborg et al., 2014). Hg exists as elemental form, inorganic (iHg)
and organic Hg (primarily methylmercury, MeHg). The major cause of Hg into the
marine environment is by atmospheric deposition (Driscoll et al., 2013). Among
multiple heavy metals, mercury (Hg2+) is the most toxic element for the organisms
(Epstein, 2002). The inflow of mercury (Hg) into an aquatic ecosystem occurs
naturally, through mineral deposits, forest fires, volcanoes, oceanic emission, and
crust degassing. Metal may also be released into the ecosystems by human activities,
like smelters processing sulfide ores (e.g., during the production of metals like iron,
copper, gold, lead, and zinc), and other industrial activities, such as coal burning
(Li & Wang, 2019). Mercury contamination in aquatic ecosystems has received a
special focus since the discovery of mercury as the cause of Minimata disease in
Japan in the 1950s (Allen et al., 1988).

3.2.1 Toxic Effects of Mercury on Aquatic Organisms

The major source of environmental contamination is industrial waste that has been
released into the water bodies and has been transferred into the aquatic system such
as fish. Fish are particularly at risk and greatly exposed to pollutants due to feeding
and living in aquatic ecosystems, because they cannot escape from undesirable
effects of pollutants (Ahmed et al., 2020). Fish are one of the chief organisms in
the aquatic food chain ecosystem, having the potential to accumulate mercury at
1000 times exceeding in concentration than their surrounding aquatic environment
(Beckers & Rinklebe, 2017). The absorption and accumulation of various kinds of
heavy metals constitute a big threat for the fish ecosystem (Zeitoun & Mehana,
2014). The penetration of heavy metals penetrate into the fish is by direct absorption
from water through their gills and skin, or by ingestion of contaminated food (Ayyat
et al., 2020) and then the metals enter into the bloodstream of the fish and progres-
sively accumulate in their tissues, especially in the liver, where they are
bio-transformed and excreted or passed over to consumers through the food chain
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(Amini et al., 2013). The heavy metals accumulation in fish tissues is affected by
different forms of metal uptake, and environmental parameters as water temperature
or intrinsic factors such as size and age (Rajeshkumar & Li, 2018). Kim et al. (2018)
stated that the fish-based diets will have increased mercury levels, and also arsenic
and cadmium compared to poultry or red meat diets. Whenever Hg enters the water,
it is consumed by microbes, which are then consumed by small fish, and these, in
turn, by bigger fish. At each step up the food chain, the Hg is retained in the muscle
meat of the fish, resulting in the highest concentrations of Hg in large, long-lived
predatory fishes. Sub-lethal exposures of fish to methyl mercury might lead to
impaired ability to locate, capture, and ingest prey, and to avoid predation (Fjeld
et al., 1998).

3.2.2 Mercury Toxicity on Human Health

Seafood is also a source of mercury (Hg) primarily in the form of methylmercury
(MeHg), a potent neurotoxin which can harm the human fetus (Sheehan et al., 2014).
It is the source of nourishment of number of major nutrients containing high-quality
proteins, the marine long-chain omega-3 polyunsaturated fatty acids (n-3
LCPUFAs), eicosapentaenoic acid (EPA), docosahexaenoic acid (DHA), vitamin
B12, vitamin D, iodine, selenium, and zinc (Aakre et al., 2019). Humans may be
exposed to mercury through food, fish and using or breaking products containing
mercury (Norouzi et al., 2012). Bioaccumulated mercury may cause neuronal
damage for fish consumers (Kaur et al., 2011). Methyl mercury is the prevalent
form of organic mercury in the environment and it is a neurodevelopmental toxicant
(Obi et al., 2015), and it is also the most toxic form of mercury (Henriques et al.,
2015) and humans exposed to raised levels could have bad health implications.
Particularly, methyl mercury has ability to cross the blood–brain barrier (Silbernagel
et al., 2011). The methyl and dimethyl mercury (organic mercury) usually originate
from biological sources, primarily fresh or saltwater fish (Burger et al., 2011). The
target organ for mercury is brain and also it can cause damage to any organ and
promote dysfunction of nerves, kidneys, and muscles and it causes disruption to the
membrane potential and interrupts intracellular calcium homeostasis (Fig. 4).

Mercury vapors could lead to bronchitis, asthma, and short-term respiratory
problems. Mercury causes damage to the tertiary and quaternary protein structure
and transforms the cellular function. It also interferes with the transcription and
translation processes resulting in the disappearance of ribosomes and destruction of
endoplasmic reticulum and the natural killer cells activity. The aspiration of elemen-
tal mercury for prolonged period of time induces tremors, gingivitis, and excitability.
Ingestion of other common forms of mercury such as Hg2+ damages the gastroin-
testinal tract. Children, when exposed to methyl mercury while they are in the womb
would affect on their fine motor skill, language, attention, cognitive thinking, visual
spatial skills, and memory (Boylan et al., 2003). Around three thousand lakes in the
United States have been shut down to fishing due to mercury impurities and lot of
species of ocean fish are also polluted with substantial mercury concentrations
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(Boylan et al., 2003). The consumption of methyl mercury by humans from the
seafood is absorbed into the gastrointestinal tract and thereafter transported to the
blood. The main Hg toxicity target organs (Silbernagel et al., 2011) are the kidneys
(Lund et al., 1993) and brain (Franco et al., 2007). The manifestations from seafood
exposure were observed mainly in the central nervous system, involving sensory
disorders (Castoldi et al., 2001), ataxia (Harada, 1995), memory lapses, gastrointes-
tinal illness, weakened fine motor coordination, hypertension, muscle and joint pain,
thinning of the hair, numbness, heart rate disturbance, fatigue, sleep difficulties
(Silbernagel et al., 2011), coma and death (Bose-O’Reilly et al., 2010). Long-
standing exposure to methyl mercury induces teratogenic effects (Davidson et al.,
2004) and carcinogenicity (Boffetta et al., 1993), self-expression in offspring such as
congenital anomalies and tumor formation (Lopez et al., 2009). Mercury shows
undesirable effects in fertility, both in men and women (Maeda et al., 2019). The
exposure of women to mercury causes infertility and is influenced by a female
hormonal system disbalance. Especially, mercury is lethal for the women in labor,
who may transmit mercury to the unborn baby through the fetus-feeding organ,
lactating mothers (who can pass the Hg to the baby through breast) and young
children, whose nervous systems are developing. The elemental form (Hg0) as well
as organic form of mercury crosses the placental barrier and reaches the embryo,
leading to developmental disorders (Zheng et al., 2019).

3.2.3 Biodetoxification of Mercury

Mercury-resistant bacteria are now considered as potential approach to biological
remediation. Because of their simplicity, lack of secondary contamination, and cost-
effectiveness, when compared with other treatment technologies mercury-resistant
bacteria are the prominent alternative tool for bioremediation (Singh et al., 2008).
The bioremediation strategies (biotransformation, biosorption, and bioprecipitation)
of mercurials have been designed and implemented at few cases to remediate
mercurials in the environment (Von Canstein et al., 2001). Earlier analysis has
outlined the isolation of numerous organic and/or inorganic mercury-resistant bac-
teria belonging to species of the genera Bacillus, Pseudomonas, Staphylococcus, and

Fig. 4 Toxic effects of mercury on pregnant woman

308 A. Madhavi et al.



Escherichia from various mercury-contaminated environments (Bafana et al., 2010).
There have been reports on several bacteria holding novel genetic mechanisms to
convert the toxic form of mercury into less toxic forms to clear away the polluted
environments (Chien et al., 2010; Pepi et al., 2013). One of the best-studied bacterial
detoxification mechanism is the mer operon-mediated mechanism. The isolates of
bacteria harboring mer operons carry many functional genes like merA, merB
(optional in broad-spectrum mercury-resistant bacteria), merT, merP, and mer F in
addition to operator and promoter regions. Mer operon (positively inducible operon)
is responsible for the mercury deintoxification by transforming the organic form
(CHg) into inorganic form (Hg2+, Hg2

2+), and mediated by MerB (organomercurial
lyase) followed by conversion of inorganic mercury to elemental/volatile mercury by
MerA (mercuric ion reductase) (Dash & Das, 2012). Mercury-resistant determinants
have been identified in a vast array of gram-negative and gram-positive bacteria
isolated from different environments. Pseudomonas putida SP-1 is a biofilm-
forming, non-pathogenic marine bacterial isolate having the ability of volatilizing
89% of mercury and it has been confirmed that the mercury-resistant marine bacteria
is more efficient in bioremediation (Zhang et al., 2012). Similarly, Chang and Law
(1998) developed a detoxification process using Pseudomonas aeruginosa PU21 in
batch, fed batch, and continuous bioreactor systems. A photosynthetic bacterium,
Rhodopseudomonas palustris was engineered to accumulate Hg(II) using MerP and
MerT, and to sequester it by chelating with phytochelatin (Deng & Jia, 2011).
Canstein et al. (1999) proved the removal of mercury from chloralkali electrolysis
wastewater by a mercury-resistant Pseudomonas putida strain.

3.3 Arsenic

Among the heavy metals, As is attracting media attention owing to its high toxicity.
Humans (140 million) in more than 50 countries are exposed to arsenic-
contaminated drinking water (Ravenscroft et al., 2009). The word “arsenic” evokes
a reaction of fear in most people. This is because arsenic has a long history of being a
possible hazard to humans (Hughes et al., 2011). Arsenic is the natural part of the
Earth’s crust and it is released into the environment from the natural (e.g., volcanic
activity, biomethylation, and microbial reduction) and the anthropogenic (e.g., coal-
fired power generation, smelting, and vegetation burning) sources (Litynska et al.,
2017) and also found in the lakes, groundwater, rivers, warm springs, and seawater.
It (As) is a mixture of arsenate and arsenite, in the water with arsenate usually
predominating. The contamination of natural waters such as groundwater, seawater,
and freshwater with arsenic is an issue of global concern as the rising concentrations
have been recorded for water samples in various corners of the world (Rahman et al.,
2012). On an international scale, across 200 millions of human beings are at risk of
arsenic exposure at levels of concern for public health (Naujokas et al., 2013). Over
centuries arsenic has acquired a terrible reputation as “the poison of kings” or “king
of poisons” and difficult to detect even after the death since it is colorless, odorless,
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and tasteless element (Akhtar et al., 2017). In the healthcare service, arsenic has been
employed as a therapeutic agent. The arsenic is hazardous in all the four oxidation
states (+V, +III, 0, �III), trivalent and pentavalent arsenic is the most common
species found in the ecosystems (Rahman et al., 2014). The arsenic enters the
atmosphere by means of dust particles coming from volcanic emissions (ashes),
wind erosion, low-temperature volatilization from soils, marine aerosols, and pollu-
tion and is returned to the Earth’s surface (mainly to water bodies) by atmospheric
deposition and then, it passes through terrestrial runoff and groundwater discharge to
the water bodies. There it binds to or (co)precipitates with suspended particles and
tends to sink to the sediments (Sultana et al., 2015). Arsenic is the by-product of the
smelting of copper, lead, cobalt, and gold ores (Brininstool, 2017; Li et al., 2017).
There have been reports that the toxicity of arsenic compounds follow the order As
(III) > As(V) > monomethyl arsonate (MMA) > dimethylarsinic acid (DMA) >
organic arsenic species (ATSDR, 2017). Arsenic metabolites exist both in organic
and inorganic forms. Inorganic arsenic species, As(III) and As(V) have classified by
the International Agency for Research on Cancer as Class I chemicals, carcinogenic
to humans; meanwhile, MMA and DMA species are classified as Class IIB
chemicals, possibly carcinogenic to humans based on in vitro evidence (Escudero-
Lourdes et al., 2012). The inorganic arsenic is a highly poisonous compound, is a
cancer-causing agent recognized by the international agency for research on cancer
(IARC), and the organic arsenic is less toxic (Styblo et al., 2000).

3.3.1 Toxicity of Arsenic to Aquatic Organisms

Arsenic is highly poisonous to the life forms (Flora, 2015). Panagiotaras and
Nikolopoulos (2015) revealed that the typical arsenic leftovers in the marine organ-
isms range from 1 μg g�1 to about 100 μg g�1. This implies that the aquatic
organisms may be exposed to arsenic-contaminated water and/or sediments and
these organisms accumulate, store and modify arsenic species inside their body.
As a result, arsenic can be biomagnified inside the aquatic food web (Khan et al.,
2014). Fishes and the marine mammals may be subjected to acute and chronic
poisoning of arsenic in the aquatic environment. Acute exposure could occur within
a few hours and is generally linked with transformed behavior and hematological
shifts. This type of intoxication may also generate destructive effects. The lasting
toxicity could adversely affect gonads and raise issues with the development of
young specimens (Kumari et al., 2016). Both acute and chronic exposures bring
many negative symptoms. Algae, bivalves, mollusks, and fish are particularly
vulnerable to toxic effects of arsenic. The accumulation of maximum arsenic
concentration was observed in macroalgae due to their strong affinity for trace
metals. Meanwhile, the exposure of the fish and marine mammals is ceaseless to
arsenic-contaminated food. Metallic materials entering into the stretches of water
store up in the tissues of aquatic animals and this accumulation of metals including
arsenic influences a variety of physiological systems—fish growth, immune func-
tion, reproduction, and enzyme activity (Datta et al., 2009). Besides, fluctuations in
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water temperatures might possibly disturb the fish metabolism, and also tempera-
tures of water outside the appropriate temperature range have devastating effectson
fish (Bagnyukova et al., 2007). The analysis performed by Abdel-Hameid (2009)
proved the dramatic expansion in GOT and GPT of Nile Catfish, Clarias gariepinus,
exposed to arsenic, and higher levels can lead to hepatic impairment due to arsenic
poisoning.

3.3.2 Effect of Arsenic on Human Health

Human beings have been affected by the harmful health risks of arsenic (Smedley &
Kinniburgh, 2002). Latest epidemiological studies have reported detrimental effects
of arsenic on humans due to its high toxicity. The toxicity occurs even at the ppb
level (Edwards et al., 2014). In view of the abovementioned reasons, the world
health organization (WHO) advocated that the arsenic concentration in potable water
must not be more than 10 μg/L (Smedley & Kinniburgh, 2002). Arsenic is a known
neurotoxin (Edwards et al., 2014). The reports of several trials proved that the
arsenic exposure could lead to neuropathological disorders such as angiogenesis
(Messner & Bernhard, 2010), oxidative stress (Engström et al., 2010), inflammation
(Vega et al., 2001), and endothelial cell dysfunction (Luo et al., 2009). It also oulines
that some of the above disorders are intimately linked to cognitive dysfunction and
Alzheimer’s disease (Tan et al., 2003). Also human epidemiological studies reported
that dermatological disorders and carcinogenesis are the other consequences noted
due to the arsenic exposure (Chiou et al., 1995). The greatest problem is that the
larger segments of population who were exposed to arsenic-contaminated water in
Taiwan, Japan, Bangladesh, West Bengal-India, Chile, and Argentina were riskiest
of developing cancer (Mandal & Suzuki, 2002). The more risks were identified for
cancer of the skin and then for cancers of lung, bladder, kidney, and liver (Mandal &
Suzuki, 2002). The arsenic warfare agents (CWA) belong mostly to the arseno-
organic group and are characterized by high affinity for the sulfhydryl groups and
high toxicity (Frith, 2013). The CWA irritate the mucous membranes of the eyes,
nose, and throat and cause tearing, coughing, sneezing, pain in lungs, and breathing
difficulties. The target organ for arsenic poisoning is brain, affecting learning and
concentration due to its ability of crossing blood–brain barrier easily (Mundey et al.,
2013). Arsenic species are disseminated in all parts of the brain. But, in hypophysis
the maximum accumulation was inspected (pituitary gland) (Sanchez-Pena et al.,
2010). Development of neurological complications due to acute and chronic expo-
sure of arsenic is rather quick and usually reported as symmetrical sensorimotor
neuropathy. Sensory nerves are more susceptible to arsenic than motor nerves and
also neurons with long axons are affected more than neurons with short axon.
Neuropsychological studies proved that there is serious failure of memory and verbal
learning skills following arsenic exposure (Vahidnia et al., 2007). Also, arsenic
exposure affects hematopoietic system including bone marrow, spleen, and erythro-
cytes. When compared to other organs such as heart, liver, and kidney, the increased
rate of arsenic accumulation was identified in spleen with two to threefold greater
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accumulation (Zhang et al., 2014). Arsenic may cause a range of autoimmune
diseases including diabetes, atherosclerosis, and non-melanoma skin cancers
(Banerjee et al., 2009) and it is clearly evident that the accumulation of arsenic in
the pancreas decreases the secretion of insulin besides the cells viability (Lu et al.,
2011).

3.3.3 Biodetoxification of Arsenic

In previous decades, the ecology of arsenic was fully examined and numerous
arsenic-metabolizing microorganisms isolated from diverse ecosystems have been
characterized at the genomic level (Andres & Bertin, 2016). It has been pointed out
that among the bacteria the marine bacterium Marinomonas communis removes the
highest quantity of arsenic by withdrawing 2.290 mg As/g dw from cultures
containing 5.0 mg As/l As(V) (Takeuchi et al., 2007). The foremost bacterium that
was described capable of metabolizing arsenic is Herminiimonas arsenicoxydans
(β-proteobacterium) which was isolated from an industrial wastewater treatment
plant in Germany was shown to withstand enhanced levels of arsenic and to oxidize
arsenite, As (III), into arsenate, As(V) (Muller et al., 2007).

3.4 Lead

Lead is the second most toxic metal after Arsenic (As), comprises 0.002% of Earth’s
crust (ATSDR, 2017) and its natural level remains to be below 50 mg kg�1 (Pais &
Jones, 1997). Lead occurs naturally combined with two or more other elements to
form lead compounds sources (Flegal, 1986). The most toxic form of lead is organic
lead when compared with the inorganic lead due to its lipid soluble nature, leading to
expeditious implications (Timbrell, 2008). Lead is the one of the metals which do
not have any nutritive value and cause pollution in aquatic environment (Vasanthi
et al., 2019). Although earlier literature did not focus on the biological importance of
Pb, recent findings suggest that traces of Pb (~29 ng/g diet) is important for enzyme
activities and cellular systems, especially during cell development, hematopoiesis,
and reproduction (Assi et al., 2016). Lead is broadly dispersed in the environment
since it was discovered and utilized by the humans over a very long period of time
(Pompeani et al., 2013). Natural lead pollution results from volcanic explosions and
forest fire. Non-natural sources were from human activities, mainly referring to the
lead emission from the industry and transportation. Lead is usually found in ores,
mostly with copper, zinc, and silver. The principal advantage of lead is making
rechargeable storage batteries. Trucks, airplanes, automobiles, electric vehicles,
tanks, and broadcasting stations all use rechargeable storage batteries as the energy
source for light. Dozens of kilograms of lead were employed to manufacture one
battery (Crompton, 2000) (Fig. 5).
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Lead is also employed in the fuse wires, house and building roofs, sport instru-
ments, water pipes, various alloys, bearings, and lead crystal glassware (Zietz et al.,
2009) and also in prior centuries, lead was often used for covering roofs, window
frames, pipes, tableware, jewelry, weights, making glass, shooting balls, printing
fonts and for the toy industry for the production of lead soldiers (Wieczorek et al.,
2018). Lead poisoning occurs from various forms of human-related activities such as
smoking-related activities, leaded petrol, contaminated food, and drinking water,
painting of home and smelting and mainly from the manufacturing industries. More
than 100–200,000 tons of lead per year gets liberated from the vehicle exhausts in
United States, some may be taken by plants, fixation to soil and flow into water
bodies. Hence, human exposure of lead in the common population is either due to
food or water (Goyer, 1990). Various physiological processes of plants were dis-
turbed due to its extreme toxicity of the lead. A plant with elevated lead concentra-
tion fastens the production of reactive oxygen species (ROS), causing lipid
membrane damage which eventually leads to chlorophyll damage and photosyn-
thetic processes, thus inhibiting the overall plant growth (Najeeb et al., 2014).
Because lead is nonbiodegradable, it is persistent in the environment and accumu-
lates in soils, water bodies and sediments through deposition, leaching, and erosion
(Maja-Lena et al., 1999).

3.4.1 Toxicity of Lead on Aquatic Organisms

In few aquatic life forms, the rising lead levels in water could provoke undesirable
effects and may alter the blood parameters and neurological system in fish and other
animals. The fundamental sources of lead release into the water systems are domestic
wastewater, smelting and refining, manufacturing processes like metals, pulp and

Fig. 5 Multiple sources of lead
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paper, petroleum products, and dumping of sewage sludge (Nriagu & Pacyna, 1988).
Fishes were badly affected by exposure to the lead, causing mortality at lethal dose
and promoting impotency, changes in behavior, growth and development at
non-fatal concentrations (Afshan et al., 2014). In aquatic environment, Pb2+ is highly
stable form of lead and has been accumulated in fish organs such as, liver, gills,
kidney, scales, muscles, and skin. The exposure of lead in the aquatic environment
causes mortality, growth inhibition properties, and abnormalities in the muscle and
changes in reproductive performance (Srivastav et al., 2013).

3.4.2 Effect of Lead on Humans

Exposure to lead would happen by inhaling the contaminated dust particles and
aerosols or by consuming contaminated food and water. Lead in food or water causes
disruption of hemoglobin biosynthesis leading to anemia (Shivakumar et al., 2014).
It can further include a rise in blood pressure, kidney damage, miscarriages, subtle
abortions, and disruption of nervous system (Nnaji et al., 2007). Bhupander et al.
(2011) demonstrated that excessive consumption of lead through food/water might
lead to behavioral disturbances in children, brain damage, lower fertility in males,
and reduced study skills. In the broader sense, lead harms children more when
compared to the adults. Newborn and small kids are particularly vulnerable to
lower lead levels than adults. In the developing nations, more than 15 million
children were affected with long-lasting neurological disorders due to lead poisoning
(HEI, 2004). Mahaffey et al. (1982) observed that the children in rural community
contain blood lead concentrations of about 13.9 μg/dl, whereas those from cities with
populations less than one million had values of 16.5 μg/g/dl of blood. A number of
adverse health effects caused by lead mainly include the renal system, central
nervous system, hematopoietic system, and hepatic systems and many health risks
linked with chronic exposure to elevated blood lead levels are irreversible, with the
nervous system being predominantly important (Flora et al., 2012). The severity of
lead toxicity is correlated with higher blood lead levels, but manifestations may vary.
The rise in blood lead concentration in children is associated with IQ deficits,
attention-related behaviors, and poor progress in education (Centers for Disease
Control and Prevention (CDC), 2016, 2018). Exposure to lead in pregnancy is
connected with miscarriages and cognitive defects in the child (Centers for Disease
Control and Prevention, 2017). The lead impairs the multiple biochemical processes
include inhibition of calcium and reacts with proteins. After entering into body, Pb
takes the place of calcium and then interacts with biological molecules and
interferefs with their normal function. Lead decreases the activities of different
enzymes, causes changes in their structure, and inhibits their activity by competing
with the necessary cations for binding sites. The oxidative stress caused by lead is the
major mechanism responsible for its toxicity, causing changes in the composition of
fatty acids in the membranes (affecting processes like exocytosis and endocytosis,
and signal transduction processes). Pb can also cause gene expression alterations.
Lead poisoning in humans damages the kidneys, liver, heart, brain, skeleton, and the
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nervous system (Flora et al., 2006). Early signs of poisoning associated with
exposure to lead may include memory loss, headache, dullness, and being irritable
(Centers for Disease Control and Prevention (CDC), 2002). The International
Agency for Research on Cancer (IARC) stated that lead is a possible carcinogenic
agent in humans (Jarup, 2003). US EPA reported that the regulatory limit of lead in
drinking water is 15 ppb (Martin & Griswold, 2009). The WHO recommended safe
level of lead in wastewater and soils employed for agriculture are 0.01 and 0.1 ppm,
respectively (Chiroma et al., 2014). Different sources and toxic effects of heavy
metals on human health is presented in Table 1.

3.4.3 Biodetoxification of Lead

The lead-resistant microorganisms were isolated from metal polluted soils, industrial
wastes, and from plants growing on metal-contaminated soil. Among these isolates,
the following gram-positive bacteria which have been identified are Bacillus cereus,
Arthrobacter sp., and Corynebacterium sp. and the gram-negative bacteria include
Pseudomonas marginalis, Pseudomonas vesicularis, and Enterobacter sp. (Chen &
Wang, 2007). In gram-positive bacteria, peptidoglycan together with teichoic and
teichuronic acids are responsible for lead binding (Beveridge & Fyfe, 1985). Plenty
of microorganisms synthesize extracellular polymers (EPs) that bind cations of toxic
metals, thus protecting metal-sensitive and essential cellular components (Bruins
et al., 2000). There have been reports of lead(II) binding by EPs about Paenibacillus
jamilae (Perez et al., 2008), Bacillus firmus, Halomonas sp. (Amoozegar et al.,
2012), Pseudomonas sp. (Salehizadeh & Shojaosadati, 2003), and Cyanobacteria
(Paperi et al., 2006). This effect has been observed in lake sediments (Silverberg
et al., 1977). Arctic marine bacteria cultured under polar conditions were capable of
converting Pb(II) into trimethyl lead (Me3Pb) (Pongratz & Heumann, 1999) while
Pseudomonas sp., Acinetobacter sp., Flavobacterium sp., and Aeromonas
sp. transformed lead nitrate or trimethyl lead acetate into tetramethyl lead (Me4Pb)
(Hughes & Poole, 1989). Aeromonas sp., isolated from Lake Ontario, transformed
lead acetate into tetramethyl lead (Me4Pb). The precipitation of Pb(II) is used by
several microorganisms to lower the concentration of free Pb(II) by sequestering it in
the form of phosphate salts outside and inside the cell. The Citrobacter freundii
precipitates Pb(II) as extracellular phosphate (PbHPO4). Staphylococcus aureus
precipitates Pb(II) inside the cell as lead phosphate Pb3(PO4)2. This kind of protec-
tion allows this strain to withstand a 600-fold higher dose of Pb(II) compared to a
sensitive strain. The marine bacterium Vibrio harveyi is capable of precipitating Pb
(II) inside the cell in the form of an unusual phosphate compound Pb9(PO4)6. This
process is regulated partially by quorum sensing. The exact mechanisms of this
regulation are not known, but it has been suggested that quorum sensing controls the
availability of inorganic phosphates (Mire et al., 2004). Different types of heavy
metal resistant bacteria used for biodetoxification is presented in Table 2.
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4 Conclusion

Heavy metal pollution is currently a major environmental problem because metal
ions persist in the environment due to their nondegradable nature. The toxicity and
bioaccumulation tendency of heavy metals in the environment is a serious threat to
the health of living organisms. Unlike organic contaminants, heavy metals cannot be
broken down by chemical or biological processes. Hence, they can only be
transformed into less toxic species. Heavy metals are generally toxic to the body at
very low level. The main mechanism of heavy metal toxicity includes the generation
of free radicals to cause oxidative stress, damage of biological molecules such as
enzymes, proteins, lipids, and nucleic acids, damage of DNA which is key to
carcinogenesis as well as neurotoxicity. Microbes have various mechanisms of
metal sequestration that hold greater metal biosorption capacities. Several microor-
ganisms like bacteria, fungi, and algae have been used to clean up heavy metal
contaminated environments. Further research should be stretched out on the heavy
metal biodetoxification that may promote the development of advanced techniques
for the heavy metals biodetoxification in the biosphere.
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Generalities of the Coagulation-Flocculation
Process: A Perspective on Biocoagulants

Caroline Lissette Loor-Moreira , Kevin Jhon Fernández-Andrade ,
Gabriela S. Cedeño-Solórzano , Gema M. Manzaba-Salazar,
Yunet Gómez-Salcedo , Joan Manuel Rodríguez-Díaz ,
and Ricardo J. Baquerizo-Crespo

1 Introduction

Liquid effluent discharges from industrial activities present high levels of polluting
substances, which are harmful to ecosystems. The bodies of water receiving the
effluents, which are mostly surface waters, show part of this contamination with the
opacity of their waters as a result of sediments and interactions with natural organ-
isms (Zhou et al., 2020). The interactions between suspended particles, dissolved

C. L. Loor-Moreira
Programa de Posgrado en Ingeniería Química, Instituto de Posgrado, Universidad Técnica de
Manabí, Portoviejo, Ecuador
e-mail: cloor3333@utm.edu.ec

K. J. Fernández-Andrade
Programa de Posgrado en Ingeniería Química, Instituto de Posgrado, Universidad Técnica de
Manabí, Portoviejo, Ecuador

Departamento de Investigación y Desarrollo, Empresa Purificadora Aqua Heredia, Aquaher
S. A., Rocafuerte, Ecuador

G. S. Cedeño-Solórzano
Departamento Producción, Empresa Purificadora Aqua Heredia, Aquaher S. A., Rocafuerte,
Ecuador

G. M. Manzaba-Salazar · Y. Gómez-Salcedo · R. J. Baquerizo-Crespo (*)
Departamento de Procesos Químicos, Facultad de Ciencias Matemáticas Físicas y Químicas,
Universidad Técnica de Manabí, Portoviejo, Ecuador
e-mail: yunet.gomez@utm.edu.ec; ricardo.baquerizo@utm.edu.ec

J. M. Rodríguez-Díaz
Departamento de Procesos Químicos, Facultad de Ciencias Matemáticas Físicas y Químicas,
Universidad Técnica de Manabí, Portoviejo, Ecuador

Programa de Pós-graduação em Engenharia Química, Universidade Federal da Paraíba, João
Pessoa, Brazil
e-mail: joan.rodriguez@utm.edu.ec

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
N. R. Maddela, L. C. García (eds.), Innovations in Biotechnology for a Sustainable
Future, https://doi.org/10.1007/978-3-030-80108-3_16

333

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80108-3_16&domain=pdf
https://orcid.org/0000-0002-2578-8549
https://orcid.org/0000-0002-0241-8887
https://orcid.org/0000-0002-3914-8585
https://orcid.org/0000-0002-6614-8644
https://orcid.org/0000-0002-3791-8849
https://orcid.org/0000-0002-6268-3965
mailto:cloor3333@utm.edu.ec
mailto:yunet.gomez@utm.edu.ec
mailto:ricardo.baquerizo@utm.edu.ec
mailto:joan.rodriguez@utm.edu.ec
https://doi.org/10.1007/978-3-030-80108-3_16#DOI


inorganic chemical species, as well as organic matter generate suspended sediments,
which cause the opacity of the waters (Kitchener et al., 2017; Tinterri et al., 2020).

Turbidity is a relative indicator of the opacity of the bodies of waters, which
measures the sediment concentration or total solids. The effects on ecosystems
caused by turbidity are: (1) the decrease in the passage of sunlight, which hinders
photosynthetic processes on the underwater surface (Tinterri et al., 2020),
(2) decreased dissolved oxygen (Miljojkovic et al., 2019), (3) retention of organic
matter (Soler et al., 2020), among others.

One of the characteristics that stands out of the turbidity of the water is that the
suspended particles have negative charges, this generates interparticle interactions
that reduce their sedimentation rate (Park & Seo, 2011). These particles with equal
charges form a stable colloidal system, this presents attractive and repulsive forces
which maintain the suspension.

To remove turbidity, water treatment plants include clarification stages to reduce
suspended sediments. These stages use coagulation-flocculation systems, these are
low cost, simple and highly efficient operations (Zahrim et al., 2017). The coagu-
lating agents can be synthetic or biocoagulants (Baquerizo-Crespo et al., 2021).
Synthetic coagulants are highly efficient, but present limitations such as: (1) the
toxicity of the effluents due to trace metals and (2) the generation of large volumes of
sewage sludge that are not biodegradable.

The most widely used synthetic coagulants are salts and aluminized polymers;
these present high percentages of turbidity removal and are low costs and easy to
obtain (Gandiwa et al., 2020). However, the chemical stability is low, since in
aqueous media aluminum is soluble, the dissolution of which is harmful to health
and to post-clarification treatment processes. Other compounds of wide application
for this type of treatment are synthetic cationic polymers that can form large flocs
very quickly. This effect occurs because most of them are of plastic origin, which
when destabilizing the system, their agglomeration occurs easily. Among the most
widely used polymers are aluminum polychlorides, polyamides, ferric
polychlorides, polydiallyldimethylammonium, among others (Manda et al., 2016).
Despite their efficiency for the removal of turbidity, these polymers are not degrad-
able, so they remain in the residual sludge, which leads to contamination problems
and final disposal becomes complex.

Biocoagulants are polymers of plant, animal, or microbial origin, this guarantees
the biodegradability of the sludge (Saleem & Bachmann, 2019) and less toxicity
(Miyashiro et al., 2021). Biocoagulants from plant extracts are widely accepted due
to their abundance and ease of obtaining. Plant extracts with biocoagulant properties
are characterized by having large polymeric chains of high molecular weight, these
can be proteins, polysaccharides, or polyphenols. Some of these extracts are already
in use due to their high yields such as Cactus Opuntia, Moringa Oleifera (Gandiwa
et al., 2020), Alyssum (Fard, Hamidi, Yetilmezsoy, et al., 2021), and Lallemantia
(Fard, Hamidi, Alavi, et al., 2021).

Biocoagulants have proven to be highly efficient for treating surface water as well
as wastewater; however, the implementation of this technology on an industrial scale
faces challenges in optimizing the process. Factors such as pH, temperature, as well
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as the polymer composition of the biocoagulant, among others, influence the kinetics
of the biocoagulation process. This chapter presents an overview of colloidal
systems, turbidity removal mechanisms, and factors that influence water treatment
from biocoagulants. In addition, it identifies different mathematical models for the
kinetic evaluation of the process.

2 Colloidal Systems

Surface and wastewater are media for the dispersion for a variety of substances such
as particulate materials, as well as silt, bacteria, plankton, viruses, biopolymers, and
macromolecules. These particles, known as colloids, maintain their dispersed state
due to the superiority of the forces associated with the solid-liquid interface (Bratby,
2016). Oyegbile et al. (2016) mention that colloidal particles in suspension
(0.001–10 μm) have low settling rates due to interactions with other particles of
equal surface charges.

Park and Seo (2011) describe the dispersion of particles by means of the theory of
Derjaguin, Landau, Verwey, and Overbeek (DLVO), which states that the main
forces that influence the colloidal charge in a solution are: electrostatic repulsion and
the van der Waals force. As a result of the combination between the van der Waals
force and the electrical repulsion potential, the interaction between two particles is
obtained.

A colloid particle has negative charges, which causes attractive interactions with
positively charged particles, this generates an electric potential. A colloidal particle
has three potentials: (1) the Nernst potential that exists on the surface of the colloid,
(2) the Zeta potential (Z) that corresponds to the potential measured on the surface
that encloses the fixed layer of ions adhered to the particle, and (3) the Stern potential
that exists on the inner surface of the double layer (Shammas, 2005). A colloidal
particle has a double electrical layer, which surrounds a particle in dispersed phase
(Fig. 1).

Colloidal particles present a layer of ions (surface charge), generally negatively
charged, which are adsorbed on the surface of the particle. The Stern layer presents
counterions with opposite charges attracted to the surface charge by the electrostatic
force. The diffuse layer is the dispersion medium adjacent to the particle, it contains
free ions with a greater amount of counterions. The ions in this layer are affected by
the electrostatic force of the charged particle (Park & Seo, 2011).

In the electric double layer, the electric potential has a maximum value in the
Stern layer, which causes an attractive movement between particles induced by the
inclusion of an electrolyte (positive or negative) to destabilize the colloidal medium.
This attraction movement causes the distance between particles to decrease and
therefore the molecular interaction energy increases. On the contrary, with increas-
ing distance from the surface the potential decreases and reaches zero at the
boundary of the electric double layer. A layer of the surrounding liquid remains
attached to the particle when it begins to move in the dispersion medium. This layer
has a limit called the sliding plane, and the value of the electric potential at this limit
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is known as the Zeta potential, which is a relevant parameter for the interaction of
colloids (Oyegbile et al., 2016). The lower the value of the Zeta potential, the greater
the intermolecular attractive force. In particular, the dependence of the electric
potentials with the distance between particles allows to establish the stability of
the system and under what circumstances destabilization can be induced (Oyegbile
et al., 2016). The curves in Fig. 2 indicate the strong relationship between the

Fig. 1 Double electric layer of a colloidal particle

Fig. 2 Separation between colloidal particles and their repulsion and attraction interactions
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distance and the energy of interactions; however, the thickness of the double layer
and the state of valences are also considered. The greater the thickness of the double
layer, the greater the energy of molecular interaction at short distances, but that
decreases as the particles move away from each other. All these relationships
converge in the behavior of Brownian motion, which is one of the main forces that
govern the mechanism of flocculation and subsequent sedimentation, as a function of
the frequency of collisions (Oyegbile et al., 2016).

The energy of the interaction between particles is the sum of the forces of
repulsion and attraction (Fig. 2). The separation of the counterions of a colloidal
particle is impossible due to the stability existing between them. This makes the
potential Z the only potential that can be estimated directly. For this reason, the
potential Z is fundamental since its value determines the electrostatic forces between
the particles, although it must be considered that it varies according to the nature of
the components in the solution (López et al., 2014). At greater distances between
colloids, the repulsive forces decrease, while the attractive forces do not exist
(Fig. 2A). The coexistence between particles and the repulsive forces that act,
generates the erratic movement of the colloids, this in turn encourages the attraction
forces to come closer together. As the colloids reduce their distance, the interaction
energy reaches a maximum point, because the attractive forces increase (Fig. 2B).
When the repulsive forces exceed those of attraction, the Z potential decreases,
without reaching an intimate contact between particles (Fig. 2C).

3 Fundamentals of Coagulation-Flocculation

Coagulation-flocculation systems use chemical agents known as coagulants. These
substances have charges, generally positive, to destabilize the colloidal matter
dispersed in the water (Teh & Wu, 2014). The neutralization of the colloids forms
aggregates of greater size and density, known as flocs, which allow the sedimenta-
tion of these particles (Bratby, 2016).

Arboleda (1972) explained the coagulation-flocculation process with a physical
model. This physical model refers to the formation of an adhered layer and a diffuse
layer around the colloid. The formation of the first layer occurs when the coagulant
carried by the dispersing medium reaches the surface of the colloid to neutralize the
charge. The second occurs when the counterions separate from the surface of the
colloid due to the agitation of the liquid, this prevents the colloids from forming a
compact double layer. Thus, the colloids that form the fixed layer are retained by
electrostatic and Van der Waals forces; in addition, they resist thermal agitation,
which does not happen with the diffuse layer of ions (Pieterse & Cloot, 1997). This
physical model of coagulation has limitations regarding the use of biocoagulants, as
well as in the treatment of wastewater, because electrolytes can undergo various
interactions of addition, electrostatic attraction and repulsion, the hypotheses point
towards mechanisms of a chemical type.
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The literature explains the coagulation-flocculation process from the perspective
of three chemical models. The first model refers to the adsorption of opposite charges
contributed by the coagulants, which generates the neutralization of the colloid, this
process occurs on the colloidal surface (Saleem & Bachmann, 2019). A second
model refers to the destabilization of colloids, the formation of bridges between
particles. For this process it is necessary for the polymer to be formed by chemical
groups that interact with the colloidal particles, this allows the formation of chemical
bridges between the particles and increases their size. These bridges can break under
certain conditions (Mer & Healy, 1963). A third model refers to destabilized
particles attached to formed flocs that settle, and gradually increase the density of
the particle (Duan & Gregory, 2003).

3.1 Phases of Coagulation

According to Baquerizo-Crespo et al. (2021), the coagulation-flocculation process
occurs in two phases: (1) perkinetic coagulation and (2) orthokinetic flocculation.
Both the perikinetic phase and the orthokinetic phase depend on the motion of the
particles. Particles can be displaced due to (1) Brownian motion or (2) by agitation of
the liquid, the main cause of collisions. In a way, all the particles are subject to
flocculation due to both mechanisms. The greater or lesser influence of one or the
other depends on the size of these.

Perkinetic coagulation begins with a rapid shaking regime (between 100 and
200 rpm), and its objective is to disperse the coagulating agent in the raw water to
facilitate the destabilization of the colloidal particles (Baptista et al., 2017).
Orthokinetic flocculation occurs under conditions of slow agitation, in which
destabilized particles collide and due to interactions between them, join together to
form larger particles (Baquerizo-Crespo et al., 2021). Criteria for the slow agitation
regime vary. Baptista et al. (2017) and Hargreaves et al. (2018) indicated agitation
speeds between 15 and 30 rpm, while Kalaitzidou et al. (2020) set an average
agitation speed of 50 rpm. Bu et al. (2019) recommended agitation speeds between
40 rpm.

The optimization of the perikinetic coagulation process, as well as orthokinetic
flocculation requires the study of various factors to estimate the dose of the coagulant
for treatment. The factors include: (1) dose of the coagulant-flocculant, (2) compo-
sition of the water, (3) pH, (4) temperature as well as (5) mixing conditions.

3.1.1 Coagulant-Flocculant Dosage

The turbidity reduction effect of biocoagulants is due to the presence of various
substances such as carbohydrates and long-chain proteins that are capable of
complexing and sedimentation easily. The selection of the coagulating agent has a
direct influence on the efficiency of the coagulation process (Zhu et al., 2011). The
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following situations may arise: (1) the amount of coagulant is insufficient to achieve
destabilization of the colloids, (2) enough coagulant has been added to cause
destabilization, (3) excess coagulant can cause charge inversion and
re-stabilization of the particles (Shammas, 2005).

The selection of the optimal dose to apply is determined by jar test tests and
depends on the concentration of colloidal particles and the pH value. Choudhary
et al. (2019) reported the removal of 98% of the synthetic turbidity in waters with
500 NTU, with a dosage of extract of Opuntia ficus-indica of 1500 mg L�1. On the
other hand, Vignesh et al. (2020), applied doses of 200 mg L�1 of coagulant based
onMoringa oleifera to remove 83% of the turbidity in synthetic waters of 250 NTU
of turbidity. These biocoagulants (Opuntia ficus-indica and Moringa oleifera)
reported concentrations of divalent minerals in the protein structures that favored
the destabilization of colloidal particles. According to Kakoi et al. (2017), achieved a
99% reduction in turbidity, and more than 95% of COD, lead, and chromium from
waters with 2750 NTU, with a dosage of 1200 mg L�1 of biocoagulant based on
Maerua Decumbent. In addition, he stated that the efficiency of biocoagulants is
linked to the presence of hydroxyl and carboxyl groups in the extracts. Sun et al.
(2019) used a flocculant based on carboxylated chitosan and modified with
dimethyldiallylammonium chloride and 3-chloro-2-
chloropropyltrimethylammonium chloride, which had a yield of 91% of turbidity
removal with the use of only 4 mg L�1 of flocculant. This occurred due to the
presence of chlorinated and ammonium compounds that allowed the destabilization
of the system quickly and evenly. Daverey et al. (2019) used only 0.6 mL L�1

extracts of Musa paradisiaca peel and Dolichos lablab seeds, with a removal of
turbidity that reached 98.14% at a pH of 9. Although sometimes the dosages can be
low, in the study carried out by Muniz et al. (2020) with the application of 2 g L�1 of
ripe Abelmoschus esculentus, turbidity removal reached 91%. Mohamed Noor et al.
(2021) added 60 mL ofMoringa oleifera extract to remove 94% of the turbidity from
the water.

3.1.2 Composition of the Water

The composition of the water depends on the source of origin, as well as the factors
of the environment with which it interacts. One of the main factors that influences the
composition of the water from natural springs is the contamination of the soil, due to
the filtration processes of the water prior to its arrival at the water source (Vogt et al.,
2001). Another factor that influences is the change of the climatic season that
generates changes in turbidity levels from 400 to 600 NTU in dry seasons, up to
13,000 NTU in rainy seasons. In the case of bodies of water whose fluidity is limited,
as in lakes and ponds, the degradation of organic matter produces the accumulation
of phosphates and nitrogen ions. Other important factors are the chemical oxygen
demand (COD) and the biological oxygen demand (BOD), which depend on runoff
contaminated with chemical compounds or by the microbial flora of the water
source. Surface water bodies with high concentrations of organic matter show
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coloration and a wide range of pathogenic and non-pathogenic microorganisms.
Dissolved salts also vary depending on the origin and nature of the water, since they
can be from a well or from a river and have different concentrations with each other
and with other types of water. The presence of liquid effluents changes the compo-
sition of these bodies of water by adding emerging compounds such as drugs, dyes,
pesticides, among others.

The presence of dissolved salts such as calcium and sodium chlorides promote
colloidal destabilization and facilitate the coagulation-flocculation process.
According to Megersa et al. (2019), the presence of salts of NaCl and NH4Cl,
promoted removal yields of high turbidity of 95%, with the application of extracts
of Moringa stenopetala (Baker f.) Cufod and Maerua subcordata in waters with
synthetic turbidity. Likewise, Carvalho et al. (2016) used Moringa oleifera extracts
and compared the effects of NaCl and CaCl2 in the removal of turbidity caused by
Microcystis aeruginosa cells, they achieved 75% reduction. This confirms that
biocoagulants based on plant extracts also have antimicrobial activity. The presence
of salts during the coagulation process promotes: modifications in the optimal pH
range, variations in the time required for flocculation and in the amount of
biocoagulant required (Gregory, 2013). Rossini et al. (1999) indicate that the
excessive presence of dissolved ions in the water could affect the physical-chemical
balance of the process.

3.1.3 Alkalinity and pH

The pH influences the balance of two competing forces: (1) between the hydrolysis
products of metal and H+, for the interaction with organic ligands, and (2) between
hydroxide ions and organic anions for the interaction with products of metallic
hydrolysis (Pallier et al., 2010; Tatsi et al., 2003). The use of biocoagulants must
consider an optimal pH range to achieve maximum removal of turbidity. In general,
biocoagulants act at slightly acidic pH and close to neutral, however, there are some
whose pH is lower (Table 1).

The pH of the waters establishes the charges of the particles that generate
turbidity (Saxena et al., 2019), likewise the efficiency of a biocoagulant varies
depending on its solubility at a certain pH (Nharingo et al., 2015). The wrong
selection of a biocoagulant implies operating expenses in the change of pH of the
medium (Ni et al., 2020; Tian & Zhao, 2021).

3.1.4 Water Temperature

This factor affects the movement of fluids, their interactions, as well as the degree of
hydrolysis of coagulants and the mechanisms of adsorption and precipitation (Kang
& Cleasby, 1995). Coagulation rate is directly related to process temperature
(Fitzpatrick et al., 2004). Mamchenko et al. (2011) suggest operating temperatures
above 5 �C and below 20 �C, regardless of the biocoagulant and pH. Dolejs (1992)
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mentions that temperatures close to 15 �C promote the balanced formation of flocs,
because the diffusion speed is slow enough to allow the agglomeration of
destabilized particles and in the amount necessary for the formation of flocs of
similar sizes throughout the system. The formation of flocs of adequate size allows
a greater recovery of sludge and therefore a greater recovery of clarified water. If the
temperature is low (<5 �C), the rate of coagulation and flocculation decreases, which
causes the formation of excessively large flocs and other excessively small ones that
fail to settle. On the contrary, when the temperature is too high (>20 �C), coagulation
and flocculation are so fast that the flocs do not reach the adequate weight to settle, so
it is necessary to add a greater amount of biocoagulant (Huang et al., 2013; Zhang
et al., 2018).

3.1.5 Mixing Conditions

On a laboratory scale, agitation of the medium in three stages is an important aspect
to achieve a proper process. A first rapid mixing stage (>100 rpm) of short duration
(1–2 min) allows the dispersion of the biocoagulant and the destabilization of the
particles, the movement of the medium is chaotic. During the addition of the
coagulant, the degree of agitation determines whether the coagulation will be
complete. In addition, the turbulence must be uniform to ensure the dispersion of
the biocoagulant and the neutralization of charges (Liang et al., 2009).

Subsequently, the second stage corresponds to low speed stirring (<50 rpm) for a
prolonged period (between 10 and 15 min). This stage promotes the interaction

Table 1 Optimal pH for various types of waters and biocoagulants

Type of water Biocoagulant pH Removal Reference

Surface water Chitin extracted from
shrimp waste

6 95% turbidity
85% organic
matter

(Frantz et al., 2020)

Textile
wastewater

Moringa oleífera extract 6.5 96 % reactive
black 5 dye

(Miyashiro et al.,
2021)

Paint-contami-
nated water

Mucuna seed extract 2 89% pigment
particle

(Ezemagu et al.,
2020)

River water Plantago ovata extract < 8 95% turbidity (Ramavandi, 2014)

Colored
wastewater

Moringa oleífera powder 6-8 90% turbidity
and color

(Badrus, 2018)

Wastewater Rice starch 2.3 98% turbidity (Usefi & Asadi-
Ghalhari, 2019)

Bilge water Alyssum mucilage 7.05 92.30% COD
99.92% turbid-
ity
99%
tensoactives

(Fard, Hamidi, Alavi,
et al., 2021)

Synthetic water
(100 NTU)

Gummy exudate from
Cedrela odorata

6.3 >80% turbidity (Mejías et al., 2010)
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between destabilized particles with the flocs formed, so in this stage the intensity of
the mixture and the flocculation time are factors that influence the physical and
chemical properties of the flocs. Cho et al. (2006) indicate that increasing the
flocculation time results in a decrease in the size of the flocs. The flocculation time
is related to the agglomeration rate, which will depend on the nature of the fluid flow
(Bridgeman et al., 2008, 2010). The higher the agitation intensity, the faster the
agglomeration speed of the particles (Klimpel & Hogg, 1986), therefore, as the flocs
grow in size, the hydrodynamic shear forces that are induced by the velocity gradient
also increase (Bouyer et al., 2005). If the flocs exceed their maximum size, the shear
forces acquire an intensity that breaks them into smaller particles. Floc resistance is
affected by several factors such as size, shape, compaction, nature of the micropar-
ticles, the number and shape of the ligaments that hold the particles together
(Elmaleh & Jabbouri, 1991). In practice, the variation of the flow modifies the
residence times and velocity gradients in the flocculator, so the optimization of
this parameter ensures the reduction of turbidity (Manning et al., 2010; Rossini
et al., 1999). The increases in stirring speed (from 60 to 150 rpm) negatively
influence the removal of turbidity in surface waters, with biocoagulants based on
Moringa oleifera (from 98.67 to 96.05%) and Caesalpinia spinosa (from 94.67 to
92.14%) (Baquerizo-Crespo et al., 2020, 2021).

Finally, reducing the stirring speed to 0 rpm for indefinite times allows free
sedimentation of the flocs (Chatsungnoen & Chisti, 2016). In this last stage, the
destabilized particles and flocs settle, separating clean water from accumulated
impurities (Hriberšek et al., 2011). Sedimentation is considered the last treatment
step before discharge to the receiving water, and should produce a supernatant with
low suspended solids concentrations that meet the standards (Wilén & Balmér,
1999).

3.2 Kinetic Aspects of Coagulation-Flocculation

The kinetic study of the coagulation-flocculation treatment presents different per-
spectives, related to: (1) floc growth, (2) the coagulation-flocculation process, and
(3) sedimentation. Each perspective presents elements that allow establishing the
coagulation-flocculation mechanisms, the influence of the factors, and their impact
on the performance of the process. It is also a tool for the design of clarification
systems (Kang & Cleasby, 1995).

3.2.1 Coagulation-Flocculation Modeling

The classic approach to the coagulation-flocculation process considers a binary
coalescence model, known as the Smoluchowski model (Eq. (1)) in honor of its
author. This approach considers the union of two particles to form a larger particle
(Filbet & Laurençot, 2004; Kang & Redner, 1984). Among the aspects considered
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by this model, the relationship between the mass of a particle with a collision cross-
section and its diffusion in the medium stands out.

dck tð Þ
dt

¼ 1
2

X
iþj¼k

Kijci tð Þc j tð Þ � ck tð Þ
X
j>0

Kjkc j tð Þ ð1Þ

where c(t) represents the concentration of particles of sizes i, j, k, in a time t, i, j, k are
subscripts for the colliding particles (i, j) for the formation of a larger particle (k), Kij

is rate constant for increasing the concentration of particles of size k, Kjk is rate
constant for decreasing the concentration of particles of size k.

The model presents a mass balance structure in an unsteady state, to establish the
change in the concentration of particles with mass k. The model explains the
variation of ck(t) from the union of particles of sizes i, j and from the consumption
of these particles to form others of greater size. An analysis of the expressions
reveals that the binding process refers to a second-order constant, so that increases in
concentration exponentially raise the concentration. The reduction term refers to a
first-order constant, so the reduction of the k size particles is linear. In addition, the
model considers the relationship between the mass of a collision cross-sectional
particle and its diffusion in the medium; however, it discards convective effects.
Another important aspect to highlight is the value of 1

2, this refers to the fact that the
collision of two particles only generates a new particle.

Another approach is that of the Brownian motion of the particles (Eq. (2)). This
approach considers the decrease in the concentration of the initial size particles by
means of non-specific order kinetics (Obiora-Okafo et al., 2019).

dC
dt

¼ �kCα ð2Þ

where C is the concentration of particles with the initial size at time t, α is the order of
coagulation-flocculation reaction, k is the ath coagulation-flocculation order rate.

This approach relates the kinetic constant of the process with the properties of the
medium. Obiora-Okafo et al. (2019) indicate an expression for the estimation of the
value of k (Eq. (3)).

k ¼ 8 KBT
3μ

ð3Þ

where KB is the Boltzmann’s constant, T is the temperature, μ is the viscosity of the
medium.

Parker et al. (1971) mention an approach to the coagulation-flocculation process
in which he considers two terms (Eq. (4)). The first term is related to the rate of
erosion of flocs due to shear forces with the fluid medium. The second term is related
to the reduction of primary particles. The proposed model is:
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dn
dt

¼ kBXG
m � kAXnG ð4Þ

where kB is the floc breakup rate constant, m is the breakup rate exponent,
x represents suspended solids, G is the velocity gradient, kA is aggregation rate
coefficient, n is primary particle concentration at time t, t is the time.

The various kinetic coagulation-flocculation approaches provide information on
the stability of the dispersion and the interactions, of the particles, which depend on
the number and efficiency of the collisions (Oyegbile et al., 2016). According to
Gregory (2013), collisions between particles occur at a speed which is controlled by
differential sedimentation diffusion transport mechanisms and involves a process
with second-order kinetics. However, the applications of these models to the analysis
of biocoagulants are limited.

3.2.2 Sedimentation Kinetics

The sedimentation of the flocs is a process that depends on the size and density of
these particles. Floc densities are generally between 2.5 and 4.0 kg L�1, with sizes
ranging from 0.3 to 2 mm (Kramer et al., 2019).

Kynch (1952) analyzes the sedimentation kinetic with a model based on a
microscopic mass balance (Eq. (5)). This model proposes that the variation of the
concentration at a point varies according to the speed with which a particle descends.

∂m
∂t

þ ∂ Vs mð Þ
∂ z

¼ 0 ð5Þ

where m is the concentration of particles at time t in a specific position, Vs is the
sedimentation velocity.

This approach considers that the movement of the particles is unidirectional,
caused by the force of gravity. Under this premise, the study of sedimentation
kinetics requires the observation of the displacement of the flocs in batch sedimen-
tation. These tests measure the advancement of the interfaces formed between the:
(1) the supernate and suspension, and (2) the suspension and the sediments. The
observation of these zones requires transparent graduated cylinders, generally made
of glass (Fig. 3).

The sedimentation curve measures the height of the two interfaces that form
versus time. These curves refer to the sedimentation characteristics, defined by the
sedimentation rate, the solid/liquid volume fraction, the floc size, the induction
period, the soil formation time, the solid content profiles, the permeability, and the
sediment compressibility (Kang et al., 2019).

For effective coagulation-flocculation processes, the clarified liquid (supernate)
in the upper part does not present particles in suspension. Below there will be an area
with flocculent particles that settle (suspension), this will have greater turbidity.
The sediments accumulate in the lower part and this generates an increase in
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volume. However, not all areas are always visible during sedimentation tests. The
literature presents various approaches (Eqs. (6)–(17)) to the estimation of sedimen-
tation velocity, by means of non-linear expressions (Cho et al., 1993; Manning et al.,
2010).

vs ¼ vs max e
�nsX ð6Þ

vs ¼ vs maxX
�ns ð7Þ

vs ¼ vs max 1� nsXð Þ4:65 ð8Þ

vs ¼ vs max
1� nsXð Þ3

X
ð9Þ

vs ¼ vs max
1� nsXð Þ4

X
ð10Þ

vs ¼ vs max
e�nsX

X
ð11Þ

vs ¼ vs max
1� ns,1Xð Þ4

X
e�ns,2X ð12Þ

vs ¼ vs maxX 1� Xð Þ ð13Þ
vs ¼ vs max 1� nsXð Þ2e�4:19X ð14Þ

vs ¼ vs max 1� nsXð Þ2 exp �ns,2X
1� ns,3X

� �
ð15Þ

vs ¼ vs max 1� ns,1X þ ns,2X
2 þ ns,3X

3 þ ns,4X
4

� � ð16Þ

Fig. 3 Batch sedimentation zones

Generalities of the Coagulation-Flocculation Process: A Perspective. . . 345



vs ¼ vs,1 1� ns,1Xð Þns,2 þ vs,2 ð17Þ

where ns is an empirical factor for the fit of the model.
Kang et al. (2019) propose a 5-parameter S-model (Eq. (18)) for the sedimenta-

tion of the flocculated zone. This model considers the height of the suspension zone
and the sedimentation zone.

H tð Þ
h0

¼ 1

ln exp 1ð Þ þ t
th

� �nsh in omc
1�

ln 1þ t
ts

� �

ln 1þ 1045

tc

� �
2
4

3
5

8<
:

9=
; ð18Þ

where H(t) is the position of the interface at time t, h0 is the initial height of the
suspension, th is a parameter related to the induction period of the hindered sedi-
mentation, ns represents the maximum settling speed of the sedimentation blanket,
mc is a parameter related to the consolidation phase, ts is a parameter related to the
hindered settling, tc is a parameter related to the final sediment height.

This model considers the extent of the period of hindered sedimentation
(Fig. 4A), visualized as a plain in the upper part of the kinetic curve. Followed by
a period of constant rate of sedimentation (downward sloping) (Fig. 4B) that
culminates when the zone of suspended particles is reduced and allows the zone of
clarified liquid and sediment to merge (Fig. 4C). Another process that is considered
is the compaction of the mud (Fig. 4D).

The graphs of the model (Kang et al., 2019) allow evaluation of solid concentra-
tions. Thus, for systems with high concentrations of solids (Fig. 4 I), the model
presents low times for hindered settling, as well as a zone of compaction of sludge
with a low height. For lower concentrations of solids (Fig. 4 II) the hindered settling
zone is extended, likewise the zone of compression of sludge indicates that to reach
the total sedimentation of the solids extremely long time is required.

Fig. 4 S-model for sedimentation kinetics
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Bakiri and Nacef (2020) conceptualized the variation of the height of the inter-
faces in sedimentation as a two-stage process (hindered settling and compression).
This model proposes a simple approach, in which the evaluation of the height takes
the non-linear expressions evaluated by Cho et al. (1993), with a change in the
independent variable of suspension concentration by the sedimentation time. Due to
the characteristics of non-linear expressions, the change of variable is feasible.

H tð Þ ¼

k1e
�n1t; 0 � t � tl hindered settlingð Þ

k2
en2 tþtlð Þ

t
tl

þ 1

0
B@

1
CA; tl � t compressionð Þ

ð19Þ

where H(t): is the height of the interface at time t, k1, k2 are kinetic constants, n1, n2
are shape factors, tl is the time limit between the hindered settling and compression.

Despite the extensive literature describing the kinetics of the coagulation-
flocculation process, there are few references to the application of these models to
biocoagulants. A particular case is that of Padhiyar et al. (2020), whom evaluated the
sedimentation kinetics with three wastewaters (dye rich, starch rich, mixed waste-
water), with the use of Moringa oleifera powder as a biocoagulant, with particle
sizes of 600 and 300 μm. In this case, the evaluation was according to kinetic models
of chemical reaction of zero, first, and second order. Second-order kinetics stood out
in the results. The values were diverse, thus for the dye rich waters, the constants
presented equal values (0.0002 NTU�1 min�1), while for the starch rich waters the
particle sizes of 300 μm favored the kinetics (k¼ 0.0001 NTU�1 min�1), contrary to
mixed wastewaters in which the 600 μm size presented the highest value of k in the
study (0.0008 NTU�1 min�1).

4 Final Considerations

The literature presents evidence of the use of biocoagulants in the treatment of
surface and wastewater, with advantages over chemical coagulants such as:

• Low volume of sludge.
• Biodegradable sludge.
• Does not affect the ecosystem.
• Sustainability of the process.

However, there are still gaps in the mechanisms of action, as well as in the kinetic
aspects in the use of biocoagulants. Some aspects to consider in the future develop-
ment of biocoagulants are:

• Effects of the temperature of the medium in the process of colloidal destabiliza-
tion, formation of flocs, and sedimentation.
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• Analysis of the agitation regime in the development of flocs.
• Evaluation of the process scaling from the kinetic criteria.
• Analysis of biocoagulant product sludge and its post-treatment alternatives.
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Drug Resistance Mechanism
in Staphylococcus aureus

Anjaneyulu Musini, Priyanka Kandula, and Archana Giri

1 Introduction

Staphylococcus species are largely distributed in nature and comprised of huge
populations (Harris et al., 2002). They are natural commensals of both human and
animal skin and mucous membranes and retrieved from nature in an omnipresent
manner (Huijbers et al., 2015). The real probability we are facing in twenty-first
century is that even small wounds and common infections may lead to death of an
individual. Among the Staphylococcus species, S. aureus is the most pathogenic
with numerous infections varying from mild to life-threatening infections (Archer &
Crossly, 1997). World Health Organization (WHO) has listed methicillin-resistant
Staphylococcus as one of the significant threats worldwide (2014) owing to its
resistance to multi-drugs. Different infections caused by S. aureus include pneumo-
nia (lungs inflammations), mastitis (mammary gland infection), skin infections
(impetigo, cellulitis and staphylococcal scalded skin syndrome), bone infection
(osteomyelitis) and infective endocarditis. S. aureus may also cause food poisoning,
resulting from the production of enterotoxins.

1.1 Background

It was first found by specialist Alexander Ogston in 1880 in Aberdeen, Scotland, in
patients who are experiencing ulcerated injuries. They belong to Staphylococcus
genus, Firmicutes: it shows positive on gram staining, coordinated in a series of
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grapes when seen under a magnifying lens, anaerobic or vigorous, ideally grows at
37 �C and at a pH of 7.4. Most of these are hemolytic, developing a clear haemolytic
ring on blood agar plates around the colonies. S. aureus does not produce spores or
flagella, but has a capsule that can develop golden yellow pigment and decompose
mannitol. It is the most prevalent organism found on dry surfaces for a more
extended period of time and can endure high temperatures (Guo et al., 2020).

1.2 Risk Groups

Age is a strong factor, for S. aureus bacteremia (SAB) occurrence which is having a
high infection rate. Previous studies have shown that extreme infection occurs
during the first years of life, decreases during young adulthood, and moderately
increases advancing with age. Compared to women, the male is more influenced by
this. The reason behind this is not known well, incidence of SAB significantly
increased in HIV-infected patients. It is a consequence of high drug injections
used by the HIV people and the low amount of CD4 count in them. Patients with
hemodialysis are at great risk, too (Steven et al., 2015).

1.3 Epidemiology

In many of its description after a century of research, S. aureus is an alarming
pathogen for human beings. Despite constant improvement in patient care, infections
attributed S. aureus are still associated with substantial mortality and morbidity to
both in hospitals and in society. Clinical and molecular epidemiology of infections
caused by S. aureus through the advent of CA-MRSA (community-acquired MRSA)
infections have improved enormously throughout the last 20 years. These changes
are quickly identified, thanks to the uncommon combination in CA-MRSA with low
rates of non-β-lactam antimicrobials. These clones come out and spread in patients
who are lacking with the classic epidemiologic risk factors for MRSA infections and
interaction with healthcare indicates that the CA-MRSA epidemic may emerge from
unexpected regions and populations. This worrying surveillance of epidemiological
studies on S. aureus infection and the molecular depiction of S. aureus strains has
highlighted the renewed importance of it. This observation has been largely
conducted in North America and Europe for the basic identification of novel
CA-MRSA clones and livestock-associated MRSA (Rasigade et al., 2014).

Overall, since the turn of the millennium worldwide, the landscape of infections
with Staphylococcus aureus has grown at a rapid rate. However, in non-western
countries until recently most of these changes had gone largely undetected and
probably because research efforts are mainly focused on the CA-MRSA catastrophic
rise in North America and on the similar epidemic threat in Europe. Owing to the
increasing connectivity, a global view of S. aureus dynamics is necessary to
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anticipate the rapid spreading of newly emerged clones. The S. aureus of Africa,
India and the Far East requires reconnaissance efforts to be continued and more
resources to be provided for controlling and investigating infections (Lowy, 1998).

1.4 Genetic Mobile Components

S. aureus has number of genetic mobile components which may encode antimicro-
bial resistance for different antibiotics (Wang et al., 2018). S. aureus is a commensal
pathogen due to its rapid adaptive nature to all the pressures exerted by the human
host. Versatile hereditary components are believed to be an essential element in the
adaption cycle by transferring the hereditary material within and between the forms
of microscopic organisms. Most importantly, genetic mobile components encoding
for virulence factors show resistance to majority of antibiotics, as well as the gene
which demonstrates resistance to all the β-lactam antibiotics in MRSA (Malachowa
& DeLeo, 2010).

Versatile hereditary components were first revealed within the genome of maize
during the 1940s (Mcclintock, 1951). They serve as an important element for the
transfer between eukaryotes and prokaryotes of genetic material. They are small
fragments that code for the virulence gene and resistance gene. Besides, they code
for the enzyme that mediates their transition into the host and their incorporation.
The transfer of MGEs between cells known as horizontal gene transfer has been
observed through intracellular and extracellular mobility. It may take place in
prokaryotic-to-prokaryotic cells or prokaryotic-to-eukaryotic cells or eukaryotic-to-
eukaryotic cells also. Mobile genetic elements include components of the plasmids,
insertional sequences, phages, transposons, chromosomal cassettes and pathogenic-
ity islands. The genetic material transfer takes place via the vertical process
(Malachowa & DeLeo, 2010).

1.5 Staphylococcus aureus Genome

The S. aureus genome includes the core genome, accessory components and foreign
genes. The core genome responsible for building up the backbone of the genes has
the main role in metabolic functions. This genome is strongly conserved among the
isolates. An accessory part contains mobile genetic components constituting 25% of
the total genome of S. aureus which includes chromosomal cassette, transposons,
pathogenicity islands and genomic islands. Virulence genes are carried by MGEs
(mobile genetic elements) (Kirmusaoglu, 2007) (Fig. 1).
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2 Bacterial Pathogenesis

S. aureus pathogenesis of infection involves five stages, they are colonization, local
infections, sepsis, metastatic infection and toxinosis (Cluff & Reynolds, 1965). In
healthy people, roughly around 30% of S. aureus colonization happens in the
anterior nares of nose, vagina and the perianal area. It is transferred in mucous
membrane asymptomatically from days to months. Colonization takes place before
the infection occurs. Once infection happens, it may spread locally or enter the
bloodstream. The existence of various virulence factors make this organism a
pathogen. S. aureus has different virulent mechanisms hence this organism is used
for the study of pathogenetic infections (Archer & Crossly, 1997).

One of the most significant stages of pathogenesis in S. aureus infection is the
antiphagocytic polysaccharide capsule (Vlaeminck et al., 2020). Presence of the
different virulence factors provides the potential of an organism to cause different
infections by releasing enzymes, cell surface proteins, adhesion proteins and evading
factors. Some toxins are also responsible for causing diseases, different factors work
together to cause pathogenesis. Bacteria are protected by the extracellular polysac-
charide capsule which safeguards the bacteria from the opsonization process to live
in host cells (Stark, 2013).

Virulence factors which are released by S. aureus are very much complex; they
not only lyse the cells of the host but also stimulate the process of invasion and
disrupt the host cells. Many of the variables of virulence can control both adaptive
and innate responses of immune system (Thammavongsa et al., 2015). Surface
proteins present on the surface of S. aureus aid in adhesion. Many Staphylococcus
strains express fibrin or fibrinogen binding proteins, which help for their attachment
to the blood clots. Osteomyelitis and septic arthritis infection are caused when some
strains of S. aureus bind to collagen (Fig. 2).

One of the virulence factors is coagulase—an extracellular protein that ties to the
prothrombin to frame a composite called staphylothrombin in the cells of the host.
Fibrinogen is converted to fibrin by activating protease in the thrombin. Coagulase
protects bacteria from phagocytosis and immune system. Protein A also acts as a
surface protein of S. aureus, this links with the IgG molecule in the wrong direction.

Fig. 1 Genome structure of Staphylococcus aureus
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The protein A binding to the IgG molecules occurs in the serum. Binding in incorrect
orientation disrupts phagocytosis and opsonization process.

Proteases, lipases and DNase supply nutrients to the bacterial growth in the host
cells. α, β, δ, γ toxins act as membrane damaging toxins, among those most powerful
one is the α toxin. Platelets and monocytes in human are most sensitive to α toxin.
Production of α toxin initiates septic shock. Leukocidin is the main factor respon-
sible for necrotizing infections of the skin. It works together with others to destruct
the membranes.

2.1 Plasmids Encode Antibiotic Resistance

Plasmids are autoreplicating DNA molecules. Staphylococcus generally contains
one or more plasmids per cell, and they differ in gene content. Staphylococci
plasmids are further separated into three groups, they are: (1) small multiply
plasmids carrying a single immune determinant, (2) larger (15–30 kb) low copy
(4/6 cells) plasmids that carry many resistant determinants, (3) conjugative multi-
resistant plasmids. Larger plasmids undertake DNA replication mechanisms
although smaller ones replicate by rolling circular mechanism. S. aureus plasmids
transfer intercellularly via transduction or conjugation. S. aureus remains a free
circularized DNA or linearized DNA and merges into the chromosome (Malachowa
& DeLeo, 2010).

β-lactams are wide class of antibiotics because of their high effectiveness and low
toxicity. They prevent cell wall biosynthesis in bacteria by irreversible binding of
penicillin-binding proteins to the transpeptidase domain (Carboneau et al., 2010). A
strain of S. aureus had progressed antibiotic resistance against penicillin by produc-
ing an enzyme called penicillinase, which hydrolyses penicillin. This process was

Fig. 2 Virulence factors of Staphylococcus aureus
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first observed in the late 1940s. They have seen many instances occurring in the
United States and the UK, where the S. aureus strains resistant to penicillin were
segregated from the patients. So, in the beginning, those who showed resistance to
S. aureus were isolated and they have acquired the word nosocomial associated with
penicillin-resistant S. aureus. Later, the resistant strains lacking risk factors, like the
hospital strains were isolated from the individuals present in the community. This
resulted in a situation where increased resistance to penicillin was found from the
late 1940s until the early 1960s (Bitrus et al., 2018).

Later a homologue to penicillin was released which is called methicillin as an
important drug for the prevention of S. aureus infections. Yet methicillin resistance
was observed over a duration of one year after treating S. aureus infections (Bitrus
et al., 2018). We should be in place to control these bacteria quite easily, but this is
not the case because of endurance shown against many antimicrobial agents.
S. aureus is considered as the most transferred bacteria among healthcare workers
due to improper cleaning of hands. Recent studies have shown that by simply
enhancing the handwashing acquiescence in hospitals not only S. aureus infections,
but many are reduced (Zoabi et al., 2011).

Inactivation of penicillin by penicillin-resistant strains was first revealed by Kirby
(1944). Penicillinase is now produced by more than 90% of S. aureus. Penicillin
resistance mainly occurs by spreading resistant strains. The transposable element
contains a gene for β-lactamase, and it is present on the larger plasmid (Lowy, 2003).

Penicillin resistance in S. aureus is mediated by the Blaz gene which codes for
β-lactamase. This primary extracellular enzyme is produced when S. aureus is
exposed to β-lactam antibiotics and hydrolyses the β-lactam ring, thus inactivating
the β-lactam. Mainly two regulatory genes control the Blaz, they are antirepressor
blaR1 and the repressor blal. Numerous studies have shown that a sequential split of
regulatory proteins BlaR1 and Blal is required for the signalling pathway of
β-lactamase. Upon exposure to β-lactams, cleavage of BlaR1, a transmembrane
sensor-transducer gets activated. Zhang et al. (2001) explained that a protein
which is cleaved acts as a protease directly or indirectly splits the repressor BlaI
and permits enzyme synthesis by blaZ (Lowy, 2003).

2.2 Antimicrobial Resistance Development in Staphylococcus
aureus

S. aureus provides a greater and tougher model for understanding the complexity;
they adopt during antibiotic pressure. These microorganisms can respond fast to the
new provocations shown by all the new antibiotics. The evolution of resistance in
this pathogen occurs by altering the target drug site, inactivation of antimicrobial
agent enzymatically, and efflux pump (Bitrus et al., 2018).

S. aureus cell wall is very thick compared to other Gram-positive bacteria.
Increased thickness of the cell wall is a mechanism used by the Staphylococcus
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aureus for resistance against other antibiotics that attack wall of the cell, mainly
vancomycin (Cazares-Domínguez et al., 2015). The wall of the cell is a polymer that
is comprised of peptidoglycan and composed of disaccharides structures NAG and
NAM units. NAM has peptide stems; these peptide stems of neighbouring peptido-
glycan are cross-linking points. The peptide stems are different for every organism.
S. aureus has pentapeptide (Ala-Glu-Lyc(Gly)-Ala-Ala). The peptidoglycan back-
bone synthesis is a catalytic reaction of transglycosylases and transpeptidases.
Transpeptidases are nothing but penicillin-binding proteins (PBP), they perform
cross-linking through the wall of bacterial cells. The activity of PBP is more
important for bacterial sustainability. The antibiotics like B-lactams also target
these PBPs. There are four native PBPs that exist in S. aureus. PBP1, PBP2,
PBP3, PBP4 (Tipper & Strominger, 1965). Fifth PBP is identified in methicillin-
resistant S. aureus and named PBP2a. This PBP2a is encoded by the genemecA. The
normal PBPs are efficiently inhibited by B-lactam antibiotics, due to the structural
similarity but this PBP2a is not well inhibited. So, when normal PBPs activity is
inhibited, it will continue the cross-linking of peptidoglycans. S. aureus produces
Pc1Beta-lactamase, the product of blaz gene which resists the beta-lactam antibiotics
(Fishovitz et al., 2014).

B-lactamase hydrolyses the B-lactam ring and makes it inactive. Methicillin-
resistant S. aureus acquired gene mecA which encodes PBP2a. The genes for fem
(factor essential for expression of resistance to methicillin) and aux (Auxiliary)
factor also responsible for methicillin resistance have been identified (Tomasz &
De Lencastre, 1994). The gene mecA has been acquired by S. aureus from an
unknown source and its autologous has been identified in S. sciuri, S. vitulinus and
S. fleurettii (Fishovitz et al., 2014).

2.3 The Action of Antibiotics and Mechanism

Serine acylation takes place when serine active site strikes the carbonyl ring of
β-lactam. β-lactam antibiotics bind to the transpeptidase or carboxypeptidase of the
penicillin-binding protein domains. β-lactam derived acyl-enzyme complex is stable
compared to the temporary acyl-enzyme complex obtained from the D-Ala-D-Ala
which is incapable of transpeptidation and goes through extremely slow hydrolysis
for the regeneration of free serine. Irreversible acylation is observed. Hence, this
irreversible acylation ceases the activity of transpeptidase, and carboxypeptidase
engaged in the cell wall formation (Walsh & Timothy, 2016).

Transpeptidase PBP2 in the S. aureus enzyme comprises of the trans glycosylase
domain and the transpeptidase domain. The transglycosylase and transpeptidase
domains are separated well in the S. aureus containing bifunctional proteins PBP2.
The β-lactam antibiotic targets the trans glycosylase region which transfers
the disaccharide pentapeptide of peptidoglycan from membrane-bound lipid II to
the growing polysaccharide chains. The transpeptidase (TP) region cross-links the
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glycine cross bridge to the 4th D-alanine of the adjacent chain (Peacock & Paterson,
2015).

β-lactam antibiotics due to their structural analogy to D-Ala4-D-Ala5 binds to the
serine residues present in the active site of TP in PBP2, as a result the β-lactam bond
is broken, and penicilloyl-o-serine intermediate is formed. Penicilloyl-o-serine inter-
mediate is extremely stable than the intermediate formed by the peptidoglycan acyl-
enzyme. It takes about 1–4 h for the addition of a water molecule to penicilloyl-o-
serine to regenerate the serine active site and release penicilloic acid as the product.
Blocking of the TP (Transpeptidase) enzyme active site, the peptidoglycan biosyn-
thesis is stopped. The β-lactam antibiotics induce the toxic malfunctioning of cell
wall biosynthesis apparatus which results in the cycle of synthesis followed by
autolysis.

The β-lactamase of S. aureus is a typical β-lactamase (BlaZ) which is same as the
acyl-enzyme intermediate as transpeptidase of PBP2 and is resistant to penicillin. In
this process the catalytic difference between BlaZ and TP is the kinetics of
deacylation involved. In the presence of BlaZ, the addition of water is fast which
results in regeneration of the serine active site and release of open ring penicilloic
acid which is a hydrolytic degradation product without inhibitory activity (Foster,
2017).

2.3.1 Staphylococcus aureus Resistance to Penicillin and Mechanism

Resistance to penicillin by S. aureus is mediated by blaZ gene which codes for
B-lactamase. The blaZ structural gene which is accountable for β-lactamase is
transferred by the elements like transposon Tn552. It is situated on a large plasmid
or it is integrated into the chromosome of bacteria (Plata et al., 2009). BlaI repressor
and the BlaR sensor are responsible for the expression of the enzyme. Lack of
β-lactam antibiotics stops the transcription of blaZ because the BlaI which is
bound to the promoter-operator region suppresses blaz and blaI-blaRI operon. In
the presence of β-lactam antibiotics, the binding of β-lactams to BlaRI takes place,
then separation of zinc metalloprotease domain of blaRI occurs and splits the blaI.
BlaZ gene is transcribed in the presence of β-lactam to β-lactamase and allows
S. aureus to grow continuously. This primary extracellular enzyme, which is pro-
duced when staphylococci are exposed to β-lactam antibiotics, hydrolyses the
β-lactam ring, thus inactivating the β-lactam (Kirmusaoglu, 2007) (Fig. 3).

2.3.2 Staphylococcus aureus Resistant to Methicillin

Infections of MRSA are different types based on where they are acquired. For
instance, healthcare acquired MRSA has been documented in 1960s, particularly
in hospitals and other healthcare facilities (HA-MRSA). Patients with the weakened
immune system, who have undergone recent surgery or those with medical devices
implanted are at higher risk for HA-MRSA and the prevalence of this infection has
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been increasing steadily (Moosdeen et al., 1986). A second and more alarming type
of infection with MRSA has emerged in the 1990s, which is called community-
acquired MRSA. The point of origin for this infection can be more complex to
remember, but they are thought to be common in the childcare setting, athletic
settings, term care facilities, or sharing of objects. The infections appear as a simple
infection in the beginning but can progress into a life-threatening illness. The
extensive spread of MRSA is seen in community-acquired infections.

MRSA strain can develop many genetic changes by making it highly resistant to
different antibiotics. This organism can develop drug resistance very rapidly (Aziz &
Hassan, 2019). The incidence of mecA gene in the chromosome helps in the transfer
of bacterial cells to other cells. Studies of Ito et al. (2001) revealed that the incidence
of mecA gene in all the DNA strands of MRSA acts as antibiotic resistance. Two
genes with recombinase ccrA and ccrB regulate the mecA gene. Previous experi-
ments proved that by removing mecA gene from MRSA it lost its resistance
mechanism. S. aureus shows resistance to methicillin only if mecA gene is present
along with ccrA and ccrB. They both help in the expression of mecA gene. Protein
production is inhibited by mecA gene and it makes it difficult for the antibiotics to
bind (Dever & Dermody, 1991).

The chromosome of S. aureus contains Orfx genes in which the large DNA
fragments called Staphylococcus cassette chromosome is inserted. It may encode
resistance to antibiotics or virulence determinants. S. aureus obtains resistance to
methicillin by the introduction of a staphylococcal cassette chromosome, which
carries the mecA gene, inside the chromosome (Malachowa & DeLeo, 2010).

The Scc element is exactly extracted from the N315 chromosome and integrated
into the S. aureus chromosome, containing a distinctive set of recombinase genes,
CcrA and CcrB. The distribution of Scc mec in MRSA was first observed in Japan

Fig. 3 Penicillin resistance mechanisms in S. aureus
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during the 1990s. The studies of Ito et al. (2001) reported two additional types of
genetic elements that carry mecA gene in MRSA isolated from many countries in the
world. Structural analysis of the new genetic element disclosed the sharing of
chromosomal integration site with Scc mec, preserved terminal inverted repeats
and direct repeats, the genetic organization is conserved among the mecA and the
presence of Ccr genes. It helps for identification of the elements belonging to Scc
mec family of S. aureus (Ito et al., 2001).

Genomic islands and scc mec elements are present in the staphylococcal species
and contain two crucial elements, the ccr genes complex and the mec gene complex
(mec). Ccr gene domain contains orfs and genes for ccr, whereas mec gene contains
mecA gene, genes for regulation and sequences responsible for upstream and
downstream insertion of mecA.

It has led to the classification of Scc mec because of the existence of various mec
and ccr allotypes. They are Type I Scc mec, Type II Scc mec, Type III Scc mec, Type
IV Scc mec and Type V. Type I Scc mec contains class Bmec and Ccr type I; Type II
scc mec contains class A mec and ccr type II, Type III Scc mec contains mecA class
and type III ccr, Type IV Scc mec contains mecB class and type II ccr, Type IV
contains mec C2 class and type 5 ccr (Piriyaporn et al., 2006). Type V Scc mec
element does not include any antibiotic resistance genes except β-lactam resistance
which is transferred by a novel genetic complex (Ito et al., 2004).

MecA Gene, Resistance Mechanism
mecA gene codes for an altered penicillin-binding protein, PBP-2a, which is not
reticent by the existing beta-lactam antibiotics and helps in continuous cell wall
biosynthesis. Most of the researchers in this field suggest that all the MRSA strains
contain amecA gene. Hence, we can consider this as a cornerstone that is responsible
for the MRSA phenomenon.

Mec operon is present in MRSA strains and absent in MSSA strains. Studies
revealed that the mecA gene present in MRSA and mecA of Staphylococcus sciuri
disclosed 88% similarity. But the difference is mecA of Staphylococcus sciuri
showed sensitivity to methicillin. This reinforces that MRSA is an offspring of
ancestral strains in the developmental process (Chambers, 1997).

Transcription of mecA is stopped when there are no β-lactam antibiotics because
the mecI that is bound to the promotor-operator region suppresses mecA along with
mecI-mecRI operon. MecRI acts as a β-lactam sensing signal transducer. When
β-lactams are present, they bind to MecRI and cleave the MecI which is already
bound to the operator region. Transcription of mecA occurs, the transcribed mecA
produces PBP2a which shows less affinity to β-lactams. Because of the low affinity
of PBP2a to β-lactams, the cell wall biosynthesis occurs continuously and shows
resistance (Kirmusaoglu, 2007) (Fig. 4).

The basic function of PBP2 may be replaced by the PBP2A which acts as a
surrogate transpeptidase in methicillin resistance S. aureus strains. Hence, PBP2 is
no more important for the MRSA to grow. But they face the problem when they are
exposed to β-lactam antibiotics. In this incidence, the activity of transglycosylase of
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PBP2 plays an important role in the cell wall biosynthesis and development of
bacteria (Leski & Tomasz, 2005).

In a previous literature, Anne et al. (1995) explained that S. aureus resistance
towards methicillin is an intrinsic resistance unlike the plasmid-borne in penicillin.
This intrinsic resistance is observed in many other pathogenic bacteria which is
related to the modification of PBP; it may be either in the amount or their affinity
towards the β-lactams. Hence, the immediate attention turned out for understanding
the mechanism of PBPs in methicillin-resistant S. aureus.

The quantity of amino acid, amino sugar and teichoic acid of MRSA and MSSA
showed no noticeable variations in the wall composition (Wyke et al., 1982). The
biosynthesis of peptidoglycan has been researched by Smith and Wilkinson (1981)
in vitro on S. aureus which is highly resistant to methicillin. They described two
different types of peptidoglycan synthesis which shows different susceptibilities to
methicillin. Inhibition of ‘cell wall thickening’ occurs when the methicillin is added
in low concentration, whereas high concentration of methicillin showed slight effect
on their growth and synthesis of cell surface.

Wyke et al. (1982) observed the growth and viability of the cells when methicillin
was applied to S. aureus which was in exponential phase. They observed that
turbidity increased gradually with no change in the rate for over one generation
and remained constant and similar was with the high MRSA strains. Hence meth-
icillin acts as bacteriostatic and not bactericidal.

Past examinations have established that components encoded on β-lactam plas-
mids are engaged with the acceptance of PBP2a and it has been stated that those
components are the β-lactamase administrative qualities. These examinations gave
the primary direct proof that blaI and blaRI are the plasmid determined qualities
engaged with the managed expression of mecA (Wyke et al., 1982).

2.3.3 Kinetics Reaction Mechanism

Mechanism of the kinetics for the reaction of PBP2a with all the β-lactams is
identical to that of all the normal PBPs. Dissociation constant Kd is formed when

Fig. 4 Methicillin resistance mechanism in S. aureus
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β-lactam reversibly binds with the active site of the enzyme (serine). Dissociation
constant Kd is converted to the acyl-enzyme complex (k2) by the process known as
acylation. Acylation inhibits the cross-linking behaviour of the transpeptidase
resulting in deacylation (k3). This is the only process to free the active site present.

PBPþ β � lactam $ PBP:β � lactam ! PBPþ β � lactam

Kdð Þ k2ð Þ k3ð Þ

Slow hydrolysis occurs releasing the β-lactam open ring as a product. It has been
observed that the deacylation process takes a longer time in normal PBPs than cell
viability in the presence of β-lactam antibiotics. The rate of acylation occurs fast in
normal PBPs compared to that of PBP2a. It shows 3–4 orders of smaller magnitude
than the acylation rate, which is observed in normal PBPs. On analysis through
circular dichroism spectroscopy, it exhibits a modification of conformation upon
acylation of the PBP2a. The slow rate of deacylation has been observed in PBP2a
(Peacock & Peterson, 2015).

There are wide variety of antimicrobial drugs available that have been used to
treat S. aureus infection. Antimicrobial resistance is often based on the mechanism
of the activity of antimicrobial drugs (Reygaert, 2018). The antimicrobial agents
based on their mechanism of action are listed below (Table 1).

2.3.4 Drug Resistance to Different Antibiotics

Hospital-acquired and community infections with S. aureus have improved and
strengthened antibiotic resistance of S. aureus isolated strains from 2009 to 2014
from various clinical samples at Yuzuncu Yil University, Dursun odabas medical
center, microbiology laboratory and their antibiotic susceptibility test results were
compared and analysed. The isolates were described using traditional methods in

Table 1 Different groups of
antibiotics and their mode of
action

Antibiotics Mechanism

β-lactams
Cephalosporins
Penicillin
Glycopeptides

Inhibits the synthesis of cell wall

Aminoglycosides
Chloramphenicol
Macrolides
Oxazolidinones
Streptogramins

Protein synthesis inhibition

Quinolones
Fluoroquinolones

Nucleic acid synthesis inhibition

Sulphonamides
Trimethoprim

Obstruct metabolic pathway
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compliance with the clinical and laboratory standards of the institute and performed
using phoenix susceptibility tests (Ragbetli et al., 2016).

Ragbetli et al. (2016) reported the study of the susceptibility test for the years of
2009 to 2014, all S. aureus isolates have been described as susceptible to
daptomycin, vancomycin, linezolid and levofloxacin. Nitrofurantoin, quinupristin-
dalfopristin and trimethoprim sulphamethoxazole have resistance rates, as 0.3%,
2.4% and 6.1%, respectively. Clindamycin, gentamicin, rifampicin, erythromycin
and penicillin have resistance rates as 11%, 14%, 14%, 18% and 100%, respectively.
In the year 2009, the highest percentage of methicillin resistance was about 30% and
then decreased in subsequent years such as 20%, 19%, 16%, 13% and 21% (Gursoy
et al., 2009). Resistance of S. aureus to antibiotics varied considerably with the
highest resistance recorded to ampicillin and penicillin, S. aureus revealed varying
susceptibility to different antibiotics, highest susceptibility to imipenem and
levofloxacin (Fig. 5) (Akanbi et al., 2017).

Despite finding new antibiotics against bacteria, they are adapting and making
favourable to them especially because those bugs can evolve into a superstructure
known as biofilm, which makes them resistant and survive with that in the habitat.
Eighty percent of the nosocomial infections are linked with biofilm formation which
is mostly observed in the S. aureus species. It is one of the main species in this
domain (Reffuveille et al., 2017) Treatment of Staphylococcus aureus becomes
difficult due to the methicillin resistance and biofilm formation. It was identified
that the presence of the mecA gene increases the biofilm formation by disabling the
agr system (Kirmusaoglu, 2007).

Oxazolidinones (linezolid and tedizolid) bind to the bacterial 23S rRNA at the
ribosomal peptide-transferase centre, interrupting transitional RNA positioning.
Point mutations in the genes encoding the 23S rRNA are most common, with
majority of mutations occurring in the central loop of domain V of the 23S rRNA
(Munita et al., 2015). Most bacteria have multiple copies of the 23S rRNA gene
(S. aureus has four to seven), and the accumulation of mutations determines the
degree of linezolid resistance, i.e., the mutant gene dosage effect (Pillai et al., 2002).

The ileS-2 gene from S. aureus has been found to be responsible for conferring
mupirocin resistance (Nunes et al., 1999). Subsequently, high-level resistance to
mupirocin was found to be conferred by the mupA and mup B genes, which encode

Fig. 5 List of antibiotics showing resistance/sensitivity against S. aureus
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novel isoleucyl-tRNA synthetases and are carried by plasmids (Plata et al., 2009).
Rifampicin acts by interacting specifically with bacterial RNA polymerase encoded
by the gene rpoB. Mutations in the rifampin resistance-determining regions of the
rpoB gene of S. aureus leads to rifampin resistance due to alterations in the target
leading to reduced affinity of the enzyme for the antibiotic (Damon et al., 1998; Zhou
et al., 2012).

The erm gene product confers clindamycin resistance on S. aureus (Levin et al.,
2005). Inducible clindamycin resistance has been reported in S. aureus isolated from
clinical samples. Clindamycin is one of the essential alternative antibiotics in the
therapy of S. aureus infections. Clinical failure of clindamycin therapy has been
reported due to numerous mechanisms that confer resistance to macrolides,
lincosamides and Streptogramin B (MLSB) antibiotics (Fiebelkorn et al., 2003;
Sasirekha et al., 2014). Resistance to these antibiotics can occur by efflux mecha-
nism encoded by the msrA gene and ribosomal target modification encoded by the
erm gene (MLSB resistance). Macrolides, which include erythromycin, are one of
the antibiotic groups used against infections caused by S. aureus. The repercussion
of their utmost use is the high incident of mechanisms responsible for resistance to
these drugs. Numerous mechanisms may be involved in S. aureus resistance to
macrolides. Three genes msr (A), mph(C) and erm(Y) confer resistance to macrolide
antibiotics on S. aureus (Matsuoka et al., 2003). Another known cause of resistance
in S. aureus is the synthesis and activity of macrolide-inactivating enzymes called
phosphorylases (Piątkowska et al., 2012).

2.4 Biofilm and Antibiotic Resistance

Biofilm forming bacteria show resistance to antibiotics, chemical disinfectants,
phagocytosis and the immune defensive system of the human body. Communication
of biofilm containing bacteria occurs using certain molecules which in turn help
inactivation of certain genes that are responsible for the biofilm structure formation
and producing some virulence factors. This event is called quorum sensing. The
extent of quorum sensing relies upon the total quantity of bacteria present (Hoiby
et al., 2011).

Gram-positive species use oligopeptide molecules which act as signalling mole-
cules during cell to cell communication process. For the treatment of bacterial
biofilm infections, quorum sensing system is the future target for many researchers.
Research conducted by Yen Chen et al. (2016) showed that baicalein has
antibacterial activity and inhibits the formation of biofilm in S. aureus by inhibiting
the quorum sensing (Singh et al., 2017).

Formation of Biofilm
Biofilm production is a complex process involving four stages. It begins with the
initial attachment of the microorganisms to a substrate surface and permanent
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binding is induced with colonization following the exponential growth process
(Sharma et al., 2019).

Biofilm formation was being thoroughly studied in last 20 years and the method
of attachment and initial biofilm formation was deeply understood. Close examina-
tion of the cell surface and substratum is necessary for a better understanding of the
attachment. The substratum may be rough or smooth. Characteristics of substratum
play an important role in the attachment of microbes. The substratum which is rough
and hydrophobic helps in the development of biofilm very quickly. Not only the
characteristics of substratum but the cell surface features also play significant role.
Cell surface characteristics like flagella and pili enhance the rate of attachment to the
substratum (Donlan, 2001).

Biofilm formation has been observed on different metals and minerals. They are
found in water, underground surfaces, and on the ground surface also. Their pres-
ence is widely distributed in nature. They are able to expand on tissues of plants and
animals. Biofilm formation has been observed on implanted devices of medical
apparatus such as catheters, pacemakers, endotracheal tubes, intrauterine devices
and mechanical heart valves. They cause primary and secondary diseases in the
human body. The National Institute of Health announced that 80% of the microbial
infections in the body are due to biofilm formation (Donlan, 2002).

The capability of an organism to acquire resistance temporarily or permanently
during multiplication would intend to stop or inhibit the growth of other microor-
ganisms belonging to the same strain only under some conditions (Donlan, 2002).

The resistance to various antibiotics is very well understood for the last 20 years,
but resistance to disinfectants and antiseptics is not understood. Regulation and
interaction of the gene expression acts as a main mechanism adopted by bacteria
within the biofilm. The formation of biofilm has increased resistance to several
antibiotics leading to many diseases worldwide. Biofilm acquires various mecha-
nisms that afford resistance to different antibiotics (Singh et al., 2017).

The Reason Behind Biofilm Formation
Biofilm formation increases bacteria’s resistance to various environmental factors.
The capacity of surface attachment increases thus bacteria escapes from washing off
by the water flow or blood stream (Rabin et al., 2015). It offers more resistance to
antibiotics and confers drug resistance. Bacterial mobility decreases and the cell
density increases, which increases the exchange of genetic materials through conju-
gation. The best environmental conditions for the plasmids are given by an increase
in the cell density. Horizontal transfer of genes takes place during biofilm formation.

Antibiotic Resistance in Biofilm Cultures
The population of biofilm contributes to different chronic infections because of the
resistance to antibiotics. The resistance mechanism shown by the biofilm population
is different from the planktonic organisms. Resistance to antibiotics occurs due to
several mechanisms in biofilm communities like partial penetration of antibiotics
into the biofilm and alteration of the chemical pathway within the biofilm. This leads
to the outcome of multicellular existence in biofilms showing antibiotic resistance
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within the biofilm population as well as failure to the therapeutic approach (Sharma
et al., 2019).

The production of biofilm is very well organized sequence of events by intracel-
lular and intercellular signalling throughout its formation. Upregulation and
downregulation of a set of genes have been observed for the bacterial attachment
to the substrate layer.

Antibiotic resistance is due to the multicellular nature of biofilm. By destroying
any steps of the multicellular biofilm structure, the effectiveness of antibiotics and
the host immune system may be increased (Sharma et al., 2019).

2.5 Quorum Sensing

Cell to cell communication in the bacterial biofilm occurs by a process called
quorum sensing (Sharma et al., 2019). Gram-positive bacteria use oligopeptide
molecules for signalling and intraspecific communication occurs between bacteria
(Chen et al., 2016). Quorum sensing helps in regulating bacterial behaviour during
different circumstances.

Quorum sensing system governs many cellular processes which involve the
regulation of luminescence, spore formation, the appearance of biofilm, production
of toxins and resistance to drugs (Zhao et al., 2020).

Their expression of gene is coordinated by responding and producing
autoinducers which act as inter- and intracellular signalling molecules. In gram-
negative bacteria, quorum sensing gene expression is mediated by small peptides
and autoinducers. The amount of autoinducers in the extracellular media relies on the
density of the cells present. As the cell’s density increases, the concentration of the
autoinducers also increases. When the signal concentration of molecules reaches a
certain level, it passes through the phosphorylation/dephosphorylation cascade by
binding to the receptor protein for the movement of oligopeptide molecules to the
promotor region for the initiation of transcription and post-translational modifica-
tions (Zhao et al., 2020). In turn, it stimulates or suppresses target gene expression in
bacterial biofilm (Miller, 2001).

N-acyl homoserine lactones serve as a signalling molecule in gram-positive
bacteria, whereas in Gram-positive bacteria antimicrobial peptides are produced as
a virulence response (Kleerebezem et al., 1997). Quorum sensing is also observed in
fungi that produce biofilm. It has been observed in the species of Aspergillus and
Candida albicans (Ramage et al., 2002).

The accessory regulators of gene (agr) locus in S. aureus are considered as a
quorum sensing signalling mechanism in S. aureus. It is correlated with infections
including endocarditis and osteomyelitis. However, the exact role of the agr system
differs on the infection model type used (Jessica et al., 2014).

The existence of an accessory gene regulatory system (agr) reduces the cell
surface protein expression and relates to the increased expression of many secreted
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virulence factors in S. aureus mainly during the transfer process from exponential to
stationary phase. Behaviour in biofilm and dispersal are dependent on the expression
of agr system. It regulates many of the products which are involved in the develop-
ment of biofilms (Yarwood et al., 2003).

The locus of Agr is 3.5 kb in size and comprises of two divergent transcriptional
units, RNAII and RNA-III and their transcription is done by the P2 and P3 pro-
moters. The RNA II locus comprises of four genes, argB, argD, argC and argA. The
transcript argD encodes for a precursor polypeptide for the extracellular quorum
signal of Agr called the autoinducing peptide (AIP) (Ji et al., 1997). AIP is 7–9
amino acids long containing a thiolactone ring between the centrally located cysteine
and the C terminal. The transmembrane endopeptidase encodes the ArgB gene
whose function is to introduce the thiolactone alteration, C-terminal cleavage and
AIP export. Agr A along with AgrC gene encodes a system of two-component signal
transduction involving a sensor for histidine kinase. The Agr C gets activated upon
phosphorylation by AIP. This activation results in the binding of AgrA to the
promoter of P2region of RNAII and the P3 promoter region of RNA II. Variation
in the AgrB, AgrC and AgrD gene sequence produces AIPs with varied signalling
specificities, allowing them to self-activate or cross inhibit Agr groups of nonself. It
has been observed that SrrAB and SarA regulatory molecules and environmental
factors such as glucose concentration and pH can activate Agr (Le & Otto, 2015).

RNA-III is an intracellular Agr system effector molecule that regulates Agr
targets. It also acts as an mRNA containing the hld genes for delta toxin. RNA-III
blocks translation by antisense base pairing with 50UTR and forming an RNA
duplex. RNA-III blocks the translation of repressor of toxin (Rot) proteins belonging
to the staphylococcal accessory regulator (Sar) transcriptional regulator family
(McNamara et al., 2000). Blocking of transcription takes place by binding Rot to
the promotor region of many toxins and exoproteins. Furthermore, expression of
gene analysis genome-wide shows that besides controlling of virulence determi-
nants, Agr control also contains a sequence of metabolic targets. Such general
physiological changes can help bacteria to adjust to the modifications occurred
during infections. Recent works show that RNA III normally acts by antisense
base-pairing mechanism by regulating many target genes through controlling repres-
sor protein gene called as Rot. It belongs to a SarA family (Queck et al., 2008).

Developing to the presence of high antibiotic resistance in bacterial biofilm,
appropriate therapy for biofilm-associated bacterial infections is impaired. Tradi-
tional antibiotic treatment seems unable to completely kill the bacterial cells, con-
tributing to the development of biofilm. Therefore, to tackle this process alternative
strategies and new antibiofilm forming agents are being found in previous studies
(Sharma et al., 2019). There are different approaches to prevent the infections caused
by bacterial biofilm. They are, use of some antimicrobial peptides which have
antibiofilm activity (Francolini & Donelli, 2010). Bacteriophage’s treatment to
fight biofilm-caused infections (Shahid et al., 2019). Some small molecules having
an antibiofilm activity that reduce virulence (Van Tilburg et al., 2015). Enzymes that
dissolve or disperse biofilm. Use of plant extracts, honey and essential oils as a
natural antibiofilm strategy (Shahid et al., 2019). Nanotechnology-based strategies,
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use of pohotodynamic therapy, and CRISPR/cas technology for controlling and
managing biofilms (Sharma et al., 2019). Novel therapeutic strategies for MRSA
treatment are quorum sensing inhibition, lectin inhibition, iron chelation, phage
therapy and nanotechnology (Guo et al., 2020; Li et al., 2017).

3 Conclusion

Antibiotic resistance is a deadly threat to humankind globally. A probable line of
action in the fight against drug resistant bacteria depends upon analysing the
molecular mechanism of various networks associated with drug resistance and
their coordination. A combination of new strategies along with drug repurposing
or in combination with antimicrobials may work for combating drug resistance in
bacteria. Discovery of antibiotics gave all the researchers a positive hope to combat
S. aureus; however, this did not last for a longer period. Because the bacteria started
to show resistance against them by acquiring some genes from other microorganisms
by horizontal gene transfer or mutation. Almost all the strains of S. aureus are
resistant to β-lactam drugs. Some drugs are effective against S. aureus, however,
there is still a big question mark. They are multi-drug resistant. Compared with other
bacteria S. aureus has the quick ability to become resistant on exposure with any
antibiotic for a longer period. Treating S. aureus is the most difficult problem
because of MRSA and biofilm formation. The past few decades have witnessed
progress in understanding of biofilm formation and related virulence properties.
Hopefully, the inhibition of quorum sensing during biofilm formation might be the
cornerstone for developing a new drug to control the infections which are related to
biofilm. This chapter highlights several recent developments, which may provide
wide-ranging advances to alleviate antibiotic resistance. The novel approaches may
pave the way for further advances in drug discovery to combat drug resistance. The
discovery of alternative control strategies is the need of the hour.
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Anticancer Secondary Metabolites Found
in Native Ecuadorian Plant Species Uncaria
tomentosa DC. (Rubiaceae), Croton lechleri
Müll. Arg. (Euphorbiaceae), and Equisetum
giganteum L. (Equisetaceae)

Michelle Sánchez García and Carla Quilumbango Grijalva

1 Introduction

Ecuador is a country that is located northeast of the South American continent, it
limits the north with Colombia, the south and east with Peru, and the west with the
Pacific Ocean. It is one of the smallest countries in South America with an area of
approximately 283,560 km2, or 1.5% of the total surface of the continent (Sierra
et al., 2002). Despite this, Ecuador is recognized as one of the countries with the
highest biodiversity worldwide (Bailon-Moscoso et al., 2015a). In terms of vegeta-
tion, diversity is extraordinary, containing an immense number of native and
endemic species (Malagón et al., 2003). The diversity of species in Ecuador is due
to many factors such as the variety of climates and its distinguished regional
separation, mainly due to the presence of the Andes Mountains (Sierra et al.,
2002). It has four geographic regions: Amazonia, Sierra, Costa, and Insular, in
which the composition of the soil, temperature, humidity, latitude, and altitude
change, thus giving a great variety of ecosystems and therefore an immense diversity
of animal and plant species.

For a long time, indigenous cultures around the world, such as the Ecuadorian
population nowadays, maintain their ancestral traditions regarding the use of native
and endemic plants as natural remedies to combat different diseases (Seca & Pinto,
2018; Tene et al., 2007). This knowledge in ethnobotany is orally transmitted from
generation to generation (Tene et al., 2007). There is a wide variety of native plants
known in Ecuador thanks to their great diversity with great medicinal potential,
specifically with an anticancer effect (Bailon-Moscoso et al., 2015a). There are
reports that around 3000 plants worldwide have these anticancer properties and
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many of them can be found in Ecuador. These plants are of great interest since cancer
nowadays is the disease with the highest mortality and incidence rates worldwide
(Sung et al., 2021). According to the GLOBOCAN 2020, there are proximally 19.3
million new cancer case diagnosed in 2020 and around 10.0 million cancer deaths
were reported (Sung et al., 2021). Moreover, it is estimated 28.4 million new cancer
cases for 2040. It represents an increase of 47% in comparison with 2020 (Sung
et al., 2021). In Ecuador in 2020 there was 29,273 new cancer cases, and 15,123
deaths in which breast, prostate, colorectal, stomach, and thyroid cancers predom-
inate (World Health Organization, 2020). This is an alarming number, for this reason
the search for a treatment that helps fight this disease is of utmost importance (Seca
& Pinto, 2018).

The compounds that behave as the most important anticancer agents and are
found in these plants are called secondary metabolites (Demain & Fang, 2000). In
this chapter, the general characteristics of secondary metabolites will be described
and the effect of this metabolites found in different plants of the world finally focuses
on three Ecuadorian species, Uncaria tomentosa DC., Croton lechleri Müll. Arg.,
and Equisetum giganteum L. against different types of cancer.

2 Secondary Metabolites

Secondary metabolites are organic molecules produced within the plant, which are
not necessary for its development, growth, and reproduction (Seca & Pinto, 2018).
They have unique structures and are found in specific cells and organs where they
accumulate in vacuoles. The production of secondary metabolites depends mainly
on the adaptations and interactions of plants with their environment (Baikar &
Malpathak, 2010). Furthermore, it has been proved that some secondary metabolites
have anticancer activity. Observe Table 1 about plants around the world with
secondary metabolites that were used for studies to demonstrate their anticancer
properties. Secondary metabolites are classified according to the route by which they
are synthesized, so they have three main groups: alkaloids, terpenoids, and phenols
(Seca & Pinto, 2018).

2.1 Alkaloids

Alkaloids are considered among the most active secondary metabolites and widely
distributed in the plant kingdom, mainly in angiosperms (Coqueiro & Verpoorte,
2019; Wink, 2015). Their structures consist of one to several nitrogen atoms in a ring
structure (true alkaloids) or in a side chain (pseudoalkaloids). In addition to carbon,
hydrogen, and nitrogen, this group may also contain oxygen, sulfur, and rarely
elements like chlorine, bromine, and phosphorus (Kabera, 2018). The alkaloids are
synthesized by various organisms, such as bacteria, fungi, animals and plants,
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especially by the latter. Unlike the other secondary metabolites, alkaloids have a
great structural diversity and are very heterogeneous, so they do not have a very
precise classification (Coqueiro & Verpoorte, 2019). Most are toxic to other organ-
isms and are obtained using the acid-base extraction technique (Kabera, 2018). They
have pharmacological effects and a great use as medicines. Some alkaloids are being
used in cancer therapies such as chemotherapeutics. Similarly, there are alkaloids
that act as neuroreceptors, or modulate the transduction of neuronal signals. Others
interfere with DNA, telomeres, telomerase, or apoptosis-inducing protein biosyn-
thesis (Tiwari, 2015; Wink, 2015).

2.2 Terpenoids

Also known as isoprenoids, they are the most numerous and structurally diverse
natural products, with more than 23,000 known structures. They are derived from
polymeric isoprene and are synthesized from the mevalonic acid pathway (Kabera,
2018). They are classified according to the number and structural organization of the
isoprene units (Tiwari, 2015; Wink, 2015). For this reason, isoprene can be consid-
ered as the basic component of terpenoids, it is 2-methylbuta-1,3-diene (C5H8). The
most basic class of terpenoids is hemiterpenoids which consists of only one isoprene
unit (Ludwiczuk et al., 2017). Monoterpenoids are major components of essential
oils and are known for their aromatic properties. These are the main components of
spruce (38%), pine (30%), Angelica species (73%), rose (54%), among more
species. Flower and seed essential oils have more specialized monoterpenoids.
Diterpenoids are found mainly in the Lamiaceae family and have antimicrobial
and antiviral properties. And in the same way, each of the other divisions can be
found in specific plant families (Ludwiczuk et al., 2017; Wink, 2015). Terpenoids
have great pharmacological activity and are used in the treatment of various diseases.
According to researchers they have anticancer activity and their mechanism of action
is the prevention of tumor cell proliferation through necrosis or apoptosis induction
(Kabera, 2018; Ludwiczuk et al., 2017; Wink, 2015).

2.3 Phenols

Phenolic compounds are secondary metabolites that are universally distributed in all
plants (Ghasemzadeh & Ghasemzadeh, 2014; Kabera, 2018). They have various
structures, but all have hydroxylated aromatic rings. Most phenolic compounds
polymerize into larger molecules, such as proanthocyanidins and lignins. Likewise,
they can be found in food plants such as glycosides or esters (Kabera, 2018; Tiwari,
2015). In tea, coffee, berries, and fruits, phenolic compounds could be found up to a
total of 103 mg/100 g of fresh weight (Kabera, 2018). These play an important role
in the development and reproduction of plants. They also are produced in response to
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different environmental factors (light, drought, cold, etc.) and to defend the plant
from pathogens or herbivores. Phenolic compounds provide odor, taste, and antiox-
idant, anti-inflammatory, anticancer properties among many more found in different
species of the plant kingdom (Ghasemzadeh & Ghasemzadeh, 2014; Kabera, 2018).

3 Plant Families and their Native Ecuadorian Plant Species
that have Secondary Metabolites for Anticancer Activity:
Three Case Studies

3.1 Rubiaceae

Rubiaceae is a member of the Gentianales and represents one of the four most
species-rich families of angiosperms (flowering plants), with 13,143 species classi-
fied in 611 genera (Davis et al., 2009), more than 40 tribes, and 3 subfamilies
(Bremer & Eriksson, 2009; Goevarts et al., 2006). Rubiaceae have a cosmopolitan
distribution, so they are widespread and are located in all major regions of the world,
including the Antarctic continent, but the diversity of species and biomass is found in
tropical and subtropical areas. Species belonging to this family occupy many types
of habitat in different biogeographic regions (Bremer & Eriksson, 2009; Davis et al.,
2009). The diversity of the family is enormous, with life forms ranging from small
grasses to large trees, with flowers adapted to different types of pollinators, with
fruits that have many types of dispersal mechanisms, and with a wide variety of
different chemicals that accumulate in the plants (Bremer & Eriksson, 2009). And
according to Ulloa (2006), in Ecuador we have 658 species distributed in 88 genera,
positioning itself as the third richest family in species, after Orchidaceae and
Asteraceae, in the country.

To the present, several species of the Rubiaceae family have been reported that
have a wide range of medicinal uses and pharmacological activities such as antiox-
idant, antifungal, antidiabetic, antibacterial, antidiarrheal, anti-inflammatory, anti-
cancer, and more (Ekalu, 2021). All this is due to the bioactive secondary
metabolites that have been detected in plants, thus allowing the development of
new drugs for the treatment of diseases such as cancer (Singh et al., 2020). Because
of this, various plants of this family have been studied for possible cancer treatments,
some examples are: (1) Mitracarpus species where bioactive secondary metabolites
with anticancer activity have been detected such as psychorubin, ursolic acid, rutin,
kaempferol-3-O-rutinoside, kaempferol, stigmasterol, and quercetin (Ekalu, 2021);
(2) Gardenia jasminoides Elli with the bioactive compound genipin, extracted from
desiccative ripe fruits, as a chemopreventive agent to prevent cancer (Chen et al.,
2020); (3) Hedyotis corymbosa from which the secondary metabolite asperuloside is
isolated (Manzione et al., 2020); (4)Mitragyna speciosa Korth, recognized as a rich
source of alkaloids, exhibits the bioactive compound mitragynine with cytotoxic
activity against breast cancer cells (Firmansyah et al., 2021); and (5) Uncaria
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species, which are an important source of bioactive indole alkaloids (Liang et al.,
2020; Qin et al., 2021); in the last 20 years around 100 new secondary metabolites
have been elucidated in which they include alkaloids, triterpenes, and flavonoids that
provide anticancer biological functions among many more (Liang et al., 2020).
Uncaria tomentosa native to Ecuador is the most studied species among the numer-
ous species of genus Uncaria because it contains bioactive compounds with anti-
cancer properties (Martins & Nunez, 2015) and will be described in more detail
below.

3.1.1 Uncaria tomentosa DC

It belongs to the family Rubiaceae (Bacher et al., 2006; Bailon-Moscoso et al.,
2015a; De la Torre et al., 2008; Farias et al., 2013; Rinner et al., 2009), is a native
liana to Ecuador and is distributed in Asia (Bailon-Moscoso et al., 2015a) and in
different countries in South America (Amazon of Brazil, Colombia, Peru, Bolivia,
Venezuela, and Guyana) and Central America (El Salvador, Guatemala, Belize,
Hondura, El Salvador, Nicaragua, Costa Rica, and Panama) (Farias et al., 2013). It
is known by its spanish common name “uña de gato” and translated as cat’s claw
(Bailon-Moscoso et al., 2015a; De la Torre et al., 2008). In Ecuador, it is distributed
in the provinces of Napo, Orellana, Sucumbíos, and Zamora-Chinchipe at altitudes
of 0 to 900 meters above sea level (masl) (Bailon-Moscoso et al., 2015a). Through-
out history, it has been used as traditional medicine by indigenous peoples of
Ecuador, Peru, and Bolivia (Bacher et al., 2006; Bailon-Moscoso et al., 2015a)
and the method of administration of this plant is by taking the extract of the bark or
root boiled with water or by maceration in alcohol (Pilarski et al., 2013; Rinner et al.,
2009). The extracts of this plant are used for treatments of inflammation, rheuma-
tism, arthritis, infections, and cancer, due to its antiproliferative activity, which
induces apoptosis in cancer cells (Bacher et al., 2006; Bailon-Moscoso et al.,
2015a; Farias et al., 2013; Rinner et al., 2009).

Uncaria tomentosa contains several active secondary metabolites with pharma-
cological activity, as well as sterols, tannins, procyanidins, flavonoids, triterpene
derivatives (polyhydroxylated triterpenes, oleanolic and ursolic acid), quinovic acid
glycosides and oxindole alkaloids (including speciophylline, mitraphylline, uncarine
pteropodine, isomitraphylline, and isopteropodine) (García Prado et al., 2007;
Pilarski et al., 2013).

The mechanism of U. tomentosa cytotoxicity is involved in the inhibition of
proliferation and inactivation of NF-kB and the synthesis and release of
pro-inflammatory cytokines such as TNF-α (Fig. 1) (Pilarski et al., 2013). In normal
cells, NF-kB proteins regulate cell proliferation and cell survival. However, in tumor
cells there is a failure in the NF-kB pathway. More studies demonstrated that NF-kB
inhibition of TNF secretion in monocyte-like THP-1 cells exposed by U. tomentosa
extracts is associated with the deactivation of the c-Jun, JunB, p65, RelB, and p50
subunits (Allen-Hall et al., 2010). Therefore, the development of anticancer thera-
pies that include the inhibition of NF-kB that can stop the proliferation of cancer
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cells, produce cell death, or improve the response of antitumor drugs, is one of the
greatest challenges in today’s pharmaceutical industry.

In a study from 2013 researchers used 10 g of the bark of U. tomentosa originat-
ing in Peru to obtain an enriched preparation of oxindole total alkaloids named
BSRT. According to the high-performance liquid chromatography (HPLC) analysis,
more than 50% of pentacyclic oxindole alkaloids (POA) in dry weight of BSRT was
obtained with predominance of pteropodine, speciophylline, and isopteropodine.
Besides, POA show greatest pharmacological activity, as opposed tetracyclic
oxindole alkaloids (TOA) which were found in very low concentrations (García
Prado et al., 2007; Pilarski et al., 2013). Cytotoxicity tests indicate that the BSRT
concentration required to inhibit the 50% growth (IC50) of promyelocytic leukemia
HL-60 cells is 60 μg/mL. And analysis by flow cytometry confirms that the alkaloid
enriched extract induces apoptosis in promyelocytic leukemia HL-60 cells and the
highest result was obtained with the BSRT treatment combined with TNF-1 with a
39.9% apoptotic increase (Pilarski et al., 2013).

Medullary thyroid carcinoma (MTC) is a calcitonin producing tumor of the
parafollicular C-cells (Rinner et al., 2009). MTC is insensitive to radiation therapy
as well as chemotherapy. Furthermore, it has been shown that resistance to chemo-
therapy is due to the expression of the mdrl gene that causes resistance to multiple
drugs. Also, studies indicate that different MTC cell lines have an increase in the
anti-apoptotic protein Bcl-2, which allows tumor cells to survive (Yang et al., 1991).
Rinner and colleagues reported that extracts from U. tomentosa affected the growth,
viability, and apoptosis of MTC-SK cells. The antiproliferative effect in MTC-SK

Fig. 1 Apoptosis induced by mechanism BSRT + TNF-α vs cell survival by TNF-α/NF-kB
pathway. (a) Tumor cell pretreated with BSRT inhibits the NF-kB complex and promote the action
of TNF-α to activate proapoptotic activity. (b) Tumor cell without BSRT has a misregulation of
NF-kB complex that causes the tumor cell survival (Pilarski et al., 2013)
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cells is due to the alkaloids stopping the cell cycle in G2 while specific alkaloids such
as isopteropodine at 100 μM and pteropodine between 50 and 100 μM significantly
inhibited cell growth and viability of MTC-SK cells (Rinner et al., 2009).

Other researchers worked with the following specific alkaloids: isopteropodine
(A1), pteropodine (A2), isomitraphylline (A3), uncarine F (A4), and mitraphylline
(A5) from extracts of U. tomentosa, where the highest cytotoxicity effect in different
leukemia cell lines was obtained with alkaloids A2 and A4, with more than 95%
inhibition of proliferation of CEM-C7H2 cells at a concentration of 100 μmol/L.
Furthermore, treatment with these alkaloids was found to activate the intrinsic
mitochondrial pathway of apoptosis. In this way, apoptosis occurs by proapoptotic
members of the Bcl-2 family of proteins, causing activation of the caspase-9 primer.
Likewise, experiments indicated that Bcl-2 overexpression could not prevent
alkaloid-induced apoptosis in CEM cells, although it delayed induced cell death
(Bacher et al., 2006).

In other study, five different extracts of 1 g of U. tomentosa bark originating in
Peru were prepared, which differed in the use of water or different concentrations of
ethanol with or without boiling (B/W37, B/Wb, B/50E37, B/Eb, B/96E37). They also
obtained a bark preparation rich in alkaloids with another extraction technique
(BSRT), using 10 g of the same raw material as the rest. The highest alkaloid content
was obtained with the B/SRT preparation where just over 50% of the dry weight was
pure oxindole alkaloids. Following B/96E37, B/Eb, B/50E37, B/Wb, and B/W37 with
a 3581, 3408, 1897, 509, 430 mg/100 g of pure oxindole alkaloids content, respec-
tively. Cytotoxicity test results indicated that the highest rate of antiproliferative
activity was by B/96E37 with growth inhibition in Lewis lung carcinoma (LL/2)
(IC50 ¼ 25.06 μg/ml), cervical carcinoma (KB) (IC50 ¼ 49.06 μg/ml), and colon
adenocarcinoma (SW707) (IC50 ¼ 49.06 μg/ml). Preparation B/SRT obtained an
inhibition of proliferation in cervical carcinoma (KB) (IC50 ¼ 23.57 μg/ml), breast
carcinoma (MCF-7) (IC50 ¼ 29.86 μg/ml), and lung carcinoma (A-549) (IC50 ¼
40.03 μg/ml). However, the authors conclude that the idea that the carcinogenic
activity of U. tomentosa is only by the quantity of alkaloids is wrong because the
BSRT preparation did not have the highest antiproliferative activity among the rest
of the extracts. Therefore, it is concluded that there are other phytochemicals
responsible for the pharmacological activity that U. tomentosa possesses (Pilarski
et al., 2010).

3.2 Euphorbiaceae

The Euphorbiaceae family is one of the largest of the flowering plants, having
300 genera and approximately 10,000 species (Aleksandrov et al., 2019). It is widely
distributed in the Indo-Malayan region, tropical America, tropical Africa, Mediter-
ranean Basin, Middle East, South Africa, and southern USA (Mahbubur Rahman &
Iffat Ara Gulshana, 2014). This family contains plants of all kinds such as large
woody trees, climbing lianas to simple weeds. They can survive different hot and dry
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conditions such as tropical climates or even hot and humid such as the rainforest
(Mwine & van Damme, 2011). The Euphorbiaceae family has been used frequently
with medicinal uses, thanks to its active components such as alkanes, triterpenes,
phytosterols, tannins, polyphenols, and flavonoids (Aleksandrov et al., 2019). Some
plants have been tested as cancer treatments thanks to these secondary metabolites,
some examples are: Euphorbia hirta L., Euphorbia tirucalli L., Euphorbia
helioscopia L. (Aleksandrov et al., 2019), Croton caudatus (Shantabi et al., 2020),
Croton oblongifolius (Sajon, 2019). In Ecuador, there are 244 registered species, of
which 46 are endemic (Cerón et al., 2011). These species are mainly found in foothill
forests and inter-Andean vegetation, littoral forests, and Galapagos. The genus
Croton has the highest number of endemic species in the country (Cerón et al.,
2011). Next, the anticancer effect of Croton lechleriwill be described in detail which
is native to Ecuador.

3.2.1 Croton lechleri Müll. Arg.

The genus Croton of the Euphorbiaceae family that contains around 1300 species is
generally found in tropical and subtropical areas of the world (De Lima et al., 2018).
Specifically, Croton lechleri a small-size Amazonian tree is distributed on the slopes
of the eastern Andes of Peru, Colombia, Ecuador, Bolivia, Venezuela, Brazil, and
Mexico (Alonso-Castro et al., 2012; Rossi et al., 2011). In Ecuador, Croton lechleri
is native and it is found at elevations of 0 to 2000 masl, in the Andean and Amazon
region of the country in the provinces of Loja Esmeraldas, Carchi, Morona-Santiago,
Napo, Pastaza, Sucumbíos, Tungurahua, and Zamora-Chinchipe (Bailon-Moscoso
et al., 2015b). It is better known by its Spanish name “Sangre de Drago” due to the
red thick latex that is obtained from it (Alonso-Castro et al., 2012). In Latin America,
the red latex of this species has been used as a traditional medicine by indigenous
Amazonians for some purposes like heal wounds, to treat gastrointestinal diseases
and also as a treatment for cancer due to its cytotoxic and antiproliferative activity
(Alonso-Castro et al., 2012; Bailon-Moscoso et al., 2015b; Rossi et al., 2013).

Polyphenolic compounds are the main components of the sap of the C. lechleri in
Ecuador since it contains 90% dry weight of proanthocyanidin oligomers (Gonzales
& Valerio, 2008). Among them catechin-(4α-8)-epigallocatechin, gallocatechin-(4-
α-8)-epicatechin, gallocatechin-(4α-6)-epigallocatechin, catechin-(4α-8)-
gallocatechin-(4α-8)-gallocatechin and gallocatechin-(4α-8)-gallocatechin-(4α-8)-
epi-gallocatechin mixtures of proanthocyanidins, flavon-3-ols (Gonzales & Valerio,
2008). Other elements present in Croton lechleri are steroids like β-sitosterol and
β-sitostenine, aromatic compounds including 1,3,5-trimethoxybenzene, 2,4,6-
trimethoxyphenol, 3,4-dimethoxyphenol, 3,4-dimethoxy benzylalcohol, and
4-hydroxyphenethylalcohol; diterpenoids and a very important compound taspine
alkaloid (Gonzales & Valerio, 2008).

In recent years, there has been a growth in interest in the C. lechleri sap and its
taspine alkaloid. Since proanthocyanidins and other compounds in this plant are
known to protect against various pathologies like cancer, taspine is the distinctive
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alkaloid of the C. lechleri sap and is an active compound with wound healing
properties and anticancer activity.

In a study published in 2012 in the Journal of Ethnopharmacology, Croton
lechleri was evaluated in cell lines such as melanoma (SK-23) and colorectal
carcinoma (LoVo and HT29) to determine its anticancer activity (Montopoli et al.,
2012). The study was based on cell viability and cell cycle of melanoma and colon
cancer cell lines in culture by applying the sap of C. lechleri and isolated taspine
(Montopoli et al., 2012). This is because the incidence rate of cutaneous malignant
melanoma and colorectal cancer has been increasing and the known treatments are
not sufficient. For example, malignant melanoma is the most serious skin cancer and
does not respond to chemotherapy or radiotherapy, therefore, in vitro studies have
been carried out with the use of C. lechleri and taspine on epithelial cancer as its
traditional use, which is by topical application (Montopoli et al., 2012).

To carry out the research about melanoma and colorectal carcinoma, the red sap
of C. lechleri was collected from trees in the province of Napo, Ecuador (Montopoli
et al., 2012). The sap was lyophilized and stored at 20 �C, and taspine was isolated
according to the previously reported (Fig. 2) (Froldi et al., 2009). In this study, the
activity of C. lechleri sap and taspine in cell proliferation was measured using the
MTT test. For this, melanoma and colorectal carcinoma cells were treated for 24 h
with the sap in concentrations from 0.01 μg/ml to 100 μg/ml and as a result it was
obtained that at 0.5 μg/ml, the sap decreased cell proliferation in 67.57 � 3.4% in

Fig. 2 Representation of the extraction, isolation, and determination of the taspine, secondary
metabolite of the Croton lechleri (Froldi et al., 2009)
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melanoma cells, and there were no significant results in colorectal carcinoma cells.
While inhibition colorectal carcinoma cell proliferation started with 10 μg/ml of sap.
The case of taspine was evaluated from 1 ng/ml to 1 μg/ml, showing significant
inhibition activity at 0.1 μg/ml in the melanoma and colorectal carcinoma cell lines
(Montopoli et al., 2012).

To assess the sensitivity of cells during the cell cycle, the melanoma cell line was
exposed to C. lechleri sap and taspine for 24 h. Sap at 1.0 μg/ml had no influence on
the cell cycle, but at 10.0 μg/ml the cells increased in the G1/G0 phase from 17.77�
3.5%, while the S and G2/M phases decreased from 7.97� 3.1% and 11.77 6¼ 2.8%,
respectively. When the sap was used at 50.0 μg/mL, we observed a sharp decrease in
the G1/G0 and S phases with a surprising increase in subG0 cells, which proves the
cytotoxic action of the C. lechleri sap. In the case of the alkaloid taspine (0.1 and 0.5
μg/mL), there were no changes in the cell cycle (Montopoli et al., 2012). With this
result there is a probe of the anticancer activity of the secondary metabolites present
in C. lechleri.

3.3 Equisetaceae

The Equisetaceae family is one of the oldest found among vascular plants
(Christenhusz et al., 2019). It has fossil remains dating from the Carboniferous
(Christenhusz et al., 2019). It is known as the horsetail family, because it contains
its only surviving genus Equisetum, which has approximately 15–30 species (Xu &
Deng, 2017). This family is widely distributed around the world, mainly in the
northern hemisphere, South America, Africa, and Asia (Christenhusz et al., 2019).
However, it is absent in Australasia and Antarctic (Boeing et al., 2021). They are
generally small plants that rarely measure up to one meter in height (Mello & Budel,
2013), rhizomatous perennial plants that have a characteristic jointed-looking stem,
containing small leaves fused at a node (Hauke, 1990). They can be adapted to high
temperatures, tropical and cold regions (Boeing et al., 2021). In the same way, they
can live in both terrestrial and aquatic environments (Xu & Deng, 2017). The genus
Equisetum is known to contain a wide variety of secondary metabolites such as
saponins, flavonoids, tannis, and alkaloids (Mello & Budel, 2013). By containing
these compounds, the genus has several medicinal properties such as antitumor,
antimicrobial, antioxidant, anti-inflammatory, and diuretic (Boeing et al., 2021).
Speaking of anticancer properties, some species have been shown to have it, such
as Equisetum arvense (Bhat et al., 2020) and Equisetum ramosissimum (Li et al.,
2016). In Ecuador, this family is widely distributed in the provinces of Bolívar,
Carchi, Chimborazo, Cotopaxi, El Oro, Galapagos, Imbabura, Loja, Morona-
Santiago, Napo, Pastaza, Pichincha, Sucumbíos, Tungurahua, Azuay, and Zamora-
Chinchipe. The Equisetum giganteum native to Ecuador contains these anticancer
properties that will be discussed in more detail below.
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3.3.1 Equisetum giganteum L.

The Equisetaceae family is currently made up of 15 species, Equisetum giganteum
belonging to it and is better known by its spanish name “cola de caballo” (Ricco
et al., 2011). It is a plant endemic to South America and Central America (Alavarce
et al., 2015). In Ecuador, E. giganteum is native and is found at altitudes ranging
from 0 to 3000 masl, in the Coastal, Sierra, and Amazonian regions. Specifically, it is
found in the provinces of Azuay, Chimborazo, Cotopaxi, Imbabura, Loja, Morona-
Santiago, Napo, Pastaza, Pichincha, Tungurahua, and Zamora-Chinchipe. It is used
in traditional medicine as a diuretic and hemostatic in urinary disorders and inflam-
matory conditions, among other applications such as cancer treatment (Alavarce
et al., 2015).

The composition of E. giganteum has shown a great abundance of phenolic
compounds derived from caffeic and ferulic acids and flavonoid heterosides derived
from quercetin and kaempferol, in addition to styrylpyrones (Francescato et al.,
2013). Phenolic compounds are among the most studied secondary metabolites
due to their beneficial effect for good health. Several in vitro and in vivo studies
have reported the important role of phenolic compounds in the fight against cancer
and among them are ferulic acid, caffeic acid, and quercetin present in E. giganteum,
among others. These secondary metabolites have mechanisms of antitumor activity,
although they are not fully understood (Jabeur, 2016).

In a 2017 study by the Journal Food & Function, cytotoxicity of E. giganteum
was evaluated using three tumor cell lines, HeLa (cervical carcinoma), HepG2
(hepatocellular carcinoma), and MCF-7 (breast adenocarcinoma) (Jabeur et al.,
2017). It was shown that a low concentration of the E. giganteum extract can give
50% inhibition of growth in human tumor cell lines. In general, total phenolic
compounds, phenolic acids, and flavonoids are highly related to antioxidant, anti-
inflammatory, and antitumor activities, presenting correlation factors for the human
tumor cell lines HeLa (cervical carcinoma), HepG2 (hepatocellular carcinoma), and
MCF-7 (breast adenocarcinoma) (Inés Jabeur et al., 2017). E. giganteum gave a total
flavonoid content of 21.7 � 0.4 mg/g and phenolic acids 4.98� 0.03 mg/g, giving a
very interesting biological potential, thus confirming that it is an option for the
treatment of these types of cancer (Inés Jabeur et al., 2017).

4 Conclusions

It is clear that Ecuador has a great diversity of plant species, resulting in turn in a
wide variety of compounds, that we may not know in its entirety, with potential
pharmacological use. As presented in this review, Uncaria tomentosa, Croton
lechleri, and Equisetum giganteum have a considerable content of secondary metab-
olites, among which oxindole alkaloids, taspine alkaloids, proanthocyanidin oligo-
mers, flavonoids, and phenolic acids are the most prominent. Furthermore, in vivo

394 M. Sánchez García and C. Quilumbango Grijalva



and in vitro tests indicate that the secondary metabolites present in these three plants
present a great pharmacological activity for the treatment of different cancer cell
lines. The mechanism of action is summarized in that they possess antiproliferative
activity and are also capable of inducing apoptosis in different tumor cell lines. In
addition, it is important to emphasize the importance of starting to do studies with
samples of species from Ecuador because the content of metabolites can vary
according to the ecological interactions between the plant and its environment.
Furthermore, it is necessary to start doing more in vivo clinical trials in order to
understand in more specific detail the mechanisms of action that are involved in the
inhibition of cancer cell proliferation and induced apoptosis.
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The Carao (Cassia grandis L.): Its Potential
Usage in Pharmacological, Nutritional,
and Medicinal Applications

Jhunior Marcía-Fuentes, Ricardo Santos-Aleman, Isabel Borrás-Linares,
and Jesús Lozano Sánchez

1 Introduction

Worldwide, more than 500 species of Cassia are reported (Sadiq et al., 2012; Korlam
et al., 2016). Cassia grandis (C. grandis) belongs to the fabaceae family, and it is
commonly known by different names such as carague, cañandonga, and carao in
Spanish (Lagarto & Guerra, 2005; Carvalho, 2006; Ramos et al., 2014). Its natural
inhabitant is low elevation open field forest, and it is found in South American
countries, such as Brazil, Colombia, Mexico, and Cuba. However, it is considered
endemic to Central America. It is planted for its ornamental value, and it is
traditionally used as a sweetener and medicine (called Jarabe or Miel) by indigenous
groups (Fig. 1) (Lafourcade et al., 2014; Bomfim et al., 2018).

In Honduras, it has been reported in the departments of Olancho, Choluteca,
Francisco Morazán, Gracias a Dios, and Comayagua (House & Lagos-Witte, 1989;
Marcía Fuentes et al., 2020a; Tropicos.org, 2021).

The C. grandis is a tree that grows up to 30 m in height with a diameter that can
reach 100 cm. It has a cylindrical stem with sympodial growth, and its bark is smooth
and brownish-gray with a thickness of 20–30 mm. Its leaves are composed of 15–20
pairs of petioles having a rounded base and a green color that could be 2–5 cm long

J. Marcía-Fuentes (*)
Technology Sciences Faculty, Universidad Nacional de Agricultura, Catacamas, Honduras

R. Santos-Aleman
School of Nutrition and Food Sciences, Louisiana State University, Baton Rouge, LA, USA

I. Borrás-Linares
Functional Food Research and Development Centre (CIDAF), Granada, Spain

J. L. Sánchez
Functional Food Research and Development Centre (CIDAF), Granada, Spain

Department of Food Science and Nutrition, University of Granada, Granada, Spain

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
N. R. Maddela, L. C. García (eds.), Innovations in Biotechnology for a Sustainable
Future, https://doi.org/10.1007/978-3-030-80108-3_19

403

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-80108-3_19&domain=pdf
https://doi.org/10.1007/978-3-030-80108-3_19#DOI


and 1–1.5 cm wide. The inflorescences have 15 or more flowers of intense pink
color. The seeds are between 2 and 4 cm long and 1.5–2.5 cm wide, and the pod that
contains them can be up to 75 cm in length (Fig. 2) (Lafourcade et al., 2014; Ramos
et al., 2014; Marcía Fuentes et al., 2020b).

By its seeds, it has vegetative reproduction, and there are no notable reports
regarding its pest and plant pathology. It can grow in dry soils with moderate to low
humidity and slightly acidic pH conditions. It is considered a half-hardy perennial
tree since during the year it drops some of its leaves, especially during the winter.
The fruit with woody characteristics contains between 60 and 80 seeds (Marcía
Fuentes et al., 2020b), and the immature and mature pods are green and black,
respectively, remaining on the tree for approximately 1 year. This tree belonging to
the Cassia genus group has the characteristic that its seeds are divided transversely
and a rounded, flattened, tan-colored seed is found in each partition, which is
surrounded by a dark brown, viscous, bittersweet pulp with a potent odor (ICRAF,
2014).

Fig. 1 Carao fruit (C. grandis)

Fig. 2 C. grandis tree
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Regarding its usage, C. grandis mainly has been used for ornamental purposes
throughout the world, and it has also been utilized for the revegetation of areas that
have been periodically flooded. In agriculture, it has been applied for animal feeding
especially for cattle nutrition (ICRAF, 2014; PIER, 2014).

C. grandis tree is utilized as firewood and charcoal, and its wood is used in
carpentry principally towards building beams to be used in construction operations.
Regarding its seed, chewing gums can be obtained from the fruit and it can be
applied as a binding agent in pharmaceutical and food manufacturing (ICRAF,
2014).

Also, the fruit can be used in many medicinal applications (ICRAF, 2014;
Fuentes et al., 2021). Its functionality can be associated with its composition in
bioactive compounds, which can potentially be implemented in pharmacological,
nutritional, and medical applications.

1.1 Cassia grandis: Its Pharmacological, Nutritional,
and Medicinal Significance

Medicinal plants are generally known for their several health benefits that they
provide in the human organism, and one of them is their supplement of phytochem-
icals and antioxidants in significant levels in the body (Rojas et al., 2015; Rao &
Chatterjee, 2016; Fernández et al., 2021; Marcía Fuentes et al., 2020a). Currently,
the pharmaceutical industry made more than 50% of modern clinical drugs from
natural products due to their high solubility and absorption not causing adverse
health effects (Usman et al., 2014; Kumar et al., 2016).

In India, Kotipalli et al. (2017) conducted studies to determine the physicochem-
ical characteristics and phytoconstituents present in C. grandis extracts. The results
indicated considerable amounts of phenols, flavonoids, and alkaloids highlighting
the functional interest of this plant as a great antioxidant source. Besides, the
presence of total ash was about 3.7% reflecting significant levels of minerals
(Kotipalli et al., 2017).

In Egypt, Hegazi and Hashim (2016) determined the bioactive molecules and the
antioxidant activity from the C. grandis leaf. These results showed the presence of a
new type of phenolic compound named Grandisina, and was also found meaningful
amounts of Quercetin, Flavonol, and Kaempferol. The antioxidant capacity of this
plant’s leaf was also examined using the DPPH method (2.2-diphenyl-1-
picrylhydrazyl), obtaining an IC50 value greater than 60 g/mL (Hegazi & Hashim,
2016).

In Brazil, Albuquerque et al. (2017) reported some observations on the immobi-
lization of bioactive compounds in Cassia grandis galactomannan-based films. The
results indicated that galactomannan films produce immobilization of lactoferrin,
peptides, and phytosterols, so for their gelling capacity, they could be used in the
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food biotechnology industry for the development of new products (Albuquerque
et al., 2017).

In Honduras, Marcía Fuentes et al. (2020b) fortified egg powder with C. grandis
flour. The results showed that the use of this flour can improve sensory attributes
especially acceptance. Also, it could be used as a potential functional food aimed at
people with special feeding regimens such as high-performance and malnourished
athletes (Marcía Fuentes et al., 2020b). Other research carried out by Marcía Fuentes
et al. (2020a) determined that in the pulp, bark, and seed there is high amounts of
carotenoids, precursors of vitamin A, which promotes the formation and preserva-
tion of teeth, bone tissues, mucous membranes, and skin. It also contains minerals
such as calcium, magnesium, potassium, sodium, copper, zinc, manganese, phos-
phorus, sulfur, and iron in high levels, which are relevant in the treatment of
ferropenic anemia. In addition, the proximal analysis showed a high concentration
of proteins especially in the seed that could be up to 10.11% (Marcía Fuentes et al.,
2020a).

Some studies endorse the nutraceutical potential of C. grandis. Romero et al.
(2018) and Prada et al. (2020) reveal that C. grandis seed can potentially be used as
an antidiabetic agent because of its trypsin inhibitory effect. In vivo studies reveal
that the pulp of the fruit showed a reduction in blood glucose levels (Lodha et al.,
2010; Prada et al., 2019, 2020).

Its nanodispersion exerts a hypoglycemic effect with significant inhibition of
alpha-glucosidase and pancreatic lipase (Prada et al., 2019). Besides, the fruit has
demonstrated its antianemic potential from in vivo studies due to its high inorganic
iron content and its high bioavailability (Tillán et al., 2004; Lafourcade et al., 2014;
Prada et al., 2016).

Other research determined that the species Cassia contains high levels of iron and
other micronutrients and macronutrients with potential pharmaceutical interest, as
well as high antioxidant activity (Deshpande & Bhalsing, 2011; Kabila et al., 2017).
Fuentes et al. (2021) identified and quantified the phenolic molecules of the seed,
referring to the family of chemical structures such as hydroxybenzoic acids, flavo-
noids (flavonols, flavanols, flavanones, and proanthocyanidins), and flavone deriv-
atives, promoting this fruit as a potential functional and nutraceutical food.

1.2 Bioactive Compounds and Its Properties

Bioactive compounds are minor components of food that affect the human organism
as a biological system, organ, tissues, or cells since they are applied in medical and
pharmacological applications (Kris-Etherton et al., 2002). Cárdenas et al. (2015)
state that the consumption of these phytochemicals such as phytosterols, fatty acids,
carotenoids, peptides, non-pro-vitamin A, and polyphenols can treat and prevent
diseases such as cancer, diabetes, neurodegenerative disorders, and cardiovascular
illnesses.
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The origin of the development of these diseases may be due, among many causes,
to the disintegration of the cell membrane induced by reactive oxygen species
(ROS), which lead to damage to membrane proteins and it can even generate
DNA mutation (Ravishankar et al., 2013; Xiao et al., 2014).

Due to their antioxidant capacity and the high levels of some vitamins such as
vitamin A (retinol), many studies have focused on the potential effects of certain
bioactive compounds against the development of different types of cancer which
have shown inhibition of cell proliferation in kidney malignant cells (Wegert et al.,
2011) and it can reduce the growth of endometrial cancerous cells (Chen et al.,
2011). Likewise, vitamin D in its form of D2 (ergocalciferol) and D3 (cholecalcif-
erol) has positive effects on prostate carcinogenic cells (Alimirah et al., 2011) and
ovarian cancer precursors (Shen et al., 2011). Also, some minerals such as zinc act
favorably against colon cancerous cells (Cohen et al., 2012), and polyphenols such
as isoflavones have demonstrated their efficacy against prostate malignant cells
(Li et al., 2012) and proanthocyanidins upon head and neck carcinogenic cells
(Sun et al., 2012).

In addition, a diet rich in foods with functional properties improves the immune
system, prevents obesity, and assists in preserving various organs such as the brain,
heart, and pancreas (Barberá Mateos, 2008).

1.2.1 Classification of Bioactive Compounds

Bioactive compounds in food can be classified according to their chemical structure
(Olmedilla & Granado, 2007):

(a) Inorganic bioactive compounds:

Minerals such as calcium, selenium, zinc, potassium, or copper.

(b) Organic bioactive compounds:

Isoprenoids (terpenoids) like carotenoids, saponins, tocotrienols, tocopherols,
and terpenes.

Carbohydrates and derivatives of the like kind as ascorbic acid, oligosaccha-
rides, and polysaccharides such as starch.

Proteins, amino acids, and derivatives naming isothiocyanates, capsaicinoids,
allyl-S compounds, indoles, and folates.

Lipids including unsaturated fatty acids (an example of which is omega 3) and
phytosterols.

Phenolic compounds such as phenolic acids, tannins, lignans, flavonoids, among
others.
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1.2.2 Phenolic Compounds

Phenolic compounds are secondary metabolites that are generated via the
phenylpropanoid metabolization within the shikimic acid of plants and pentose
phosphate. These compounds contain hydroxylated aromatic rings, which are
made up of a functional hydroxyl group bonded to the carbon chain in a benzene
molecule, and they are known for their antioxidant properties (Peñarrieta et al.,
2014).

They can contribute to the sensory attributes of food products especially in
beverages of plant origin giving astringency flavors. Their intake is linked with
various beneficial effects considering them as important antioxidants in the diet, and
they can commonly be found in vegetables, cereals, fruits, and roots (Gómez, 2010;
Peñarrieta et al., 2014).

Gómez (2010) classifies phenolic compounds based on different factors,
according to their basic chemical structure:

Simple Phenols
In this group, these compounds are characterized by having at least one hydroxyl
group linked to an aromatic ring. Phenols, benzoquinones, and phenolic acids are the
most common ones, and also can include benzoic, phenylacetic, and cinnamic acids.
Additionally, it covers acetophenones, phenylpropenes, coumarins, isocoumarins
among which hold chromones and naphthoquinones.

Polyphenols
These compounds are known for having multiple phenol units. Polyphenols include
xanthones, stilbenes, anthraquinones, flavonoids, lignans, neolignans, tannins, and
lignans. The most abundant in the diet are phenolic acids and flavonoids (Gómez,
2010).

Another common classification is to differentiate them between flavonoids and
non-flavonoids (Gonçalves et al., 2013; Valencia-Avilés et al., 2017):

Flavonoids are the most plentiful group of phytochemicals which include flavonols,
flavones, flavan-3-ols, isoflavones, flavanones, dihydroflavonols, anthocyanidins,
and chalcones.

The non-flavonoid phenolic components in food include hydroxybenzoic acids,
hydroxycinnamic acids, volatile polyphenols, stilbenes and lignans, and
coumarins.

They can also be classified by the degree of solubility. The water-soluble com-
pounds incorporate phenolic acids, phenylpropanoids, flavonoids, and quinones,
while those insoluble in water include tannins, lignins, and hydroxycinnamic
acids, which commonly are bind to the cell wall of plant cells (Haminiuk et al.,
2012).
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1.2.3 Bioactive Properties

The bioactive properties that have been associated with phenolic compounds are
very diverse including anticancerous, anti-inflammatory, antihypertensive, and
estrogenic characteristics. In addition, they can exert potentially beneficial effects
against cardiovascular diseases (Muñoz Jáuregui & Ramos Escudero, 2007) and can
provide important advantages regarding inhibition of antiallergic, antimicrobial, and
antineoplastic activity (Finley et al., 2011; Zapata et al., 2013).

Not only phenolic compounds may have many health benefits, but also they are
mostly known for their antioxidant properties, which lie in that they can sequester
free radicals, donate hydrogen molecules, scavenge superoxide molecules, and
chelate transition metals (Muñoz Jáuregui & Ramos Escudero, 2007).

Concerning anticancerous properties, the consumption of foods with a high
amount of flavonoids such as quercetin, kaempferol, and luteolin reduces the risk
of contracting various types of cancer, although the mechanisms of these protective
effects are not yet fully understood and are being studied (Muñoz Jáuregui & Ramos
Escudero, 2007). In addition, recent studies show that resveratrol, antifungal stil-
benes produced by plants mainly in response to the stress of fungal infections
(Atanacković et al., 2012), has properties to potentially prevent degenerative dis-
eases and breast cancer (Gresele et al., 2011; Pandey et al., 2011).

1.3 Extraction and Characterization Techniques of Phenolic
Compounds

1.3.1 General Extraction and Characterization Techniques of Phenolic
Compounds

In the last decade, different methodologies have been applied to evaluate bioactive
compounds in extraction systems. Advanced extraction systems that have been
implemented include novel methods such as ultrasound, supercritical fluids, pres-
surized fluids, or microwave-assisted extraction (Nasti et al., 2018; Leyva-Jiménez
et al., 2019; Fuentes et al., 2021). The advantages of these new techniques compared
to conventional extraction methods are that they increase extraction performance,
and have more efficient, speed up the process, the amount of solvent required, and
more eco-friendly.

However, recent studies on the extraction of bioactive molecules from the bean
fruit determined that the pressurized fluid method is the most appropriate for
obtaining high recovery yields for this type of molecule (Fuentes et al., 2021).
Therefore, in this chapter, the methodology of use for this technique will be
discussed.
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1.3.1.1 Pressurized Fluid Extraction (PFE)

Pressurized fluid extraction (PLE) is a very useful technique in the case of plants,
facilitating and improving the extraction of polar compounds in this type of matrices
(Mendiola et al., 2007; Fuentes et al., 2021). It is based on extraction, generally solid
material, in which the liquid solvent is at a temperature above its boiling point.
However, it managed to keep it in a liquid state due to high pressures. This
combination of high temperatures and pressures increases the speed and efficiency
of extraction, improves performance, and reduces extraction time.

Specifically, increasing the extraction temperature improves the solubility and
transfer of the compounds of interest to the extraction solvent. It also reduces the
viscosity and surface tension of the solvent allowing it to more easily reach all areas
of the matrix and thus improving the extraction performance (Fanali et al., 2018).

The extraction solvent generally used for this type of polar compound is water
and its hydroalcoholic mixtures, mainly ethanol. Ethanol has the advantage of being
economically affordable compared to other solvents used in conventional methods.
In addition, it is not hazardous, and it is included in the list of GRAS solvents
(generally recognized as safe). It does not pollute the environment, so its use means
that the application process itself can be considered a green technology (Zhang et al.,
2019).

The apparatus system of a pressurized fluid extractor consists of a solvent tank, a
high-pressure pump, extraction cells, an oven, and valves. The solvent flows through
the cell and carries out the extraction at the selected temperature and is deposited in a
collection vial. After extraction, the system is purged with nitrogen gas. Figures 3
and 4 show an outline of this type of extractor.

1.4 Characterization of Phenolic Compounds

High-performance liquid chromatography (HPLC) is a separation technique, and the
determination of analytes is performed after the separation of the different com-
pounds of the sample. The stationary phase is fixed to a small diameter column,
while the mobile phase is passed by pressure. Both phases are immiscible, so sample
components that have a greater affinity for the stationary phase move slowly with the
flow of the mobile phase while components with less affinity for the stationary phase
move quickly. As a result of the different mobility, the sample components are
separated, and the different compounds can be collected in fractions for quantitative
or qualitative analysis. It is important to note that this separation process results in a
dilution of the analytes.

As shown in Fig. 5, the basic components of an HPLC are mobile phase tank
pumps, a sample injection system, the column that contains the stationary phase, the
detector, and a data processing system that generates the chromatogram.

In the case of gradient elution, the mobile phase is a mixture of different solvents
of various polarity whose ratio composition changes throughout the
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Fig. 3 Extraction system PLE. (https://www.ujaen.es/servicios/scai/recursos/pf07-sistema-de-
extraccion-con-liquidos-presurizados)

Solvent

Pump

Purge

Oven

Extraction cell

Static
valve

Collection
Nitrogen

Fig. 4 Parts of an extractor PLE. (https://www.directindustry.es/prod/dionex/product-28284-
1124221.html)
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chromatographic elution where a mobile phase can be composed of a more polar
eluent A (usually water + formic acid/acetic/etc.) or a more apolar eluent B (com-
monly acetonitrile or methanol) throughout the process. The gradients used for
phenolic compounds start with a small percentage of the organic phase (generally
acetonitrile or methanol) and end with high percentages of these solvents. The acids
used must not be too strong to prevent damage to the column, and they must be
adjusted to the pH within the range of values accepted by the stationary phase, as
well as allowing a good ionization of the compounds when the analytes detection is
carried out by mass spectrometry detector.

The stationary phases can be solid and/or liquid, and, in the analysis of phenolic
compounds, the most used are those that have fillers of chemically modified silica
with hydrocarbon chains, generally n-octyl (C-8) or n-octadecyl (C-18), with particle
sizes ranging between 1.8 and 5 μm. Taking into account the polarities of the mobile
phase and the stationary phase, the chromatographic separations of these compounds
are generally carried out in reverse or reverse phase.

Finally, the identification and quantification of the phenolic compounds separated
by HPLC can be carried out using a mass spectrometer (MS). This is placed at the
outlet of the column and generates an analytical signal that leads to the chromato-
gram. It is important to point out that the effluent that comes out of the chromato-
graphic column (liquid mobile phase) must be converted into a gas containing the
charged analytes. Electrospray ionization (ESI) is very suitable to achieve this
purpose, and it ionizes the compounds positively or negatively depending on the
selected mode. Mass spectrometry is based on the separation of these ions according
to their mass/charge ratio (m/z), and their subsequent detection can be registered in
software and match to a compound of a similar mass/charge ratio.

The basic components of a mass spectrometer are an ionization chamber in which
the ions are generated from the compounds to be analyzed, an analyzer that separates
and generates ions based on their mass/charge ratio, and an ion detector that pro-
duces an amplified electrical signal for each ion generated. Thanks to a signal
processor, the chromatogram can be obtained (Fig. 6).

Fig. 5 HPLC equipment. (http://laboratoryinfo.com/wp-content/uploads/2015/07/High-perfor
mance-liquid-chromatography-hplc.jpg)
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1.5 Proximal, Mineralogical, and Bioactive Molecules
of Different Parts of Carao (C. grandis): Pulps, Shell,
Seeds, and Whole Fruits

This section includes a review of the results previously reported in the literature by
Marcía Fuentes et al. (2020a) and Fuentes et al. (2021) about the determination of the
proximal, mineralogical, and bioactive molecules characterization of the carao fruit
(C. grandis). It has to be taken into account that a careful selection of articles has
been followed. With the search criteria established, not too many studies could be
included in this section. However, the selected works included the main objectives of
this chapter, and the quality of the selection provides great reliability in the results
presented.

1.5.1 Samples

The investigations of Marcía Fuentes et al. (2020a) and Fuentes et al. (2021) were
carried out using fresh samples of fruit (C. grandis) from Guapinol Biological
Reserve, Marcovia, Department of Choluteca (Honduras). The seeds were manually
separated from the fruit. After that, they were dried in an air circulation oven and
grounded for phytochemical characterization and extraction of bioactive molecules
(Marcía Fuentes et al., 2020a; Fuentes et al., 2021). In both works, the authors used
analytically graded reagents.

1.6 Proximal Analysis of Pulps, Shell, Seeds, and Whole
Fruits

The proximal analysis and total calories (Eq. 1) in the different parts of the
C. grandis fruit were moisture content analyzed in an oven at 105 �C for 3 h and
total ash content determined in a muffle oven at 600 �C for 30 min. Proteins were
determined by the Kjeldahl distillation method with previous sulfuric digestion. The

Fig. 6 Components of mass spectrometer. (https://www.intechopen.com/books/spectroscopic-
analyses-developments-and-applications/application-of-mass-spectroscopy-in-pharmaceutical-
and-biomedical-analysis)
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total lipids were determined using a Soxhlet-type extractor with hexane, and the
percentage of carbohydrates was calculated by difference according to the method-
ology described by IAL (2008).

Determination of the energy value

kcal100g�1
� � ¼ P � 4ð Þ þ L � 9ð Þ þ C � 4ð Þ ð1Þ

where P ¼ protein value (%), L ¼ lipid value (%), C ¼ carbohydrate value (%),
4 ¼ kcal conversion factor determined in the calorimetric bomb for proteins and
carbohydrates, and 9 ¼ conversion factor kcal determined in the lipid bomb
calorimeter.

1.7 Mineral Analysis of Pulps, Shell, Seeds, and Whole Fruits

For the determination of minerals, the samples were first subjected to perchloric
nitric digestion (3: 1), determining the following elements: Ca (λ ¼ 422.70 nm), Mg
(λ¼ 285.21 nm), Fe (λ¼ 248.33 nm), Zn (λ¼ 213.80 nm), Mn (λ¼ 279.48 nm), Cu
(λ ¼ 324.75 nm) by Atomic Flame Absorption Spectrometry (FAAS), Na and K by
EAS Atomic Emission Spectrometry and UV visible Molecular Spectrophotometry,
phosphorus (λ ¼ 660 nm), and sulfur (λ ¼ 420 nm) according to the methodology
described by EMBRAPA (2009) and Montero et al. (2020).

1.8 Total Phenolic Content and Antioxidant Activity of Pulps,
Shell, Seeds, and Whole Fruits

Total phenolic compounds were determined using the Folin Ciocalteu method with
the formation of a blue complex using gallic acid as a reference standard, and
absorbance readings were performed in a UV visible spectrophotometer at 765 nm
according to the methodology described by Wolfe et al. (2003). To determine the
antioxidant activity, the 1,1-diphenyl-2-picrylhydrogen radical (DDPH) method and
the iron reduction technique were used. In the first method, the absorbance reading
was carried out at 515 nm (Miranda & Fraga, 2006); the calibration was carried out
from dilutions of a 60 mM DPPH solution in methanol. The second method to
determine the antioxidant activity was the method based on the reduction of Fe3 + to
Fe2+ according to the methodology proposed by Sanchez-Moreno et al. (1998), with
the readings in UV visible Molecular Absorption Spectrophotometry at 690 nm.
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1.9 Total Carotenoids of Pulps, Shell, Seeds, and Whole
Fruits

For the quantification of total carotenoids, 1 g of sample was added to 18 ml of
acetone. The recording was performed on a molecular absorption spectrophotometer
at 470 nm, 661 nm, and 664 nm, respectively, and was calculated using formula 2
described by Lichtenthaler and Buschmann (2001).

Determination of carotenoids

CarotenoidsC mgmL�1
� � ¼ 1000A470� 1:90Ca� 63:14Cbð Þ=214 ð2Þ

where:

Ca (mg mL�1) ¼ 11.24 A661–2.04 A644.
Cb (mg mL�1) ¼ 20.13 A664–4.19 A661.

1.10 Extraction and Characterization of Phenolic
Compounds from Carao Seeds

Fuentes et al. (2021) developed a new PLE green extraction method for recovering
phenolic compounds from seeds. To achieve this goal, these authors used an
Accelerated Solvent Extraction system. Extractions were performed in static cycles
using different extraction solvents ratios (water and ethanol), process temperatures,
and extraction time. All extractions were carried out at constant pressure (11 MPa).

For each extraction, seed sample was mixed with sand in order to increase the
contact between sample and extraction solvents mixture. All runs were developed in
ASE™ 350 extractor. This equipment used the Chromeleon 7 console to set each of
the extraction conditions.

1.11 Experimental Design Applied for Recovering Phenolic
Compounds from Carao Seeds

With the purpose of optimizing the phenolic compounds extraction, these authors
applied a response surface methodology (RSM) (Fuentes et al., 2021). The RSM
involved three aspects: design, model, and optimization. The authors selected a
central composite design 23 (CCD). This model is broadly used due to its high
flexibility. Independent variables are the variables set by researchers during the
experiments for the evaluation of their effects on the response variable. The three
factors established as independent variables were the extraction temperature (range
40–180 �C), percentage of ethanol (range 15–85%), and static cycle times

The Carao (Cassia grandis L.): Its Potential Usage in. . . 415



(5–20 min). For each variable, it was run at two levels, maximum and minimum. The
axial points located below and above the maximum and minimum values allowed
the determination of the curvature of the response surface for each factor.

The experimental design generated by the software was based on a total of
14 experiments that were performed in a random order (Table 1). This optimization
was focused on maximizing, first, a target value of a single response variable, yield
or phenolic compounds, and second, optimization of several responses (multiple
response optimization).

1.11.1 Characterization of Phenolic Compounds from Carao Seeds

Fuentes et al. (2021) analyzed the Carao seed extracts by reverse phase liquid
chromatography which allowed to improve separation between very similar com-
pounds. As it has previously been described reversed-phase partition chromatogra-
phy uses relatively non-polar stationary phase and a polar mobile phase. In this
study, chromatographic separation was carried out on a C18 1.8 μm 150 � 4.6 mm
analytical column. The mobile phase used was water with 0.1% formic acid as eluent
A and acetonitrile as eluent B.

The detection of the compounds was carried out by mass spectrometry in negative
ionization mode considering a mass range of 50–1000 m/z. Authors identified and
quantified analytes present in the Carao seed extracts thanks to the analytical
platform. Indeed, coupling liquid chromatography with mass spectrometry further
offers a potent analytical alternative, which can be applied in characterizing food
products. The mass spectrometer was externally calibrated before identification of

Table 1 Composite central model 23

Experimental
runs

Independent factor 1:
temperature (�C)

Independent factor
1: %ethanol

Independent factor 1: static
cycle time (min)

E1 40 15 20

E2 40 85 5

E3 110 5 12.5

E4 110 50 22

E5 40 15 5

E6 20 50 12.5

E7 110 50 3

E8 110 50 12.5

E9 110 50 12.5

E10 40 85 20

E11 180 85 5

E12 180 85 20

E13 110 95 12.5

E14 200 50 12.5

Values of independent factors. Adapted from Fuentes et al., (2021)
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compounds. The mass data of the molecular ions were processed through
DataAnalysis 4.0 software (Bruker Daltonics), which provided a list of possible
compounds using the Generate-Molecular Formula Editor. The latter uses a CHNO
algorithm providing standard 202 functionalities such as minimum/maximum ele-
mental range, electron 203 configuration, and ring-plus double bonds equivalent.

In addition, these authors also used available commercial standards for both
identification and quantitation purposes: gallic acid, catechin, epicatechin,
epigallocatechin-gallate, quercetin-3-glucoside, and kaempferol-3-rutinoside.

1.12 Bioactive Molecules Content of Carao (C. grandis)

1.12.1 Proximal Analysis

Table 2 shows the values of the nutritional composition and the total energy for the
different parts of the carao fruit (Marcía Fuentes et al., 2020a).

The highest moisture content values for the different parts of the carao fruit are
found in the pulp, with 26.72%, and the part that showed the least amount of
moisture content was the rind with only 8.19%. The ash content in this fruit showed
that the seeds have the highest mineral value with 3.78%. Among the parameters that
contribute to the caloric content of the fruit are lipids, carbohydrates, and proteins;
the amount of lipids is very low, reaching 1.17% for the seeds. The amount of
protein is higher for the seeds with 10.11%. Carbohydrates, including fibers, are the
main component of carao, and the peel has the highest percentage of carbohydrates
with 88.01%.

Given the high percentage of carbohydrates found in legumes especially in
C. grandis, this can be used as an alternative food source. The carbohydrate content
in this fruit is higher than that found in some tropical legumes such as Inga, whose
percentage reaches 27.62% (Mendoza et al., 2016). As for the caloric content, the
part of the fruit that has an important contribution is the shell with
358.26 kcal 100 g�1. The daily energy recommendations for legumes are around
2000 kcal 100 g�1 following the specifications of the European Economic Commu-
nity 90/496/EEC of 24 September 1990.

Table 2 Proximal composition and caloric content of Cassia grandis (Carao)

Fruit part
Moisture
(%)

Ash
(%)

Lipid
(%)

Carbohydrates
(%)

Proteins
(%)

Calories (kcal
100 g�1)

Pulp 26.72a 2.80b 0.21b 61.93c 8.34b 282.97c

Cortex 8.19c 2.42c 0.14c 88.01a 1.24c 358.26a

Seed 9.58b 3.74a 1.17a 75.40b 10.11a 352.57b

Complete
fruit

17.31 3.14 0.74 71.4 7.41 321.9

*Means with different letters in the same column indicate statistical differences (P � 0.05) with
Tukey’s test
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1.13 Mineral Analysis of the C. Grandis Fruit

Table 3 shows the values of the mineral composition for the different parts of the
C. grandis fruit (Marcía Fuentes et al., 2020a).

Table 2 shows the values of the analysis of the mineral for the different parts, as
well as for the whole fruit. Among macro minerals, magnesium stands out, being
most concentrated in the seed with levels of 18.27 � 0.14 mg 100 g�1. This element
is of great importance to the human body as it is involved in numerous metabolic
processes (Wolf & Cittadini, 2003). Intake recommendations for this element
according to DRI (2011) are 420 mg per day for men and 320 mg per day for
women. Another essential element within macro minerals is calcium which, like
magnesium, is at higher concentrations in the seed with 7.31 � 0.21 mg 100 g�1.
This element is essential for the preservation of bones and teeth (De Franco &
Martini, 2014) having intake recommendations of 1000 mg per day for both sexes
(DRI, 2011). Sodium and potassium are also two important elements for maintaining
electrolyte balance in cells (Cuppari & Bazanelli, 2010). In the seed, potassium is
found in higher amounts than sodium, reaching values of 8.23 � 0.18 mg 100 g�1,
and, on the other hand, sodium is in higher concentrations in the pulp with
2.56 � 0.13 100 mg g�1.

Daily intake recommendations for this element in adulthood are 8 mg per day for
men, 18 mg per day for women aged 19–50 years, and 8 mg per day for women
above 50 years (DRI, 2011). For manganese, it was found in high concentrations in
seeds with 0.51� 0.12 mg 100 g�1. Manganese is the second micronutrient after the
iron of interest to plants (Malavolta, 2006), but at the same time plays an opposing
role towards iron in the body, since, in the diet, excess manganese can cause less
absorption of iron, which also causes anemia and can affect the central nervous
system (Roels et al., 1997). Zinc has different physiological functions in the cell,
such as liver mobilization of vitamin A, sexual maturation, fertility and reproduction,

Table 3 Mineral composition, in the different parts of the C. grandis fruit

Concentration
(mg 100 g�1) Seed Pulp Cortex

Complete
fruit

Ca 7.31 � 0.21a 5.67 � 0.12b 4.67 � 0.17c 6.21 � 0.12

Mg 18.27 � 0.14a 14.31 � 0.12b 11.21 � 0.07c 15.46 � 0.07

K 8.23 � 0.18a 3.45 � 0.07b 2.43 � 0.14c 4.31 � 0.08

Na 0.85 � 0.07c 2.56 � 0.13a 1.31 � 0.07b 1.47 � 0.31

Fe 1.71 � 0.23a 1.54 � 0.12b 0.81 � 0.07c 1.14 � 0.21

Cu 0.21 � 0.08b 0.14 � 0.03c 0.71 � 0.12a 0.44 � 0.11

Zn 0.46 � 0.09a 0.34 � 0.11b 0.21 � 0.07c 0.27 � 0.13

Mn 0.51 � 0.12a 0.25 � 0.07b 0.21 � 0.07c 0.38 � 0.08

P 0.47 � 0.07a 0.21 � 0.02b 0.14 � 0.07c 0.26 � 0.08

S 0.08 � 0.01c 0.17 � 0.04a 0.11 � 0.03b 0.04 � 0.01
*Means with different letters in the same column indicate statistical differences (P � 0.05) with
Tukey’s test
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and phagocytic, cellular, and humoral immune functions (Roels et al., 1997). The
concentration in C. grandis seeds is 0.46 � 0.09 mg 100 g�1. Copper is another
essential nutrient not synthesized by the body, found in fruits at concentrations
between 0.02 and 0.66 mg 100 g�1 according to Amancio (2017).

Copper concentrations found in the C. grandis were very low. The bark was the
one with the highest concentration with 0.71 � 0.12 mg 100 g�1. Two other
elements analyzed in this fruit were phosphorus and sulfur. The highest concentra-
tion of phosphorus was found in the seed with 0.47 � 0.07 mg 100 g�1 which
appears on ATP energy metabolism involved in carbohydrate metabolism and is
present at the same time in the synthesis of phosphate sugars, nucleic acids, and
coenzymes (Epstein & Bloom, 2006). Sulfur was found in low concentrations in the
fruit with 0.17 � 0.04 mg 100 g�1, being an element that is also part of the structure
of proteins, and it is found in the body in concentrations of up to 140 g (Lisboa,
2015).

1.14 Phenolic Compounds, Antioxidant Activity, and Total
Carotenoids

Table 4 shows the values of phenolic compounds, antioxidant activity, and total
carotenoids in the different parts of C. grandis fruit (Marcía Fuentes et al., 2020a;
Maldonado et al., 2020; Montero et al., 2020).

The total phenolic compounds determined in the different parts of the fruit varied
between 2.3 � 0.1 mg EAG 100 g�1 (shell) and 11.1 � 0.3 mg EAG 100 g�1

(seeds). Compared to other legumes such as Vicia faba, these values are within those
determined by Valente et al. (2018), reaching values of 13 � 0.1 mg EAG 100 g�1.
Antioxidant activity was carried out using two methods (the DPPH technique and the
iron reduction method). The seed is the one with the highest antioxidant activity with
values of 7.31 � 0.11 g�1 by the DPPH method and 0.34 � 0.04 mg g�1 by the iron
reduction method. Godevac et al. (2008) studied the antioxidant activity of nine

Table 4 Phenolic compounds, antioxidant activity, and total carotenoids in different parts of
the face

Fruit
part

Total phenolic compounds
(mg EAG 100 g�1)

Antioxidant activity

Totals carotenoids
(μg mL�1)

DPPH
(μg g�1)

Iron reduction
(mg g�1)

Pulp 5.6 � 0.2b 6.07 � 0.02b 0.21 � 0.01b 4.12 � 0.11ª

Cortex 2.3 � 0.1c 5.12 � 0.04c 0.18 � 0.02c 2.21 � 0.07c

Seed 11.1 � 0.3a 7.31 � 0.11a 0.41 � 0.02a 3.76 � 0.03b

Whole
fruit

6.3 � 0.1 6.48 � 0.07 0.34 � 0.04 2.56 � 0.04

*Means with different letters in the same column indicate statistical differences (P � 0.05) with
Tukey’s test
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species of Fabaceae, obtaining values higher than those obtained for carao fruit.
Other researchers, such as Pinela et al. (2011), studied antioxidant activity in the
Genisteae also belonging to the Fabaceae family, obtaining values from 0.15 to
0.50 mg mL�1, being lower than those reported in Table 4. In addition, total
carotenoids in the carao fruit give this fruit additional biotechnological attributes
as they are precursors of vitamin A and possess antioxidant, anti-inflammatory, and
anti-tumor properties (Rehman et al., 2020). The concentrations of this group of
substances in C. grandis ranged from 2.21 � to 0.07 g mL�1 for the bark (lowest
values) and 4.12 � 0.11 g mL�1 for the pulp where the most carotenoids are
concentrated.

1.15 Identification of Phenolic Compounds and Other Polar
Compounds Present in Carao Seeds

Table 5 shows the main phenolic compounds reported in literature for Carao seeds in
agreement with Fuentes et al. (2021).

Two family groups were mostly identified (hydroxybenzoic acids and flavo-
noids). With respect to hydroxybenzoic acids two chemical compounds were
reported: galloyl glucoside and its derivative. Authors determined that both of
these phenolic compounds were previously described in plants belonging to the
same group (Magnoliophyta) and class (magnoliopsida) as Cassia grandis
(Sclerocarya birrea, Jiménez-Sánchez et al., 2015).

However, the most representative chemical group was flavonoids. These authors
supported these results according to the scientific literature. Indeed, different flavo-
noids (i.e., flavonols, flavanols, flavanones) have been widely described in other
Cassia families (Sobeh et al., 2018).

Concerning flavanols, the presence of astilbin, quercetin-3-glucoside, quercetin-
rhamnoside, kaempferol-rhamnoside and their isomers were characterized according
to the MS data, commercial standards as well as scientific literature (Cassia
bakeriana, Da Costa Silva et al., 2019; Cassia abbreviate, Sobeh et al., 2018).

The flavanol subclass included theaflavin (Sobeh et al., 2018), catechin and (epi)-
catechin and (epi)-afzelechin or its isomers (Sobeh et al., 2018). In addition, they
also characterized diflavanoids, its isomer, or chemical compounds derived from
flavanols (Ucar et al., 2013).

Regarding flavanones, these authors carried out a tentative identification of the
following compounds: pinocembrin-7-neohesperidoside, and pinocembrin-7-
rutinoside (Xu et al., 2011; Wang et al., 2011; Demirkiran et al., 2011; Meng
et al., 2016). These compounds have also been reported on the species Litchi
chinensis, Euphorbia decipiens, and Ziziphora clinopodioides that belong to the
same division and class as Cassia grandis (Xu et al., 2011; Wang et al., 2011;
Demirkiran et al., 2011; Meng et al., 2016).

420 J. Marcía-Fuentes et al.



Finally, it is important to remark that proanthocyanidins have also been identified
in Carao seed extracts (Table 5).

2 Conclusion

Carao (C. grandis) is a plant used in popular medicine mainly with indigenous
groups in South America to treat different diseases since ancient times. So this
chapter summarizes its chemical composition and describes its potential nutritional,
pharmacological, and medicinal applications. Due to its proximal, mineral, and

Table 5 Identification of bioactive phenolic compounds from Cassia grandis seed

Phenolic compounds Chemical structure

Hydroxybenzoic acids

Catechin

Quercetin-3-glucoside

Cassanidin A

Galloyl glucoside

Galloyl glucoside derivative

Flavanols
Theaflavin derivative

Catechin

(Epi)-catechin

(Epi)-afzelechin isomers

Diflavanoid isomers

Flavonols
Astilbin

Quercetin-3-glucoside

Quercetin-rhamnoside

Kaempferol-rhamnoside isomers

Flavanones
Pinocembrin 7-neohesperidoside

Pinocembrin 7-rutinoside

Flavones
Hexametoxyflavone

Proanthocyanidins/prodelphinidins
(Epi)-galocatechin-(epi)-catechin isomers

Procyanidin derivatives

(Epi)-catechin-(epi)-catechin

Cassanidin A

(Epi)-guibourtini dol-(epi)-catechin isomers

Catechin-guibourtinidol-cassiaflavan
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bioactive compounds content, the carao fruit is considered a potential functional and
nutraceutical food, which can be used as an active ingredient for the fortification and
enrichment of foods in people with special diets.
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Challenges and Future Prospects
of Biotechnology

S. A. Aransiola, M. O. Victor-Ekwebelem, A. A. Ikhumetse, and O. P. Abioye

1 Introduction

There has been a tremendous progress in the field of biotechnology over the years,
and its application cuts across agriculture, marine biotechnology, bioengineering,
bio-manufacturing, biomedical engineering, drug discovery, vaccine development
and in environmental microbiology (Daniotti & Re, 2021). Despite its numerous
benefits, biotechnology remains low due to several socio-economic, ethical, health,
or political concerns (Ivase et al., 2019). Therefore, this chapter reviews the chal-
lenges and future prospects of biotechnology.

Biotechnology posed a great promising area based on current and future appli-
cations of it, to solve medical, environment, energy, agricultural, and military
problems. This promise is from direct application of biotechnology and from the
growing area of multidisciplinary research that combines biotechnology with other
sciences like materials science, physics, chemistry, and engineering just to name a
few. However, there is also growing concern over possible dangers from this area of
science based on the potential for mishaps from honest scientists and applications
purposefully developed to cause harmful or even devastating effects (Munis et al.,
2019). The areas of biotechnology with tremendous future opportunities that can
impact all include: (a) Drugs and pharmaceuticals development; (b) Medical device
and diagnostics; (c) Noninvasive sensor in agriculture; (d) Rapid testing of
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pathological conditions; (e) Quick testing for food adulteration; (f) Precision agri-
culture and biofortification; and (g) Machine learning and artificial intelligence in
biotechnology.

2 Marine Biotechnology in Sustainable Industrial
Development

2.1 Discovery of New Products

It is estimated that over 90% of marine biodiversity is completely unknown as our
knowledge of the environment is restricted. This is due to the technical difficulty of
accessing deep seas, thus impeding the collection of samples (Daniotti & Re, 2021).
Also, majority of organisms isolated from the marine environment are difficult to
analyze and therefore taxonomic classification is complex, resulting in potential
errors that could compromise the entire process of drug discovery due to the
impossibility of reproducing the isolation event and the subsequent identification
of the bioactive compound (Kasanah & Triyanto, 2019).

2.2 Sustainable Production

When using marine organisms for the production of high value-added substances
and biofuels, the vulnerability of the marine environment must be considered
because the quantities supplied directly by marine organisms do not support indus-
trial requirements and the more limited ones of the drug discovery process (Vlachou
et al., 2018). The unswerving collection of bioactive compounds of industrial
interest is never maintainable, particularly as most of these species are at the verge
of extinction and their unwarranted abuse could destroy the intricate balance of the
ecosystem (Daniotti & Re, 2021).

2.3 Extremozymes in Biotechnology Applications

There is usually low yield or activity of enzymes when they are cultivated on a large
bioreactor scale, usually required for commercial applications, and this has been a
significant drawback in utilizing extremozymes in biotechnology (Sarmiento et al.,
2015). Active alcohol dehydrogenase (HvADH), laccase (LccA) enzymes and
bacterioruberin and halocins proteins produced from Haloferax volcanii must be
done on a large scale to realize their true biotechnological capacity (Haque et al.,
2020), but expression and purification of bulk quantities of highly active proteins in
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a halophilic environment is however demanding as co-purification of unwanted
nonspecific proteins with the target protein is often encountered following affinity
tagged protein purification (Sarmiento et al., 2015). When using Haloferax volcanii
as the host, their intrinsic ability to form biofilms is a deadlock on large-scale protein
over expression (Chimileski et al., 2014), since these biofilms can interfere with
expensive sensors present in the bioreactor during the fermentation process and may
also alter the characteristics of expressed proteins. Furthermore, when culturing
Haloferax volcanii, there is the need to use reactors made of alternative materials
rather than the readily available stainless steel as the molar concentration of salt
required to grow this organism can quickly corrode stainless-steel bioreactors
(Haque et al., 2020).

3 Agricultural Biotechnology

3.1 Plant Biotechnology

New technologies, especially in transgenes and gene editing, will be required as the
demands of human beings such as higher contents of vitamins and micronutrients
found in cereals, increased shelf lives of vegetables and fruits and reduced allergens
increases perpetually (Nguyen & Ly, 2018). There is still a large gap in successfully
creating new crop varieties with desired traits for human consumption, even when
gene/genome editing technologies have been successfully tried in many research
laboratories (Moshelion & Altman, 2015). Also, having an insight into the roles of
genes governing complex traits to actively improve agronomic performance or
control adaptations to abiotic stresses is a matter of concern, as genetically modified
organisms (GMOs), transgenic crops, and recombinant DNA technology are the
future trends in plant biotechnology. The complex traits of interest include a crop’s
ability to grow efficiently in drought, salinity, acidic, or aluminum-containing soils,
competition with weeds, flowering time, heterosis, and durable resistance to diseases
(Nguyen & Ly, 2018).

There is a rise in energy prices because of the reduction of fossil fuels and this rise
requires new processes for the production of renewable energy sources called
biofuels (Nguyen & Ly, 2018). One of the favorable materials for biofuel production
through enzymatic fermentation and chemical transformations is lignocelluloses
(Den et al., 2018), but a major challenge for biotechnology in the degradation of
the stable polymer chain into sugar molecules for further fermentation and conver-
sion is the modification or alteration of the properties of the polysaccharide profile in
the cell walls of plant materials (Popa, 2018).
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3.2 Animal Biotechnology

Semen sexing technology for selecting the sex of embryos relies on the principle of
flow cytometric separation of fluorescence labeled sex chromosomes, but the low
number of sexed sperms produced and the occurrence of sperms being damaged
during the sorting process that reduces the efficiency of fertilization in later steps are
the main drawbacks of this technique (Espinosa-Cervantes & Cordova-Izquierdo,
2013). Cloned animals derived from cloning technology on the other hand, often
suffer from severe injuries or are not able to reproduce (Nguyen & Ly, 2018). In
animal biotechnology, the issues of animal welfare should also be taken into
consideration. Depending on one’s personal beliefs, some people oppose the use
of animals for any purpose, while others have specific concerns about the impacts
that genetic engineering and cloning may bring by producing human therapeutic or
industrial proteins (Nabavizadeh et al., 2016).

Another drawback in animal biotechnology is in the field of transplantation of
living cells, tissues, or organs, where there is always shortage of organs for clinical
implantation in patients who need a replacement organ at the end stage of failure
(Nguyen & Ly, 2018). Although, tissues or organs from some animals from the order
primates or from pigs could serve as candidates for transplantation in humans, but
the lifespans of the donor animals are shorter than humans; therefore, the aging of the
grafted tissues at a quicker rate is still a challenge in xenotransplantation technology
(Hryhorowicz et al., 2017). Only a few temporarily successful cases of xenotrans-
plantation have thus far been published as animal rights activists have also objected
to xenotransplantation on ethical grounds.

3.3 Microbial Biotechnology

Research in microbial biotechnology is focused on three main areas in various
application fields; agricultural practices, microbial enzymes for industry, and envi-
ronment treatments. Stubble, straw, and sawdust which are byproducts in agriculture
and forestation production contain stubborn polymers like lignin, cellulose, and
hemicellulose, which are a challenge for the development of new technology for
biodegradation to convert them into biofuels, feeds, and biofertilizers (Kilbane,
2016). Reactions of some enzymes such as lipozyme, lipase, cellulase, amylase,
and xylose isomerase in organisms are efficiently performed under physiological
conditions, but industrial conditions are far different with high substrate concentra-
tions, sheering forces, high or low temperatures, and organic solvents. In addition,
the requirements of regiospecific, chemospecific, and stereospecific reactions are
challenging for industrial and pharmaceutical enzymes (Chapman et al., 2018).
Therefore, most enzymes found in soil and water microbes are not able to display
their desired activities under industrial conditions (Nguyen & Ly, 2018).
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3.4 Health and Medicinal Biotechnology

Functional genomics is still a big challenge in gene identification, analysis of gene
interactions, and the relationships between genotypes and phenotypes in complex
diseases (Nguyen & Ly, 2018).

3.5 Environmental Biotechnology

Environmental challenges require newer technologies for environmental control,
protection, and remediation. The constituents of environmental contaminants are
becoming diverse, and as such, require more effective microorganisms for environ-
mental treatment and management (Vujic et al., 2015). Also, genetically modified
organisms are seen as biohazard to the environment in some industrial processes
(Nguyen & Ly, 2018). In general, the intricate balances between hosts, pests,
humans, and the environment should be seen as a challenge for biotechnology in
the future.

4 Challenges Faced in Using CCRISPR (Clustered
Regularly Interspaced Short Palindromic Repeats)

One of the key challenges in using CRISPR (clustered regularly interspaced short
palindromic repeats) is designing the RNA guide. Research has shown that some
RNA guides are less efficient than others, some are inactive while others are
promiscuous, and in the absence of a good RNA guide, multiple off-target effects
can occur. In addition, several potential RNA guides can perform the same editing
task, but each has different off-target outcomes. As a result, selecting the right RNA
for the task at hand adds to the challenge of achieving proper design. In other words,
the specificity and precision of CRISPR is largely conditioned by the type and
specificity of the RNA guide (Vogel & Ben-Ouagrham-Gormley, 2018).

5 Future Prospects of Biotechnology in Machine Learning
and Artificial Intelligence in Biotechnology

The rapid progress in biotechnology and in information technology has occurred in
parallel over the last twenty years. The large data available and the new experimental
technologies developed in the recent years make it easier and cheaper to carry out
several biotechnology experiments that would have taken years to complete. The
large amounts of data mostly derived through omics-technologies that are generated
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and stored, in the biotechnology research, create an array of new opportunities for
researchers, as well as for companies that offer products and services in this area. At
this point artificial intelligence (AI) and machine learning (ML) technologies to
process, explore, and analyze these large data are new emerging area in biotechnol-
ogy and therefore, AI and ML are promising areas important in advancing the
benefits of biotechnology. Adaptation of AI and ML will allow biotechnology to
solve complex societal challenges through its own systematic testing. For example,
now electronic health records systems are gradually integrating in health sector so
that health-related data can be accessed globally, opening the door to a holistic
outlook (Sharma, 2020). Machine learning technology also holds promise for the
future of the clinical trial. Biotech companies can quickly analyze data from current
trials to predict the effectiveness of treatments down to a molecular level; they can
also revisit data from previous trials to see if anything may have been missed, or if
there may be new or different uses for an existing drug (Brian, 2020).

6 The Future Prospects of Biotechnology in Medicine,
Medical Device, and Diagnostics

Genetic engineering can potentially regulate hereditary diseases. Brain-computer
interfaces developed by using new nanomaterials that provide bidirectional neural
communication will enable the patients to write words which they are imagine or to
control the devices. These noninvasive interfaces may seem utopian, but can be a
marvel of genetic engineering in the new era. In addition, studies are being carried
out on treatments that may extend life, such as telomere modifications and reversing
aging.

In modern medicine, doctors evaluate patients to clinically diagnose, treat, and
prevent diseases. Thus, there are also benefits of a treatment regime that is based on
the genotype of each individual to include epigenetic factors for the development of
individualized medication selection, dose adjustment and individualized therapies to
overcome a more traditional trail-and-error approach. For example, in the field of
oncology, which plays a role in the prevention, management, and treatment of
non-future cancers, there have been enormous strides that can be attributed to the
development of immunotherapy, genomic and genetic engineering technology
(Munis et al., 2019).

Another new face of modern genetic engineering is CRISPR/Cas9 technology
and its therapeutic potential is excellent. As technology develops, the therapeutic
potential of CRISPR/Cas9 will continue to increase. Nonetheless, CRISPR/Cas9 has
many difficulties in fully developing its potential. Cas9 nickases and mutants that
reduce nonspecific DNA binding are designed to alleviate these problems, although
this is a problematic solution. The gene cargo distribution system remains the biggest
obstacle to the routine use of CRISPR/Cas9, and a multipurpose delivery method has
not yet emerged (Lino et al., 2018). Gene therapy is an experimental method to
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correct a defective gene that is responsible for the emergence of the disease. In
addition to advances in delivery and expression technologies, future efforts will
focus on new areas of gene therapy practice, such as new resistance genes and
chimeric T-cell receptors. The sequence of the human genome is useful in many
fields, from molecular medicine to human evolution. With the development of gene
therapy technologies, the modelling of genetic diseases also increased (Kulkarni
et al., 2018). In recent years, the renowned method of gene therapy has been used to
treat a number of diseases on genetic models developed by CRISPR technology. For
example, metabolic diseases, cardiovascular diseases, monogenic diseases. Also
developed drugs are tested on these genetic models. If the correct gene is determined
and the appropriate vectors are selected, then there should not be disease that cannot
be treated.

7 Nanotechnology and Medical Biotechnology

Advances in nanotechnology also provide a rich framework for future developments
in medical biotechnology. Related to disease prevention is the widespread use of
antibiotics and antibacterial coatings to reduce the impact of infection on causing the
failure of implanted medical devices. Nonetheless, such approaches have limited
effectiveness. Nanotechnology now provides the tools for nano-texturing the sur-
faces of materials for medical implants, with the aim to mimic the bactericidal
properties of some animal, plant and insect species, and their topographical features.
For example, the surface nanostructures of cicada, dragonfly and butterfly wings,
shark skin, gecko feet, taro and lotus leaves provide self-cleaning and bactericidal
properties (Jaggessar et al., 2017). That type of bioinspiration provides great inno-
vations in providing some biological-like characteristics that can be used to guide the
surface structuration and synthesis of materials into functional devices and
processes.

In biological systems there is a self-assembly y of molecules to create elegant
nanostructured systems. A central feature of such biological nanostructured systems
is the assembly of phospholipid bilayer membranes that both provide compartments
(i.e., biological cells) to rationalize the overall function of complex organisms (e.g.,
plants, animals) and also to provide an environment in which to stabilize membrane
proteins to assist in the sensing and actuating functions of biological cells (Bentley
et al., 2018). These components of biological cells provide the basis for transport of
ions and molecules between the cell and the surrounding environment inside the
body, which supports the ability of cells to participate in physiological control of the
body. Extending the concept of bioinspiration to include such elegant nanostructured
biological self-assembly then provides an additional dimension to applying nano-
technology to medical biotechnology. That additional dimension is to include
nanostructured bio-membranes into hybrid medical devices that can provide the
ability for the medical device to communicate ions and molecules with the body.
This then leads to the notion that an implanted medical device should integrate and
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become symbiotic with the body (Fig. 1). This extends the definition of a biocom-
patible system to one that requires stable exchange of materials between the
implanted device and the body. Having this novel concept in mind will guide
research in a new field between medical implant and regenerative medicine to create
actual symbiotic devices (Alcaraz et al., 2018).

8 The Use of Digestible Sensors

Additionally, a treatment method in the future of medicine is the digestible sensors
placed in pills. Data from these sensors are transmitted to doctors and family. Thanks
to the biotechnology industry, more objects can now be printed using 3D printers. In
the near future, printing of medical devices in underdeveloped areas and printing of
live tissues, cells, or drugs may be imagined. But everyone is able to print medicines
containing patented molecules in their homes, so ethical problems can emerge. Also,
3D printing is not the only way used to create body parts and artificial organs, it can
be grown in the laboratory environment using biomaterials. The artificial organ is a
device or biological material that is implanted in the body to alter a natural organ or

Fig. 1 Examples of symbiotic devices (symbio-bots) (a–d) that can be created in a bio-inspired
way (e). Each device is separated with a smart porous packaging that allows a duplex communi-
cation. Therapeutic cells (a, b) need a porous encapsulation y that avoids an immune reaction and
allows protection from both sides. They may be human cells, as MSC or specialized cells such as
β-cell from Langerhans islets (a), or other eukaryotic or prokaryotic cells (b). Panel (c) shows an
IBFC linked to an electronic medical device. Panel (d) shows a generic device delivering a
therapeutic molecule. Panel (e) Existing symbiosis (i.e., microbiota or pregnancy) are a source of
bioinspiration to establish a duplex communication between the body and its implants. Regenera-
tive medicine should embrace this concept of bioinspiration for a better design and integration of
implants, especially for future symbio-bots (reproduced with permission from Alcaraz et al. (2018))
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function. The other innovation can be the sensors that can be digested to make a
quick diagnosis. These sensors can be swallowed directly for gastrointestinal dis-
eases. Further, the sensors embedded in the tooth can detect jaw movements and
speech. More complex microchips that can mimic the whole human body are
needed, and this final solution could arrive soon. As the amount of information
increases, cognitive computers may be used instead of human in medical decision
making (Munis et al., 2019)

9 Conclusion

In summary, despite series of challenges, the future of biotechnology research is
strong and very promising. We presume that very soon a day will come, when
breakthrough drugs will lead to a world without COVID-19, cancer, or AIDS, and
many more life-threatening diseases, a world with sustainable research development
that will tackle the need for food, environmental safety, low cost medical devices,
energy, and many more societal giant challenges without compromising the world’s
resources.
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