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Abstract. In 1986, Kreher and Radziszowski were the first who used
the famous LLL algorithm to construct combinatorial designs. Subse-
quently, lattice algorithms have been applied to construct a large variety
of objects in design theory, coding theory and finite geometry. Unfor-
tunately, the use of lattice algorithms in combinatorial search is still
not well established. Here, we provide a list of problems which could
be tackled with this approach and give an overview on exhaustive search
using lattice basis reduction. Finally, we describe a different enumeration
strategy which might improve the power of this method even further.
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1 Introduction

In 1982, Lenstra, Lenstra and Lovéasz published the groundbreaking LLL algo-
rithm, which finds in polynomial time “short” vectors in a lattice. As soon as in
1983, Lagarias and Odlyzko [44] applied the LLL algorithm successfully to break
certain cryptosystems based on the subset sum problem.

It seems that in the field of constructive combinatorics, Kreher and Radzis-
zowski were the first who used the LLL algorithm. In [40,41] they used it to con-
struct a 6-(14,7,4) design. Subsequently, lattice basis reduction was used by the
author and collaborators to find the first combinatorial designs for ¢ = 7, 8, and
9 with small parameters and other variants of designs, see e.g. [2-4,14,42,43,45]
(see [16] for a comprehensive overview on combinatorial design theory). The
same program has been used successfully in the search for large sets of
designs [5,46,47], in coding theory (linear codes, codes over rings, two-weight
codes, covering codes) [6,12,32,34,37,54,62], subspace designs and their variants
[8-11,13,33], as well as in finite geometry [7] and other problems.

All of these combinatorial search problems can be reduced to the solution of
a Diophantine linear system which is a generalization of the subset sum problem
studied by Lagarias and Odlyzko [44] and has the following form.

Let A € Zm™*" d € Z™, and 1,r € Z". Determine all vectors x € Z™ such
that

A-x=dand 1<x<r, (1)

where 1 < r for vectors 1, r € Z™ is defined as I; < r; for all 0 <1 < n.
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With the substitution x :=x -1, d:=d — A -1 and r := r — 1, it suffices to
consider 1 = 0 as a lower bound on the variables.

Kramer and Mesner [39] reduced the search for combinatorial designs with
prescribed automorphism group to such a problem.

Solving equation (1) is a special instance of the multi-dimensional subset
sum problem which is known to be NP-complete [22]. Since problem (1) can be
reduced to many other NP-hard problems it is no surprise that there are many
solving algorithms available. See [23,31,49] for a survey.

In case the right hand side vector d in (1) is the all-one vector, the problem is
also called exact cover problem and the fastest algorithm seems to be the dancing
links algorithm! by Knuth [35] or — in special cases — mazimum clique search,

see e.g. [53]. In case there is a “<” instead of “=" in (1), it seems that typical
integer linear programming algorithms [24,27] are most promising.
However, in the special case that there is “=” in (1), and d is much larger

than the all-one vector, and r is the all-one vector (i.e. solution vectors x are
{0, 1} vectors), reduction of the problem to a lattice point enumeration problem
has been very successful as shown in the above references. The algorithm has
been described in detail in [60,61] but unfortunately there are not many other
implementations if any. This may be due to the widespread misconception that
lattice basis reduction is only able to find random solutions which was the case
in the implementation of [41]. It has been overlooked that lattice basis reduction
can be followed by an exhaustive enumeration of all solutions of (1) with a
backtracking algorithm.

In the sequel we will give an overview to exhaustive enumeration of all solu-
tions of (1) using lattice point enumeration and also hint to a different enumera-
tion scheme (limited discrepancy search) which allows to find the first solutions
sometimes much more quickly.

2 Lattices

Let R™ denote the real Euclidean n-dimensional space. Its elements v € R™ are
written as column vectors v = (vg, v1,...,vn_1) . Let (v,w) = Y ien Vi - w; be
the standard bilinear form for v,w € R". For ¢ € R, ¢ > 1, the {;-norm is
defined by

1=l B = R v (3 fuil) ™,
i€n
and the /o, -norm is defined as:
[=lloo : R™ = R : v — max |v;] .
€N
Let b b®) . bm=1 be m linearly independent vectors in R”™. The discrete
additive subgroup of R™

! Updated versions available at https://www-cs-faculty.stanford.edu/~knuth/progr
ams.html.
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m—1
£(b© M pm-1) = {Z u; - bW |u; €Z,iem} CR"
1=0

is called lattice with basis b0, bW .. blm—1),

The rank m of a lattice £ with basis b(® b . b(m=1) is the dimension
of the R-subspace (b(®) b ... b(m=1) which is spanned by the basis. The
corresponding n X m-matrix

B= (b .. . |pm=D)

is called a generator matriz of £ if £ = L(b®, bM) blm-1),
For a lattice £ C R"™, the most important algorithmic problems are:

— Shortest vector problem (SVP): Find an {,-shortest vector in L, i.e. find an
element w in £ such that

[wllq = min{[[w'llg | w" € £\ {0}}.

This question is most interesting for the Euclidean norm ¢5, the £1-norm, and
the /o,-norm.

— Closest vector problem (CVP): Given a vector v € R™, find a lattice vector
w € L which is closest to v in the £,-norm, i.e. such that

v —wllg = min{|lv — w'ly | W' € L}.

— Lattice basis reduction: Given a basis b(® b1 . bm=1 of the lattice £
compute a new basis b’(o),b’(l)7 . ,b’(mfl) of L consisting of “shortest”

vectors. Here, the meaning of short will have to be made precise, compare
Fig. 1.

Fig. 1. Two different bases for b©@ bM and b<0)l, b®’ of the same lattice
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For an overview on the algorithmic complexity of the above problems we refer
e.g. to [50] and the literature cited there.

Concerning the last of the mentioned problems, we remark that the problem
of finding a basis consisting of shortest vectors is not exactly defined provided
the dimension is at least three. In fact, many different versions of the concept
of a shortest basis exist. Two classical concepts are the reduced bases in the
sense of Minkowski [51] and the reduced quadratic forms in the sense of Korkine
and Zolotarev [38] which rely on the computation of shortest lattice vectors in
sublattices and related lattices. Therefore, the problem of computing a reduced
lattice basis in the sense of Minkowski or Korkine and Zolotarev is at least as
hard as the shortest vector problem.

Let B = (b | ... | b D) be a generator matrix of a lattice £. The
matrix G(B) = ((b®,b0U))); jcpm € R™*™ is called Gram matriz of the lattice
basis. The volume of the lattice £ is defined as Vol(£) = det(L) = /det(G(B)),
it does not depend on the choice of the basis. Further invariants of a lattice —
independent from the choice of the basis — are the successive minima of Min-
kowski [51].

Let £ C R™ be a lattice of rank m. For an integer ¢ € m let A\;(£) be the
least positive real number for which there exist ¢+ 1 linearly independent lattice
vectors v € £\ {0} with ||v]|2 < X\;(L). The numbers A\g(L), A1(£), ..., Am—1(L)
are the successive minima of the lattice £. From the definition it follows that
Ao(L) <A (L) < ... < Ap—1(L). A classical result due to Hermite [26] gives an
upper bound for the ¢5-shortest vector of a lattice £ C Z", namely £ contains a
nonzero vector v such that

VI < (4/3)" V7 det(£)>/™

3 Lattice Basis Reduction

Let b b .. bm=1 be a set of linearly independent vectors € R™.
Gram—Schmidt orthogonalization (GSO) is the orthogonal family defined for
0<i<mby

— b _ ZNU 12
where N
<b(i), b(j)>
(b, b)Y
For 0 <t < m and v € R” the orthogonal projection 7rt(v) is defined by

Hij =

(4

U‘)

- R™ b©@ bM . plt- 1)
Tt _>< ) ) VHZ b(J) b(])

and b(®) = 7:(b®)). The orthogonal projection of a lattice £ is the lattice £;
defined by
L; = L(m(bD),m (DY L m(bmD)),
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A basis b b1 . b= of a lattice £ C R” is reduced in the sense of
Korkine and Zolotarev [38] if

1. b© is an {3-shortest vector in £ and
2. for 0 <t < m, b® is an £y-shortest vector in the lattice £;(b®), ... b(m=1),

However, no polynomial time algorithm to compute a Korkine—Zolotarev-
reduced basis is known. A major breakthrough was achieved by Lenstra, Lenstra,
and Lovész in their seminal work [48]. They compute a different type of reduced
basis, which is now called an LLL-reduced basis, see the original paper [48] or
textbooks like [15,52].

The LLL algorithm computes an LLL-reduced basis. The input is a basis
b©@, ..., bm=D of the lattice £ of rank m.

) Let§€Rwith 1 <8< 1.
) Set k:=0.
) do
) lforj=0,... k-1
) replace b(*) by b(*) — | 1;.,1b0),
) where pi; is the Gram-Schmidt coefficient (2).
) 2. if 0|k (b)) |2 > |7k (b*F1))||2 then
) swap b(*+1) and b(*)
) update b(*1) b*) and 4
0) set k := max(k — 1,0)
1) else
2) set k:=k+1
(13) until k = m — 1. 0

The output b(®, bW ... bMm=1) of the LLL-algorithm with 3 < § < 1 is called
d-reduced basis of the lattice L.

The LLL algorithm runs in polynomial time in m, n, and the size of the
entries of the basis vectors. In [52, Chapters4 and 5] recent developments are
described, e.g. how to approximate the LLL algorithm by using floating point
numbers.

The LLL algorithms can not be expected to compute shortest vectors in a
lattice. Let b(® b ... b1 be a d-reduced basis of the lattice £L C Q™.
Then, the following bounds can be proved [48].

; 4 N .
bW < (=)' @ for 0<j<i<m. (3)
m—1
) 4 e
det(L) < H ||b( )” < (m) (m—1)/4 det(L) . (4)
=0
4 m
@ < (457_1)( DA det(£)M (5)

The fascinating mystery behind the LLL algorithm is that in many cases it
produces a much better approximation to the shortest vector of the lattice than
the proven bounds guarantee.
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Nevertheless, a full reduction in the sense of Korkine and Zolotarev would
require exponential complexity. In [56,57] blockwise Korkine—Zolotarev reduction
(BKZ) was introduced which restricts enumeration in the sense of Korkine and
Zolotarev to blocks of a fixed size (3 of basis vectors, i.e. searches by exhaustive
enumeration for nontrivial integer linear combinations

ukb(k) + uk+1b(k+1) 4.+ Ulc+6—1b(k+ﬁ_1)
which minimize the Fuclidean length of
Wk(Ukb(k) + Uk+1b(k+1) 4+ Uk+ﬁ_1b(k+'871)) )

The original LLL algorithm can be interpreted as blockwise Korkine—Zolotarev
reduction for § = 2. For a further description of improved practical versions and
recent developments, e.g. sieving methods, we refer to [52,57,58]. In a blockwise
Korkine-Zolotarev-reduced basis of a lattice of rank m the factor (5:2)™ /2
can be replaced by (1 + €)™ for any fixed € > 0. Of course, the time complexity
increases exponentially as e approaches 0.

4 Lattice Embedding of Diophantine Linear Systems

In [44], Lagarias and Odlyzko described the reduction of problem (1) for {0,1}
vectors x, i.e. r = 1. In [17,18] their embedding of (1) into a lattice problem was
be improved. In turn, the following generalization to arbitrary upper bounds r
has been given in [61].

The basis of the lattice to which the LLL algorithm is applied consists of the
columns of the following generator matrix of size (m +n+1) x (n 4 1):

—N -d N-A
—Tmax|2¢1 0 --- 0
—Tmax| 0 2¢co -+ 0
: (6)
—ax| O e e 2,
P 0

where N € Z¢ is a large constant and

TmaX .
Tmax = lem{ry,...,r,} and ¢; = o 1<i<n.
i

If N is large enough, see [1], the reduced basis will consist of n — m + 1 vectors
with only zeroes in the first m rows and m vectors which contain at least one
nonzero entry in the first m rows. The latter vectors can be removed from the
basis. From the remaining n —m+1 vectors we can delete the first m rows which

contain only zeroes. This gives a basis b(®), b(1)| . br—m) ¢ Zn+1,
In the second step of the algorithm, see Sect.5, all integer linear combina-
tions of the basis vectors b(®, b1 .. b=m) ¢ Z7+1 are enumerated which

correspond to solutions of (1).
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Theorem 1 ([61]). Let
w=u-b® +u - b+ +u, ,, bO™ (7)

be an integer linear combination of the basis vectors with wg = Tmax-
w is a solution of the system (1) if and only if

w € Z" ! where — rmax < Wi < Tmax, 1 < i< n.

5 Lattice Point Enumeration

Usually, we are interested in finding all solutions to problem (1), or to conclude
that there are none. In terms of the associated lattice (6), this mean that we wish
to enumerate all lattice points which are subject to a certain set of constraints.
Such an approach has first been described by Ritter [55] for {0,1} problems.
Here we solve the general problem with arbitrary bounds on the variables.

A priori, a lattice £ = {},.,, u;b" | u; € Z} of rank m contains infinitely
many elements. However, it will turn out that there are bounds on the integers
|ug|, i € m, which depend solely on the lattice basis b, b, ... b™=1 These
bounds reduce the problem of finding solution vectors to a finite set of lattice
vectors. Each solution vector v has the upper bounds

IVIE < (n+1) i and (V] < Tmax-

The exhaustive enumeration is arranged as backtracking algorithm. Starting
from uy,_,, € Z, successively all possible u; € Z fort =n—m,n—m-—1,...,1,0
are tested. The enumeration can be pruned at stage ¢ if certain conditions are
violated. These pruning tests have quite a long history and are based on the
work of [19-21,28,29,36,55].

In each level ¢ of the backtracking algorithm, w() = m(3>""" u;b0)) is
the projection of the linear combination of the already fixed variables u;, us41,
..., Up—m into the subspace of R"*! which is orthogonal to the linear span
by be1)-

Starting from w(»~™*1 = 0, w(¥) can be computed iteratively from w*+1
by

n—m
w®) — (Z Uiﬂit)B(t) + w(+D)
i=t
with Gram-Schmidt coefficients p;;. In each level ¢, n —m >t > 0, all possible
integer values for the variable u; are tested. The following two main tests allow
to restrict the possible values of wu;.

First pruning condition. For all j < t the vectors b\ are orthogonal to w(t+1)

and therefore
n—m

w13 = (Y wipie)* 1B 13 + w3

1=t
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We notice that w(® = 37" u;b9) . Using ||[w||y > w5 for j <t we can
backtrack as soon as

2

max *

w2 >c:=(n+1)-r
For fixed u¢41, - .., Un—m, this gives a bound for wu,:

c— w3

n—m
2
s < _
(ot 3w < S 5

1=t+1

Second pruning condition. The second test is an adaption to the special situation
that we are searching for an integer linear combination of the basis vectors
which consists solely of components whose absolute value is bounded by 7yax-
It is based on the following theorem by Ritter [55].

Theorem 2 ([55]). If the given sequence of integers ug, Uit1, .., Up—m € Z
can be extended to ug, ..., U, ..., Un—m € Z such that 31" u;b¥) is a solution
Of (1); then fO’f‘ all Ytr Y415 -+ Yn—m € R:

n—m n—m
| vl W OU3] < v 1Y 5w
i=t i=t

We use this theorem in the enumeration algorithm in the following way. Taking
(Yt, Y41y - -y Yn—m) = (1,0,...,0) results in the test

(W3 < il W1

If this inequality is violated for some vector w® = 2b® 4+ w(+1)  then it will
also fail for all vectors of the form (z + T)E)(t) +wtD) with r € Z and 2r > 0.

Summarizing, a high level description of the algorithm to solve (1) is as
follows.

Lattice point enumeration
Given the generator matrix (6) of the lattice £ C R™*"*! of rank n + 1 of
problem (1) all nonzero vectors v € L such that ||[v]|s < rmax are determined.

— Compute an LLL/BKZ-reduced basis b© bM . b of the lattice L.

— Delete the unnecessary columns and rows of the generator matrix. The
remaining basis b(® bW . b= c R has rank n —m + 1.

— Compute the Gram—Schmidt vectors B(O), B(l), . ,B(”_m) together with the
Gram—Schmidt coefficients f1;;.

—Set R:=(n+1) -r2,..

— The recursive backtracking algorithm enum() is initiated with the call of
enum(n —m,0).

1)  function enum(t, w’)
(2)  begin
(3) onedirection := false
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(4) Yt ‘= Z:Zﬁ:l Ui it

(5) up = | =yt

(6) while true

(7) w = (0" wipi )b 4w’

(8) if |w||3 > R then return /* step back */
9) if £ > 0 then

(10) if [W|3 > 7max - [|W]1 then

(11) if onedirection then return  /* step back */
(12) else

(13) next(u)

(14) onedirection := true

(15) goto line (7)

(16) end if

(17) else

(18) enum(t — 1, w) /* step forward */
(19) else /* t =0 — solution */
(20) output solution w

(21) next(u;)

(22) end while

(23) end

The procedure next() in lines (13) and (21) determines the next possible integer
value of the variable u;. Initially, when entering a new level ¢, in line (5) u; is set to
be the closest integer value of —y; := — Z;:f:fl w;iftit, say uy . The next value u? of
uy is the second closest integer to —y; followed by v} and so forth. In other words,
the values of u; alternate with increasing distance around —y;.

If the condition in line (10) is true then we do one more regular call of the
procedure next() in line (13), i.e. u; is set to be the next closest integer to —y;. In
Fig. 2 this happens while u} is determined. After that, the enumeration proceeds
only in this remaining direction, see the computation of u} in Fig. 2. Finally, the
second time when the condition in line (10) is true, the algorithm steps back and
increases the enumeration level, see line (11).

6 Limited Discrepancy Search

For some problems of the form (1) it might be not interesting or may be impossi-
ble to enumerate all solutions. But nevertheless one is interested to find at least
one solution as quick as possible. It turns out that in this situation, the enumer-
ation algorithm in the previous section might not be optimal. In the following
we will try to motivate a different enumeration algorithm.

The enumeration algorithm in Sect. 5 performs depth first search. In particu-
lar, when entering enumeration level ¢, u; is chosen for w := (Zf;tm uiuit)f)(t) +
w’ in line (7) such that ||w||2 is minimal among all choices for u,;. In other words,
the depth first search is organized using the heuristic that choosing in each level
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7]/1‘
0 1 2 l 3 4 5
u 0 u g W

prune

Fig. 2. Enumeration in level ¢ and pruning after u}

the vector w such that ||wl|2 is minimal will most probably lead to a solution
vector. However, it may be that this choice for u; in one of the first levels might
lead to no solution, but nevertheless the algorithm will enumerate a huge search
tree below u;.

This is a general problem of depth first search algorithm. In 1995, Harvey
and Ginsberg [25] described a simple, novel enumeration scheme called limited
discrepancy search which aims to overcome this weakness of depth first search.

Assume that a backtrack algorithm has to examine a search tree. Each level
corresponds to a variable and the algorithm has to assign a value to that variable,
followed by a test if this assignment might lead to a solution. If yes, we can
proceed to the next level, otherwise we have to assign a different value. If we
have tested all values, we have to step back to the previous level. If values could
be assigned to all variables, a solution has been found.

We assume that variable ordering is fixed and in each level of the backtrack-
ing there exists a heuristic which determines the order in which the values are
assigned to the variable corresponding to that enumeration level. A discrepancy
is defined as an deviation from the heuristic.

Harvey and Ginsberg suggest to enumerate the search tree in increasing num-
ber of discrepancies. In the first step, only the optimal choice in each level of
enumeration in Sect. 5 is assigned to the variables until there is a contradiction
or a solution is found. In the next step, all possible paths in the search tree with
exactly one deviation (i.e. discrepancy) from the heuristic are examined. After
that, all paths in the search tree with two deviations from the optimal choice
are enumerated, and so forth.

In [25], the algorithm is given for binary search trees. In [30], the algorithm
is described for general search trees, also a stop condition is given which allows
to use the algorithm for exhaustive enumeration. The latter is mostly interesting
to show the non-existence of solutions. There are other variants, see e.g. [59] for
an overview.

Limited discrepancy search requires higher book keeping efforts than depth
first search. Therefore, enumerating the whole search tree with limited discrep-
ancy search will always be slower than with depth first search. But first tests with



30

A. Wassermann

the lattice point enumeration algorithm and its value order heuristic in Sect.5
show sometimes dramatic improvements for finding the first solution in hard
combinatorial search problems mentioned in the introduction. A more detailed
comparison of the two enumeration algorithms is in preparation.

It may be remarked that limited discrepancy search can also be useful for

the enumeration algorithm in blockwise Korkine-Zolotarev reduction.
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