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1 Introduction

A systematic study of the sounds acoustic in speech sounds used for gender detection
and their relationship to interpretation is a challenging objective that in many areas,
from linguistically to computer recognition, have important implications and appli-
cations. Human speakers typically use a normal system in which air is discharged
from the lungs and formed into vocal cords and organs, including the tongue, lips,
teeth, etc. [1]. Likewise, the acoustic voice analysis depends upon the sample
characteristic parameters such as filtering, power, frequency, and duration
[2]. These acoustic features have been traditionally defined mainly through the
implementation methodologies of linear analytical and visualization approaches.
However, in recent years, it is clear that these spectral representations were only
very crude approximations to those actually produced by the auditory path in the
peripheral and central regions [3–5]. Some of the most important characteristics of
the auditory images are due to the asymmetric form of the cochlear filters and the
retention of the fine-temporal filter output structure below 3–4 kHz [6]. Likewise,
two main reasons for applying reliable biophysical models of the auditory system are
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detailed in the concepts relating to auditory systems. First, the relation of the acoustic
characteristics of the speech to conventional systems of phonetic classification [7, 8]
(as expressed by their output patterns) should be described. Second is the need of
defining the practical standards that permits correct encoding of the speech signal in
the presence of high background noise and over a wide spectrum of sound pressures
[9]. In the same way, a system can also be taught when to use the robust machine
learning algorithms to select and incorporate the functionality necessary for mapping
voice data.

With technology growing rapidly, machine learning is an area of science that has
undergone significant changes and is also a common trend [10]. Machine learning is
an artificial intelligence subcategory that uses algorithms and data for computer
learning to decide on particular issues in different areas, such as accounting, finance,
and medicine, to recognize gender, voicing by means of machine learning and data
mining techniques. In addition, the role of gender recognition applies to various
digital multimedia applications including speech recognition, intelligent human-
computer interactions, speaker diarization, biometrics, and video indexing [11–
13]. Likewise, considering the rising demand of machine learning applications in
speech recognition topic, the methodology to efficiently recognize gender has played
an important role in the field of healthcare systems with existence of some pathol-
ogies including vocal-fold cyst. However, it is still regarded as a very difficult and
daunting challenge to build a predictive model for gender identification through
speech [14]. Also, in such a quickly developing environment of computerization,
one of the most vital problems in the developing world is correct gender identifica-
tion in Indian native languages, which are often termed the low-resource languages
[15–17]. However, it is also a costly and time-consuming challenge to find enough
marked data for classified training classifiers to make precise predictions, so human
work is required, although it is much easier to find unlabeled data in general. Semi-
supervised learning (SSL) algorithms are considered to be an appropriate way of
exploiting secret data in an unlabeled collection to develop more precise classifica-
tions in order to tackle the issue of inadequateness existing in the low-resource data
[18, 19]. In a similar manner, many classes of SSL algorithms have been proposed
with each being evaluated on different methodologies and approaches with an
objective of finding adequate relational difference in the distribution of labeled
and unlabeled data.

There are several approaches to speech synthesis that can be used to enhance the
incoming speech signal. Similarly, the work to be performed has to result in ground
realities to match real-time system implementations and applications. Taking such
real-time situations into account, in this chapter, noise data augmentation technique
has been applied to introduce into the original dataset using three distinct types of
noises, including Babble, Factory, and Volvo at random SNR values and labeled as
male and female for classification. Further, this chapter uses a warbleR library
package [20] with an objective of performing the acoustic analysis for visualizing
the process of gender detection in dialectal Punjabi language. As of our knowledge,
some efforts had been made for the development of adequate language resources, but
no effort has been made in designing the classifiers corresponding to the Punjabi
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children speech. Moreover, the study to access adequate dataset has been performed
with the findings comparable with gender detection in order to optimize the selection
of required parameters among the extracted 20 acoustic parameters. Finally, the
adequate model for recognizing the gender based on the optimal selection of the
extracted acoustic features has been made through the comparative analysis of three
machine learning algorithms including random forest, SVM, and MLP.

2 Related Work

Analyzing audio and extracting features sometimes can become a significant task
when you have to pick certain features and reject in order to perform some tasks. In
[21], the authors used machine learning algorithm and computed features that can
help to check the authenticity of the audio signal. The experiments were able to
distinguish appropriate value for hyper-parameters to be used. Li and Liu [22]
experimented with Mel filter energy features and Mel Frequency Cepstral Coeffi-
cient (MFCC) features as acoustic criterion for detecting Mandarin vowels with low
error rate and high investigation rate. In [23], authors also explored selecting optimal
features for accent recognition using MFCC, spectrogram, and spectral centroid
features extracted from audio samples and fed the features into two-layer
convolutional network. The results depicted that MFCC feature yields the highest
accuracy. Likewise, authors in [24] also explored predicting the reason for a
newborn baby based on acoustic features. Pitch features and formant frequencies
chosen as acoustic features alongside K-means algorithm proved quite handy and
provided conclusive results for detecting a “pain” in cry along with reason for the
cry. Likewise, the research endeavors for building the state-of-the-art speech recog-
nition model in tonal languages have been analyzed on the basis of the findings
relating to native languages [11]. In [25], authors proposed an automated attendance
system using audio for gender classification and image for matching the current
visual with the stored one in database in order to evaluate whether a student is
actually present in the class or not. In [26], investigators explored gender modeling
with clean and noisy environments and presented MFCC features alongside Gauss-
ian mixture model (GMM) for audio modeling. The proposed system was capable of
gender classification based on either audio or visual feedback whichever is less
noisy, although the method is vulnerable to a scenario when both audio quality and
visual quality are bad; that is, data is noisy. For simulating male/female detection, in
[27], authors investigated GMMmodeling along with pitch parameters and RASTA-
PLP variables. Both clean and noisy environments were considered while evaluating
the generated GMM, which was obtained by varying covariance matrix. The pro-
posed method seems as a step in right direction. Likewise, Copiaco et al. [28] also
experimented with multi-channel audio classification with MFCC and Power Nor-
malized Cepstral Coefficients using deep convolutional neural network. The pro-
posed methodology produced 98% accuracy. In [29], authors stacked different
machine learning models and tried to use acoustic features to model the data. A
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slight improvement in accuracy has been observed with state-of-the-art methods, but
it came with a space complexity for such a stacked model alongside time complexity
for predicting the gender on one sample. In [30], authors experimented with Mel
Frequency Spectral Coefficients (MFSC) rather than MFCC features and used
simple neural network for classifying the data based on gender. The selection of
optimal features and parameters proved decisive at the end as the results showed
substantial improvement in accuracy with smoothing applied.

Using deep learning algorithms dynamically selects essential information in raw
language signal for processing of classification layer. Thus, with the proposed
algorithm [31], the researcher has avoided the absence of knowledge on feeling,
which cannot be modeled mathematically as more of an acoustic feature of voice. In
[32], research was conducted in Bahasa Indonesia related to gender identification,
and a supervised machine learning algorithm was applied with MFCC features with
several modeling algorithms such as SVM, K-nearest algorithm, and artificial neural
network. The results paved the way for impact analysis of gender identification for
audio recognition. In [33], authors experimented with long short-term memory
(LSTM)-based recurrent neural networks for predicting age and gender using
audio sample and also reduced the over-fitting problem by using data augmentation
and improved the testing accuracy using regularization. The authors also explored
bidirectional LSTM alongside MFCC features on low resource dataset and found
that more data can yield more accurate results [34]. Also, assembling modeling
techniques have been explored using machine learning models like naive Bayes,
random forest, and linear regression for hate speech detection by processing Twitter
dataset. The study shows that such kind of models can help achieve adequate results
[35]. Analysis of audio features was also performed by researchers, and they found
that algorithms such as gradient boosting and random forest can help in classifying
gender based on acoustic features [36]. The researchers also set up a pipeline for
gender-based emotion recognition where MFCC features along with convolutional
neural networks were used with an average pooling layer instead of a fully connected
layer at the end can achieve accurate results [37].

3 Semi-supervised Classification Algorithms

3.1 Random Forest

Random forest classifier is known for its best use in classification and regression
tasks. It is an ensemble algorithm that utilized a stack of decision trees and predicted
the class or probability value for every node in the tree. It is often known as random
decision tree. On the other hand, the trees can be allotted a certain weight depending
upon the importance of node in the decision tree. The node yielding low error rates
has the chance of accurate predictions and hence should be allotted higher weight
and vice versa. Setting up such pipelines can end up outputting decisive predictions.
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3.2 Support Vector Machine

Support vector machine is a supervised modeling approach, which is known as one
of the best in classifying or regression problem analysis. SVM models the training
samples in such a way that it maximizes the difference between two given classes. A
new sample is mapped to a space, and then the modeling algorithm tries to predict
whether the sample belongs to the allotted space or not.

For a given training sample

a1, b1ð Þ, a2, b2ð Þ, . . . . . . . . . . . . , am, bmð Þ

where ai indicates m dimensional vector and bi will be either of �1 or
1 representing the output class to which the sample belongs. The objective will be
to find a hyperplane for which distance between the nearest point and hyperplane can
be maximized and the classes can be distinguished using the hyperplane.

3.3 Multi-layer Perceptron

Multi-layer perceptron is a feedforward neural network that is used to depict multi-
layer neural network or “vanilla” neural network. An elementary MLP will be
having an input layer, a hidden layer, and an output layer [38]. It is a supervised
learning approach that used back propagation to optimize the random weights which
are attached to each hidden layer. In order to distinguish the data, which might not be
able to separable using algorithms like SVM and random forest, an activation
function is attached to the hidden layer, which is mainly sigmoid activation:

f xð Þ ¼ 1
1þ ex

4 System Architecture

The database was created with a collection of 6603 voice recordings from both men
and women in nearly equal ratio. This database classified the voice as female or male
based on voice and speech acoustic properties. The recordings were done with or
without the use of a recorder in both open and closed environment. Each voice
sample has been stored with PCM header in .wav format including 3315 male
recordings and 3288 female recordings. Further, considering the less amount of
existing data, the analysis has further been performed using noise augmentation on
both the male and female data such that there exists acoustic mismatch alongside
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variation due to environmental conditions as shown in Fig. 1. Therefore, three
different voices—Volvo, Factory, and Babble—from standard NOISEX-92 database
[39] has been injected into original dataset at random value which contained much
noisy SNR values ranging from �5 dB to 5 dB.

Next, the major focus is on the acoustic feature analysis for the evaluation of the
classification performance. The 20 acoustic features—mean frequency (meanfreq),
standard deviation corresponding to frequencies (sd), median frequency (median),
first quantile (Q25), third quantile (Q75), interquartile range (IQR), skewness
(skew), kurtosis (kurt), spectral entropy (sp. ent), spectral flatness (sfm), mode
frequency (mode), frequency centroid (centroid), average measure of fundamental
frequency (meanfun), minimum measure of fundamental frequency (minfun), max-
imum measure of fundamental frequency (maxfun), average measure of dominant
frequency (meandom), minimum measure of dominant frequency (mindom), max-
imum measure of dominant frequency (maxdom), range dominant frequency’s range
across signal (dfrange), and modulation index (modindx) corresponding to male
(M) and female (F)—have been extracted using inbuilt R library packages for clean
data and noise-augmented data as detailed in Fig. 2a, b respectively.

Perhaps the best and most common machine learning algorithms for classification
challenges have been found to be supervised classifiers including random forest,
SVM, and MLP. Therefore, the differentiation values of three classification model
algorithms utilizing these three classifiers on both clean and noisy datasets as shown
in the block diagram in Fig. 3 are being experimented using all 20 features together
and three most significant features distinctively.
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Fig. 1 Visual representation of male and female audio waveform under clean and noisy conditions
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5 Results and Discussions

In this section, we address a set of experiments to select the optimal feature
parameter model performance for gender recognition from native voice clean
dataset. Additionally, the augmented dataset including both noisy and clean dataset
has been presented against the classification scheme with an objective of testing the
performance of semi-supervised model under degraded conditions.

Fig. 2 (a) Visualization of acoustic features extracted on clean male and female audio dataset. (b)
Visualization of acoustic features extracted on noise-augmented male and female audio dataset
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Fig. 2 (continued)

Fig. 3 Block diagram of the proposed gender classification system through optimal acoustic
feature selection using noise augmentation
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5.1 Performance Evaluation on Clean Dataset

It can be noted that from the outset of extracted features corresponding to the clean
dataset as described in Fig. 2a, the three most significant extracted features compar-
ing both male and female audios have been found to be Q25, IQR, and meanfun.
Therefore, the comparative analysis for semi-supervised algorithms has been
experimented based on the two types of feature selections: one with 20 features all
together and the other with three distinctive features as shown in Table 1. In first set
of experiments, 20 features resulted into an improved performance than that of ideal
selection of three acoustic features. In, order to identify the likelihood of the certain
part combinations of all features corresponding to audio set is performed. In addi-
tion, given the nonlinear data set corresponding to audio signals, SVM has done no
better than the classification method of random forest. However, better performance
on the radial basis function (rbf) kernel has been identified with an ideal selection of
features with an accuracy of 82.04% over 81.92% with 20 features. Furthermore,
87.28% accuracy utilizing three optimally selected features in case of MLP has
outperformed both SVM and random forest classification techniques with an overall
RI of 6.54% in case of clean audio dataset.

5.2 Performance Evaluation on Noise-Augmented Dataset

It can be noted that from the outset of extracted features corresponding to the noise-
augmented dataset as described in Fig. 2b, the four most significant extracted
features comparing both male and female noise-augmented audio sets have been
found to be Q25, IQR, mode, and meanfun. Thus, based on baseline results on three
preselected optimal feature selections, further experiments on the noise-augmented
dataset were conducted with these four most important acoustic features as shown in
Table 2. The same spectrum of performances for both random forest and SVM
classification techniques is very evident even in case of noisy data. However,

Table 1 Performance evalu-
ation of classification algo-
rithms on clean male and
female dataset

Accuracy (%)

20 features 3 features

Random forest 83.04 80.86

SVM 81.92 82.04

MLP 85.56 87.28

Table 2 Performance evalu-
ation of classification algo-
rithms on clean and noise-
augmented dataset

Noise Accuracy (%)

3 features 4 features

Random forest Yes 86.59 83.28

SVM Yes 81.80 83.46

MLP Yes 90.52 92.58

No 87.28 87.42
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random forest classification technique on noise-augmented dataset with 86.59% in
Table 2 has outperformed MLP with 85.56% accuracy as in Table 1 utilizing
20 features. Furthermore, two more experiments on MLP classifier with or without
noise have shown the relevance of mode frequency parameter such that the classifier
utilizing four acoustic features has outperformed the classifier utilizing three acoustic
features with an RI of 0.16% on clean dataset and an RI of 2.27% on noise-
augmented dataset. Hence, the overall RI of 8.21% in comparison to baseline system
has resulted in the development of adequate model classification system for male and
female voice.

6 Conclusion

Performing audio analysis can become strenuous while selecting adequate features
that can help resolving the cause. Out of numerous features explored, the study
found Q25, IQR, and meanfun were able to draw accurate distinction between male
and female speakers. Augmentation was applied for creating a noise-robust model
alongside adding variability to dataset. After augmenting the dataset, the contour
analysis was performed, and this time, mode frequency feature was also included for
training of the model and yielded out better performance. MLP outperformed
random forest and SVM algorithm, and 8.21% of RI was observed. Using noise-
augmented dataset, selection of four features yielded an RI of 6.07%. The research
presents opportunity to explore further permutation and combination of feature
alongside increasing the corpus. Also, it opens the doors for extending the proposed
system for other research areas like age group detection and native and non-native
speaker detection.
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