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Survey on Twitter Sentiment Analysis:
Architecture, Classifications,
and Challenges

Laith Abualigah, Nada Khaleel Kareem, Mahmoud Omari,
Mohamed Abd Elaziz, and Amir H. Gandomi

1 Introduction

Sentiment analysis (SA) is that area for studying knowledge or interpreting people’s
opinions toward a particular topic [1]. It is also called opinion mining because it
interprets the speaker’s opinion on a specific topic [2]. It has various names and
include different tasks; among those are affect analysis, opinion mining, sentiment
mining, subjectivity analysis, and others. Each name has its own job and its diverse
tasks, but they all meet to obtain the feelings and opinions of people on a specific
topic [1]. In other words, it determines whether the opinion toward a specific topic is
negative, positive, or neutral. Hence, sentiments are classified into three categories:
negative, positive, and neutral sentiments [2]. Positive sentiments are the good terms
about the topic in consideration. When the positive impressions are high, it con-
cludes good feelings. Negative sentiments, on the other hand, are the bad terms about
the topic in consideration. For example, many business owners use Twitter to track
and monitor people’s opinions about their products and services. When positive
feedbacks about a product are high, then the expected purchase rate would be high.
On the other hand, when negative impressions are high, it is rejected from the
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preference list, and no purchases are expected for the product. Finally, neutral
sentiments are neither good nor bad terms about the topic. Hence, it is neither
favor nor neglected.

SA is a natural language processing (NLP) task that extracts natural data in which
it focuses on obtaining feelings. In general, it focuses on inferring from the behavior
of the speaker or person regarding a particular topic [3]. The field of sentiment
analysis is multidisciplinary, as it deals with individuals’ feelings, opinions, emo-
tions, and attitude toward products, services, topics, issues, individual, and anything
else subject to opinion. Subjects of sentiment analysis include various areas like
computer languages, NLP, machine learning (ML), and technical intelligence as well
as information retrieval. It includes a set of computational and natural languages
based on techniques that can be used to extract data from a specific text diverse to
subjective opinions or feelings [4]. The field of SA is a subdomain of ML. With
manual training, the problem can be solved to analyze feelings to the required level
as there is no automated integrated system for analyzing feelings without requiring
manual intervention [5].

Different levels can be applied to sentiment analysis, including the document
level that gives one polarity to the entire document, the sentence level that gives
polarity to each sentence, and the entity/aspect level that is based on analyzing each
word that has feelings. Previously, sentiment analysis was limited to knowing the
polarity of opinions. It was of no use in making or taking decisions, as no reasons
were known about why the sentiments have changed. Hence, there is a need to build
systems to explain these differences in public sentiments. Several studies of multiple
sentimental techniques and various algorithms are used to analyze feelings
[2, 3]. The main resource for sentiment analysis is web data, which is huge and
the largest store of unstructured and structured information.

Nowadays, social networks have become widely used. Facebook, Twitter,
LinkedIn, and YouTube in addition to other sites are very popular. Twitter is the
most used platform in social media, which is a microblog that permits its users to
post their feelings and opinions. The number of Twitter registrants in 2017 reached
nearly 696 million, and the amount of tweets per day reached approximately
58 million tweets. Such microblogging has become an essential and important
source of great value to people’s opinions and feelings. It includes various topics
and different directions, including political and economic in addition to religious and
social as well as sports and other trends. Such important data can be used efficiently
in studying market conditions, social studies, disease surveillance, and other com-
mon topics. Twitter users are not only, regular users but also leaders heads of state,
firm’s executives, and celebrities [1, 6]. For example, if you want to know the
people’s opinion about the former US President Barack Obama, you can refer to
social network sites such as Twitter. The Twitter platform includes millions of
opinions about what Obama has done during his presidency. You would find
positive, negative, and neutral opinion tweets. Accuracy can be obtained in the
answer to whether the people believe that he fulfilled his duties or not by extracting
some accurate words from the tweets that indicate the opinion on this matter [2].
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Obviously, it is necessary to collect and analyze the data represented by text posts
on various matters in order to reach the feelings expressed in the tweets. Most of the
data available in networks is irregular, accounting for approximately 80% of all data
in the world. It is difficult to obtain accurate information, make a judgment, or
analyze this data. Sentiment analysis is of great importance in extracting or mining
opinions, as it helps to reveal people’s feelings or opinions from social media, which
is used for sharing opinions and ideas between people linked on the global web
[1, 6]. The importance of this study stems from the importance of SA to all people’s
endeavor [2]. This study will describe the process of SA and its dependency on
various levels of text analysis, namely, sentence level, document level, and phrase
level. We will also look at the architecture of the sentiment analysis process, which
includes four stages: data collection, preprocessing, feature extraction, and training
and classification. We will also discuss more broadly the most important algorithms
used in this field. The challenges that face sentiment analysis will be described.
Finally, we will remark some gaps that assist to expand the scope of progression in
this research area.

This chapter is organized as follows. Section 2 describes the different levels of
sentiment analysis. Section 3 describes the architecture used for performing a
comprehensive and detailed sentiment analysis. The various algorithms used in
this field are discussed in Sect. 4. In Sect. 5, we will discuss some of the challenges
facing SA. Section 6 concludes the study and gives further research direction.

2 Levels of Sentiment Analysis

Various studies on sentiment analysis have been done at three main levels [1–4]:

(a) Document level analysis: In this type [7], the entire document is viewed, and the
goal is to analyze the overall feel of the document as the whole document is
viewed as one subject. For example, when reviewing a specific product, the task
will be to determine whether opinions are negative, positive, or neutral for that
product. Sometimes, this level does not give correct results, as is the case in
forums or blogs where one product is compared to another for the same
characteristics. In addition, it is possible that the document contains sentences
that are not related to the topic and should not be included in the process of
analyzing feelings.

(b) Phrase level analysis: This level is limited to analyzing a complete sentence and
decides whether it has positive, negative, or neutral feelings. A sentence may
have two or more words. It is close to subjective classification; it carries accurate
data from sentences that include the opinions and objective aspect. It may give
inaccurate results if the sentence includes a negative sentence.

(c) Entity/aspect level analysis: It is also called the feature level. Instead of analyz-
ing a document or sentence, this level is based on analyzing each word that has
feelings. This level provides an accurate analysis of each aspect (feature level). It

Survey on Twitter Sentiment Analysis: Architecture, Classifications. . . 3



analyzes the word to obtain different opinions. The word may be an adjective or
an adverb and may be a noun. It depends on a concept; the opinion can be an
attitude, a word, or a point of view.

3 System Architecture

Sentiment analysis is based on words that people use to express their opinion in a
specific matter (negative, positive, or neutral). To reveal the direction of view, we
first identify the meaningful words in the tweets and then discover their direction
whether that word reflects positive feelings, negative feelings, or neutral feelings
[8]. The system comprises four key stages: data collection, data processing, and
feature extraction [1], as explained in Fig. 1. Data are obtained or collected from
Twitter and preprocessed, which includes filtering to filter unique Twitter features
and extracting side-based features to identify explicit and implicit aspects [9]. As an
input, the system collects the tweet identifiers and the N-Gram model for the purpose
of learning a class [10]. The tweets are normalized and converted to mono grams
(four grams, three grams, two grams, and monograms) [11]. After preparing training
and testing data, the different classifiers are applied to analyze the performance of the
workbooks [6] and thus obtain the outputs. In the following, we discuss each stage in
detail.

Fig. 1 Sentiment analysis
architecture
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3.1 Data Collection

It is important to collect data for a specific topic from relevant sites (as in
microblogging) using queries [6]. This means that if we need to analyze feelings
of opinion in the health field, for example, it is necessary to rely on sites specific to
this field [12]. Blogs are sites that enable users to post messages, pictures, links to
other sites, or videos. Messages posted on blogs are short, unlike traditional blog-
ging. Currently, a number of platforms are available for blogs, including Twitter,
LinkedIn, Google, Foursquare, and Tumblr [13]. Here, we will talk about Twitter as
a source of data.

3.1.1 Twitter

Twitter, one of the most popular microblogging sites, is a form of platform and
microblogging that permits its users to post messages denoted as tweets. Tweets
contain numerous unique features [8, 14]. Twitter began in 2006 and has since
attracted a large number of users. Ease of accessing and downloading publications
and the amount of data it contains. Twitter was considered one of the largest datasets
[13] that could be adopted in sentiment analysis. The adoption of Twitter data in the
analysis of feelings is to classify the tweets into different feelings categories accu-
rately [1]. Twitter data was adopted in various fields, as it was used as a source to
monitor real-world outcomes or forecast information, including the analysis of
extreme events such as Syria 2013, expected box office revenue for films, earth-
quakes in Japan, and others [12]. Twitter is characterized by some specific features
that are listed below:

• Tweet: Tweet is the message that was posted on Twitter. The maximum message
limit is approximately 140 characters. Tweet content (tweet topics) can differ
from a personal opinion on a specific topic or news and may be in the form of
links, news, and photos or may include videos.

• Writing technology: Because messages are short, many use abbreviations in
comments, and some use symbols that give a lot of meaning. This is in addition
to spelling errors, incorrect spelling in many tweets, and use of colloquial
language.

• Availability: The number of people tweeting in the public domain on Twitter is
large compared to other platforms such as Facebook (Facebook has many privacy
settings). This made data widely available, as it is easy to collect tweets for
training.

• User/username: When registering in the system, a name is chosen, and the name
can be a pseudonym. This name is used in the system to post tweets.

• Mention: The Mention is when the tweet is being referred to another user, to share
the topic with that user. The tweet uses the “@” symbol before the username that
is indicated (@username).

Survey on Twitter Sentiment Analysis: Architecture, Classifications. . . 5



• Comments: Comments often create conversation, which is the result of answering
a comment, and other people are referred to.

• Follower: Followers are the ones who follow the user and his activities. Follow-
up is the way to communicate with other Twitter users. Where the user receives
an update from the followers and also sends his updates to the followers.

• Retweet: When a tweet is posted, another user can re-publish that tweet using
retweet. It is considered a strength for disseminating information. It can be seen
that the tweet was reposted with the abbreviation RT followed by a username
(RTusername).

• Hashtag: This feature is used to classify the tweet and its relevance to a specific
topic. The symbol # is followed by the name of the topic (#topic). The Hashtag is
used by the tweet, thus access to all tweets using the same hashtag. Classification
Hashtag are often popular topics.

• Privacy: This feature determines whether the tweet will be visible to everyone or
only for followers. All of these characteristics that are mentioned are problems;
on the other hand, these problems need to be processed, which we will address in
the second stage [1, 8, 13, 14].

3.2 Preprocessing

Twitter tweets were adopted because they contain many opinions, which are
presented in various ways. It has been categorized into positive and negative as
well as neutral, which makes data analysis not difficult [15]. The representation of
tweets is often in vague and informal ways [11]. And because of the diversity of
language usage in tweets, it is possible that there are language or spelling errors.
Tweets can include some symbols, abbreviations, usernames, links, and others that
are not related to the classification process [9]. Therefore, processing techniques are
used to obtain relevant content, while the rest of the comments away from the topic
are ignored. This stage is very important in the classification process [15]. Hence,
data quality has a significant impact on the results. So to enhance the analysis, the
preliminary data are processed [15]. Among the most important processing steps that
are implemented are as follows:

• Tokenization: After the tweets are compiled with identifiers available in the data
sets, each tweet is broken down into a set of individual words. For each tweet,
there will be a list of its own individual words [16–18].

• Removal of non-English tweets: The nature of the Twitter allows the use of more
than 60 languages. The focus will be on the English language. We will remove
non-English words and tweets.

• Replace emoticons in many microblogging posts: Many Twitter users use emo-
ticons and shortcuts for tweets. Each of these symbols has strong connotations
and is an indicator of feelings, as they are a concise way of identifying feelings. It
will therefore have a vital part in determining the feelings of the tweet. It will be
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easy to distinguish the polarity of messages, whether positive or negative. This is
done using the emoticon dictionary, where the symbol is replaced with
corresponding emotions (Table 1).

• Removal of links/URL: Due to the limited length of the text for tweets, users use
URLs. These URLs do not carry any meaningful indications, as a word, within
the tweet itself. But it does provide a large content of emotion that the user tries to
express in a concise manner. However, it remains very difficult to reach the
content of the URLs; therefore, the URL will be deleted.

• Removal of target mentions: Most of the time the user mentions another user in
the tweet. It can be distinguished by the “@” symbol. It is placed in front of the
username you want to refer to (@John). This part of the tweet (@John) is not
important in the analysis because it does not have any moral significance. So it
will be removed.

• Removal of punctuations from hashtags: The hashtags are important, providing a
summary of what the tweet means. So to get the information, you must delete
both punctuation and the symbol indicating it to retain only the important
information from it.

• Removal of numbers: Sometimes, numbers are used in tweets. The numbers have
no value when measuring feelings. Therefore, the numbers are removed from the
tweet content.

• Handle sequences of repeated characters: Spelling correction is of great impor-
tance in analyzing feelings for tweet content. Often users express their opinions
abnormally and loudly, without focusing on the correct texture and spelling.
Tweeters use words like “coooooool” or “woooooow.” In order to get the correct
expression for such words, we replace the repeated letter more than three times
with three letters to be “coool” and “wooow.” We substitute three letters to
distinguish between emphasized usage of the word and regular usage of the
word; for example, the word “cool” gives another meaning. WordNet is used to
ensure that unnecessary characters are removed.

Table 1 Some emoticons and their meaning

Survey on Twitter Sentiment Analysis: Architecture, Classifications. . . 7



• Removal of stop words: The tweets include many words that have no meaning,
called stop words. Stop words do not contain any information about feelings and
therefore are useless. When making tokenization, these words should be
removed. Examples of stop words are a, an, the, and other words.

• Handle negative mentions: Negativity has an important and significant role in
determining the tweet. The words “no,” “not,” “never,” and others or the words
that end with it should be replaced by a word referring to negation.

• Uppercase identification: It is common to use capital letters to express strong
emotions. Such a type is called an e-shouting. It is a good indicator to get the
message polarity easily. This step mines this feature before taking out casing
[10, 11, 19, 20].

Note that we will need resources to process Twitter data including an emoticon
dictionary and an acronym dictionary [21]. The dictionary of emoticon is for
emoticons, which includes a number of the most used emoticons. As for the
dictionary of acronym that is compiled from various sources and which includes
translations of a large number of abbreviations, we will mention them in another
section of this work.

3.3 Feature Extraction

The identification and selection of features are very significant for the classification
of texts. We try to understand which features are the most significant for the
classification process. Text feature extraction is the process of obtaining a list of
words from previously processed data and then converting that list into a set of
features that can be used by the classifier. A variety of methods for defining and
extracting features from textual data are important for classification; some of these
features are as follows [4, 19, 22, 23]:

• Part-of-speech tagging (PoS): Important signals of opinion to find an adjective or
a descriptive word for each sentence. The natural language processing technique
uses pointers to the parts of speech. PoS indicator is an undertaking for the
labeling of all words in a sentence to a PoS tag. These words relate to communal
categories of English grammar including adjectives, verbs, names, and preposi-
tions, as well as conjugation, pronouns, and interference. Because parts of speech
define expressions of feelings and semantic relationships between expressions,
they are used to filter features that indicate the direction of feelings.

• N-gram model: A set of texts related to a subject is analyzed. The texts represent
tweets. Each word, or symbol, is extracted from tweets as a series of words, which
is represented as N. At the end, a dictionary of words or symbols is formed. That
sequence of symbols or words can be a letter, word, or byte and can be continuous
symbols. Depending on the number of grams, the words are defined, which means
1-gram, which is also named a unigram, is composed of one symbol; 2-gram or
bigram consists of two symbols, and trigram consists of three symbols. This
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makes the analysis process capable of revealing the correlation between those
words and the prominence of the phrase itself. For instance, the text “Microsoft is
launching a new product” is composed of the resulting 2-gram word features:
“Microsoft is,” “is launching,” “launching a,” “a new”, and “new product.” The
tweet is represented in N-gram, as in the previous example. These features are
N-gram words or solo words with their repeatedly counts. The tweet features will
be a series of 1s and 0s. 1 represents that the Tweet contains N-gram, while
0 indicates its absence.

• Unsupervised feature weighting methods: Weighting techniques can be classified
into two main classes: unsupervised and supervised techniques. The supervised
technique utilizes previous data from the learning document to formulate a group
of pre-produced classifies. This differ from the supervised feature weighting
technique. Among the techniques utilized under unsupervised weighting are the
TF-IDF (term frequency-inverse document frequency) and binary term
frequency (TF).

• Dimensionality reduction utilizing principal component analysis (PCA): It is
considered a common method for extracting features. It has been applied in
many fields and on wide and varied groups in various fields of biological and
social sciences to the field of financing. As this approach is based on setting data
points. To determine those points that are more important in that space, two
criteria are applied: the proportion of variance and the Kaiser rule.

• Word2vec model: Word2Vec is used to create word embeddings. The models
formed by using word2vec are little denotation two-layer neural networks. Once
learned, they propagate semantic cases of words. The model takes a vast frame of
text as a feed-in. It then constructs a vector scope that is usually of hundreds of
dimensions. Each special word in the frame is allocated with symmetric vector in
the scope. The words with common cases are placed in near closeness in vector
scope. Word2vec uses one of the two constructions: continuous skip gram, which
considered the current word is to forecast the neighboring window of case words.
In this construction, the nearby case words are treat more constructions than
words with outlying case. Or continuous bag of words (CBOW), the series of case
words does not affect the prognosis as it is founded on bag of words sample.

• Bag of words: It is considered one of the simplest and most common methods of
extracting features as this method is flexible. It is used to extract features from text
data in various ways. Each word has a group of similar words; it is collected
inside a bag called a word bag. WordPad is a display of textual data, which
determines the frequency of words in a document. The word bag includes a
dictionary of well-known words and the frequent presence of those words. The
complexity of this model of feature extraction lies in the degree to which those
words are present as well as how vocabulary is designed for those words. Despite
the ease and flexibility of this model, word repetition is a problem that cannot be
overlooked. The data with the highest frequency will be in control of the rest of
the bag data. Higher frequency data may not be important, or model information
may not be available. This problem is the main reason for ignoring related words.
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• TF-IDF: In this way, we will be able to display unique words that carry the
necessary information for a single document.

• Opinion words and phrases: They are phrases generally utilized to indicate
opinions that are composed of bad or good, love or hate. This means some
words indicate opinions devoid of utilizing opinion phrases.

• Negations: The existence of negative words might turn the opinion directing like
not bad is equivalent to good.

3.4 Classification

After preprocessing and feature extraction level, we move to classification level. We
pass the features into a classifier [10]. Many techniques were built for text classifi-
cation. In this level, the general classes of techniques will be discussed, as well as
their utilization specific to classification tasks. We understand that the discussed
classes of techniques largely exist in other domains like categorical data or quanti-
tative [24]. Sentiment classification strategies are classified into ML, lexicon-based
approach, and hybrid technique as in [14]. In an ML approach, the popular ML
algorithms are used in addition to the semantic indications of these algorithms,
including naive Bayes classifier, SVM, decision tree, and others. We can classify
machine learning into supervised learning and unsupervised methods. As for the
lexicon-based approach, it is solely reliant on the dictionary of feelings, which is a
collection of expressions of feelings previously collected. It is divided into two: the
dictionary-based method and the corpus-based method. There is the hybrid method
that combines the previous two approaches and through which we may get better
results. Several optimization techniques can be used to optimize the classification
process or feature selection processes [25, 26]. We will look at a number of widely
used algorithms in Sect. 4 [14].

4 Sentiment Classification Techniques

In Fig. 2, we illustrate the classification technique. The general classes of techniques
and their utilization for classification tasks will be further discussed.

4.1 Machine Learning Approach

AnML-based SA system was progressed in many earlier works to elicit public views
in related topics. This system was capable of classifying tweets to various sentiment
classes [27]. Text Classification Problem Definition: there is a list of training
documents where each one is classified to a class. The classification model is suitable
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to the features in the inferior record to labeled according to the class label. Next for a
given case of an undiscovered class, the model is utilized for the prediction a class
label. The severe classification problem is in a situation when solely a single label
was chosen to an occurrence. The machine learning technology uses many famous
algorithms in machine learning and employs semantic functions [14].

4.1.1 Classification Based on Supervised Learning

Supervised learning is a type of ML [7, 28]. A supervised learning strategy relies on
data called training data. Previously classified objects are entered into the device as
training data. The device learns from that data. Then it will predict the unclassified
data. There are many works under supervision; we will mention some of them
[14, 29].

Naive Bayes Classifier

Naive Bayes is a simple, easy yet powerful rule suite [14]. Accordingly, it is used in
both the training and classification stage [15]. It is a probabilistic classifier that uses
Bayes’ theorem to calculate the prospect of a tweet that belongs to a particular
category like negative, positive, or neutral [20]. It can train the pattern of test on a
group of documents that had been classified. The basic mechanism of the naive
Bayes classifier is done by calculating the repetition of words concerning feelings in
the message. Tweets are categorized and recorded according to the number of
matches for emotional words, as the contents compare the word list to categorize
documents into their correct category. The heaviness of the nodes is modified
according to the significance of the tweets, and a more exact result can be generated
for the rated feelings [2]. Preprocessed data is provided with the extracted feature as

Fig. 2 Tree diagram of sentiment classification techniques
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an introduction to training the classifier by utilizing naive Bayes. As soon as the
learning is done, in the classification process, it offers polarity of feelings. For
instance, for review comment “I am Sad,” it provides negative polarity as a result
[15]. Naive Bayes classifiers are computational fast while making selections. Naive
Bayes classifier is well used in real problems along with spam detection, SA, etc. It
demands low processing memory and less execution time. The naive Bayes-type
model estimates the backward potential classification based on the word distribution
in the report [14].

Support Vector Machine (SVM)

Support vector machine (SVM) is a procedure for categorization of both nonlinear
and linear data. SVM is generally used for text classification. If the data is linearly
distinct, SVM studies the data, defines the selection limits, and utilizes the kernels
for calculation that are executed in input space with the support vector machine.

Searches for the linear optimum split up hyperplane (the linear kernel) that is
regarded as the vector, which splits up document vector in one class from the vectors
in other class. Furthermore, all data regarded as a vector is categorized in a specific
class. Hence, the work is to identify an edge between two categories that is distant
from all documents [2, 15, 30]. It uses possibility space of linear functions in a loudly
dimensional feature space, depending on kernel substitution. It will be learned with a
training algorithm that executes a learning bias derived from statistical training
theory. We can construct loudly nonlinear classification method by using SVMs
[20]. This is done when the data is linearly close; the SVM utilizes nonlinear chart to
turn data to a greater dimension. The problem is then fixed by locating a linear
hyperplane [30]. SVM has the ability to replace the teaching styles dynamically each
time there may be a new brand pattern throughout category [14].

Neural Network Classifiers

Neural networks (NN) are a specific set of algorithms, which have transformed
machine learning [14]. Neural networks are stimulating with the aid of biotic neural
networks [14]. The basic element in an NN is a unit or neuron. Hence, each unit takes
a certain input i denoted by the vector Xi. Every neuron is also related with a group of
weights A, which are utilized to calculate a function f of the inputs. A common
function that is frequently utilized in the NN is the linear function stated as follows:
pi ¼ A * Xi.

The question here is: how an NN may be utilized if all the categories cannot be
carefully divided using linear separator? The categories might not be detached with
the utilization of a single linear separator. The utilization of multilayers of neurons
can be adopted to create a nonlinear classification limit. The purpose of such
multilayers is to create multiple linear limitations that can be utilized to sacrificial
bounded parts that belong to a specific class. In a network like this, the outputs of the
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neurons in the previous layers are fed into the neurons in the next layers. The
learning process of this kind of networks is rather sophisticated because the errors
require to be back-propagated over varied layers. However, the general monitoring
for text has been that linear categories mostly offer similar results to nonlinear data,
and the refinements of nonlinear categorization methods are rather small [24]. Neural
networks are criterion feature processes; that is why they can be used in almost any
device training problem regarding studying a sophisticated mapping from the entry
to the output area. Neural network-based planning has executed brilliant refinements
in an expansion of herbal language processing involvement [14].

Random Forest (Decision Tree)

Decision forest provides a more accurate classification than a single decision tree
[30] due to the fact that it consists of more than one decision tree [20]. The basis for
decision tree is the hierarchical decomposition of data space, where the data is
divided repeatedly until we find that each leaf node contains the minimum number
of decisions [24]. Here, we will find that each tree will assign a specific category to
each entry. The layer with the highest turn will be selected. Error rate depends on the
strength of each tree separately from the forest, as well as the relationship between
the trees in the forest itself. This means that reducing the error rate is contingent on
the strength and independence of each tree in the forest [20]. To illustrate the work of
the forest, we will take an illustrative example: X is the main forest, consisting of
Y number of sub-trees. Each sub-tree is called Xi. The Xi is made up of branches with
the same number of rows of the main X, which are the sample x with the substitution
of X. By taking those samples with the substitution, this means that some of the traits
in the original sample X may not be included in Xi, while it can be repeated in the
others. Then the compiler builds a decision tree for each Xi. And at the end, we will
have a forest with Y trees. To categorize an anonymous group, M, each tree brings
back its own row prediction as a single vote. Therefore, the last decision of the
M class is signed on which the most votes [30].

Rule-Based Classifier

Rules-based methods are based on entity recognition. In general, the nature of rule-
based methods works as follows: At first, a group of rules is manually denoted or
automatically trained [31]. The rules are adopted in the design of data space. The rule
consists of two aspects. The left side called “pattern” represents the basic condition
for the set of basic features. The pattern determines the regular expression based on
features of tokens. The pattern matches a series of tokens, at which time the specified
action is launched. The right side called “action” represents the category designation
corresponding to the relevant feature. As for the action, it is possible to name a series
of tokens as an entity, specify the beginning or ending designation for the entity, or
specify a number of entities simultaneously [24, 31]. For instance, to point out any
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series of symbols “Mr. Y” where Y is a capital letter as an individual entity, the
subsequent rule can be specified: (Token ¼ “orthography” orthography
type ¼ FirstCap)!the person’s name.

The left side of the rule is a logical condition that can be expressed in DNF
(disjunctive normal form). Nevertheless, in many circumstances, the condition on
the left side is much plain and signifies a series of terms, which has to be existing in
the document in order for the condition to be approved [24]. Generally utilized
features to act tokens contain the token oneself, the part-of-speech (POS) identify the
token, the orthography kind of the token, and if the token is inside some already
defined gazetteer [31]. The lack of expression is hardly utilized, since such kind of
rules is not probable but very factual for sparse text data, whereby many statements
in the lexicon will normally not exist by default (sparseness property). The basic idea
of making a method is to produce a group of rules, where all points are covered in an
area of at least one base. An amount of criteria can be utilized to produce rules from
learning data. The most common conditions used to create rules are trust and
support [24].

Bayesian Classifiers

Bayesian networks (BNs), or belief networks (Bayes networks), are also called
generative workbooks. It is one of the types of models with vector graphics. This
means that the graphic links are represented by an arrow that indicates a certain
direction. Attempting to construct a probability categorization depends on modeling
keyword features in different categories. The idea of classifying texts is formed via
the rear possibility of documents that belong to distinct categories, and this is based
on the existence of a word in those documents. English language weights have an
effect on the existence of words through many input groups. As the representations
of the subject model are attractive, they get information that is absent in other
methods. For instance, for documents that must be summarized, there will be an
unambiguous representation as different documents to form that group. In usual
ways, multiple document entries will be represented as a long text without differen-
tiating the document limitations. Hence, for Bayesian classifiers, the rear possibili-
ties are weighted through the cost of the category where the prediction is conducted
[24, 32].

4.1.2 Classification Based on Unsupervised Learning

Unsupervised learning is a kind of machine learning. This type of machine learning
relies heavily on speculative density in statistics. There is no goal in unsupervised
learning, but it provides space for an evaluation of the model. The area can check a
given model by relying on data such as the input values that are passed to the model
[14, 29].
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4.2 Lexicon-Based Approach

We mentioned in the previous sections the possibility of using the lexicon of
feelings, which is one of the most important resources for most of the algorithms
of sentiment analysis. Lexicon includes many words of opinion used in many
classification tasks. Here, we will briefly mention some methods for creating lexicon
of opinion words. Opinion words, polar words, or emotional words are utilized to
express chosen situations if the opinion words are positive or unwanted if they are
negative. Examples of positive opinion words are beautiful, good, etc. For negative
opinion words, examples are bad, poor, etc. Words of opinion will not come at all
times in the form of individual words; they can come in the form of opinion phrases
or terms. For example, it costs a person an arm and a leg. Jointly, they are named the
lexicon of opinion. Where it is important in the analysis of feelings. Words of
opinion can be separated into two parts: the first is called the basic type, where all
previous instances represent this type, and the second is called the comparative type.
The comparative type is based on the principle of comparison and preference in
opinion, for example, better, worse, and more. The preferential and comparative
forms are used for the basic characteristics or conditions, for example, good and bad.
Here, we will focus on the basic type. To compile a list of words of opinion, there are
three main methods: the manual approach, the corpus-based approach, and the
dictionary-based approach. The manual approach consumes a lot of time, so it is
usually not used; in some cases, it is combined with automated methods. Here, we
will address the two automated approaches [14, 33, 34]:

• Dictionary-Based Approach
To obtain polarity of sentiments, a lexicon of opinion is used. The polarity

number of negative and positive words shown for each tweet is calculated. This
method determines the highest number of polarities. If polarity is equal to both
positive and negative, then polarity is considered neutral to that tweet. The
purpose of using this method is to facilitate the access to sentiment words with
their directions. However, it failed to define the directions that adopt the context
formula for sentiment words [6]. Words of opinion are gained manually to create
a group of opinion words. This group can be expanded with the help of searching
within WordNet to add new opinion words or a list of their synonyms or
oppositions. Then the examination is done manually to remove and correct errors.
The downside of this type is its weakness in identifying words of opinion in
context-specific directives [14, 34].

• Corpus-Based Approach
In this model, after extracting opinion words from tweets, their direction is

determined. Words of opinion will be a mixture of verbs and adjectives in
addition to circumstances. Conditions and verbs are not adopted, and to calculate
their direction, the dictionary-based method is used. As for adjectives, an adjec-
tive is a word used to describe and qualify an object. It is field dependent, where
the corpus-based method will be utilized to obtain the semantic direction of the
adjectives [30, 34].
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5 Challenges Involved in Sentiment Analysis

There are some challenges that should be faced in sentiment analysis. Some of them
are listed as follows [14]:

• Language problem: The English language is used to analyze sentiment well due
to the availability of resources in English that facilitate the analysis process.
Resources are lexicons and dictionaries. There are many researchers interested
in analyzing sentiment in other languages, including Chinese, Arabic, German,
and others. This makes it challenging for researchers to create resources in other
languages, i.e., glossary and dictionaries.

• Natural language processing (NLP): The utilization of NLP requires further
improvements in the sentiment analysis process, as it has become a magnet for
researchers. Natural language processing offers better mining results and also
provides a good awareness of the language. Mining for opinion is context based
or field based. Opinion mining needs to pay a lot of attention to it because field-
based mining provides a good result than context-based mining. Domain-based
mining is complicated or more difficult to develop.

• Fake opinion: Fake opinion, or fake review, refers to false reviews that mislead
consumers by presenting opinions that are not real, negative or positive, in order
to reduce the condition of the object. Such SPAM makes sentimentality ineffec-
tive in many applications.

6 Conclusion and Future Work

The data that is used to examine sentiment is social networks. Twitter is the most
important of them. It is analyzed in different perspectives to express sentiment and
opinions. We explain the concept of sentiment and the structure of data processing to
extract opinion at various levels of sentiment analysis. The polarity of sentiment was
also categorized as negative, positive, and neutral. In addition to subcategories,
which are very negative and very positive. Many approaches have been used in
the field of SA, including ML and lexicon. The dictionary of abbreviations and
emoticons is also used in sentiment analysis. Here, we presented an overview of the
most important algorithms that had good results. Naive Bayes and SVM algorithms
are commonly utilized to identify the problem of classification of sentiment. SA is a
broad field, opens wide means for research fields and various issues. So the field of
investment has become large in the SA. Where it is adopted at the political and
economic level and many areas. However, there are some challenges facing the SA,
one of the most vital of which is limited data resources for non-English languages, as
explained in Sect. 5.

Sentiment analysis is a broad and important area. Many institutions in various
fields are adopting sentiment analysis in their work. Millions of tweets every day
bring up various topics. This diversity in the content of the tweets needs to be
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analyzed according to the direction of the field or topic that was raised. There are
many methods and algorithms used in the analysis and approved to reach an opinion
that is closer to the truth or accuracy in the results. All studies presented dealt with
textual sentiment or textual data. The tweets can contain opinions that are presented
in the form of pictures or videos or can be in the form of a link to communicate the
sentiment or opinions more accurately and clearly. So we recommend that there be
studies to analyze the sentiment of images or videos, or possible links, which are an
important element in communicating the sentiment directly because of the important
feelings that it holds for the opinion.
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Improving Automated Arabic Essay
Questions Grading Based on Microsoft
Word Dictionary

Muath M. Hailat, Mohammed A. Otair, Laith Abualigah,
Essam H. Houssein, and Canan Batur Şahin

1 Introduction

With computer technology development in the educational field, an increasing
number of students and a growing educational community, traditional and elec-
tronic, giving rise to automatic essay scoring systems by comparing and evaluating
the student answer with the model answer, have been noticed. It is easy to implement
automatic grading system for multiple choice questions, true and false questions, and
fill-in-the-blank questions because the answers are specified compared with the
answers of essay questions [1].

Essay questions are more challenging in comparison to other types of questions.
This is because they need more time for grading, but they are preferable as cheating
will not be easy anymore [2]. The researchers started in automatic assessment since
the 1960s of the last century where the first model developed is PEG (Project Essay
Grade) in 1960s, IEA (Intelligent Essay Assessor) was developed in 1997, E-Rater
(Electronic Essay Rater) was developed in 1998, and IntelMetric system was
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developed in 1998 [3]. It is found that British teachers spend 30% of their time in
correcting answers and that estimate is worth 3 billion pounds yearly. So automatic
grading solves manual grading process problems like high cost and time-consuming
task, with benefits for both the teacher and the student, where the teacher saves time
and answers are more accurate. On the other hand, students can know their grade
directly [4].

Automated grading system is widely used by schools, universities, companies, or
any entities that use online exams such as TOEFL [5]. Also, it is described as an
efficient and effective manner for grading essay questions in the form of numeric or
letter grade [6]. Automatic Arabic grading technique contains two stages for essay
grading. Firstly, prepare useful text for processing and analyzing after putting it in an
automatic grading system. Preprocessing text includes normalization text by remov-
ing diacritics and special characters, along with replacing the shape of some letters: /
Alef/ (أ) will be /Ah/ ,(ا) /tah/ (ة) will be /ha’/(ه), and /hamzah/ (ئ) will be /ya’/ .(ي)

Then, use stop word removal by identifying prepositions and pronouns. In
addition, identify some words that can be considered irrelevant to semantic issues
[7, 8]. After that, use stemmer to retrieve the root of words, which makes searching
more efficient. The next step will be using Microsoft Word dictionary for word
synonyms, which is useful when different words are used in the student answer,
which have the same meaning with teacher answers.

Secondly, use naive Bayes classifier to classify the answers of the student. Next,
use inner product similarity in order to measure relevancy between student answers
and teacher answers to retrieve the score. Due to large data and the rapid develop-
ment of Internet content, text classification was developed to effectively manage and
utilize large amount of data [9].

In classification, there are many types of classifiers used for automatic essay
grading system like KNN, SVM (support vector machine), and NB (naive Bayes
classifier). Naive Bayes will be used in this chapter, and it is known as a simple
classifier since it is very easy to implement and very fast [10]. Similarity measures
are very important for creating intelligent systems that exhibit behavior similar to
humans. Also, text similarity gets approximate of human similarity related to
language [11].

There are many types of text similarities. One of these types is inner product,
which is occasionally called scalar product or dot product [12]; in this chapter, it is
utilized for the purpose of retrieving the student answer that is more relevant to the
teacher answer. Many techniques are used in Arabic essay grading system such as
system using text similarity algorithms [2] and system using statistical besides
computational linguistic technique [5]. In this chapter, naive Bayes classifier and
inner product similarity are applied to classify and measure similarity between
teacher answers and student answers in order to find the final score. In the future,
optimization method can be used [13].
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2 Literature Review

This section presents the perspective of literature review and related works; it
presents an overview about Arabic essay grading techniques, and the main topics
of Arabic essay questions grading techniques include text similarity, text classifica-
tion, and MS dictionary.

2.1 Text Classifications

Text classification is considered as a very important field that is used to classify
documents depending on predefined groups. Most text classification techniques are
used to classify English documents. Unfortunately, few classification techniques
were applied to the Arabic documents [14]. Text classification indicates to building
automatically system to classify multi-documents to its right categories. This system
is known as knowledge engineer technique. For example, when there are many
documents, we need to classify them to their correct class as “sport,” “politics,” or
“art.” Then, the classification model or system will be able to classify each document
to its correct class; if one document belongs to more than one class, this is called
multilabel document. If the document belongs to only one class, it is called single-
label document [15].

2.2 Text Classification Algorithms

Text classification, known as topic spotting, is defined as the process for deciding
whether the set of data belongs to a predefined class or not [16–19]. This task
belongs to IR (information retrieval) and ML (machine learning) fields, which has
the attention of many developers and researchers. According to the large number of
automatic classifications is required, which can classify text automatically to
predefined classes depending on their content, and automatic classifications have
many advantages such as being very fast and accurate compared with manual
classifications. Most researchers work on English language text, but a limited
number of researchers work on Arabic language text [20]. Text classifications
involve many applications like automated essay grading, filing patent into patent
records, and spam filtering [21]. The key purpose of text classification algorithms is
to reduce information loss while maximizing reduction dimensionally [22]. Text
classifications techniques include the following classifiers: NB, SVM, KNN,
Rocchio classifier, linear classifier, and decision tree (DT) classifier.
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2.2.1 Naive Bayes (NB)

It is a classification technique that is based on Bayesian theorem which belongs to a
probability classifier and is considered simple as a probabilistic classifier as well as a
powerful, simple theorem [14] and is useful for large data. Naive Bayes classifier is
widely used for automated essay grading with multi-language. This chapter uses NB
classifier with Arabic essay question grading.

The main formula of naive Bayes is shown in Eq. (1):

P C=Dð Þ ¼ P Cð Þ:P D=Cð Þ
P Dð Þ ð1Þ

where P(C/D): probabilities that document D belongs to predict category C.
P(D): document probability
P(C): category probability
(D/C): probabilities of document D given category C

Figure 1 presents the training steps to build naive Bayes classifier and classifica-
tion process [23].

Some learning algorithms are applied to train a classifier based on the input data.
With the results of trained classifier applied to any new data, labelling process can be
done. In this chapter, 80 answers are used as training data set where in these steps
two features are more relevant and descriptive to the classification task extracted, fail
or good.

Training

Prediction

Label

Label

Input
Document

Input
Document

Feature
Extraction

Learning
Algorithm

ClassifierFeature
Extraction

Fig. 1 Built and process naive Bayes classifier
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NB algorithm is widely utilized in text classification, which has shown good
results and high performance. NB is known as a popular machine-learning algorithm
because of its efficiency and optimal time complexity. Naive Bayes presents two
popular models: multivariate Bernoulli naive Bayes classification and multinomial
naive Bayes classification. Naive Bayes multinomial model is preferred to be used
when database is large, and it is more suitable for text files. On the other hand [15],
multinomial focuses on the number of times the words frequent in the document,
which tells about the words occurring in the document and term frequency (TF).
Bernoulli model focuses on binary concept that indicates the amount of times a word
frequents in the document. However, it is not as multinomial Naïve Bayes; it does
not tell about TF [24].

2.2.2 Support Vector Machine (SVM)

SVM is a supervised machine learning technique that can be utilized for text
classifications, along with automated essay grading. It needs training set positive
and negative that has no need for other classification method used in dimensional
space for the purpose of separating between negative and positive data seeking
decision surface, called hyperplane. The closest document represents a decision
surface called support vector [15]. Figure 2 presents SVM using hyperplane [25].

Fig. 2 SVM using hyperplane
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2.3 Text Similarity (TS)

Text similarity plays a major role in text applications such as information retrieval,
text classifications, short answer questions, automated essay questions, and answer
scoring [26, 27]. Finding similarities between words, paragraphs, and documents is
important in text similarities [28].There are three approaches of text similarities:

1. String-based similarity: this similarity helps in measuring the structure of char-
acters by two ways, term-based similarity and character-based similarity.

2. Corpus-based similarity: this similarity helps in measuring the similarity among
words depending on information collected from huge corpora.

3. Knowledge-based similarity: this similarity helps in measuring the similarity
among words utilizing information derived from a network such as WordNet
that considers huge database for English verb, noun, adverb, and adjective
[29]. In this chapter, inner product similarity will be used to score and grade
students’ answers.

2.3.1 Inner Product Similarity (Dot Product)

Similarity measure computes the level of similarity among a duo of vectors, since
documents and queries are both vectors. A similarity measure denotes the similarity
among two queries, two documents, or even one document and one query. Inner
product similarity measures similarity between documents and query as formula
product:

Xt

k¼1

dik • qkð Þ

where dik is the weight of term i in document k and qk is the weight of term i in the
query. For weighted vector term, inner product similarity is Sumption of the
products with weights of the matched terms.
For binary vectors, inner product similarity measure is the number of matched
queries in the document. Below is an example for binary vectors:

Document ¼ 1, 1, 1, 0, 1, 1, 0Query ¼ 1, 0, 1, 0, 0, 1, 1sim D,Qð Þ ¼ 3

where D is the document and Q is the query.
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2.4 Evaluation Metrics

Evaluation results of the proposed technique in this paper by comparing results
between human score and automated score measures with the use of MAE (mean
absolute error) and PCR (Pearson correlation result).

2.4.1 Mean Absolute Error (MAE)

MAE is used for evaluating scores between human scores and automated scores for
students’ answers. MAE result is calculated according to Eq. (2):

MAE ¼ 1
N

XN
I¼1

Xi� Yi ð2Þ

where x is the human score, y is the automated score, and N is the number of
data test.

2.4.2 Pearson Correlation Result (PCR)

Pearson correlation measures the strength correlation between human scores and
automated scores for students’ answers. PCR result is calculated according to
Eq. (3).

PCR ¼
P

xy:
P

x:
P

y
NffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

x2 �
P

x2

N :
P

Y2 �
P

Y2

N

q ð3Þ

where x is the human score, y is the automated score, and N is the number of
question test.

2.5 Previous Related Studies

In [30], an automated Arabic essay grading system based on SVM and text similarity
algorithm is proposed; this thesis presented two main processes: firstly, using
WordNet to find all possible meanings of the given words and, secondly, using
feature extraction. In addition, using cosine similarity to find the similarity level
among student answer and teacher answer. The dataset collected from computer,
social and science books that contain 40 questions with three class of answers as
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120 questions. This thesis shows that automatic Arabic essay grading using
WordNet gives a better result without the use of WordNet.

In [2], an automatic Arabic essay grading system based on text similarity was
presented. The study used 210 short answers as dataset to apply string-based
similarity (Damerau-Levenshtein algorithm, N-gram algorithm) and corpus-based
algorithms (LSA, DISCO) separately besides comparing the result and using
preprocessing data steps: firstly, using raw then tokenization and, secondly, stop
word removal. After that, stemming and stop stem. The study proves that using
similarity algorithm gives effective solution that helps the teacher to use automated
grading system with high precision.

In [31], they presented an automated assessment of school children essay in
Arabic. The study used data set over three hundred students in Riyadh, “the capital
of Saudi Arabia,” applying preprocessing technique and using hybrid technique that
combines rhetorical structure theory (RST) with latent semantic analysis (LSA); the
experiment of their system showed an accuracy of 78.33% and a correlation of 0.79
with teacher evaluation.

In [32], an approach for automated scoring for Arabic short answer essay
questions is suggested. This study utilized cosine similarity to measure similarity
between model answer and students’ answer. The data set of this study examines one
exam with 11 questions and one model answer for individual question. Furthermore,
the phase of proposed approach as: firstly, extracted keywords for student answer
and model answer and then used synonymous for extracted words in student and
model answer to have accurate result. After that, use cosine similarity to measure the
accuracy of model answer and student answer. The result of using this approach
given correlation equals to 95.4% and 84.5 as correct ratio.

In [33], the researcher introduced an automated system for essay scoring of online
exams in Arabic. This study presented an automated grading system using heavy
stemming approach and light stemming approach. Firstly, use heavy stemming
approach for both student answer and model answer, and then start using heavy
stemming by removing numbers, diacritics, and any letter from other language.
Next, applying processing word by remove stop words, remove “AL.” Thenceforth,
normalize the word and remove suffix or prefix if the word has more than three
letters. Lastly, apply similarity to each word in student answer and model answer.
Secondly, use light stemming by removing prefix and suffix and then applying
similarity between student answer and model answer. The proposed technique has
an effective result for Arabic essay questions.

In [34], the authors proposed a hybrid method for automatic Arabic essay scoring.
In this study, five phases were adopted: (1) preparing data set, which consists of
610 answers; (2) preprocessing data using normalizing, tokenization, and stemming;
(3) finding the synonym of words using Arabic WordNet; (4) applying latent
semantic analysis with TF-IDF and cosine similarity; and (5) applying modified
LSA using part of speech (POS), which assigns words to fixed part of speech (noun,
verb, adjective, and adverb). Using modified LSA improves the accuracy of Arabic
essay scoring.

26 M. M. Hailat et al.



In [1], the authors proposed an Arabic short answer scoring method with effective
feedback for students. This study used 14 string-based and two corpus-based
similarities as well as a comparison between them. After that, evaluating and using
combination of these similarity measures. In this research, the Arabic dataset was
collected containing 50 questions together with 12 answers ends with a total of
600 answers. Applying four methods raw, stop, stem, and stop stem to deal with
string-based similarity. In addition to two model holistic, partitioning to deal with
corpus-based similarity, this study presented using this system to implement in real
scoring environment.

In [35], short answer grading utilizing string similarity and corpus-based simi-
larity was introduced. The system works at three phases: firstly, measuring the
similarity between model answers and student answers using string-based algo-
rithms using four models: stop, raw, stop stem, and stem; secondly, using corpus-
based similarity DISCO1 and DISCO2 algorithms using stop word removal, getting
distinct along with building similarity matrix; and, thirdly, merging the similarity
values of string-based algorithm with values of corpus-based algorithms. The dataset
was collected from the University of North Texas containing 80 questions and 2273
student answers. The system gets result 0.504 from combined N-gram with DISCO1.

In [4], they proposed an automated assessment of student’s Arabic free-text
answers. In this study, latent semantic analysis (LSA) technique was used. A set
of 29 answer papers as dataset was collected from “System Designing” course in
March 2011, which was written in Arabic language. The answer will be added to the
system, and several tasks are performed such as cleaning the text, normalizing letter,
spell-checking words, stemming, processing synonyms, and removing stop words.
Next, word-by-context matrix (WCM) is created. After that, it calculates the weight.
Then, it calculates a cosine similarity to compare between student answer and
referential answer. At last, calculating the correlation between human grading
score and system score that resulted 0.91. However, the correlation between
human score and LSA algorithm was 0.88.

3 Proposed Model

This chapter proposes a technique that aims to improve an automatic Arabic essay
grading technique. As presented in Fig. 3, the process starts by preprocessing phase,
where tokenization step divides answers for small pieces of tokens. For normaliza-
tion step, it is used to replace special letter shapes and remove diacritics. Then, stop
word removal step removes meaningless and useless words. Lastly, stemming
process is used to get the stem and root of the words. All the preprocessing phase
is meant to be implemented for both student answer and dataset (corpus). Then,
classifying by naive Bayes classifier to get accurate result also for both students
answers among with dataset (corpus). After that, Microsoft Word dictionary is used
to compare and get enough synonyms for both students’ answers and model answers
in order to get better results. Finally, showing results with the use of inner product
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similarity then compare the results showed by inner product similarity with human
score results so the evaluation among with the efficiency of the proposed technique
can be measured.

3.1 Preprocessing

The phase is used for converting text from difficult one to much easier one to handle.
Also, transformed text is meant to be in vector format [36]. Furthermore,
implementing word extraction to its clear format, applying tokenization, normaliza-
tion, stop word removal and stemming that reduce ambiguity of words to increase
efficiency. This step is considered very important in classification process especially
when using highly inflected language such as Arabic language to support and
increase result efficiency [37]. Figure 4 shows the preprocessing steps.

CORPUS(QUESTION
S AND MODEL 

ANSWERS

STUDENT 
ANNSWER

PREPROCRSSING PREPROCRSSING

FEATURE 
EXTRACTION AND 

USING NB

FEATURE 
EXTRACTION AND 

USING NB

MS WORD 
DICTIONARY

INNER PRODUCT 
SIMILARITY

SCORE

Fig. 3 Diagram of the proposed technique
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3.1.1 Tokenization and Normalization Processes

Tokenization is the first step in preprocessing phase, which divides students’
answers in addition to model answers into small pieces and number of strings.
Some examples of tokenization remove stop marks are (“,”, “.”, “?”) from students
answers and model answers. Then, divide sentences into tokens:

Text: “ ةلماكلاكترطيستحتتامولعملاءاقباهيلمعيه ”
but when converting this text into tokens, it will be
“‘ ةلماكلا‘,’كترطيس‘,’تحت‘,’تامولعملا‘,’ءاقبا‘,’هيلمع‘,’يه ’ “.
Normalization is a remarkable step in preprocessing phase for the purpose of

achieving best results. The step of Normalization’s intent is replacing the shape of
characters besides transforming into single form and also removing diacritics and
special characters.

3.1.2 Stop Word Removal

Stop word removal is defined as removing unnecessary and meaningless words that
are useless and give unimportant meaning in text such as pronouns, conjunctions,
and prepositions [38, 39]. The process applies both students’ answers and model
answers after tokenization step. Stop words listed in table to get removed after
tokenization step. For example, ‘ ,’نذإ‘,’امذإ‘,’اذإ‘,’ذإ‘,’اهيأ‘,’امنيأ‘,’نيأ‘,’يأ

,’هيإ‘,’يإ‘,’هنإ‘,’امنإ‘,’انإ‘,’نإ‘,’امإ‘,’نكيلإ‘,’امكيلإ‘,’مكيلإ‘,’كيلإ‘,’ىلإ‘,’الإ‘
,’نيذللا‘,’ناذللا‘,’نيتللا‘,’ناتللا‘,’يتاللا‘,’يئاللا‘,’نيذلا‘,’يذلا‘,’يتلا‘
,’ناذه‘,’اذه‘,’انهاه‘,’كاه‘,’نيتاه‘,’يتاه‘,’هتاه‘,’ناتاه‘,’اه‘,’ءالؤه‘,’معن‘,’يتاوللا‘
,’ايه‘,’يه‘,’وه‘,’كلانه‘,’كانه‘,’انه‘,’نه‘,’امه‘,’مه‘,’اله‘,’له‘,’اذكه‘,’نيذه‘,’يذه‘,’هذه‘

تيه‘ ’; all of these words are going to be deleted after applying stop word
removal step.

Fig. 4 Preprocessing steps
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As an example, in this paper:
Text “ ةلماكلاكترطيستحتتامولعملاءاقباهيلمعيه ” as token “‘ ,’هيلمع‘,’يه

ةلماكلا‘,’كترطيس‘,’تحت‘,’تامولعملا‘,’ءاقبا‘ ’ “
after applying process stop word removal, the text becomes
“‘ ةلماكلا‘,’كترطيس‘,’تحت‘,’تامولعملا‘,’ءاقبا‘,’هيلمع ’ ”

3.1.3 Stemming

Stemming is a method to minimize a word to get its root or stem, which is mostly
used in information retrieval to increase recall rate [40, 41]. The main process of
stemming is to find the word root or stem, which means removing all the affixes of a
given word. Arabic stemmer is grouped into two main types. First, light stemmer
gets the root by removing suffixes, prefixes, and infixes to find the root such as
snowball stemmer. Second, heavy root stemmer is used to find the root by reducing
affixes and transforming some word letter in order to find the stem or root such as
Khoja stemmer and ISRI stemmer [42]. Arabic language is deliberated as one of the
most challenging to retrieve word’s root for the reason that it has many morpholog-
ical variations [43]. After the normalization process of the words is done, this leads
to the last process which is stemming process. Arabic text classification uses multi-
types of stemmers. The ISRI (Information Science Research Institute), which is
called Arabic stemmer, can be benefited from it to get the stem and root of the words
[26]. ISRI stemmer uses root dictionary for the purpose of getting the stem and root
for retrieval task information, removing diacritics, and normalizing some letter
shapes. Also, removing length two or three prefixes, removing connectors. In
addition to normalizing Alif (change أ to ,(ا if the word equals three letters, it
returns as stem, with a consideration of four cases while depending on the length
of word (length¼ 4, length¼ 5, length¼ 6, length¼ 7) [44]. For example: Text “ تام

ولعملاءاقباهيلمعيهةلماكلاكترطيستحت ” as token “‘ ,’ءاقبا‘,’هيلمع‘,’يه
ةلماكلا‘,’كترطيس‘,’تحت‘,’تامولعملا‘ ’ “as stop word removal “‘ ,’ءاقبا‘,’هيلمع
هلماكلا‘,’كترطيس‘,’تحت‘,’تامولعملا‘ ’ “as stemming “‘ ,’تحت‘,’ملع‘,’ءقب‘,’لمع

لمك‘,’رطي‘ ’ “

3.2 Naive Bayes Classifier

NB classifier is a simple probabilistic classifier where each feature is treated inde-
pendently. NB has many different types such as multinomial, Bernoulli, and Gauss-
ian type. NB works well in many fields such as text classification. NB is considered
fast and easy as needed for implementation, so that it can be used as baseline in TC
[24]. In [45], a comparison among many types of text classification is presented.
Correspondingly, it is an indication for Naïve Bayes classifier to be the best for
document classification by using preprocessing and feature extraction methods that
get better mining quality performance. In addition, quality of data that affected
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performance of mining results. In this chapter, naive Bayes phase comes after
preprocessing phase, which is compared with the most advanced text classification
method called support vector machine (SVM). Later, compare the three types of
naive Bayes with one other. Then, select the best among the three types and use
Gaussian naive Bayes classifier to build the model.

3.3 Microsoft Word Dictionary

Microsoft Word dictionary phase appears after a preprocessing phase. In this
chapter, a dictionary table is structured depending on Microsoft Word thesaurus to
check synonyms of words between students’ answers and model answers. When the
word of model answers and its synonyms in students’ answers have the same
meaning, the answer is correct. The probability of knowing correct answers of the
students is going to be increased. An example is shown below (Table 1).

3.4 The Collected Data

The data set utilized in this chapter is the same dataset used in [46]. Data set created
in Microsoft Excel worksheet as xlsx file, then social books, science and computer in
Allu’lu’a modern school were used to get questions. The data are set of questions
and answers that combine 40 questions with three classes of answers that leads to a
total of 120 answers. Automated essay question grading model is applied in Python
Jupyter Notebook because it is easy to implement and is fast to deploy. The data set
parameters are as follows:

ID: unique number for each answer.
Score: the score was given by the instructor to student answer.
Answer: it represents answer given by the student.
Question ID: unique number for each question.

A sample of data set containing the questions with ID and ideal answers is shown
in Fig. 5.

Table 1 Example of MS
Word dictionary

Word Synonyms

طبر ديق،قثوأ،كبش،لصو

ثحب يصقت،بيقنت،شيتفت،قيقحت

طخ كلسم،هاجتا،راسم

قرط ةطساو،كلسم،ةليسو،جهن،ليبس
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A sample of data set created for students’ answers is shown in Fig. 6, where each
question has five answers, three as real answers and two for experimental purpose.
Each answer is graded by a human and is given a score. If the answer is fully
compatible with the typical answer, the score is 100, but if the answer is partially
compatible with the typical answer, the score is 75. When the answer is null, the
score is 0. Otherwise, the score is 25.

Fig. 5 Sample of data set questions
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4 Experimental Design and Results

This section presents the result of automated Arabic essay questions grading using
naive Bayes (NB) classifier and inner product algorithm similarity measure to score
students’ answers. The proposed technique carried out all data set to get results. The
proposed technique is done by Python Jupyter Notebook (6.0.3) because of the many
features that hold. For example, it is easy to use, it supports library for Arabic
processing like NLTK library, and it is widely used in machine learning (ML).

4.1 Classification Result

There are different types of text classifier used in this chapter like SVM, NB, and
logistic regression. The naive Bayes models have been producing remarkable and
successful performance to get high accuracy results. In this chapter, the Gaussian
naive Bayes model is used to predict accuracy.

The classifier models are implemented in all data set that contained 200 answers,
120 answers as real data set and 80 answers added for experimental purpose. Table 2
presents accuracy values for implementing classifier models, where naive Bayes
(Bernoulli) type with an accuracy value of 0.55 has the lowest accuracy. The highest
accuracy value occurs when implementing naive Bayes (Gaussian) type with an
accuracy value of 0.9.

Figure 7 presents the graphical description of classification algorithm accuracy
results.

4.2 Inner Product Without Using MS Dictionary

Table 3 shows the result when using inner product without MS dictionary.

Fig. 6 A sample of students’ answers
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Table 3 Result of the proposed model without MS dictionary

Question (ID) Human score Inner product result without MS dictionary

1 75 25

2 25 30

8 25 0

10 100 100

11 75 25

14 75 85

21 25 53

23 25 27

29 25 40

35 100 100

Table 2 Results of classifi-
cation accuracy

Model Accuracy

Linear SVM 0.75

RBF SVM 0.775

Nu SVM 0.75

Gaussian NB 0.9

Multinomial NB 0.575

Bernoulli NB 0.55

Logistic regression 0.75
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4.3 Inner Product Using MS Dictionary

Table 4 shows the result when using inner product with MS dictionary.
Figure 8 presents the graphical description comparative result of using inner

product with MS dictionary and without MS dictionary.

Table 4 Result of the proposed model with MS dictionary

Question (ID) Human score Inner product result with MS dictionary

1 75 75

2 25 37

8 25 33

10 100 100

11 75 50

14 75 77

21 25 40

23 25 25

29 25 28

35 100 100

0

20

40

60

80

100

120

1 2 8 10 11 14 21 23 29 35

Inner product result with dic�onary Inner product without dic�onary Human_Score

Fig. 8 Rates of inner product similarity with and without dictionary
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4.4 Evaluation Results

Evaluation of using Microsoft dictionary in Arabic essay questions grading is
performed by comparing human score and automated score using mean absolute
error (MAE) along with Pearson correlation result (PCR).

4.4.1 Mean Absolute Error

The MAE evaluates accuracy between human score and the proposed technique.
Equation 2 in Sect. 2.4.1 is used to identify the MAE value.

First, MAE for human score and automated Arabic essay questions grading using
inner product with dictionary and without using dictionary.

Enhancement ¼ MAE1�MAE2
MAE1

� 100% ð4Þ

According to the value of mean absolute error shown in Table 5, the enhanced
accuracy is 4.65%.

4.4.2 Pearson Correlation Result

Pearson correlation result calculates the strength between human score and auto-
mated technique in order to improve the efficiency of automated essay grading
system. Equation 3 is used to calculate Pearson correlation between human score
and automated score.

Cor x, yð Þ=
P

xy:
P

x:
P

y

NffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
x2 �

P
x2

N :
P

Y2 �
P

Y2

N:

q

where x is the human score (dependent variable), y is the automated score
(independent variable), and N is the number of question test

(independent variable).

Table 5 Mean absolute error for the proposed technique with and without MS dictionary

Mean absolute error (MAE)

Inner product with MS dictionary 0.041

Inner product without MS dictionary 0.043
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The valid result for Pearson correlation is between �1 and +1. If the correlation
result is between 0.5 and 1, that means high positive correlation between x variable
and y variable. If the correlation result is between 0 and 0.49, that means low positive
correlation. If the correlation result is between �0.5 and 0, that means negative
correlation. If the correlation result is between �0.49 and �1, that means strong
negative correlation.

As shown in Table 6, the value of Pearson correlation is between 0.5 and 1, which
means that this is a strong positive correlation and high X variable scores go with
high Y variable scores and vice versa.

Figure 9 presents the graphical description of the PCR for automated essay using
MS dictionary and without using MS dictionary. The Pearson correlation result
between human score and the proposed technique while using inner product simi-
larity with MS dictionary is larger than that of inner product without using MS
dictionary, which means that the proposed technique will improve Arabic essay
questions technique when utilizing MS dictionary.
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Table 6 Pearson correlation results for inner product with MS dictionary and without MS
dictionary

Inner product with MS
dictionary

Inner product without MS
dictionary

Pearson correlation
result

0.8250 0.8193
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5 Conclusions and Future Work

This chapter represented Arabic essay question grading techniques with the use of
naive Bayes classifier to get classification accuracy and inner product similarity in
order to get the score of students’ answers. The aim of this work is to enhance
automated essay questions so that they can match human score by adding Microsoft
Word dictionary. Because getting more choices for students’ answers leads to prove
the efficiency of the proposed technique. All of this is performed on various Arabic
data sets that contain 40 questions with 120 answers.

Many experiments were made by implementing automated essay scoring system
on students’ answers and then comparing the results.

The results showed improvement on automated system even when using inner
product similarity with Microsoft Word dictionary. The results are better in terms of
accuracy compared with automated system when using inner product without
Microsoft Word dictionary. This was proved by calculating the quality metrics
mean absolute error (MAE) along with Pearson correlation result (PCR), where
MAE for inner product with dictionary is 0.041 and PCR is 0.825. While comparing
with inner product but without MS dictionary, the value of MAE is 0.043 and PCR is
0.819.

Future suggestions and recommendations for this chapter are to implement the
proposed technique on different types and larger data set, considering different
classification theories and similarity algorithms on same data set. In addition, the
ability to evolve voice recognition on automated Arabic essay questions scoring
instead of the use of written essay questions.
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Optimal Fractal Feature Selection
and Estimation for Speech Recognition
Under Mismatched Conditions

Puneet Bawa, Virender Kadyan, Archana Mantri, and Vaibhav Kumar

1 Introduction

The discrepancies between human speech and the more conventional types of
machine feedback are the basic differences in the use of speech as a part of a
computer simulation. Although these simulation systems are usually programmed
with an ultimate objective of producing an acceptable range of defined output. It is
entirely dependent on the near-precise transformation of human speech sig-
nal [1, 2]. However, the human voice is unique in such a way that even the same
words can mean different when spoken in different ways or under varying environ-
mental conditions. In the pandemic situation, children are now learning how to use
computers in schools as well as in their homes at their earlier stages [3]. With more
and more voice-based applications being designed, it is vital that children are able to
use advents of such technologies [4, 5]. Thus, the capacity of speech recognition
systems to manage the proper pronunciation corresponding to each vowel and word
thus becomes considerably important for improved productivity. Moreover, children
typically face issues with generating and pronouncing vowels in the case of tonal
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languages [6]. Thus, an effective recognition of vowels under such scenarios is
important since they immediately impede intelligibility and negligence may inflict
severe effects on consonant productions. The words spoken by children likewise
coincide high fundamental frequencies in comparison to adult speech where the
constant shift in vocal apparatus is evident during the growth of children. Also, the
collection and processing of children spoken data are often a tedious, repetitive, and
resource-consuming task such that multiple endeavors for the adaptation of adult
speech onto children have been studied and experimented. Also, emotions can be
extracted from an input signal using a set of convolutional layers and deep speech
layers. The model can help to achieve state-of-the-art results for detecting joy and
sorrow [7].

Thus, various efforts for the optimal extraction and selection of speech feature
vectors have been attempted by the researchers with a much broader scope of
success. These efforts for ideal identification of voice can be classified using the
two types of methods: (a) template matching [8] and (b) feature analysis. The
template matching approach is the simplest technique, which is a close correspon-
dence with conventional keyboard inputs relying on the basic conditional assertions
to fit the actual input correctly. This method is therefore only acceptable for
designing speaker-dependent ASR systems where the input digitized voice sample
recognizes only the previously modelled contexts [8, 9]. On the other hand, the much
reliable methodology of feature analysis is used as a general method for designing
speaker-independent ASR systems. Unlike template matching, this method pro-
cesses an input speech signal based on Fourier transformation, and then feature-
like correlations are located between the existing digitized sample and the predicted
inputs [10, 11]. Likewise, the nonlinear behavior of signals can be seen in almost
every digital communication system, ranging from the use of wireless networks to
cellular to satellite systems [12, 13]. As a result, several nonlinear operations and
techniques for the appropriate extraction of additional features corresponding to the
input speech signal have been implemented. Among these methods, the latest
streamlined techniques utilized are based on the fractal analysis for precise estima-
tion of nonlinear signal dimensionality [14]. In these methods, the corresponding
analysis is focused on fractal classification by exploring the time series mainly in the
case of biomedical signals including electrocardiogram, normal speech signals, and
electroencephalogram [15–18].

In this research, an effort has been made to address such vowel pronunciation
difficulties present in children’ speech using the optimal selection of three fractal
feature dimensional analysis techniques—Katz FD, Higuchi FD, and Petrosian
FD. As in the case of Punjabi children speech recognition system, there is presence
of a greater fractal indicator suggesting a higher irregularity throughout the time
series. These anomalies might probably correspond to higher FD values and
increased discrepancies between training and testing utterance. The motive of the
experiments is the successful development of methods and algorithms, which is able
to substantially reduce the calculational complexities and lead to the increased
effectiveness by employing the above factors of existing channel nonlinearity.
Thus, an enhanced Punjabi children system for adequate recognition of a more
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complicated and high-frequency speech signal that is less stationary has been
proposed. Finally, the increased performance has been noted after the evaluation
of individual fractal characteristics utilizing the hybrid acoustic classifier
DNN-HMM.

The remainder of this chapter is aligned as follows: Sect. 2 discusses the literature
review undertaken by the researchers to demonstrate the need for appropriate
algorithms to eliminate anomalies from an input speech signal. Further, Sect. 3
discusses the theoretical background of the techniques which are being utilized for
better analysis of the proposed system and later its prediction for learning of an input
signal are presented in Sect. 4. The experimental results are described in Sect. 5.
Finally, the study is concluded in Sect. 6.

2 Related Work

Initial study for fractal features was directed in 1975 [19, 20], as a part of present-day
numerical hypothesis. The fractal dimension is the leading parameter in fractal
theory. It quantitatively depicts the unpredictability of the fractal set. As a sort of
time series, the correspondence tweak sign can be successfully depicted by the
fractal measurement. The basic one-dimensional fractal dimensions are Hausdorff–
Besicovitch dimension (HBD), Higuchi dimension, Katz dimension, Petrosian
dimension, and Sevcik fractal dimension. HBD [21] was the basic fractal dimension
that was considered to limit the radio wire size, holding a high radiation effectiveness
[22]. This confirmed the importance of HBD and, it also showed that it has a high
computational unpredictability, which made it hard to acknowledge the speaker
based information. To measure the fractal dimension of waveforms, the Sevcik
fractal dimensions were proposed [23]. This approach may be used to easily test
HBD waveform measurements and calculate the various facets of waveforms and
arbitrariness. Petrosian suggested a fast procedure for estimating a finite sequence
fractal dimension [24], converting the data into a binary sequence, before estimating
the time-series fractal dimension. Tricot thought about the assessment precision
conveyed by Katz’s and Higuchi’s techniques on four manufactured fractal wave-
forms. The outcomes showed that Katz’s strategy perpetually under-assessed the
genuine measurement; however Higuchi’s technique was more precise in assessing
the fractal features. In addition, Ezz-Eldin et al. [25] proposed the concatenated
output of its proposed hybrid networks. It also tried to fed it into a softmax layer. It
also tried to generate a probability distribution through categorical language recog-
nition categories. It can be considered as a genuine measurement on the basis of
finding and the accuracy against its input features [26].

In [27], fractal demonstration and estimation were explored in order to implement
fractal functions in engineering. In [14], several fractals have been examined in
various noise propagation systems for a wireless communication signal. The simu-
lation results showed that the FSK (frequency shift keying) function of different
noise distributions could actually be extracted by various fractals. The most skilled
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tool for selecting fractal calculation highlights for organizing connectivity modula-
tion signs was aimed at an effective observational research in [28]. In [29], an
Automatic Speech Recognition (ASR) framework was presented with very few
training samples. It employed fractal features from an observed speech waveform.
In order to enhance the performance of two different ASR systems, it was combined
with a traditional MFCCs. Further, in [30], the researchers proposed different
combinations of feature extraction techniques: MFCC, RASTA-PLP, and PLP.
The research paved the way to overcome the challenge of performance degradation
due to inconsistency between training and testing phases. In [31], researchers
experimented with different sound waves such as mixture of sounds, noise, etc.,
and came up with a system to iteratively remove noise and reverberation effect and
enhance the speech under noisy environment. Theoretically, it is already known that
there is a mismatch between children and adult speech. In [32], authors explored the
incorporation of mismatched training data to achieve a better acoustic model and
improve performance in the face of limited training data, as well as training data
augmentation using noise. Manjutha et al. [33] also experimented with selecting
optimal features from MFCC using particle swarm optimization and synergistic
fibroblast optimization for Tamil dataset and fed the features into machine learning
algorithms such as naive Bayes and support vector machines to yield a better
accuracy. In [34], authors performed comparative study between baseline Mel
frequency cepstral coefficient features and gammatone frequency cepstral coefficient
features with DNN-HMM modeling to resolve the problem of overfitting and set up
a pipeline for Punjabi ASR systems. In [35], authors explored various feature
extraction techniques with N-gram language model and monophone and triphone
acoustic modeling and found that MFCC feature extraction gave better accuracy as
compared to others. In Bawa and Kadyan (2021), researchers handled acoustic and
phonetic variations among adult and children speeches using gender-based
in-domain training data augmentation, and later acoustic variability among speakers
in training and testing sets was normalized using vocal tract length normalization.
The results yielded significant system performance over different environmental
conditions, i.e., clean or noisy [36]. In [37], authors empirically determined optimal
feature for improving accuracy of ASR system and found out that features like pitch
for tonal languages such as Punjabi and probability of voicing can help elevate the
performance of ASR systems. In [38], authors explored end-to-end attention-based
network for language identification systems. The proposed method proved to
outperform state-of-the-art models.

3 Feature Extraction

3.1 Katz Fractal Features

A speech signal (ai, bi) of duration D withWL as length of waveform and dmax as the
measure of maximum distance between initial point (ai, bi) and other points can be
used to obtain Katz fractal feature (Kz):
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Kz ¼ log Dð Þ
log Dð Þ þ log dmax

WL

� � ð1Þ

WL ¼
XD�2
i¼0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
biþ1 � bið Þ2 þ aiþ1 � aið Þ2

q
ð2Þ

dmax ¼ max
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bi � b1ð Þ2 þ ai � a1ð Þ2

q� �
ð3Þ

3.2 Higuchi Fractal Dimension

Higuchi’s method is recursive in nature like the Katz method. It has proven to be
handy over the years especially for waveforms and signals.

Considering a speech signal as a(1), a(2), . . . . . , a(N ) having k as the interval
between two adjacent time series, m ¼ 1, 2, . . ., k as the initial time value of the
sequence, the recomputed time sequence is shown as

akm ¼ a mð Þ, a mþ kð Þ, a mþ 2kð Þ, . . . , a mþ N � m
k

h i
:k

� �n o
ð4Þ

For every akm, the average length ALm(k) is shown as

ALm kð Þ ¼
PN�Mð Þ=k½ �
i¼1

a mþ ikð Þ � a mþ i� 1ð Þ:kð Þj j: N � 1ð Þ
N�Mð Þ=k½ �:k ð5Þ

Hence, the total average length of the discrete speech signal can be represented as

ALT kð Þ ¼
Xk
n¼1

ALm kð Þ ð6Þ

By the logarithmic transformation, the Higuchi fractal dimension H can be
determined as

ln ALT kð Þð Þ / H: ln
1
k

� �
ð7Þ
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3.3 Petrosian Fractal Dimension

Primarily, the speech time series can be represented as a(1), a(2), . . . . . , a(N ). Given
that an input speech signal is composed of series of points b1,b2,b3,. . .. . ., bN. A
binary sequence cineeds to be generated from this as

ci ¼
1, ai > mean bð Þ
�1, ai � mean bð Þ

(
, i ¼ 1, 2, . . . :,N ð8Þ

Then, the total number of adjacent symbol changes in the sequence can be
computed as

TNΔ ¼
XN�2
i¼1

ciþ1 � ci
2

���
��� ð9Þ

The Petrosian fractal dimension can be determined as

P ¼ log 10N

log 10N þ log 10
N

Nþ0:4TNΔ

� � ð10Þ

4 Proposed System Architecture

The experiments were implemented on 32 children speech speakers and 21 adult
speech speakers being sampled at a frequency of 16 kHz. Audios for the database
have been recorded in both open and closed environments with and without the use
of a microphone. The initial method for speech recognition is the characterization of
complex representations and patterns in the input speech signal by the extraction of
relevant features for which the commonly used front-end MFCC extraction tech-
nique has been utilized with 25 ms frame size and 10 ms frame shift. Frequency
bands are determined on the basis of the frequency domain of pre-processed signal
y(t) in such a way that the transition between the Mel Scale formulated as function
of Mel and the frequency f(y(t)) is carried out using

Mel f y tð Þð Þð Þ ¼ 2595 log 10 1þ f y tð Þð Þ
700

� �
ð11Þ

Likewise, the dual stages have been employed for enhanced extraction of features
corresponding to the values of fractal dimension with an objective of eliminating the
inconsistencies existing in an input speech signal. Initially, the frame-level features
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corresponding to an input speech signal are extracted, and the classical frame-by-
frame analysis of all utterances in corpora was carried out. Thus, correspondingly the
exponential values of fractal dimension corresponding to Katz(kfdfeats), Higuchi
(hfdfeats) and Petrosian(pfdfeats) are evaluated in every frame for obtaining adequate
time series for some utterances of adult speech as detailed in Fig. 1a and children
speech in Fig. 1b.

Algorithm 1 Procedure for the optimal selection of features for processing
under mismatched conditions

Step 1: Initialize the adult speech corpus as adultcorp and children speech corpus as
childcorp.

Step 2: Divide the training set of adultcorp as 80 – 20%and childcorp as 80 – 20%and
merge them to produce concatenated corpora of sets.

finalTrainset ¼ 80 % of (adultcorp) + 80 % of (childcorp)
finalTestset ¼ 20 % of (adultcorp) + 20 % of (childcorp)
Step 3: Extract the corresponding MFCC features for the produced training and

testing set using Eq. (11):

Fig. 1 (a) Pair plot representation of fractal dimension-based features for adult speech corpora. (b)
Pair plot representation of fractal dimension-based features for children speech corpora
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mfccTrainfeats ¼ mfcc(finalTrainset)
mfccTestfeats ¼ mfcc(finalTestset)
Step 4: Extract the individual fractal features as over the given signal:

Step 4.1: Extract Katz fractal dimension features using Eq. (1):
kfdTrainfeats ¼ kfd(finalTrainset)
kfdTestfeats ¼ kfd(finalTestset)
Step 4.2: Extract Higuchi fractal dimension features using Eq. (4):
hfdTrainfeats ¼ hfd(finalTrainset)
hfdTestfeats ¼ hfd(finalTestset)
Step 4.3: Extract Petrosian fractal dimension features using Eqs. (8 and 9):
pfdTrainfeats ¼ pfd(finalTrainset)
pfdTestfeats ¼ pfd(finalTestset)

Step 5: Concatenate the features for both training and testing dataset:

Step 5.1: Concatenate the Katz fractal dimension as extracted in step 4.1 with
MFCC features as extracted features in step 3 with representation as first set of
fractal features ff1:

Fig. 1 (continued)
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train _ ff1 [mfccTrainfeats + kfdTrainfeats ]
test _ ff1 [mfccTestfeats + kfdTestfeats ]
Step 5.2: Concatenate the Higuchi fractal dimension as extracted in step 4.2 with

MFCC features as extracted features in step 3 with representation as second
set of fractal features ff2:

train _ ff2 [mfccTrainfeats + hfdTrainfeats ]
test _ ff2 [mfccTestfeats + hfdTestfeats ]
Step 5.3: Concatenate the Petrosian fractal dimension as extracted in step 4.3

with MFCC features as extracted features in step 3 with representation as
second set of fractal features ff3:

train _ ff3 [mfccTrainfeats + pfdTrainfeats ]
test _ ff3 [mfccTestfeats + pfdTestfeats ]

Further, the decision is to take concatenate original MFCC characteristics and
independently extracted characteristics in the second stage after extraction of these
features as shown in Fig. 2 and detailed in Algorithm 1. These resilient character-
istics are concatenated with the purpose of identifying appropriate features
corresponding to children voice, as the related FD qualities are extremely varied
and reflect individual speaker’s status characteristics. These rendered features FF1
(mfccfeats + kfdfeats), FF2(mfccfeats + hfdfeats), and FF3(mfccfeats + pfdfeats) are being
processed individually on mixed dataset resulting into 42 features after being
normalized using the process of cepstral mean and variance normalization
(CMVN) [39].

Fig. 2 Block diagram summarizing the steps for extraction of concatenated features
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The individual features are fed into the DNN-HMM hybrid classifier following
the extraction process. During acoustic modeling, monophonic (mono), delta (tri1),
and delta-delta (tri2)-based trainings are used to better process the features achieved.
This results into 117 feature dimensions as in the case of MFCC feature extraction
and 126 in the case of FF1, FF2, and FF3 as detailed in Fig. 3. For the neural
network, these high-dimensional speech features are difficult to interpret and are thus
converted into a 40-dimensional process using MLLT (maximum likelihood linear
transform). Finally, the results using Kaldi-based DNN [40] are evaluated with the
WER (%) and RI efficiency metrics (%).

5 Performance Evaluation

The experiments on the two types of datasets, (a) children corpora and (b) adult-
children pooled corpora, were conducted for testing the adequateness of fractal
dimension-based feature sets with detailed results as shown in Table 1. Initially,
the baseline system was developed showcasing better performance of these hetero-
geneous features involving FF1, FF2, and FF3 with respective relative improvement
of 1.55%, 2.07%, and 0.7% in comparison to MFCC. As the children dataset is
redundant, the experiments employing the augmentation strategy with adaptation of
adult data onto children data have been implemented. A high heterogeneity of the
chosen subsets for optimal selection of various combinations of features has been
achieved concerning the use of limited acoustic functionalities. Nevertheless, the
pooled feature utilizing HFD (FF2) has performed well over other fractal dimension-
based features with relative improvement of 1.52% and 1.66% in comparison to FF1
and FF2. This analysis has finally led to a steady development by expansion of lower
feature sets representing an enhanced children ASR system with overall relative
improvement of 11.54% in comparison to the baseline system.

Fig. 3 Block diagram of the proposed architecture for optimal selection of heterogeneous features
required for adequate acoustic modeling

Table 1 WER (%) for various heterogeneous feature extraction techniques under mismatched
conditions

MFCC FF1 FF2 FF3

Child 15.43 15.19 15.11 15.31

Adult-child 14.27 13.86 13.65 13.88
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6 Conclusion

Given the nonlinear and fluctuating essence of the words being spoken by children,
the fractal-dimension-based features have been applied. The feature selection has
helped in easier classification for generating adequate feature vectors instead of
employing the full set of features. Likewise, the selection employing Higuchi fractal
dimension has provided relative improvement of 2.07% and 4.34% under normal
and mismatched conditions, respectively. The obtained selection employing the
adaptive data augmentation has enabled us in the exploration of new features set
under mismatched conditions and thereby has led to overall improvement of children
ASR system by 11.54%. These strategies for extraction of adequate fractal dimen-
sions can be regarded as extremely selective for building children speech recognition
system. The in-depth exploration of heterogeneous fractal measurements with def-
initions that rely on prosodic characteristics [41] will in the near future widen an
intriguing trail of this research and make it linked specially for adequate recognition
of children speech.
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Class Diagram Generation from Text
Requirements: An Application of Natural
Language Processing
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1 Introduction

The software program development procedure is long and complex. It operates by
knowing the user’s needs (called requirements or specifications); this is the main
point toward which the whole software program may be produced [1]. This section
covers numerous arrangements and meetings until the ultimate plan of requirement
terms is supplied. This file or document, described in the specification, is called the
Software Requirements Specification (SRS) file [2]. The developers utilize this
record (SRS) for growing and analyzing the wanted application. SRS presents
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complete details about the training that must be presented, the functions, styles, and
procedures that must be incorporated, and many others. This report is human-
regularly occurring, but big tasks have many SRS sides and are henceforth almost
infeasible for a human to observe and inspect. Consequently, the researchers of this
chapter hope that they can find a new, robust strategy to address this problem
[3]. Also, an optimization techniques could be used to solve this problem [4–7].

Universally, the existing techniques were employed to determine the desired
diagrams from the requirements record, which is assessed into two predominant
strategies: conventional-based strategies and object-orientated-primarily based pro-
cedures. Those processes are selected for getting the best out of the machine’s targets
and purposes, whereas the recent method is related to the item-orientated model. It
describes instructions, features (attributes), and regulations (methods). It further
prepares the correlation among classes if it exists [8, 9]. UML diagrams mainly
combine two main components: static and dynamic design. The static design is
additionally declared as a structural design that comprises class and compound
structure designs (diagrams) [10, 11]. Moreover, the behavior diagrams focus on
what requirements arise in the application design. Dynamic design diagrams (behav-
ior diagrams) are designed to explain the procedures and operations of a system,
which are also employed to illustrate the functionality of software services. It is a
considerably time-consuming and challenging responsibility to produce designs
from natural language (NL) system requirements [8].

Design patterns are usually employed to prepare the requirements document in an
additional structured way; various design patterns are intercommunication design
diagrams, sequence diagrams (control), and activity design diagrams [12]. Various
techniques and tools have been developed to succeed in the gap among demands
review (requirements) and design stage by producing object-oriented prototypes
from the provided requirements [13].

In the past, data flow diagrams (DFD) have been employed to symbolize the fact
stream and draw the user’s demand specifications. However, within the modern age,
a unified modeling language (UML) is implemented to map and display the users’
needs onto statistical drift charts, which is a complete and legitimate method of
supplying this information. UML is beneficial for the following types of software
development methods [1]. Any software development process begins with a require-
ment for investigation and evaluation as described in the first section. This segment
will chalk up a clarifying layout to apprehend the most challenging and troublesome
tasks in programming development. Disasters made this action uncontrollable to
adjust in greater backward durations of programming development. Number one, the
reason for these abilities is to report the importance of using them in NLP. To
overcome this, a device has been produced, which designs a semi-automatized
manual for designers to create a UML class version from software specifications
and use NLP strategies. This method aims to demonstrate the class diagram in a
traditional and widespread configuration and further list out the connections among
the instructions [2]. With all the one’s representations to show the human point of
view, human language is an unclear but very adaptable method; graphic designs are
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the most effective; however, mathematical language is the most particular; but it
needs a higher level of expertise to develop and to comprehend [14].

The records needed are usually determined and provided by an expert in com-
puter usage. It is proved that factors of information and statistics retrieval are nearly
equal precepts. Analysts can rent diverse strategies required to accumulate relevant
statistics for software program evolution. This statistic defines coverage expectations
in terms of layout requirements, targets, barriers, performance, and robustness
standards. Consequently, a mechanism plan is needed so that it supports the auto-
mation of initiatives included in the particular life cycle steps of software engineer-
ing improvement, which also includes the class diagram that will be introduced later
in this article.

These machines reflect on accomplishing purposeful and nonfunctional tasks
ranging from textual statistics to enhanced visibility of utility envelopes to assist
customers in assuming the management of an evolutionary process that is not
dependent on the use of a particular technology. This research intends to construct
a device that transforms a textual, natural language and data to a UML magnificence
diagram. This tool is used to input text data that constitutes the textual input specs
necessary to allow a person to understand the text. Firstly, it classifies entities’ names
(i.e., classes, properties, and relationships among styles of instructions). Secondly, it
prepares them in a based XML document. The proposed technique is employed to
achieve the magnificence diagram of the given necessity specification for a selected
system. The proposed technique improves analyzability by performing an effective
and fast rule to generate a class diagram from the magnificence requirements of the
data set. It continues this interplay between customers with the aid of providing a
familiar social-related user interface.

The remainder of the study is systematized as follows: In Sect. 2, a comprehen-
sive review is presented for the related work to show for the reader where the
research is reached in this domain. In Sect. 3, the methodology of this work is
given to show all the procedure steps. In Sect. 4, experiment results and discussions
are given to demonstrate the performance of the proposed method. And finally, in
Sect. 5, conclusions and possible feature works are given.

2 Related Work

This section shows the relevant work and discusses its main procedures, as shown in
the next subsections.

2.1 Unified Modeling Language (UML) Diagram

One of the problems that arise in the SDLC is through the requirements analysis and
design. The issues faced through the first stage of the transfer process to other steps,
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resulting in a high-cost process in comparison with the original method. The human
language style can assist developers in determining the software specifications by
changing the elements in an electronic design using UML diagrams [13].

This article is focused on producing the sequence design and activity design
diagrams and utilizing the requirements by presenting them in the natural language
[15]. The parser and the PSO tagger methods are used to analyze the user input,
provided in the English language when selecting the procedures and expressions and
others from the text.

In another paper [8], a novel technique was introduced to improve the overall
processing of the NL specification, and the proposed approach detected defects in
NL specifications. Moreover, the authors showed from the comparative study how
well the proposed method supports even non-software engineers in editing texts for
generating software engineering requirements. The obtained results in this research
showed that the proposed method could speed up creating texts with more scattered
defects significantly.

The proposed method in another study [12] improved the connection between
traditional modeling language and conventional natural language processing. This
method has been produced by Java and tested on some personal documents. More-
over, several mechanizations have been introduced to retain the models compatible
and the textual designation when the rules change [8].

Another study represented the NLP mechanism, which was endeavored to help
the investigation step of software improvement in an object-oriented structure
[16]. This NLP procedure was created to investigate software demand texts
reproduced in English and to make a combined dialogue paradigm of the prepared
text that is described in a grammatical system. This system was then applied by itself
with little or no direct human control to build a UML class diagram such as class
design illustrating the term types specified in the given text, the relations between
them, and a sequence diagram of the electric model. The specification review defined
the user’s needs for a specific purpose. In [15], a mechanism was proposed to obtain
the figures or diagrams from the given requirement documents with powerful
semantic assistance. The recommended tool converted the user modeling details
into the programming specialist code; code creation was created and was available in
Java. The primary aim of this works’ proposed method is to illustrate the use of NLP
methods for generating all kinds of UML design diagrams with code framework
production in Java by performing a model tool that utilizes the NLP procedures.

Another extraction paradigm was named UML design generator from the inter-
pretation of requirements; it was introduced to obtain the UML designs, from natural
language requirements using useful NLP mechanisms. In this method, the complex
wants to be processed into precise needs based on a collection of syntactic reconsti-
tution commands. Moreover, a visualizing design of any UML design will be
performed by XMI design [17].

Software specifications are an essential action of the software process; the failures
at this stage will necessarily be directed to difficulties that will arise later in system
configuration and implementation. The requirements are formulated in NL, with the
potential for uncertainty, inconsistency, or mistake, or naturally a failure of
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programmers to deal with a large volume of knowledge. This chapter proposed a
new method for the NLP of requirement descriptions of the universal natural
language and their automatic changing to the object-oriented interpretation
system [18].

To change the human language into use-case and class diagrams, a new method
was introduced to perform these operations; two states have been produced. Firstly,
the recursive object design, which changes from human language to graphic style
(writing). It also converts the recursive object design to the UML style [14]. Addi-
tionally, it changes the UML designs to the human language [19]. Moreover, it
introduced a new system using a grammatical structure to convert the class design
diagram into a common linguistic or human language. Then, the linguistic form was
converted into the human language (text). The class diagram’s automatic generator is
introduced as an approach that aggregates the human language (NL) methods’
analytical and design verification characteristics. Various models were determined
to generate the class diagram. When the ideas are created, the XMLmetadata file was
created and transmitted with a computer-aided tool to generate the UML design
diagram [20, 21].

A new algorithm was introduced to facilitate the extraction rule in generating
UML design diagrams from the human language produced by various people
[22]. Improving the UML’s regular syntax and identifying the legal issue in the
initial stage will decrease the time and cost. This work also gave a symmetrical
syntax model for UML diagrams and use-case diagrams [23].

Nowadays, the most powerful software applications that offer assistance to
induce UML design diagrams more strongly are Rational Rose, Clever Draw, etc.
Currently, these softwares are the ones recommended for the said purpose, but they
have many drawbacks and disadvantages. According to the criteria and rules, the
design analyst must do some paintings to deduce the general business function and
follow the user necessities earlier than describing the UML designs through the
usage of orthodox CASE gear. Consequently, a lot of time is wasted due to the
available CASE equipment’s dual nature for the necessary situation. Nowadays,
every person wants a brief and reliable service. Therefore, it is transformed into a
requirement that there ought to be some intelligent software applications for creating
UML based totally on text to save time and resources for both the user and
equipment analyst [1].

2.2 Class Diagram

Each software improvement process begins with a fundamental review. The first
phase from requirement review is to generate a design that is recognized as the usual
challenging and demanding applications in programming improvement.
Nonperformance is presented during this action, which can be quite stubborn to
change in more advanced stages of programming progress. One main objective
behind such possible difficulties is to show the essential purpose of implying them
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in ordinary language applications. A solution to this problem was suggested by [2],
where a mechanism has been designed to provide authors semi-automatized assis-
tance to generate a UML class design from software phrases using NLP techniques.
The proposed system illustrates the class diagram in a traditional form and histories
the association among the provided classes.

A method is introduced by [24] to improve the specifications of the requirements
system and to obtain the class diagram from the human language needed by keeping
NLP. The conditions are investigated humanly by experts to find out the class
diagrams; therefore, such a computerized approach is required to overcome human
errors. Requirements and class diagram generation are tools proposed to support
requirements examiners and software engineering scholars explore the human lan-
guage in generating the software requirements, which reached the core theories and
relationships and select the class diagram. To explain the business reports as a text to
generate the UML diagrams, an automatic system is introduced based on using the
natural language. Users record demands in the English human language in numerous
texts, and the introduced method has an uncommon ability to explain the given text
record. The next step is to perform the analysis stage and extraction stage; the system
described various UML design diagrams, class design diagrams, and sequence
design diagrams. The proposed work gave a stable and active method to generate
UML diagrams [1].

Researchers proposed to change the software specifications to the object-oriented
model [25, 26]. Software requirements specifications are described in the human
language by various complex situations such as style converted to UML class
diagrams by particular change conditions. The change process is utilized using the
syntax interpretation for the software specifications. The authors aimed to use the NL
process to change the software elements to the formal term. A new method is utilized
to examine the command and select the class design diagram from human terms to
manage the NLP strategy [27].

Generation of human language specification from UML class design diagrams is
introduced to solve the problem of the connotation between the human language and
computer language [28]. In the beginning, the class of data language is employed to
analyze the class design based on examining many cases to produce rules for
reducing the uncertainties in the part of human language utilized in UML. To obtain
precise UML’s lexical systems and generate grammatical decisions, the WorldNet
ontology is employed. To interpret the software specification and create a merged
dialogue model specified in a grammatical arrangement [15]. The selected material
that worked to produce the UML model includes the class diagram describing the
terms recorded in the human language regarding the classes. The demand can also
change the user presentation into segments of the Java style source code [3].

2.3 ER Diagrams

In the entity-relationship (ER) information design (which is introduced to assist in
generating the database), the structure of the ER designs makes it a complex job to
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determine the ER for both students and designers. To tackle this issue and generate
the ER diagram components from the human language terms, various solutions are
suggested by using the NLP. An approach is introduced using human language
records to make the ER design. To generate the terms of requirement specifications,
the structural approach is applied based on specific rules [29].

Requirements interpreters recognized a conceptual design to be a vital artifact
generated through the requirements review stage of an SDLC (software development
life cycle) [30]. A conceptual design is a visible model of the term’s requirements
specialty in the center. Because of its visible nature, the design works as a stand for
the discussion of demands by stakeholders. It allows requirements investigators to
improve the additional functional specifications. Conceptual rules usually result in
class design diagrams through the configuration and achievement stages of the
software plan. Additionally, a somewhat mechanical conceptual design can keep
enough time through the analysis stage by accelerating the rule of the graphical
interface, conception, and visualization.

Another work introduced a new scheme to produce a mental concept design from
useful terms, recorded in NL in a computerized model [18]. Classes’ diagrams and
their connections are automatically recognized by the working requirements. This
description depends on the interpretation of the syntactic generates of judgments and
object-oriented systems of purpose. EER (extended entity-relationship) systems are
combined toward the class associations. Optimization procedures are employed to
recognize objects through a post-processing step, and the last conceptual illustration
is provided. The advantage of written dominions—mixed with several rules—is
used to determine a class relationship that gives a desirable method to the generation
of the object terms in the design. The work demonstrates the model making process
of running a current case study. It terminates with an assessment of the suitability of
the proposed method for the specification review and investigation. The interpreta-
tion is compared with two standard issued models in the literature and conceptual
forms designed by individuals for different assessment parameters.

The selected words outlined in ER design details such as entities, relationships,
and attributes. In this work, a new method to generate a practical design from
functional requirements is proposed, presented in the human language using a
computerized system. Classes and relationships are recognized from the functional
requirements—these classification rules depend on the creation of the sentence
language and the principle of the object-oriented model. Extended ER systems are
mixed with the class associations. The optimizations are executed to the classified
entities, while a post-processing level and the last conceptual arrangement are
provided. The utilization of recorded mandates, mixed with commands to define
class relations, provides a desirable approach to generate the terms in the standard
form [18]. The authors of this research keep in their mind the magnificence class
diagram for numerous motives, which can be as follows:

• A few pieces of research have been used and employed to convert human
language requirements into class design diagrams for development purposes.

• Class diagrams are the main part of the design and analysis of any system, and the
rest of the methods are taken from the class diagrams. Moreover, they comprise
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most of the information, although not in characteristics and specifications needed
in systems’ requirement features.

• Use-case design diagrams are ignored at this level because they provide details
that are mainly formulated in the human language. Subsequently, it does require
much production and is fully suitable to be understood by users.

• The knowledge involved in translation use-case diagrams is similar to the pro-
cedures associated with the class diagrams. They are mostly used to discover
where terms collaborate and interact and how they convert from one circumstance
to another.

Reducing the time and work in object-oriented modeling is vital in the software
engineering domain and NLP. Therefore, to solve the problem of producing class
diagrams and provide a robust solution, a proper framework is required to assist the
users and software engineers [31–33]. The conducted work was domain specific;
however, it could be developed quickly in years to come based on the given
requirements. The planned application currently covers the ability to map user
requirements once one reads the provided requirements in plain text and generates
a set of UML design diagrams as an activity, component diagram, sequence diagram,
use-case diagram, and class diagram. An incorporated improvement enhancement
would further give sufficient input, user interaction, and output. Other natural
language processing techniques can be used in the future [34–39].

3 The Proposed Method

The proposed method is discussed in this section to solve the system requirement
translation; the proposed approach converts the users’ demands (requirements) into
the UML class design diagram. The proposed method, as shown in Fig. 1, is
proposed to address these processes carefully for the users. The requirement terms
are elements created by the user, which describes that the system employs pure
human presentation.

3.1 Main Procedures of the Proposed Method

In the proposed method, the complexity is decreased by disseminating applications
in more inadequate modules as follows.

3.1.1 Tokenization and Sentence Selection

In the first step, tokenization will determine different stop words in the sentence,
such as a, the, in, you, me, and no. Various approaches have been proposed to
identify the stop words. However, these approaches are not useful in obtaining
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knowledge. In this research, authors will collect the most common stop words, and
then a matching system will extract these words from the text [15]. Moreover, the
authors of this research will use the stemming algorithm to get the root for each word
for more examination by removing the affixes and suffixes.

3.1.2 Part-of-Speech Tagger and Knowledge Extraction

Here, the method will parse the output to find out the nouns, verbs, adjectives, and
adverbs. This research suggests using the Open NLP POS Tagger to do this analysis.

Fig. 1 The proposed method
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3.1.3 Class Diagram Using NLP

This section presents a new method to automatically create the required class
diagrams. The input of this process will be a regular text and structural text, while
the output will provide the class design diagram with its class and attributes and
relationship. The interclass connections can arrange toward association, aggregation,
and generalization. The association rules can organize into three fundamental rela-
tions: one to one, one to many, and many to many [40].

The introduced technique implements the NPL to explore instructions of the case;
that is, we distinguish prime classes of the location as a beginning issue, for which
we typically are very favorable, and decide kinds of classes which can be linked with
the known ones. The strength of this procedure is that it defines characters and
associates in one motion. Ere going into this step, we perform the following
fundamental additives of the approach and how they are presented in this research
to help in defining its justification.

Class Identification

Both the POS tagger and the sentence analysis provide fundamental solutions. On
the other hand, the semantic network approach and word sense are explicitly
implemented to get the original candidates.

Relationship Identification

To extract the relationship, it utilizes a linkage range to define all notion couples with
robust grammatical relations within the sentence. We provide several weights for all
theory set to show how robust the connection is based on the components the notions
work as in the determination.

Attribute Identification

The attribute identification system describes the class attributes followed by the two
notions, which are obtained to be completely correlated together; we need to decide
if the theories are related to the class attribute or the class.

Naming Relationship

Naming relationship implements the form semantic; this helps to obtain an associ-
ation. This model uses several relationship recognition approaches to classify the
relationship type like one to one, one to many, and many to many.
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The proposed approach uses the repetition procedure to determine the classes and
the characteristics. It picks one concept from the particular set with the highest
relationship rate and is associated with the specified classes. The relevance rate is an
indicator of how the new theory semantically joins with all other purposes of the set
of nominee plans. If the correspondence score is smaller than the association’s
inception, the course ends. Differently, it will include the idea of the collection of
types or the set of characteristics to the number of characteristics the concept has.
Lastly, to utilize the previous outcome of the analysis, UML design class diagrams
are produced, and the code template will be generated by C#. The approach
manipulates the graphical depiction of the UML designs and allows the consumer
to rename classes, add, delete, and connections within the produced layout. As a
member of UI, the concept supervision UI is a number one interface that allows the
person to view, combine, exchange, and prepare concepts and connections. Cus-
tomers can upload new designs and exchange the concept type. The concept
management approach facilitates the consumer with the ability to make the
processing because the person needs.

4 Experiments and Results

4.1 Case Study

This section presents with results the application of the conceptual model production
procedure. The given requirements specification and details are obtained from the
ATM dilemma statement [41]. The first part is manually changed to eliminate kinds
of pronouns, references, and wh pronouns (who, whose, whom, whatever, etc.). It is
further adjusted to assure regular utilization of a term for a regular function, i.e., one
function per conversation (Fig. 2).

Fig. 2 Modified ATM statement from Rumbaugh’s ATM problem [41]
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4.2 Conceptual Modeling

In the preprocessing stage, the components are divided into decisions. The outcome
of the syntactic characteristic extraction provides the collection of verbs, adjectives,
proper, adverbs, and collective nouns. The ultimate collection that classifies the
terms into parts of speech (POS) in the journey is shown in Fig. 3: the ultimate
collection that classifies the words into POS.

Within the last listing of additives, ATM has taken into consideration a collective
noun class. A noun that transpires as a novel noun command lets in fashionable noun
statistics if employed in that manner additionally one time. In this instance, the

Fig. 3 The ultimate collection that classifies the words into POS
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utilization of “ATM” in the beginning sentence “The machines have to aid a
computerized banking network that includes each human cashiers and ATMs” has
made ATM recollect a preferred noun creation.

The design components are decided on and selected. The written dominions of
every sentence are moved throughout each application component (rule). The phase
of the ensuing software component defines what attributes, lessons, and family
members are taken for an expression. As an example, for the dedication, an ATM
interacts with a primary computer; the order applied to look at for commands for this
expression is presented in Fig. 4.

Every statement is prepared by various rules based on the statement construction,
the appearance of connections, prepositional problems, gerunds, etc. The obtained
outcomes of the design components taking out for the provided statement, next all
the given rules are performed, are:

4.2.1 Classes

This list contains a set of terms (atm, system, central_computer, consortium, bank,
computerized_banking_network, individual_bank, cashier_station, cashier,
computer).

4.2.2 Class Relations

The outline of relationships and relationship fame produced are presented in Fig. 5.
We utilized the rule for selecting the scheme components as introduced in the end
column. The benefits of the application of mandate parsing are obvious from the
evidence that the statement is divided into parts, and the application rules are
according to the fragmentation of the state structures, instead of the whole statement.
The generic connections are then grouped based on their character, and small classes
and connections are treated to omit them by introducing as operations and attributes,
respectively.

4.2.3 Aggregation Classification

Computerized_banking_network>cashier (Aggregation)
Computerized_banking_network>atm (Aggregation)
The abovementioned are a couple of relationships, from Table 3 convert aggre-

gations relationship.

4.2.4 Composition Classification

Consortium>bank (Composition)
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4.2.5 Generalization Classification

We have no cases of generalization inside the provided record. An assertion, “A pc is
a digital tool,” could turn out to be a standard generalization of the processor type.

Fig. 4 A case sample using trace plan of implementation rules
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Fig. 5 Sample application with connections after design component extraction

Class Diagram Generation from Text Requirements: An Application of Natural. . . 69



4.2.6 Trivial Associations to Attributes

The hint for the cause of small classes is as right here, together with the objects:
Evaluating relationship: bank>computer (has)
Association: non-trivial (has\have) association retained bank; computer
In the connection bank owns a computer, the bank is preserved as a distinct state

(class) due to the additional notice of the bank class.
Evaluating relationship: bank>account (has)
Attribute (has\have) association moved to attribute bank: account
Evaluating relationship: bank>software (has)

Table 3 Performance evaluation

Case study

ATM [41] Course registration [45] EFP [46]Methods

Without implicit information or assumptions
Overall Recall (%) 83.33 100 93

Precision (%) 100 80 88

Over_SR (%) 100 100 93

Association Recall (%) 80 100 86

Precision (%) 100 100 75

Over_SR (%) 120 0 171

Composition Recall (%) 100 100 100

Precision (%) 100 75 100

Over_SR (%) 0 133 100

With implicit information/assumptions
Overall Recall (%) 50 57 61

Precision (%) 100 80 88

Over_SR (%) 60 57 61

Generalization Recall (%) 44 100 100

Precision (%) 100 100 100

Over_SR (%) 67 0 100

Association Recall (%) 100 50 50

Precision (%) 100 75 75

Over_SR (%) 0 67 100

Proposed method
Overall Recall (%) 85 100 95

Precision (%) 100 80 100

Over_SR (%) 100 100 94

Generalization Recall (%) 49 100 100

Precision (%) 100 100 100

Over_SR (%) 69 0 100

Association Recall (%) 100 60 55

Precision (%) 100 78 80

Over_SR (%) 0 68 100
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Attribute (has\have) association moved to attribute bank: software
Not account or software is additionally defined and does not survive as classes;

therefore, it is designed as characteristics of the class bank.

4.2.7 Trivial Relations to Operations

Associations that hook up with nonexisting properties convert to magnificence
moves due to the training that they lead to small references. In the following hint,
the second item does now not exist as a class.

Evaluating relation !atm: cash (dispenses)
Travel association!class opern: atm: dispenses_cash
Evaluating relation ! systemr: account (handl_to)
Travel association!class opern: system: handle_to_account
Evaluating relation !computer: account (processes_against)
Travel association!class opern: computer: processes_against_account
Evaluating relation !atm: cash_card (accepts)
Travel association!class opern: atm: accepts_cash_card
Evaluating relation !atm: cash (prints)
Travel association!class opern: atm: prints_cash
Evaluating relation !system: conqurent_access (handle)
Travel association!class opern: system: conqurent_access_handle
Evaluating relation ! central_computer: transaction (clears)
Travel association!class opern: central_computer: clears_transaction
Evaluating relation ! system: security_provision (requires)
Travel association!class opern: system: requires_security_provision

4.2.8 Association Classification

The rest of the given relationships after working through all the earlier actions are
maintained as associations.

Evaluating relation ! bank: bank (provided_software)
Association! bank: provide_software_bank
Evaluating relation ! computerized_banking_network: consortium (shared_by)
Association! computerized_banking_network: shared_by_ consortium
Evaluating relation ! computer: bank (maintains_accounts)
Association! computer: maintains_accounts_bank

4.2.9 Trivial Class Removal

At this level, a pre-known vocabulary, and words to be extracted are worried. Those
phrases are used far from the menu of classes and relationships. Inside the ATM
version, the word “gadget” can be expressed as a small class to be eliminated. The
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received results later, the fulfillment of all measures listed in Table 4. In Table 4, “a”
refers to trivial relations moved to operations, “b” refers to trivial associations moved
to attributes, “c” refers to aggregation, “d” refers to a composition, and “e” refers to
the remaining association.

The conceptual model is performed using theories from Bhala in [42] to produce
practical capability. The theoretical principle is built by programmatically generating
code in the DOT criticism, which is a portion of visible visualization software.
The normalized frequency of occurrence defines the priority attached to each class.
The standardized rate is done by the rate of reference concerning class name in the
method of the production of the object elements. The obtained results are shown in
Fig. 6. In the illustrated figure, ATM and bank are the top couple classes that have
been emerged (Table 1).

4.3 Performance Evaluation

The effectiveness assessment of this method changed into trouble due to the fact that
we have no explanation of a “right” conceptual version. The theoretical models that
are commonly accomplished have been determined to consist of extensively brought
enjoyment via the investigator. Unique know-how inside the conceptual version is
much like lessons and/or members of the family that are not unique inside the textual
content of the call for.

Fig. 6 Conceptual model with only attributes, relations, and classes
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For example, in the ATM case, Bank owns Bank Computer describes a particular
opinion on a connection. At the same time, the class Remote Transaction is a
constitutional theory that a specific class endures, though it is not declared in the
requirements text.

4.4 Evaluation Criteria

In this part, evaluation criteria are utilized to analyze the proposed automatically
created conceptual model with a conventional available design or a human design
model in the literature [38, 43, 44]. The used criteria are:

Table 1 Classification results of the relationships

S no. Class 1 Class 2 Relation name

1 Computerized_banking_network (c) Atm (c) Includes (c)

2 Computerized_banking_network (c) Cashier (c) Includes (c)

3 Computerized_banking_network (e) Consortium (e) Shared_by (e)

4 Consortium (d) Bank (d) Of (d)

5 Bank (e) Computer (e) Provides (e)

6 Bank (b) Account (b) Has (b)

7 Computer (e) Bank (e) Maintains_accounts (e)

8 Computer (e) Bank (e) Processes_transaction (e)

9 Computer (a) Account (a) Processes_against (a)

10 Cashier_station (e) Individual_bank (e) Owened_by (e)

11 Cashier_station (e) Computer (e) Communicates_with (e)

12 Cashier Account_data (a) (a) Enter (a)

13 Cashier (a) Transaction_data (a) Enter (a)

14 Atm (e) Central_computer (e) Communicates_with (e)

15 Central_computer (a) Transaction (a) Clears (a)

16 Central_computer (e) Bank (e) Clears_with (e)

17 Atm (a) Cash_card (a) Accepts (a)

18 Atm (a) User (a) Interacts_with (a)

19 Atm (e) Central_computer (e) Communicates_with (e)

20 Atm (a) Receipt (a) Prints (a)

21 Atm (a) Cash (a) Dispenses (a)

22 Bank (e) Bank (e) Provide_software (e)

23 Bank (e) Computer (e) Has (e)

24 Bank (b) Software (b) Has (b)

25 Bank (e) Computer (e) Provide_software_for (e)
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1. Recall percentage means the capacity of the computerization to create all classes,
as shown in Eq. (1).

Recall ¼ Ncorrect
Ncorrect þ Nmissing

ð1Þ

In Eq. (1), Ncorrect means the number of true classes recognized; Nmissing means
the number of classes selected by the human expert and ignored by the proposed
conceptual method.

2. Precision means the accuracy, or the relevance of the categories recognized in the
proposed conceptual model, as shown in Eq. (2).

Precision ¼ Ncorrect
Ncorrect þ Nincorrect

ð2Þ

In Eq. (2), Nincorrect means the number of correct levels classified as wrong.
3. The over-specification rate (Over_SR) means the number of useless but right

classes that the computerization process adds in the created conceptual model by
the proposed, as shown in Eq. (3).

Over SR ¼ extra validð Þ
Ncorrect þ Nmissing

ð3Þ

In Eq. (3), extra(valid) is the amount of correct additional classes regained.
No matter the truth that the version is not intended for assuming unique expertise, we

investigate it to shape it with human-created regulations. To determine this, we
advocate any other variable. Implicit means the number of classes that are
calculated, which can be proper and correct, but no longer reported within the
necessities text. The equations applied to assign certain information are as
follows:

Recall implicit ¼ Ncorrect
Ncorrect þ Nmissingþ Nimplicit

ð4Þ

Precision implicit ¼ Ncorrect
Ncorrect þ Nincorrect

ð5Þ

Over SR implicit ¼ Nextra validð Þ
Ncorrect þ Nmissingþ Nimplicit

ð6Þ

While exceptional reference rates are possible for evaluating those who do not
constitute Nimplicit, published objective values do not survive for any of the
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criteria. Therefore, for the goal of the testing process, we set advantageous
positions to assess the achievement. Precision and recall can be as powerful as
feasible (high) to correctly express the objective model. Over_SR should be low
to evade attaching excessively various extra features.

4.5 Results of Conceptual Class Modeling Versus Other
Comparative Standard Models

Table 2 presents the obtained results of the achievement measures versus various
case studies. These cases were employed by several researchers to illustrate the
production of class diagrams, and similar results are obtained in the corresponding
references. It is observed that these conventional designs were not developed for the
requirement investigation, nor generated automatically, and therefore include a
component of human knowledge, which our implementation requires.

The drop-in precision illustrates the significance of human judgment to add
related instructions. Our approach blended a few lessons that can be mentioned
wrong. The recall measure could be very high due to all used instructions are often
diagnosed, candidate lessons. Nonetheless, the over-specification weight has to
continue to be at a low price, and it offers excessive values, even though elevated
over-specification charges purpose visual muddle in the produced models.

The proposed method got better results in all studied cases according to the used
evaluation measure, which means that the proposed method can generate the classes
accurately than other comparative methods. The recall values were similar for all
comparative methods. However, the precision values were better obtained by the

Table 2 Evaluation results

Case study ATM
[41]

Course registration
[45]

EFP
[46]Methods

Without implicit information or
assumptions

Recall (%) 100 100 100

Precision
(%)

91.67 81.82 94.44

Over_SR
(%)

9.09 22.22 41.18

With implicit information/
assumptions

Recall (%) 91.67 100 85

Precision
(%)

91.67 81.82 94.44

Over_SR
(%)

8.33 22.22 35

Proposed method Recall (%) 100 100 100

Precision
(%)

92.54 85.32 95

Over_SR
(%)

8.02 20.15 33
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proposed method. In addition, the Over_SR values were better achieved by the
proposed method compared to other methods. We concluded from the mentioned
results that the proposed method got better results overall.

Because of the need for a standard text and specialty models, the experiment was
carried on individual subjects. The obtained results of the final CASE tools lab test
were used for reference. Figure 7 presents the final statistical results.

4.6 Performance Evaluation

Precision, recall, and over-specification are utilized to assess the effectiveness of the
proposed method for the connections between the classes, as presented in Table 3.
The obtained results versus human subjects additionally give comparable outcomes
for relations. The relationships that are associations show that the over-SR is very
high when connected to standard results. Generally, the proposed method got better
results. The results are comparable for relations. The connections that are associa-
tions confirm that the over-SR is very powerful when compared to standard
outcomes.

5 Conclusion and Future Work

This chapter presents a new technique to improve the procedure of creating the UML
diagrams by employing natural language processing, which will assist the software
developers in analyzing the software requirements with fewer errors and in an
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Fig. 7 Statistical analysis results
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effective way. The proposed approach utilizes the parser analysis and speech (POS)
tagger to investigate and analyze the user requirements listed by the user in the
English language. The acquired results revealed that the proposed method received
good results than other methods published in the literature. The proposed approach
gave better analysis for the given requirements and better diagram presentation,
helping the software engineers. As a result, the recall measure is highly popular
because all available classes are regularly recognized as candidate classes and are not
subject to the recall process. Nevertheless, the over-specification weight should
remain at a low rate, and it gives high values, even though high over-specification
costs result in visual clutter in the created models. The proposed method can
generate better results in all studied cases by using evaluation measures, which
means that the proposed method can generate the classes more accurately than
other comparative methods. The recall values were similar for all the relevant
techniques. However, the precision values were better obtained by the proposed
method. In addition, the Over_SR values were better achieved by the proposed
method compared to other methods. We concluded from the mentioned results that
the proposed method got better results overall. A different aspect worth further
investigation is the dynamic nature of the software requirements. This can be
accomplished by changing the language code into textual observations using Trans-
latable Unified Modeling Language and Model-Driven Architecture. This will later
be mixed with NL detail of the difficulty machines as they perform a vital function in
the object’s rules.
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Semantic Similarity and Paraphrase
Identification for Malayalam Using Deep
Autoencoders

R. Praveena, M. Anand Kumar, and K. P. Soman

1 Introduction

The paraphrase identification system has to identify whether two sentences express
similar meaning or not. Paraphrase identification finds many essential applications in
Natural Language Processing (NLP), like machine translation evaluation, text sum-
marization, plagiarism detection, information retrieval, question answering, etc.
Deep semantic understanding is necessary for getting better performances for the
problems like paraphrase identification. The proposed work explained in this chapter
shows paraphrase identification for Malayalam on two levels. In the first level, the
system identifies only paraphrases and non-paraphrases, but in the second level, the
system is upgraded to identify semi-equivalent paraphrases and the other two. The
formal definition for paraphrases, non-paraphrases, and semi-equivalent paraphrases
is given below. An alternate representation of the existing sentence produces para-
phrases. Thus, although they are in a different form, any two sentences having the
same meaning are known as paraphrases. Consider the example given below; the
sentences S1 and S2 are paraphrases, which justifies the semantic overlapping of
sentences S1 and S2 is high.
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S1:

[Huge fire erupted at a residential building in Ajman]
S2:

[Fire breaks out at a multistoried building in Ajman]
A pair of sentences that do not convey the completely same meaning is termed

non-paraphrases. Sentences S3 and S4 are not paraphrases; even if the sentences
contain the same words, it does not imply the same context.

S3:

[Germany gained their deserving lead in 44th minute]
S4:

[Germany got an excellent kick off at their home town]
Given a pair of sentence S5 and S6, where one among them carries more

information than the other along with the contents of the later one, those two
sentences belong to semi-equivalent. Sentences S5 and S6 are semi-equivalent
paraphrases.

S5:

[Akhilesh Yadav expressed suspicions about Forensics report on Dadri Incident]
S6:

.

[Chief Minister of Uttar Pradesh Akhilesh Yadav questioned on the report of
Dadri incident which claimed the meat sample collected from Aqlaq’s house is beef]

Different paraphrase methods based on various techniques are discussed in this
section. Bill Dolan et al. constructed large paraphrase corpora from different news
domains in an unsupervised way [1]. In this method, the investigation has been done
on how monolingual sentence-level paraphrases are acquired using different
unsupervised techniques from a corpus ranging over topical and temporal news
articles brought together from thousands of news sources existing in the web.
Another approach based on semantic similarity for paraphrase detection was pro-
posed by Fernando et al. [2]. This work presented a new approach toward solving
paraphrase identification problem. Distributional analysis based on linguistics for
dealing paraphrases is explained in [3]. Lin et al. described the generation of
semantic vector representations for sentences using recursive autoencoders
[4, 5]. Kalchbrenner et al. [6] explained the idea of dynamic pooling and the
importance of short- and long-range relations over sentences.

Finch et al. proposed the method to determine the sentence-level semantic
equivalence using machine translation evaluation [7]. The machine translation
(MT) evaluation task and sentence-level semantic similarity classification are
strongly related. Socher et al. [8] explained detecting paraphrases using unfolding
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recursive autoencoders. The sentence length was fixed using the dynamic pooling
layer concept, and further details on this work are explored in [9]. The same
algorithm implementation with slight modifications is used in this proposed system.

Amrita-CEN organized a shared task, Detecting Paraphrases for Indian Lan-
guages (DPIL) at the Forum for Information Retrieval Evaluation-2016 (FIRE-
2016) [10]. The Indian languages concerned in this task are Malayalam, Hindi,
Tamil, and Punjabi. The various features used by different teams include stem or
lemma, POS, word overlap, stop words, synonym, cosine, etc. Mathew et al.
discussed different statistical techniques, like Jaccard similarity, cosine similarity,
dice similarity, word order, and word distance similarity used for the paraphrase
identification task [11, 12]. Besides the statistical method, semantic methods such as
UNL en-conversion process, UNL expression, and UNL graph-based similarity were
used for detecting the paraphrases [13]. Paraphrase identification also can be applied
to noisy social media data, which is found to be complicated. Paraphrase detection
on Twitter data used existing methods such as word or n-gram overlapping, word
alignment, and string matching to semantic word similarity [14]. Mahalakshmi et al.
implemented recursive autoencoders for identifying paraphrases on twitter data
[15]. Tamil paraphrase identification system using recursive autoencoders is
explained in [16]. Low-level string and semantic and lexical features for paraphrase
detection can be seen in [17].

Word similarity is derived using WordNet, which is further used in a semantic
approach to identify the paraphrases. An unsupervised semantic is introduced in
[18]. As similar to the question and answer application, paraphrase detection based
on short answer scoring is discussed in [19]. A textual similarity metrics based on
abductive networks is shown in [20]. Their inference shows improved results on
using individual metrics. Nouns along with verb ambiguities in the paraphrase are
handled by a fuzzy hierarchical clustering-based approach [21]. Brockett et al.
explained text feature-based heuristic where the first two sentences of each docu-
ment in a cluster are cross-matched with each other to determine similar sentences
[22]. In the work proposed by He et al. [23], they investigated intrinsic features in
different granularity, and finally, convolutional neural network for sentence embed-
ding is used in paraphrase identification [23]. Mihalcea et al. explained the effec-
tiveness of two corpus-oriented and six knowledge-oriented measures for text
semantic similarity. Six knowledge-based measures are Leacock and Chodorow
similarity, Lesk similarity, Wu and Palmer similarity, Resnik similarity, Lin simi-
larity, and Jiang and Conrath similarity [24]. TF-KLD, which includes term fre-
quency and KL divergence, is a term-weighting metric introduced by Ji et al.
[25]. TF-KLD measures the discriminability of a feature, and it is found to yield
better semantic relatedness between a pair of paraphrased sentences by the newly
reweighted feature-context matrix factorization. Cheng et al. adopted Siamese archi-
tecture for paraphrase detection. An additional layer that lies on top of the compo-
sitional layer for scoring the linguistic plausibility of the produced phrase or sentence
vector with regard to both syntaxes, as well as semantics, is explained in [26]. An
investigation on how features based on syntactic dependencies will affect paraphrase
detection is carried out in [27]. Paraphrase detection based on the significance of
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dissimilarities present in sentences is explained in [28]. Linguistic methods are
showing better results in identifying paraphrases than statistical methods in [29].

Identification of paraphrases in Tamil is also considered to be a complex task like
that of Malayalam because both are languages that fall in Dravidian category
possessing similar semantic structures and morphological variations. For the same
reason, extensive researches are happening with different applications of NLP in
Tamil language domain also. Some of them are discussed here.

A language independent paraphrase identification system is introduced in [30]
based on statistical features such as Jaccard similarity, edit distance based on length,
and cosine similarity. They proposed a probability-based neural network for the
detection task, which is trained by the abovementioned statistical features. The
paraphrase detection method discussed in [31] explains about using multinomial
logistic regression trained with lexical level and semantic level similarities as its
features. [32] discusses on a study conducted by them on existing paraphrase
identification tenchniques and its application to perform paraphrase detection auto-
matically. Sentence similarity evaluation on sentences having named entities is
illustrated in [33]. A novel approach of paraphrase identification using Collaborative
and Adversarial Network is introduced in [34, 35] and reveals the importance and
different issues affected by robustness in identifying paraphrases. Context learning
using lexical, sentential, and syntactic encodings is discussed in [36]. Praveena et al.
illustrated paraphrase identification on Malayalam by learning chunking-based
semantic features [37]. Different supervised techniques for paraphrase identification
on Quora and Twitter data are discussed in [38]. Elaborated explanation on creation
of dataset for detecting paraphrases in four different Indian languages is given
in [39].

2 Materials and Methods

Let S1 ¼ {W1,W2. . . . .Wm} and S2 ¼ {W1,W2. . . . .Wn}. The semantic closeness
between the sentences decides to which type of paraphrase they belong to. As
mentioned earlier, initial problem was to classify sentence pairs into paraphrases
or non-paraphrases, which is called a two-class classification problem. The extension
of this system identifies semi-equivalent paraphrases also, and it is termed a three-
class classification problem. If the semantic closeness between the sentence pairs is
high, they are classified as paraphrases, and if less, they are classified as
non-paraphrases. Those that lie in a middle range fall into semi-equivalent para-
phrases. That is,

P ! SC S1, S2ð Þ ¼ high

NP ! SC S1, S2ð Þ ¼ low

SP ! SC S1, S2ð Þ ¼ average

where SC is the semantic closeness between sentences.
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2.1 Malayalam-Paraphrase Identification System

The primary experiments carried out for producing a baseline system for Malayalam
are depicted in Fig. 1. The word vectors obtained from a large collection of
Malayalam sentences along with supervised sentences falling in paraphrase,
non-paraphrase, and semi-equivalent paraphrase categories in Penn Treebank format
underwent an RNN training to generate sentence embedding. The RNN architecture
used is unfolding recursive autoencoders, which are explained in Sect. 4.3. These
sentences of varying lengths are altered to be in a fixed size using dynamic pooling,
which is explained in Sect. 4.4. The output of dynamic pooling phase is passed to a
classifier for predicting the category in which the test sentences belong to. Various
procedures by which the system is made are explained in the following subsections.

2.2 Word Representations

In word representations, the given words are converted to their corresponding
numeric format or representations, which are technically called vectors. This process
is known as word embedding. Different word embedding techniques exist, and they

Fig. 1 Malayalam paraphrase identification system framework
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use different mathematical expressions resulting in different vectors as its outcome.
In this work, we have used two well-known word embedding techniques, namely,
word2vec and Glove.

2.2.1 Word2vec Embedding

Word2vec proposed by Miklov et al. is one of the most commonly used embedding
techniques for most of the NLP applications [40]. Word2vec will give a distributed
representation for any word in a vector space, letting learning algorithms to produce
better performances in various NLP tasks. Semantic information is captured from the
distributed representation of words, and those that lie closer in vector space are
assumed to have high semantic closeness. Word2vec poses two embedding models,
namely, skip-gram model and Continuous Bag of Words (CBOW) model, out of
which the former is used in the proposed model. The skip-gram model will be
predicting the surrounding words from the given center word, and mathematically,
the objective of the skip-gram model is defined as

J ¼ 1
t1

Xt1

t¼1

X
�nbibn 6¼0

logP WtþijWtð Þ ð1Þ

This will sum the logarithmic probabilities of neighboring n words to the right as
well as the left side of the target word Wt.

2.2.2 Glove Embedding

Glove is also an unsupervised algorithm for obtaining word vectors [41]. Glove
produced word vectors from the co-occurrence statistics of words appearing in a
huge unlabeled corpus on which training is done. The weighted least square objec-
tive will minimize the difference between word vectors and their co-occurrences.
The objective function is defined as

J ¼
Xv

i, j

f xij
� �

vtiv j þ θi þ θ j � log xij
� �2 ð2Þ

2.2.3 Parsing Using Chunking Information

Parsing phase produces a tree representation, called parse trees for all labelled
sentences. The output of the parser is the sentences divided into chunks consisting
of noun phrases and verb phrases. Due to the unavailability of openly available
accurate Malayalam parser, all sentences are initially part-of-speech (POS) tagged.
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The POS-tagged sentences got chunked using an in-house chunker. The chunked
sentences are then converted into Penn Treebank format. Syntactic information for
sentences is captured by this process of converting sentences to Penn Treebank
format.

2.2.4 Recursive Autoencoders

Recursive autoencoders (RAE) are used for learning features from the nodes of parse
trees. The aim of RAE is also extended to find the corresponding vector represen-
tations for phrases of different or varying sizes that lie in each node of parse trees.
RAE uses word vectors obtained from the word embedding phase for generating
vector representations of phrases, having the binary parsed tree as input in the form
P ! (word 1, word 2). The trees are obtained by parsing the sentences, which are
explained in Sect. 4.2. Figure 2 shows how an RAE works for a sentence with four
words. In the figure, PV and SV stand for phrase vector and sentence vector,
respectively.

RAE produces phrase vectors in an unsupervised way. It is possible to reconstruct
the parent node from child representation. For example, parent P is computed from
its children word 1 and word 2 by a typical neural network layer using p ¼ f(We[c1;
c2] + b) where [c1; c2] is the concatenation of c1 and c2. After multiplying the
parameterWe with the concatenation of c1 and c2, a bias term is added. The resulting
vector is applied to element-wise activation function f such as tanh. To know how
effective the vectors are created, the word vectors and phrase vectors are
reconstructed as in Eq. (3).

Fig. 2 Recursive autoencoders
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c01; c
0
2

� � ¼ We0pþ b0 ð3Þ

The Euclidean distance lies between the actual input and the reconstructed defines
reconstruction error. The objective of the reconstruction phase is to have minimum
reconstruction error, which is obtained using Eq. (4).

Erec pð Þ ¼ c1; c2½ �k k � c01; c
0
2

� ��� ��2 ð4Þ

In the proposed experiment, we used a variety of standard recursive autoencoders,
called unfolding recursive autoencoders. They differ from typical RAE only in the
reconstruction step. The unfolding RAE will reconstruct the entire children beneath a
node when a typical RAE reconstructs only the direct children. Mathematically, the
reconstruction happening in unfolding RAE is defined as in Eq. (5).

Erec pð Þ ¼ x1; . . . . . .; x j

� ��� ��� x01; . . . . . .; x
0
j

h i���
���
2

ð5Þ

We used a subset of parsed trees from the whole labeled dataset, and the sum of
reconstruction error of every tree is minimized.

2.2.5 Dynamic Pooling

Sentence pairs considered for verifying paraphrase are of different sizes in terms of
number of words. In order to fix the same length, we use the concept of dynamic
pooling. A similarity matrix S is created from the Euclidean distance calculated for
checking the reconstructed error. We know that sentences are of unequal length, and
hence, the similarity matrix S also will be of unequal dimension. For converted
sentences to be in a fixed length, the similarity matrix S is mapped to obtain a pooling
matrix Sp, and it is divided into an approximately equal number of rows and
columns. Sp contains a pooling region, and the lowest value among them is selected
for further processing.

2.3 Experimental Setup

This section explains the dataset used and creation of initial word vectors for
Malayalam language. It also describes the phrase vectors and the semantic based
statistical features for paraphrasing.
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2.3.1 Paraphrase Dataset for Malayalam

For developing an automatic paraphrase identification system in Indian languages,
the paraphrased corpora are essential. We have used the Detecting Paraphrases for
Indian Languages (DPIL) corpora [10] for developing a Malayalam paraphrase
system. The Malayalam corpus consists of 11,000 sentence pairs that are para-
phrases, non-paraphrases, and semi-equivalent paraphrases. This DPIL corpus con-
sists of sentence pairs that are labelled using the tag “0” for non-paraphrases (NP)
and 1 for paraphrases (P). This dataset was used in the two-class problem (P and NP)
and the three-class problem (P, NP, and SP). The monolingual corpora consisting of
120 k Malayalam sentences were also collected from various web sources. These
sentences are then used for creating the Malayalam word embedding. Table 1
describes the dataset used for paraphrase identification discussed in the proposed
work. The average number of words present in source sentences and target sentences
in both problems individually as well as pairwise is also described in Table 1. The
sentence pairs of the proposed two-class (task 1) and three-class problem (task 2) had
an average number of words as 9.253, 9.035 and 9.414, 8.449 correspondingly. The
average number of words observed in a pair for task 1 is 9.144, and task 2 is 8.932.

2.3.2 Word Vector Representation for Malayalam Language

This subsection explains how the word vectors are generated for the paraphrase
identification for Malayalam. Initially, 120 k randomly collected Malayalam
sentences are trained to obtain vectors using word2vec [40] and Glove [41] embed-
ding techniques. The training of unsupervised corpus gave 97,236 unique Malaya-
lam words and their corresponding word vectors. This word embedding module
results in a dictionary that consists of a sufficient number of unique words and their
100-dimensional vectors. Although the dimension of vectors was set to 100 initially,
it was then extended to 200 and 300. Therefore, the size of the output file obtained
after creating the word embedding is vocabulary_size� 100, vocabulary_size� 200,
and vocabulary_size � 300 for the corresponding dimension.

Table 1 Dataset description
for Malayalam (in pairs)

Data Two-class Three-class

Training 2500 3500

Testing 900 1400

Average number of words

Sentence 1 9.253 9.414

Sentence 2 9.035 8.449

Sentence pair 9.144 8.932
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2.3.3 Phrase Vector Generation and Feature Extraction for Malayalam

Recursive autoencoders (RAE) do the role of phrase vector generation. The dictio-
nary of words and their respective words along with parsed sentences are given to
RAE as input. The working of RAE is illustrated in Sect. 4.3. The different features
of sentences are stored in the phrase vector generation step. After implementation of
the baseline system, there are a few more statistical features based on the semantic
similarity that are added to improve the system performance. They are described
below.

Word Overlapping

This feature extracts the common strings appearing in a pair of the sentence.
Consider sentences S1 and S2. Then,

word overlapping ¼ S1 \ S2 ð6Þ

Edit Distance

Consider sentences S1 and S2. The number of characters to be changed to produce S1
from S2 is the edit distance.

POS Tag

Common POS tag information in the sentences S1 and S2 will be added to the feature
list. That is,

POSinfo S1ð Þ \ POSinfo S2ð Þ ð7Þ

Character Length

The number of characters appearing in S1 and S2 gives their character length. That is,

• Cl1 ¼ length(S1).
• Cl2 ¼ length(S2).

The character length of S1 and S2 is also concatenated to add it as a feature. That
is,

• Con_ char_ length ¼ [Cl1;Cl2].
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Word Length

The number of strings present in S1 and S2 gives their word length. That is,

• Wl1 ¼ length(strsplit(S1)).
• Wl2 ¼ length(strsplit(S2)).

The word length of S1 and S2 is also concatenated to add it as a feature. That is,

• Con_ word_ length ¼ [W11;W12].

3 Results

The paraphrase identification system discussed in this chapter went through a
number of experiments, and the results obtained in these experiments are illustrated
in this section. The initial procedure for solving this problem was to develop a
two-class paraphrase identification system using embeddings, which is eventually
considered as the baseline system for the two-class problem. The baseline system for
the three-class system is also developed in similar fashion. The performance of the
baseline system for two-class and three-class problems is illustrated in Tables 2 and
3, respectively. Since the performances of proposed systems need to be improved, a
few conventional statistical features are added and explained in Sect. 5.3. While
introducing each feature to the system, its performance kept on varying. Table 4
depicts the accuracy of the system when it learned with statistical features. The
classification of baseline two-class task is done by linear regression. The response of
the two-class and the three-class system to linear regression on adding statistical
features on is depicted in Tables 4 and 5, respectively. The classification task using
support vector classifiers for two-class and three-class is shown in Tables 6 and 7,
respectively.

It is inferred from the above tables that the highest performance obtained for the
two-class system is 83.32% using 200-dimensional word vectors acquired from
word2vec embeddings. It is also found that comparatively in most of the cases,
linear regression is found to classify better than support vector classifiers. Out of the

Table 2 Baseline system of
two-class problem

Dimension Word2vec Glove

100 77.66% 77.33%

200 77.89% 77.78%

300 75.33% 75.89%

Table 3 Baseline system of
three-class problem

Dimension Word2vec Glove

100 66.07% 65.43%

200 66.43% 65.76%

300 63.50% 64.50%
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100-, 200-, and 300-dimensional vectors of word2vec embedding and Glove,
200-dimensional vectors are giving better performance compared to the other two.
Graphical analysis of 100-dimensional vectors of word2vec embeddings and Glove

Table 4 Accuracies obtained on the addition of each new feature in two-class system using LR (all
values in %)

Feature

Word2vec Glove

100 200 300 100 200 300

Word overlapping 78.55 78.88 80.11 77.89 78.56 79.11

Edit distance 80.44 80.78 81.11 80.33 80.33 80.33

Common POS tag 80.56 80.95 81.00 80.56 80.22 80.63

Char count of S1 81.44 81.56 81.56 81.00 81.11 81.67

Char count of S2 82.22 82.44 82.11 82.56 82.33 83.22

Char count of S1 & S2 82.45 82.78 81.78 82.22 82.33 81.89

Word count of S1 82.89 82.89 82.22 82.22 82.66 82.89

Word count of S2 83.11 83.21 82.22 82.67 82.56 83.00

Word count of S1 & S2 83.32 83.15 82.11 82.33 82.33 82.22

Table 5 Accuracies obtained for three-class system using LR

Feature

Word2vec Glove

100 200 300 100 200 300

Word overlapping 68.21 67.14 67.29 66.86 66.42 66.86

Edit distance 67.43 67.57 64.86 66.79 66.86 65.86

Common POS tag 68.29 66.50 68.64 68.36 68.57 67.00

Char count of S1 70.93 69.85 70.79 70.71 70.57 70.36

Char count of S2 68.00 68.07 70.21 68.57 67.93 70.79

Char count of S1 & S2 68.58 68.79 67.50 68.93 68.42 67.14

Word count of S1 68.50 69.14 68.50 68.79 68.35 67.50

Word count of S2 68.86 68.57 68.50 68.86 68.21 68.50

Word count of S1 & S2 69.29 69.36 68.14 69.76 69.00 68.64

Table 6 Accuracies obtained for two-class system using SVM

Feature

Word2vec Glove

100 200 300 100 200 300

Word overlapping 78.11 79.00 79.66 79.00 78.78 80.22

Edit distance 79.89 80.44 81.33 80.22 80.22 80.44

Common POS tag 80.22 80.78 81.22 80.33 80.56 81.11

Char count of S1 81.33 81.22 81.44 81.56 81.67 81.11

Char count of S2 82.22 82.22 81.78 82.11 82.33 81.89

Char count of S1 & S2 82.44 82.33 82.33 82.11 82.22 81.44

Word count of S1 82.22 82.44 82.44 82.00 82.11 82.22

Word count of S2 82.22 82.44 82.11 82.67 82.22 82.22

Word count of S1 & S2 83.22 82.22 82.67 82.11 82.66 83.11
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using logistic regression and SVM classifier is illustrated in Figs. 3 and 4, respec-
tively. The statistical features added with the embeddings improve the performance
of the paraphrase system.

Table 7 Accuracies obtained on the addition of each new feature in a three-class system using
SVM (all values in %)

Feature

Word2vec Glove

100 200 300 100 200 300

Word overlapping 66.79 67.93 67.64 66.36 66.71 66.14

Edit distance 68.14 67.43 67.78 67.29 68.21 67.43

Common POS tag 68.14 68.36 68.86 68.50 67.93 68.14

Char count of S1 71.07 70.64 70.50 71.43 70.79 70.58

Char count of S2 71.50 71.29 71.27 70.93 70.93 68.64

Char count of S1 & S2 68.58 68.93 68.94 68.43 68.57 69.43

Word count of S1 68.58 68.57 67.93 68.64 67.71 68.29

Word count of S2 68.93 69.14 68.57 68.93 68.07 70.43

Word count of S1 & S2 69.71 69.14 69.36 68.79 68.79 69.36

Fig. 3 Graphical analysis of 100-dimensional word2vec and Glove vectors using logistic
regression
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4 Discussion

This chapter presents paraphrase identification for the Malayalam language. The
Malayalam sentences are mapped to their corresponding vectors using RAE embed-
ding. Word2vec and Glove embeddings are used for obtaining the initial word
vectors. Phrase vectors are captured from word embeddings and served as the
features to the RAE. As the sentences vary in length, we apply dynamic pooling to
make them into a fixed-size representation. The newly produced vectors are then
passed to logistic regression and support vector machine classifier. Initially, a
baseline system is set up for two-class and three-class tasks. It is later extended by
adding new statistical feature sets. On adding each feature, the system performance
is examined. From the results, we inferred that among word embedding techniques,
word2vec performs better, and out of them, 200-dimensional vectors are giving
comparatively better results. In the case of classifying methods used, logistic regres-
sion is classified more accurately than support vector classifiers. On adding more
features to the baseline system, accuracy improved by approximately 5% for both
two-class and three-class systems. Paraphrase identification still stays as a complex
yet challenging problem in the field of Malayalam language processing. The
approach used in the proposed work can disambiguate word-level ambiguities in
identifying contexts for detecting paraphrases. Implementation of the same approach
for other morphologically rich languages is possible soon. It helps to understand how
the part-of-speech (POS) and morphological aspects of language effects in identify-
ing paraphrases whose underlying idea is to find the semantic closeness between
sentences.

Fig. 4 Graphical analysis of 100-dimensional word2vec and Glove vectors using SVM
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Model Matching: Prediction of the Influence
of UML Class Diagram Parameters During
Similarity Assessment Using Artificial
Neural Network

Alhassan Adamu, Salisu Mamman Abdulrahman,
Wan Mohd Nazmee Wan Zainoon, and Abubakar Zakari

1 Introduction

Artificial intelligence (AI) has shown a remarkable ability to learn and predict
complex relationship sets of parameters. Many problems that prove to be intractable
because of their complexity or sheer size have been solved using the AI approach
[1]. Researchers on model matching are faced with the same problem of complexity
and sheer size nature of model parameter matching. This necessitates them to
employ the use of optimization algorithms such as genetic algorithm [2–5], particle
swarm optimization algorithm as in the work of [6, 7], cuckoo search algorithm [8],
and dynamic programming approach [9] to find near-optimal solution when com-
puting the similarity between model parameters. UMLmodels consist of a number of
diagrams that represent the view of a software system from a different perspective.
For example, class diagrams are used to represent the structural view of a software
system, sequence and use case diagrams to represent the functional view of a system,
and state machine diagrams to represent the behavior of a system [10].

Additionally, each diagram representing a view consists of a number of param-
eters or elements; for example, a class diagram consists of class names, attribute
names, method names, and structural relations. Accordingly, these parameters rep-
resent different meanings in a diagram in a particular instance. Because of the nature
of model elements, it becomes difficult to capture and compute the similarity
between two different diagrams of models by relying on one or two parameters;
this problem motivates some authors to propose different similarity measures that
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can capture the similarity between model diagrams by considering different elements
in a diagram as in the work of [11, 12]. However, existing works failed to show the
contribution and influence of each parameter during the similarity computation. To
the best of our knowledge, there is no existing work that proposed the use of an
artificial intelligence approach to predict the influence of the model’s parameters
during the similarity assessment between them.

This chapter is organized as follows: Sect. 2 provides an overview of artificial
neural network, Sect. 3 present related works of ANN in software engineering
domain, Sect. 4 describes the proposed framework, Sect. 5 presents result analysis
and discussion and Sect. 6 give the conclusion.

2 Artificial Neural Network (ANN)

The motivation of using ANNs in this study is that ANNs are data processing
mechanisms that do not follow specific pattern when processing data but use the
existing data received as input to discover/learn the rules governing them. This
mechanism makes ANNs powerful in solving problems with data at hand, and we
do not know how those data are related to one another. ANNs are mathematical
modeling tools that are used in the prediction and forecasting of complex relations
among data. It was historically designed to operate through simulating/mimicking
the activity of the human brain [13], which was accomplished through a large
number of highly interconnected processing elements. ANNs have three structures:
the input layer, where the data are imputed to the model; the hidden layer, where the
data are processed; and the output layer, where the result is produced [14]. The ANN
structure is characterized by three components: neurons (nodes), weights, and
activation function [15]. Figure 1 shows a simple example of neural networks,
consisting of one input layer, two hidden layers, and two output layers.

Neurons (nodes) are the basic unit of ANN. They interconnect one other via links
known as synapses [13], which are used to send signals to one another along with
weighted connections. The nodes serve as the input to the network; they are
processed to produce the output [16]. In the process, weights are adjusted in such
a way that for a given input the desired output is produced based on the learning

Fig. 1 Three-layer feedforward ANN
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process (algorithm) and is used to reduce the error between the observed and the
predicted target [17]. ANN has various classifications such as feedforward neural
network (FFNN).

3 Related Works

The application of ANN is not new in the field of software engineering problems.
Several problems have been tackled with ANN in various phases of software
engineering right from analysis to software testing [18–20]. A review of the existing
works on the application of ANN on software engineering problems [21] divides the
application area into (a) software project cost estimation, (b) software metrics,
(c) software testing, and (d) software quality and reliability predictions. Interested
readers can refer to [21] for details. At the moment, to the best of our knowledge,
there are no existing works on the application of ANN in software reuse.

3.1 ANN in Software Testing

One of the earliest works is the work of Khoshgoftaar and Szabo [22], which
proposed the prediction of a number of faults in software systems. Two neural
network models were trained with observed (raw) data and predictive (using prin-
cipal component analysis) data. The authors compare the predictive quality of the
two models using data collected from two similar systems. The results show that the
prediction of faults using the neural-network model with principal component
measures as input outperformed the neural network raw input.

Kanmani and Uthariaraj [23] proposed an approach to predicting software fault in
object-oriented software. Two neural network-based approaches were introduced:
probabilistic neural networks (PNN) and backpropagation neural network (BPN). A
total of 1185 dataset was collected from graduate students’ projects, out of which
two-thirds of the classes (790) in the software formed the training set and one-third
of the classes (395) formed the test data. The models found 317 classes with the fault
in the training set and 158 classes with the fault in the test set. PNN was highly
robust in predicting the five quality parameters (misclassification rates, correctness,
completeness, effectiveness, efficiency, and compare the prediction accuracy).

Another fault prediction with a neural network is proposed in the work of
[24]. The authors proposed a novel approach called feature selection (FS) to enhance
the performance of the layered recurrent neural networks (L-RNN). L-RNN is a
classification technique for solving software fault prediction problem. Wrapper
feature selection algorithm based on binary genetic algorithm, binary particle
swarm algorithm, and binary ant colony optimization algorithm was employed. A
total of 19 real software fault projects from the repository were examined with
various sizes (i.e., 109–909 instances). The data is divided into training (80%) and
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testing (20%). The experiments were tested with and without feature selection;
several criteria are used in evaluating the classifiers such as accuracy, precision,
recall, F-measure, and area under the curve (AUC). The results show that L-RNN is
able to obtain a good classification rate of average AUC of 0.8358 overall the
datasets.

In the work of [25], an approach of predicting the software quality by combining
multiple classifiers was proposed. The study tries to answer certain research ques-
tions, such as what is the powerful base predictor algorithm for evaluation of fault in
a software system, how the number of predictors affects fault detection performance,
and what is the possible ensemble combination that might change the performance of
ensemble predictors. An experiment was conducted to empirically demonstrate the
fault-prediction performance of ten ensemble predictors. A total of 15 software
projects were evaluated for fault-detection performance of the algorithms. The
study demonstrates that ensemble predictors improve the software fault prediction
based on the performance measure of F-measure and area under the operating
characteristics (ROC). Furthermore, Ghosh and Singh [26] proposed deep learning
technique for software fault prediction using convolutional neural network (CNN).
CNN is a deep learning network that reduces the number of parameters in a dataset.
The model is trained with a training dataset; after the model is trained, the test data is
sent for fault localization. Moreover, Serban and Bota [27] present an empirical
investigation of combining two software metrics with feature selection method in
predicting fault accuracy. Their experiment reveals that a combination of high-
performing metrics predicts a greater number of bugs in software class with higher
precision. Several other optimization and natural language processing techniques
can be used [29–32].

4 Framework Overview

This section discusses the architecture of feedforward network and backpropagation
training algorithm (referred to as backpropagation neural network (BPN)) for class
diagram parameter prediction. Class diagrams consist of numerous parameters used
in computing the similarity between models in software systems. Class depicts the
structural representation of a software system. Figure 2 shows an example of a class
diagram for the railway system.

Parameters in the class diagram consist of the class name, attributes, methods, and
relationships. These parameters determined the relatedness between one system and
another. For example, in the work of [2], the similarity between the class diagrams
was computed using relationships between the class diagram classifiers. The rela-
tionships are stored in an adjacency matrix, which holds the measure of the degree of
dissimilarity between the various types of relationship. Similarly, the works of [7]
compute the similarity between two class diagrams using the class names; the work
measures how similar two class names using name similarity (NS). NS is calculated
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with the aid of Levenshtein distance (LD), which measures the number of characters
in a string needed to be changed to obtain another character in a string.

4.1 Proposed Methodology

ANN approach is adopted in this chapter to develop model (class diagrams) param-
eter relationship to introduce nonlinearity occurrence rather than conventional
approaches. FFBPNN contains more than one layer of neurons; with single-layered
feedforward neural networks, the model has one layer of sigmoid neurons, which are
then followed by an output layer of linear neurons. With sigmoid transfer functions,
the model learns both linear and nonlinear relationships between input and output
variable vectors. The overall view of the prediction methodology is shown in Fig. 3.

Fig. 2 Sample class diagram for the railway system
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4.1.1 Data Preparation (Input Data)

Data is obtained from existing software projects spanning different types of domains
such as Java Game Maker, Plot Digitizer, OpenStego, JOrtho6 (JO) 51 Degrees, and
Jcurses obtained from http://sourceforge.net. The models from the software was
obtained by reverse engineering using Altova® UModel (www.altova.com). A
repository was created and contained five versions of each software family making
a total of 30 software projects. The similarity between values between software
projects was computed to obtain the observed similarity between value systems. The
observed similarity values were used as one of the input values to the ANN model.
Table 1 shows the sample data.

Fig. 3 Flow chart of the
proposed methodology
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4.1.2 Data Preprocessing

The input data of UML class diagram models are class names, class attributes, class
methods, and class relationships obtained from the software models in query, and
repository was normalized into a common scale of 0–1 prior to model building and
analysis. The input data was normalized using the normalization equation presented
in Eq. (1).

Xs ¼ Xi � Xmin

Xmax � Xmin
ð1Þ

where Xs is standardized value, Xi is original value, Xmin is the minimum value of X,
and Xmax is the maximum value of X.

4.1.3 Sensitivity Analysis

Sensitivity analysis was carried to find out the contribution of input variables over
the output. The sensitivity analysis result was used in model building. Pearson
product-moment coefficient of correlation was for the sensitivity analysis. The
Pearson correlation equation is presented in Eq. (2).

r ¼ Sxyffiffiffiffiffiffiffiffi
SxxS

p
yy

ð2Þ

where r is the Pearson product-moment coefficient of correlation, Sxx is the standard
deviation of variable X, Syy is the standard deviation of variable Y, and Sxy is the
standard deviation of the product of variables X and Y.

Table 1 Sample ANN
model input data

CN CA CM CR O

0.810 0.564 0.989 0.667 0.758

0.810 0.542 0.948 0.617 0.729

0.810 0.542 0.948 0.595 0.724

0.750 0.542 0.948 0.595 0.709

0.750 0.542 0.948 0.595 0.709

0.750 0.539 0.948 0.595 0.708

0.735 0.539 0.948 0.594 0.704

0.735 0.514 0.948 0.594 0.698

0.682 0.514 0.948 0.594 0.685

CN class name, CA class attributes, CM class methods, CR class
relations, O observed similarities
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4.1.4 Model Formulation

Artificial neural network (ANN) is a tremendously fast emerging technique in
nonlinear modeling due to its predictive capability and ability to learn system
behavior quickly. ANN is made of parallel operating architecture consisting of
input, hidden, and output layers interconnected by neurons as presented in Fig. 4.
ANN is trained with the association of input and target output values by activation
function of hidden neurons, and its predictive capability can be improved by
adjusting connection weights of each neuron until the required performance value
is reached (maximum correlation coefficient or minimummean square error between
the target and output values). The critical problem in solving complex ANN archi-
tecture is obtaining the required performance value and the numbers of hidden layers
as well as neurons. There are several alternatives that are tried based on the
association of input and target output to represent the ANN architecture. Figure 4
shows the proposed ANN based on feedforward with a backpropagation algorithm.

The network comprises an input layer, a hidden layer, and an output layer. The
required number of neurons in the hidden layer is selected by trial and error based on
the best performance value. The input layer comprises two neurons, three neurons,
four neurons, and five neurons, which represent the model extracted features, and the
target output layer has a single neuron of field observed similarity. The strength of
each connection of neurons is referred to as weight. The sum of the inputs and their
weights processing into a summation operation is given in Eq. (3).

NETJ ¼
Xn

i¼1

WijXij: ð3Þ

where Wij is established weight, Xij is input value, and NETj is input to a node in
layer j. In the backpropagation technique, the target output neuron quantified by a
sigmoid function is given in Eq. (4).

Fig. 4 Schematic structure of feedforward neural network model [33]
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f NETJð Þ ¼ 1
1þ exp �NET j

� �

R
ð4Þ

The backpropagation algorithm is analogous to supervised training and mini-
mizes the sum of square error by modifying connection weights.

5 Results and Analysis

5.1 Sensitivity Analysis Results

The research uses Pearson correlation method in determining the order of impor-
tance of each variable in model building. Table 2 presents the relationship between
the independent and dependent variable.

Three ANN models were build based on the Pearson correlation coefficient
matrix as shown in Table 3.

5.2 Model Estimation Analysis Results

In this research, a two-layer feedforward network trained with Levenberg–
Marquardt algorithm is used for the analysis of ANN models. Feedforward networks
consist of a series of layers, and each subsequent layer has a connection from the
previous. The model was built using a tool in MATLAB 2019a; three ANN models
were developed based on the Pearson correlation coefficients. During the process,
75% of the data is used as training and 25% for validation for the analysis of ANN

Table 2 Pearson correlation
coefficient matrix for model
parameters

CN CA CM CR O

CN 1

CA 0.765301028 1

CM 0.638018147 0.792793 1

CR 0.708177917 0.976657 0.854106 1

O 0.90939609 0.957195 0.817779 0.936281 1

CN class name, CA class attributes, CM class methods, CR class
relations, O observed

Table 3 Model combination Model name Parameter combination

FFNN-M1 CA, CR

FFNN-M2 CA, CR, CN

FFNN-M3 CA, CR, CN, CM
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models. Network performance was measured according to the mean squared error
(MSE). Table 4 presents the performance measure for all the three ANN models in
training and validation in both ascending and descending directions.

6 Model Validations

Validation is an essential part of modeling as it demonstrates how reasonable the
model represents the actual system. The most common index for evaluating the
performance of ANN models are coefficient of correlation, coefficient of determi-
nation, MSE and RMSE. RMSE represents the sample standard deviation of the
differences between predicted values and observed values [34]. The values of R2, R,
MSE, and RMSE are estimated using Eqs. (5)–(8).

R2 ¼ 1�
Pn

i¼1
Oi � Pið Þ2

Pn

i¼1
Oi � O
� � ð5Þ

R ¼
ffiffiffiffiffi
R2

p
ð6Þ

MSE ¼
Pn

i¼1
Oi� Pið Þ2

N
ð7Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffi
MSE

p
ð8Þ

A total of 301 data models were collected from 30 different projects; the models
consist of class diagrams with class names, and class relations, class attributes, and
class methods were used for the analysis. Figure 5 shows the predictive models
compared in a radar chart. The chart shows the high or low correlation of each model

Table 4 ANN model training phase and ANN model testing phase

R2 R MSE RMSE

Training phase

FFNN-M1 0.981615 0.990764762 0.00005 0.00694

FFNN-M2 0.99973 0.999865146 0.00000071 0.00084

FFNN-M3 0.999968 0.999984142 0.000000083 0.000288

Testing phase

FFNN-M1 0.97341201 0.986616 0.000105711 0.01028159

FFNN-M2 0.9999834 0.999992 0.0000001 0.00025687

FFNN-M3 0.99998718 0.999994 0.000000051 0.0002258
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combination in order to perfectly display the performance of the model in terms of
the correlation coefficient. It can be observed that 0.98 and 0.99 are both the lowest
and highest value of correlation coefficient (CC) obtained from the models in the
testing phase. The best performing model is attributed to the one with the high value
of CC. Figure 5 shows the radar chart.

Figure 6 shows scatter diagrams of the best computed model. The plots indicate a
closeness agreement between the observed and computed values for FFN-M1,
FFN-M2, and FNN-M3.

0.975
0.98

0.985
0.99

0.995
1

FFNN-M1

FFNN-M2FFNN-M3

Model Callibration

R-Training R-Testing

Fig. 5 Radar chart for CC in both training phase and testing phase for FFNN-M1–3
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Fig. 6 Scatter plots of observed and computed values for the best model of FFN-M2
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7 Conclusion

This chapter presents a two-layer feedforward neural network (FFNN) trained with
the Levenberg–Marquard algorithm in the analysis of ANN models to predict the
influence of UML class parameters (class names, methods, attributes, etc.) when
computing the similarities between software systems during software reuse. Three
models were built with the aid of Pearson correlation coefficients. Each model
combines a number of parameters that influence the computation of similarities
between software designs. During the process, 75% of the data was used as the
training and 25% for validation. The performance of the model was measured using
the mean squared error (MSE). Model 2 (FFNN-M2) is the best model having a good
correlation coefficient with only a few parameters as input to the ANN models.
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Classical and Deep Learning Data
Processing Techniques for Speech
and Speaker Recognitions

Aakshi Mittal, Mohit Dua, and Shelza Dua

1 Introduction

Speech is a human behavioral trait that involves the characteristics that can distin-
guish the individuals and present the matter of saying of utterance. It is becoming a
very low-cost and healthy way of interaction with artificially intelligent systems.
Various examples of speech-driven systems can be seen these days, such as
YouTube closed captioning, Amazon Alexa, speech-driven biometrics and locking
systems, etc. These systems are mostly influenced with either speech recognition or
speaker recognition.

Speech recognition technique emulates an utterance with its corresponding text.
Speech signal involves information of context in itself, which can be achieved from
spoken utterance in the form of speech feature vector [1]. To perform speech
recognition, feature vector of a particular utterance is linked with its corresponding
expected phonetic [2, 3].

Speaker recognition is a way of identifying individuals by recognizing their
voices. Two individuals sound different due to dissimilarity in their voice production
systems and their manner of presenting the utterance [4]. These physical and
characteristic traits are involved in the utterance of an individual. In the case of
speaker recognition, these traits become speaker-specific information that can be
figured out with the help of speech feature extraction.
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Speech and speaker recognition systems have two parts, which are front end and
back end. Front-end part of the systems uses a speech feature extraction technique
that provides a feature vector. There are various classical feature extraction tech-
niques like Mel Frequency Cepstral Coefficients (MFCC), Gammatone Frequency
Cepstral Coefficients (GFCC), Perceptual Linear Prediction (PLP), etc., and deep
learning-based feature extraction techniques [5–7]. Integrated features are also used
to cope with the noisy environmental conditions [8, 9]. This chapter discusses the
various classical and deep learning techniques and presents the analysis of front-end
features used in speech and speaker recognitions. This chapter provides the imple-
mentation details for extraction of MFCC features. For the back end, a classification
model is required, which is generally a machine learning model. Hidden Markov
models, Gaussian mixture model, support vector machine, etc., are the widely used
classical machine learning models. However, deep learning models like
convolutional neural networks, long short-term memory networks, etc., are also
playing a better role in performance improvement of these systems [10–12].

Various speech corpora are available to do the robust training of these systems.
These corpora have speech data, related text data, knowledge of speaker, meta data
for audio and text, etc. Speech-based systems are affected with the presence of noise
in the environment; for example, when speech signal travels though the wireless
network, it faces different types of interferences. To cope with the presence of noise,
speech-based systems are made adaptable to noise by including noisy data in the
training [9]. This chapter discusses various available sources of data.

This chapter is organized as follows: Sect. 2 describes private and public sources
of data. Section 3 discusses various feature extraction techniques, analysis of front
ends of speech, and speaker recognition techniques under clean and noisy data,
discusses implementation details of static and dynamic MFCC, and discusses vari-
ous deep learning-based feature extraction techniques. Section 4 concludes the
presented work.

2 Sources of Data

A dataset is required for doing research and development of speech recognition and
speaker recognition systems. These days, speech is easily available via some private
and public sources. For the development of robust systems, variations in dataset are
necessary, which are introduced by the sources unintentionally in case of private and
intentionally in case of public. Some private and public sources of data are discussed
below.
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2.1 Private Sources of Data

Almost every organization is generating a huge amount of speech data daily. Most of
the times this is the real-life data; hence, it is useful to work with. Hence, it becomes
useful for research and practical works. This data can include a lot of variations in
speech due to its collection from random people. This huge amount of data can be
used to do research for recognition of speech or speaker. This data is private to these
organizations. Sometimes, these data can include the privacy concerns of their
customers and, hence, cannot be released for public use. These data can be made
available for research after accomplishment of some undertakings. Some examples
of these data sources are as follows:

• Telecommunication organizations
• Customer care service providers
• Television and radio data, etc.

2.2 Public Sources of Data

Research communities have developed various speech corpora to promote the
research in the area of speech-driven systems. These datasets include voices of
various speakers along with the meta data for the utterance. These corpora are
recorded under various environmental conditions to include real-life situations in
the datasets. These corpora have been recorded in different languages whether it is a
country-wide language or local to any specific area. These datasets are made
publically available by these communities to support research from every part of
the world in speech-based areas. The following are some publically available speech
corpora:

• Wall Street Journal (WSJ)
• Texas Instruments-Massachusetts Institute of Technology (TIMIT)
• National Institute of Standards and Technology (NIST)
• YOHO
• VoxCeleb, etc.

3 Data Processing

Data processing is the essential task for front-end development of any of the speech
recognition or speaker recognition-based systems. Dataset provides the data in the
form of audio signals, and the data processing is the way to extract the information of
“What is the context of the utterance?” in case of speech recognition and “Who is
saying the utterance?” in case of speaker recognition tasks. It provides information
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about the context of speech and speaker-specific information in the form of numer-
ical values that are handy for humans and different machine learning (ML) back-end
models. Back-end model learns the classification clues from these coefficients and
makes the prediction for the test sample. Deep knowledge of speech signal and
different signal processing operations can provide the robustness to the front end of
speech-driven systems. New advances in the front-end design can also be added by
the application of different technologies at the front-end data processing techniques.
Along with the coefficients in numeric values, there are methods of waveform and
spectrogram plotting that provide the better visualization of the data.

This section discusses the various available platforms for processing the speech
data. Classical speech feature extraction techniques are discussed for the speech and
speaker recognition tasks. Then deep learning (DL)-based feature extraction tech-
niques are presented in the latter part.

3.1 Available Platforms to Process the Data

Speech signal or audio from dataset can be processed with the help of various signal
processing libraries provided by different languages on different software platforms.
MATLAB, Python, etc., can process the speech data easily. Implementation steps
discussed in this chapter are implemented in Python. There are various platforms for
using Python; some are discussed below.

3.1.1 On Personal Computer

A personal computer usually provides the power of CPU and can be used to process
the small amount of data. There are various integrated development environments
(IDE) available to work with different languages. Anaconda is a good IDE that is
supported byWindows and Linux operating systems. It provides Jupyter Notebooks,
Spyder, and Qt Console platforms with good graphical user interfaces to work in
Python.

This is the URL to get the Anacoondat IDE downloaded: https://docs.anaconda.
com/anaconda/install/windows/.

3.1.2 On Cloud Supports

If the data to be processed is huge, then it requires the use of graphics processing unit
(GPU) or tensor processing unit (TPU). These processing powers are provided by
various publically available cloud supports. These cloud supports provide a fixed
large unit of memory also on free of cost basis and more than that can also be
acquired with some cost by contacting the relevent organization. These platforms are
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highly suitable for training the machine learning (ML) models with huge dataset in
less time. And these clouds keep user’s work safe. The following are some of the
freely available cloud supports:

• Google Colaboratory
• Kaggle Kernels
• Microsoft Azure Notebooks, etc.

3.2 Classical Feature Extraction Techniques

This section discusses the speech signal processing operations with their implemen-
tation details. Then analysis of classical feature extraction techniques is done for
speech recognition and speaker recognition tasks. Implementation details of Mel
Frequency Cepstral Coefficients (MFCC) with delta and delta-delta coefficients are
also presented in the latter part.

3.2.1 Speech Signal Processing Operations

All the signal processing operations listed in this section are applied on audio_file.
wav file of audio compressed in wav format. Any line followed by the symbol #
represents a comment line. Python’s library librosa is used to load, display the
waveform, and process the audio. After loading the audio file by librosa, it provides
time series y that is a numpy array and sampling rate sr. Along with this, matplotlib
library is used to plot the graphs of this work (code 1). Figure 1 shows the result of
the code.

Code 1
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Fig. 1 Waveform of audio_file.wav
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# Libraries
import librosa
%matplotlib inline
import matplotlib.pyplot as plt
# Whole Process
y, sr= librosa.load("audio_file.wav")
# Plotting the waveform and Figure 1 shows the output
plt.figure(figsize=(14,5))
librosa.display.waveplot(y=y, sr=sr)
plt.xlabel("Time")
plt.ylabel("Amplitude")
plt.show()
# Results

Numpy library provides all facilities to work with the arrays and matrices. To
apply scientific and mathematical operations, scipy library is used, which is a
dependent of numpy library. Both of these libraries help in applying log, square,
and absolute operations on the audio_file.wav file. Along with these, discrete cosine
transform (DCT), fast Fourier transform (FFT), and short-term Fourier transform
(STFT) are also applied on the signal. These operations and transformations are
applied on y, and hence, the results are also numpy arrays of values. As the results are
quite large arrays, only a few columns of only the first row are shown in the results of
code 2. Comment line # More Libraries indicates the extra libraries required, and
libraries used in all previous codes are inclusive for this code too.

Code 2

# More Libraries
import numpy as np
from scipy.fftpack import fft, dct
# Whole Process
# Log
logg= np.log(y)
print("Log")
print(logg)
# Square
sq= np.square(y)
print("Squares")
print(sq)
# Absolute of values
abso=np.abs(y)
print("Absolute")
print(abso)
# DCT
dctt=dct(y)
print("DCT")
print(dctt)
# FFT
fftt=fft(y)
print("FFT")
print(fftt)
# STFT
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x=librosa.stft(y)
print(“STFT”)
print(x)
#Results
Log
[-6.0601254 -5.5124846 -5.4277854 ... ]
Squares
[5.4480606e-06 1.6289841e-05 1.9296805e-05 ... ]
Absolute
[0.00233411 0.00403607 0.00439281 ... ]
DCT
[4.9195433e+00 2.2777748e-01 3.4334455e+00 ... ]
FFT
[2.4597836+0.j 1.7166903+0.82551146j 2.526172 +1.4188728j ... ]
STFT
[4.0432158e+00+0.0000000e+00j 2.2287924e+00+0.0000000e+00j
-1.1482446e+00+0.0000000e+00j ... ]

3.2.2 Analysis of Classical Feature Extraction Techniques

This section gives the detailed analysis of different feature extraction techniques in
speech and speaker recognition fields. Speech recognition systems are built keeping
the noisy and non-noisy environments. Below is the analysis of front ends in both of
these areas.

In Speech Recognition

A lot of research has been performed for the system under ideal conditions. These
researches consider the clean data for development of the systems. But when data
enters into the widely spread network, it gets noisy [13]. Those particular conditions
are also addressed by continuously examining the different sets of feature extraction
techniques at the front end. This section discusses both clean data and noisy data
scenarios.

• With Clean Data

Ideally, a system is considered to be situated in a noise-free environment.
Therefore, a high accuracy is desired to be achieved on the clean or noiseless data.
Different selections of feature extraction techniques lead the research toward better
performance. Ittichaichareon et al. chose MFCC as the front-end features to train
support vector machine (SVM) and maximum likelihood (ML) classifier. Dua et al.
[3] trained a hidden Markov model (HMM) with heterogeneous feature vector.
These heterogeneous features are generated by combining the streams of MFCC
and perceptual linear prediction (PLP), which are reduced up to 39 features with the
help of heteroscedastic linear discriminant analysis (HLDA) and linear transforma-
tion method. Analysis shows that heterogeneous features outperform the plane
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MFCC and plane PLP features on the Hindi speech and text corpus developed by
Tata Institute of Fundamental Research (TIFR), India. Elharati et al. also chose
MFCC features at front end to develop Arabic speech recognition system. Dataset
for this system is collected from 19 Arabic native speakers and 24 Arabic words.

• With Noisy Data

Speech recognition systems have gained a quite good accuracy over the years;
however, their performance degrades in the presence of environmental noise and
channel distortions. To make the system practiced in these difficult situations,
different scenarios of noise robust features are chosen, and noisy data is generated
to train the system. Këpuska et al. [14] created different hybrid features with the
different combinations of MFCC, PLP, RASTS-PLT, and linear prediction coding
coefficient (LPCC). A multivariate HMM is trained with these hybrid features as
well as individual features under different signal-to-noise ratio (SNR). Analysis
shows that static and dynamic LPCC features outperform under the high noise
ratio. Dua et al. [9] used MFCC, GFCC, and basilar-membrane frequency-band
cepstral coefficient (BFCC) features generated with the help of optimized filters.
Applied filter banks are optimized by differential evaluation method. In this sce-
nario, BFCC features are outperforming the MFCC and GFCC for noisy data. Dua
et al. [8] used integrated features at front end and refined HMM at back end with
Hindi language-based speech dataset. Integrated features are integration of MFCC +
PLP and integration of MFCC + Gammatone Frequency Cepstral Coefficient
(GFCC). GFCC features simulate the human auditory system and are the key point
features for noise robustness. Refined back models are HMMwith genetic algorithm
(GA) and HMM with particle swarm optimization (PSO). Results show that MFCC
+ GFCC with HMM + PSO outperforms the other combinations for increased SNR
(noisy data).

In Speaker Recognition

Research for speaker recognition has been done for both clean and noisy data. As
this technique is applied in forensics, wireless remote access systems, etc., dealing
with noisy data becomes essential [15–17]. This section highlights front-end feature
extraction techniques chosen for the development of speaker recognition systems
under clean and noisy environments.

• With Clean Data

Tiwari [18] proposed a text-dependent speaker recognition system with MFCC at
front end. She analyzed the performance of the system by varying the number of
filters and types of window, which shows that 32 number of filters with Hanning
type of window results maximum the efficiency. Her research work shows that using
less or more than 32 filters during implementation degraded the performance of the
system. Sarkar et al. [19] designed a speaker recognition system specifically for
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Bengali language. Their system uses different nonlinear features and is classified
with the help of cross-correlation matrix. Bouziane et al. [20] presented a compar-
ison on different feature extraction techniques for speaker recognition systems,
which could enlighten the wide use of MFCC and GFCC features.

• With Noisy Data

Frankle and Ramachandran [21] examined speaker recognition with the presence
of white noise at the level of SNR. Their research work includes five different
features, namely, adaptive component weighted (ACW) cepstrum, postfilter (PFL)
cepstrum, MFCC, linear predictive cepstrum (CEP), and line spectral frequencies
(LSF) individually and in fused vector with the Gaussian mixture model-universal
background model (GMM-UBM) at back end under varying noise scenarios. Their
fusion outperforms under high noise conditions also. Bharath et al. [22] used
extreme learning machine (ELM) for classification of data in noisy environment
[23]. To cope with noisy environmental conditions, they used score level fusion of
multiplier-based MFCC and power-normalized cepstral coefficient (PNCC) features.
Desired features are obtained by the normalization of multiplier-based MFCC and
PNCC. This technique performs better than the other scenarios of features and
classification models for both TIMIT and SITW datasets.

3.2.3 Discussion

• In classical feature extraction techniques, MFCC is the most popular and widely
used feature extraction.

• GFCC is the newly introduced feature extraction technique that is performing
better than MFCC and becoming the new popular.

• Combinations or integrations of different feature extraction techniques can
achieve better accuracy in noisy environments also.

• There are some features of cepstral domain like Constant Q Cepstral Coefficient
(CQCC) that have not been explored in the fields of speech and speaker
recognition.

• Speech and speaker recognition systems have been explored with various widely
used languages of different continents, local area languages, etc.

MFCC are the most popular features in both of the discussed speech-based areas.
These features are widely used individually as well as in combination of other
features at the front ends of the systems of these areas. As researchers are so much
inspired with these features, this chapter provides a detailed discussion on the MFCC
feature extraction process with the implementation technique in the next section.
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3.2.4 Mel Frequency Cepstral Coefficient (MFCC) Process

Mel Frequency Cepstral Coefficient (MFCC) features can process the human audi-
tory system very well. For this, mel scale that is perceptually motivated is used.
Application of FFT [24] or discrete Fourier transform (DFT) [25] on input audio
provides the audio spectrum. A triangular or Gaussian shaped filter is applied to
change the scale to mel scale. Final MFCC are achieved by the application of DFT to
the spectrum, which is preceded by the logarithm operation [26]. Figure 2 depicts the
whole process of MFCC extraction. Generally, 12 to 14 feature coefficients are
reliable for different systems. The mathematical process of MFCC extraction is as
follows:

DDFT að Þ ¼ DFT fð Þ ð1Þ

MFB pð Þ ¼
XL

a¼1

DDFT að Þj j2W að Þ ð2Þ

MFCC rð Þ ¼
XP

p¼1

log MFB pð Þ½ � cos r p� 0:5ð Þπ
P

� �
ð3Þ

where f is the audio frame for which DDFT(a) is its DFT, MFB( p) is the mel scaled
frequency spectrum calculated by ath mel filter bank W(a) having P number of filter
banks, L represents the DFT indices in total, and rMFCC features are carried out by
MFCC(r).

Now, this section discusses the process of Mel Frequency Cepstral Coefficient
(MFCC) extraction with implementation details. At first, FFT is applied to the audio
signal before applying the mel filter to the audio. Then log operation is applied that is
followed by the DCT. Code 3 uses python_speech_features library that facilitates the
mel filter for audio. Again the results are huge numpy arrays; hence, only a few
values of first row are shown in results.

Code 3

# More Libraries
import python_speech_features
# Whole Process
# FFT
fft=fft(y)
print("FFT")
print(fft)

Spectrum

log

Spectrum

mel

Spectrum

Audio
FFT Mel Scale 

Filter Bank
Log DCT MFCC

Speech

Signal

Fig. 2 MFCC feature extraction process
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# mel filter
mfc=python_speech_features.base.hz2mel(fft)
print("mel coefficients")
print(mfc)
#Log
logg=np.log(mfc)
print("After Log")
print(logg)
# DCT
dctt=dct(logg)
print("After DCT final MFCC")
print(dctt)
# Results
FFT
[2.4597836+0.j 1.7166903+0.82551146j 2.526172 +1.4188728j ... ]
mel coefficients
[3.9532394+0.j 2.7612073+1.3258146j 4.0620995+2.2761562j ... ]
After Log
[1.3745353+0.j 1.1193992+0.44764802j 1.5382305+0.510747j ... ]
After DCT final MFCC
[-8.4915918e+03-5.5313110e-05j 5.9848289e+00-1.2086787e+04j
3.2515691e+05+1.0052490e+00j ... ]

Code 3 teaches the whole process of MFCC extraction. As the last line of the
results shows that the values of generated coefficients belong to the very large range
of continuous domain, a coefficient normalization process is required before further
use of these coefficients. There are quite good operations provided by the statistics to
do so. MFCC can be calculated by using inbuilt function of librosa. In Figs. 3, 4 and
5, spectrographic views of these features are shown. Code 4 extracts the 12 MFCC
features from audio_file.wav, which can be extracted in desired number by setting
the value of n_mfcc parameter in the function. Dynamic feature coefficients of first
and second order are also extracted in this code, and spectrograms are also plotted for
them. Dynamic features are helpful in revealing the information of context of the
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Fig. 3 Spectrographic view of MFCC features
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utterance more clearly than only MFCC features. Figures 3, 4, and 5 represent the
output of code 4.

Code 4

# More Libraries
import librosa.display
# Whole Process
mfc=librosa.feature.mfcc(y, sr=sr, n_mfcc=12)
plt.figure(figsize=(14,5))
librosa.display.specshow(mfc, sr=sr, x_axis='time', y_axis='hz')
# delta
d=librosa.feature.delta(mfc, width=9, order=1, axis=-1, trim=True)
plt.figure(figsize=(14,5))
librosa.display.specshow(d, sr=sr, x_axis='time', y_axis='hz')
# delta-delta
dd=librosa.feature.delta(mfc, width=9, order=2, axis=-1, trim=True)
plt.figure(figsize=(14,5))
librosa.display.specshow(dd, sr=sr, x_axis='time', y_axis='hz')
# Results
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Fig. 5 Spectrographic view of delta-delta of MFCC features
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3.3 Deep Learning-Based Feature Extraction Techniques

Analysis done indicates that the use of deep learning for feature extraction emerged
from 2011 [27]. It brings new era in the task of speech feature extraction. Usually,
deep learning is applied in computer vision that involves images as dataset; however,
CNNs indicate that if an audio file is presented appropriately, it is suitable for audio
data also [28]. In case of deep learning-based feature extraction process, hidden
layers of used deep learning model are extracted as the feature vectors. d-Vectors,
j-vectors, x-vectors, etc., are categorized under deep learning-based speech feature
extraction techniques [29]. Here is a brief discussion of some of these techniques.

3.3.1 d-Vectors

A lot of research has been done for extraction of deep layer’s features. Variani et al.
[30] trained a DNNwith the perceptual linear predictive (PLP) features along with its
delta and delta-delta vectors chosen for frame level. Designed DNN contains
multiple fully connected layers. Desired d-vectors are the averaged output of acti-
vation function of these hidden layers. These features were used for the development
of speaker recognition system.

3.3.2 x-Vectors

Hidden layers are extracted as feature vectors in the case of x-vectors. Deep learning
network with time delay factor is preferred for extraction of these features. Fang et al.
[31] designed a time delay neural network (TDNN) with multiple fully connected
layers that operates on the frames of speech signal with some temporal context.

3.3.3 End-to-End Speech Signal

Generally, feature vectors are extracted from the speech signals, and these vectors
are passed to the deep learning models for classification. However, deep learning
classification models themselves should be trained to take a raw speech signal as
input and to adapt it for further processing. These approaches are being applied in
practice also these days [1, 32, 33].
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4 Conclusion

Speech-based systems are current potential for the interaction with various intelli-
gent devices. Speech recognition and speaker recognition are the two techniques that
are applied for the interaction in various forms. This chapter discusses various
sources of data available to assist the development of these systems, which revealed
that publically available sources of data are most widely used and really helpful to
develop the robust systems. Classical feature extraction techniques involve various
speech signal processing steps to simulate the human auditory, shape of vocal tract,
etc. Implementation details of these speech signal processing steps inspire for
designing the new feature extraction techniques and for integration of features.
Analysis of front ends of speech and speaker recognitions under clean and noisy
environment indicates that integrated feature extraction techniques are improving the
performance of these techniques. However, MFCC is the most popular feature
extraction technique that is involved in integrated features as well as used individ-
ually. This chapter discusses MFCC with its implementation for static and dynamic
coefficients. Deep learning is introducing a new era in the development of front end
of speech-based features. This chapter discusses various deep learning-based feature
extraction techniques that are potentially improving the performance of these
systems.
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Automatic Speech Recognition in English
Language: A Review

Amritpreet Kaur, Rohit Sachdeva, and Amitoj Singh

1 Introduction

Humans can interact with one other or exchange information by speaking, writing,
signing, or using some other ways. In this era of the computer, a natural language
interface to computer plays a very important function for improving the usage of the
computer for the common man. It is the demand of time to bring human-human
interaction close to human-computer interaction as much as we can. Speech
processing is one of the methods to provide the interaction between human and
machine. Speech recognition, more popularly known as automatic speech recogni-
tion (ASR), has gained popularity since the last few years. ASR is a domain of
machine learning that aids human beings to interact more easily and closely to the
machines. ASR usefulness has become a fundamental piece of each application
whether it is your cell phone to the grounded web application. The voice search
feature is gaining great popularity nowadays. Voice recognition has been included in
every app as an important integral functionality.

A. Kaur
Punjabi Universty, Patiala, Punjab, India

R. Sachdeva
M.M.Modi College, Patiala, Punjab, India

A. Singh (*)
Jagat Guru Nanak Dev Punjab State Open University, Patiala, Punjab, India
e-mail: amitojsingh@mrsptu.ac.in

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
V. Kadyan et al. (eds.), Deep Learning Approaches for Spoken and Natural
Language Processing, Signals and Communication Technology,
https://doi.org/10.1007/978-3-030-79778-2_8

127

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-79778-2_8&domain=pdf
mailto:amitojsingh@mrsptu.ac.in
https://doi.org/10.1007/978-3-030-79778-2_8#DOI


1.1 Speech Recognition Process

Speech comprises primarily three tasks: first, the comprehension of the vocabulary,
which helps the device to remember terms, meanings, and sentences we express;
second, the knowledge of the natural language, which leads the system to compre-
hend what we say; and, third, the symptoms of speech, which ensure the machine to
recognize. The automated recognition of speech converts the captured signal into
some sort of readable phrases, acts, or phonemes. The motive for speech acknowl-
edgment is to build robots, which can be addressed when information is obtained.
Speech recognition-based devices may provide speech to different posts, from
learning aids, home technology, computer controls, and speech comprehension
equipment to support individuals with physical disabilities.

New scientific experiments proved that speech is one of the simplest ways for
man to communicate with devices [1]. However, we cannot provide language-based
software such as mobile phones and transcription writing in a variety of fields. ASR
uses a traditional model identification technique that maintains a sequence of
characteristics to be learned in classes and compares network parameters with test
models to identify them in the best matching design class. At early stage, ASR
application study primarily involves the statistical models during speech recognition
and has produced excellent results in multiple language forms across the globe. A
scientifically developed ASR framework uses voice extraction approaches and uses
voice parameters in audible models to add tentative details about the framework of
the target language and to add voice extracted features and supposed theory pho-
netics. Language and pronunciation models are used to represent the language
vocabulary and output the uttered test speech signal in text format using decoding
techniques [2]. Notable development is also underway and creates a zero-loss speech
recognition system using advanced technologies of feature elimination and sound
modeling, large corpus of speech, different methods of language modeling, and
better ways of decoding. [3–8].

HMM is a double deterministic process that is obtained by two interacting
processes, a Markov chain with a limited number of states and a special statistical
function that is paired with each of them in order to determine the possibility of
acoustic characteristics. State variables can be modelled through distinct projections
[9], semi-continuous ranges of probabilities [10], or continual allocations of proba-
bilities [11]. Mixture distributions consisting of a linear interface of Gaussian or
Laplacian probability density function (pdf) are widely used for discrete statistical
simulations. Artificial neural network (ANN) is a modern architecture that is moti-
vated by the organization of cells in the human brain. The multi-layer perceptron
(MLP) is the preferred ANN model, which is used in speech recognition systems
[12–14]. ANN with particular application of MLP helped the question classification
in this platform. Some artificial intelligence methods have also been suggested in
order to boost the state-of-the-art ASR programs [15].

As an advancement of ANN, deep learning methods are proposed to get signif-
icant improvement in the performance of the acoustic models. Restricted Boltzmann
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machine, deep belief network, deep neural networks, convolutional neural networks,
and capsule neural network are popular variants of deep learning technique success-
fully adopted for speech recognition tasks. They raise the performance of the system
up to human level, but the main limitation is that they require large datasets for
training and testing purpose.

1.2 Speech Recognition Architecture

The architecture of the ASR system that has two main components is broadly
divided into five components as shown in Fig. 1.

1.3 Preprocessing and Feature Extraction

The role of speech recognition is to first convert the recorded analog speech signal to
digital values by using analog-to-digital (A/D) converter. The A/D converter per-
forms sampling, quantization, and encoding to convert an analog speech signal to
digital values. A sampling rate of 16 kHz is used as a set standard. The amplitude of
the recorded speech signal is taken at regular intervals of time to perform the
sampling, and each sampled data output is quantized or approximated to a predefined
value. This predefined value is further encoded into its equivalent digital form.
Background noise removal, pre-emphasis, framing, and windowing are the four
steps performed in the preprocessing phase of the ASR. Pre-emphasis filters the
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Fig. 1 The architecture of automatic speech recognition system
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speech signal using a first-order finite impulse response (FIR). Framing divides the
pre-emphasized speech signals into overlapped frames, where each frame is of size
10–25 ms and has 50–70% overlapping with its previous and successive frame to
prevent loss of information. The process of windowing groups a number of such
frames into one window. A stationary speech signal results in a more reliable spectral
estimation than a variable speech signal. After pre-emphasis, the process of feature
extraction or parameterization is applied to extract useful information from the
speech signal [16, 17]). The function of this module is to find a set of acoustic
correlated parameters from the recorded speech signal. Such parameters are termed
features. These features are grouped together to form feature vectors. One of the
objectives of parameterization is to acquire such information from the recorded
speech signal that differentiates between the given sub-units of a text sequence
[18]. Temporal analysis and spectral analysis are the two methodologies used for
parameterization, where in the former speech signals are processed directly and in
the latter features are computed by using short Fourier transformation [19].

The main objective of the feature extraction is to achieve a projection of the
speech signal to a compact parameter space wherever the data associated with the
speech content will be extracted simply.

1.4 Merit of Automatic Speech Recognition Systems

• They produce a large amount of writing in a comparatively short time.
• Reduced typing efforts.
• Fair accuracy.
• Dictation reduces the workload.
• Speech recognition technology is much faster than typing.
• ASR is very useful in a few areas like the medical sector.
• They help people with cognitive disabilities.
• Easily accessible datasets.
• Application is much secure in comparison to other security methods.
• Cost to operation is much low.

1.5 Demerits of Automatic Speech Recognition Systems

• Large amount of memory is required to store voice files.
• Due to noise interference, it is difficult to use in normal classroom settings.
• They require training of the software to recognize the voice for each user.
• Hard for poor decoders.
• Without adequate support, it can be frustrating for making errors.
• Automatic Speech Recognition Systems only assist at one stage of the writing

process but do not provide the solution of the writing problem.
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1.6 Applications of Automatic Speech Recognition Systems

Speech recognition is gaining popularity nowadays. Some of the commercial appli-
cations of ASR are as follows:

• Automated identification.
• Generating subtitles during the live telecast.
• Dictation in various professional areas.
• They provide medical assistance.
• Industrial robotics.
• Forensic and law enforcement.
• Defense and aviation telecommunications industry.
• Home automation and security access control.
• IT and consumer electronics.
• Speech to text conversion.
• Voice translation into foreign languages.
• Querying the database with spoken queries, e.g., E-Farming.
• Robotics.
• Facility of speech recognition in mobile applications.
• Different applications in embedded systems.
• Education and learning.

1.7 Different Approaches in Automatic Speech Recognition

There are various approaches that can be used for speech recognition. The following
are few methods that can be used in the speech recognition process:

• Pattern Recognition Approach

Speech trends are described by a speech prototype or mathematical model (e.g.,
hidden Markov model or HMM). These speech trends can take several types.

• Acoustic-Phonetic Approach

According to acoustic-phonetic framework, there are different linguistic func-
tions in the language that is spoken. These functions are broadly defined by a
collection of acoustic characteristics that are modified over time. There are three
approaches that have been taken to classify the language for solutions: Phone
identification, Gaussian mixture model (GMM), and support vector machine
(SVM), which helps in the classification of problems that are being investigated jn
[6, 7].
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• Learning-Based Approach

It also reduces the drawback of the HMM-based neural network and genetic
algorithm training and design methods. This method utilizes intelligent learning
through which it will learn by limitation.

• Knowledge-Based Approach

We assume that there would be substantial advances in explicit modeling. The
knowledge-based method takes into account linguistic detail, phonetics, and
spectrogram.

Artificial intelligence is a combination of the voice and pattern detection. Infor-
mation would help the robots to solve problems better. Knowledge-based framework
has been documented to improve innovation and produce improved solutions and
designs.

• Stochastic Approach

Speech is totally unpredictable. Stochastic modeling approach enables the use of
probabilistic models to deal with uncertain or incomplete information.

In this article, the authors reviewed the most relevant work in the literature
including training techniques for recognizing speech models and especially
concerning discriminative training of the DNN-HMM hybrid models for speech
recognition and feature the most significant literature, which is essential in the
discriminative learning of the DNN-HMM systems and feature extraction
methodologies.

2 Challenges and Issues

The very broad study has been carried out of the existing literature to identify the
various techniques and methodologies along with the existing challenges faced
during speech recognition that could give rise to further research in the field. Speech
recognition system can be separated in different classes with the mode of utterance
that can be recognized. The speech can be divided into five categories. Front-end
processes single utterance at a time. The connected word systems are identical to
independent words but enable the utterances to be combined together with a limited
delay. The program is difficult to get up and running because of special approaches
used in understanding continuous expression. Spontaneous expression is very diffi-
cult to recognize compared to recorded expressions. It is expression that is normal,
not memorized. An ASR system should be capable of managing mispronunciation,
and other kinds of incomprehensible expression should be feasible. Still, the spon-
taneity in automatic speech recognition is a challenge. Due to this limitation of
speech recognition, it gives birth to various challenges that may affect the perfor-
mance of an ASR system. The challenges can be underlined like:
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1. The background noise can be the problem for recognizing speech accurately in
different environments and real-time applications.

2. The variation of the speakers in uttering a word can lead to pronunciation
difference. This variation is further categorized into age, gender, and dialect of
the physical appearance of the speaker.

3. A continuous speech system is rather difficult to implement when compared with
the uninterrupted speech. We use continuous speech system in our real-life
speech; this further poses problems in speech recognition systems.

4. Poor microphone quality, position, and direction of the microphone relative to the
speaker.

5. Other factor contributing to the lower recognition rates includes pronunciation.
This can also be a major challenge. It can be affected by the physiological aspect
of pronouncing the words by the way in which stress is given on different
syllables, phones, and vowels. This particularly affects the speech recognition
of tonal languages.

Despite these challenges, environment variation, channel variation, style of
speaking, age, gender, etc., are also the challenging task of speech recognition.

3 Motivation

To make an ASR system pervasive, it is crucial that the system should be capable of
handling all types of variabilities such as language variabilities, speaker variabilities,
and environment variabilities. Many state-of-the-art speech recognition systems and
benchmark techniques have been proposed during the last six decades to make ASR
systems independent to such variabilities. Despite all studies, the knowledge of the
acoustic phonetic features of speech has not met the target, and 100% effective
speech recognition system has not been realized. There are some strategies such as
acoustical model adaptation and optimization of noise-robust features that can
effectively incorporate noise-robust ASR systems.

Another significant argument is that ASR study works based on languages like
English, Arabic, and Chinese. This is because most of the linguistics development
center was based in these languages-speaking countries.

Most of the speech recognition algorithms use hidden Markov models (HMMs)
and Gaussian mixture models (GMM) to evaluate speech variability. The scale of
neural network is very large, and its use is very reliable. Deep neural networks have
been able to outscore other classifiers, frequently used by research teams.

So many problems have been identified with the use of speech recognition
systems. The training of deep neural networks (DNNs) with random initializations
provides excellent results on the benchmark of ASR [20–22].
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4 Inclusion-Exclusion Criteria

A systematic review of literature is a method to identify, evaluate, and interpret the
available literature in the form of research papers, articles, journals, etc., so that the
studied literature can be summarized, research gaps can be identified, and a base for
carrying out future research can be formulated [23].

The datasets included in the studies are as follows:

• TIMIT
• CTIMIT
• NTIMIT
• SWITCHBOARD Data
• NIST (National Institute of Standards and Technology)
• DARPA
• CHiME
• OGI AlphaDigit
• IWAMSR
• Voice of America (VOA)
• FIRE
• IIIT-H
• NIST LRE (Language Recognition Evaluation) 2005
• NIST LRE 2006
• NIST LRE 2007
• KEELE Database
• IEMOCAP (Interactive Emotional Dyadic Motion Capture)
• DIRHA

From a large amount of existing literature related to speech recognition and its
terminologies, the central idea was filtered with the help of database search using
significant keywords. Primary research articles focused on the keywords included in
different research papers. The selected papers were then refined manually by the
authors. Irrelevant papers for the research were discarded manually based on the
information in the abstract of the paper. The following facets were identified
depending on the focus of the research and the research questions, which triggered
the inclusion-exclusion principle for the research: speech recognition, feature extrac-
tion, large vocabulary continuous speech recognition, and ASR systems. The study
followed a systematic approach to include quantitative and qualitative research
articles, which were published till 2021. This made the database search more
comprehensive. Finally, the primary studies were included in the review study
depending on the abstract and the full text (Table 1).

Our randomized prospective method removed prejudices about the variability of
design, diversity between study designs and community, and prejudice attributable
to publication bias.
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5 Recognition of ASR in the English Language

The algorithmic methods that evaluate spoken utterances are based on the principle
of method detection [24]. To reflect all limitations in a single modular deterministic
finite-state network (FSN), top-down methods are taken, which are composed of
audible HMM states with their outputs created by GMM phones and their coordi-
nating arcs [11]. It is an a posteriori technique to find the best chain of word from the
FSN as the known expression for a defined input speech.

The search strategy method has obtained successful outcomes in many search
activities (Table 2).

Most of the latest voice recognition technologies use hidden Markov models
(HMMs) to evaluate how well a sample or a short range of utterance that is acoustic
inputs suits to each state of each HMM. A way to test the statistical fit is to use a
feedforward neural network (FNN) that takes a group of samples of utterances as
input and generates residual chances for each HMM state as output. Deep neural
networks have been able to outscore other classifiers, frequently by wide margins.

6 English Language

English is an American-British language that has been accepted globally and spoken
by people around the world for communication. The English language has mainly
two types, namely, British English and American English. Machine learning may
allow major changes in automated speech recognition. The greatest advance took
place nearly 40 years ago, when the expectation maximization (EM) algorithm was
discovered for training hidden Markov models (HMMs). The EM algorithm allows
real-world speech recognition possible by considering the associations between
speech states and audible inputs as Gaussian mixtures. In these structures, the
audible input is provided by the combination of Mel Frequency Cepstral Coefficients
(MFCCs) and perceptual linear prediction (PLP) calculated from the waveform
[25, 26]. An effort has been made to convey the remaining details to promote
prejudice in type of GMM-HMMs. Imseng et al. [27] tested the ASR for multilingual
speech. They used Corpus Speech Data (II) only, which requires three single words

Table 1 Features for inclusion-exclusion criteria

Feature Description

Speech recognition The system is developed for speech recognition; it uses
different approaches for speech recognition

Feature extraction Its studies include different types of feature extraction
techniques or hybrid feature extraction methods

Large vocabulary continuous speech
recognition (LVCSR)

Emphasizes on speech recognition for LVCSR systems
that include large vocabulary

ASR systems Included results about the ASR systems so developed
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per speaker for each application. The framework is used to define a category of
approximately 30 words for use in immersive voice response systems, such as “help”
and “cancel.” The authors have developed knowledge phoneme-based discrete
speech perception systems, which design a three-state left-to-right HMM for each
knowledge phoneme. For the training and identification of GMM systems, an HTK
toolkit [28] is used, in which 32 mixtures of Gaussian with diagonal covariance
matrices are modelled for each condition. They studied the efficiency of speech
recognition systems, which have multiple functions and audible processing methods
in a mixed challenge in languages (where the meaning of the dialect of the test
speech is expected to be unidentified). Soltau et al. [29] demonstrated a basic move
in machine learning to expand the maximal utilized design of a linear layer to an
undefined framework of the graph. This move incorporates the advantages of
convolution neural networks with the advantages of normal networks. The joint
model has only a remarkable improvement in parameters and is virtually unchanged
in preparation and decoding time. In two LVCSR tasks and a speech recognition task

Table 2 Analysis of feature extraction techniques

Feature
extraction Merits Demerits

DWT Includes only the temporal information along
with the frequency information which is ade-
quate for the localization of time and fre-
quency that used in noisy environments

Inflexible owing to the use of sim-
ilar basic wavelets for the speech
samples

MFCC Coefficients are loosely related
Linear characteristics are not considered
Reliable discrimination efficiency

Affected by noise
Phase spectrum is not considered

WPT High-frequency samples are taken into
account

Inflexible owing to the similar basic
wavelets for the speech samples

LPC Low-dimensional feature vectors used to rep-
resent spectral envelope
Computationally correct and easily
implementable
Static feature extraction

Unsuitable linear scaling for speech
perceiving speech signals
No prior knowledge of the speech
sample included

LPCC Decorrelation among feature vectors
More robust than LPC

Unsuitable linear scaling for speech
perceiving speech signals
No prior knowledge of the speech
sample included

PLP Reduced dissimilarity among voiced and
unvoiced speech
Does not depend on vocal tract length

Affected by noise, equipment, and
the channel

RASTA-
PLP

Spectral factors are reduced
Robust technique

Performs poor in noise-free
conditions

VQ Takes up lesser storage for storing spectral
analysis information
Trains at a faster rate
Speech signals are modeled in a discrete
manner

Training time is directly propor-
tional to the vocabulary size
Temporal information not consid-
ered
Involves computation errors in
quantization
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the authors have reported substantial changes over the parameters. Limited changes
(18.9% to 18.6%WER), though almost doubling the parameter scale, were recorded.
This model has a different architecture: it is designed to share the majority of layers
across MLP and CNN. Therefore, the model provides the same input capability for
both CNN and MLP [30]. Seide et al. [30] applied context-dependent deep-neural-
network HMMs to speech-to-text transcriptions. The word error rate achieved by
GMM is decreased from 27.4% to 18.5%, which is a relative gain of 33% on
switchboard (RT03S) corpus. CD-DNN-HMMs are stacked with conventional
tied-state triphones and deep-belief pretraining networks. In the past, word error
rate (WER) was minimized by 16% tied states in tens of hours of preparation. This
has contributed to the further implementation of CD-DNN-HMMs and reveals how
sparing can be used for the transcription utilizing over 300 h of training data, 9000
tied-up states having up to nine hidden layers. Relative error reductions of 22.28%
are observed for four less compatible transcription activities. Apart from conven-
tional speech recognition models, deep learning methods have been successfully
applied by Hinton et al. [20]. DNN speech recognition functions have been qualified
in phoneme recognition tasks [31]. They observed that phonetic characteristics such
as articulation, position of articulation, and voicing narrowly affect the performance.
Nowadays, because of their substantial enhanced efficiency over other models, DNN
is the most popular technology for acoustical phonetic modeling. However, the
computation they used to construct phonemic groups from highly variable acoustic
signals is not very well developed. They observed a DNN to identify the perfor-
mance phoneme and defined both at the single and community levels on each layer
with recognition characteristics. Node related to particular articulation methods and
position was removed from the first secret layer, and deeper layers became more
sparse. Different phonetic characteristics in all layers is observed with high sparse at
the each level of the node. In addition, they observed that nodes with identical
phonetic characteristics were triggered differentially into different instances. This
study shows that phonetic characteristics coordinate activations at various levels of
the DNN, which represents the conclusions of the encoding of functions in the
human auditory system. A simple modification of neural networks implies
expanding to an arbitrary graph structure the widely used linear layer structure.
Soltau et al. [32] stated that the basic modification of the neural network is the
extension of a widely used linear layer system which is employed into a single
graphics structure by the subjective graphics firm. In two LVCSR tasks and a voice
action detection task, substantial changes are reported over very high baselines. The
authors demonstrated that the graphic framework has the advantage of helping one to
jointly train convolution and conventional neural networks. The joint training
method does not enable I-vectors to take advantage of convolutional neural networks
because I-vectors are not topographical features. The error rate has reduced from
11.8% to 10.4% by the baseline CNN. The analysis showed that a relative gain is
10% over the previous system. The authors have shown that their model fits for
various tasks such as LVCSR and RATS keyword search. State-of-the-art speech
recognition technologies now include deep neural networks. Design neural network-
based acoustic models involve a range of design decisions including layout of the
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network, size, and training. An empirical analysis was carried out on the aspects of
DNN-based acoustic model architecture, which are most relevant for the high quality
of speech recognition systems. DNN-based speech recognition systems have intro-
duced tremendous enhancements to the LVCSR in recent years. The first study
presumed that DNNs perform well due to unmonitored pretraining [33]. In LVCSR,
many speech recognition benchmarks have been achieved by DNNs with random
initialization [20–22]. A state-of-the-art method of speech recognition built by deep
learning offers performance near to human beings. The design is considerably
simpler than conventional systems that rely on states of the HMM. This conventional
solutions are even less successful in noisy settings (A [34]). By concluding the
details from 174 articles released from 2006 to 2018, Nassif et al. [35] submitted a
comprehensive statistical study of the usage of deep learning in speech applications.
The most prominent application of deep learning algorithms has been to improve
computer skills to realize what people should do like speech recognition.

Hansen and Mirsamadi [36] found international language-accented language as
an interpolation between native language (L1) and English (L2). The paradigm used
is upgraded for accentual expression in a manner that could concurrently answer
both languages. They investigated the usage of native-language data for better
results in accentuated English language through an end-to-end recurrent neural
network (RNN) framework trained in English and Indian language. In this relation,
we analyze pretraining with native languages as well as multi-task learning (MTL).
The findings indicate that the proposed MTL model works better than pretraining
and outperforms a simple model that is trained simply with English data. In the same
way, the authors examined pretraining with native languages. The authors intro-
duced a modern MTL environment in which both English and a native language are
educated in the secondary role and the same performance set is used. Their model
showed English outcome with further focus on self-employed results and increased
model quality to a relative character error rate (CER) of +11.95% and +17.55%.
Audhkhasi et al. [37] said that direct acoustic-to-word (A2W) modeling demands
more data orders to be able to compete competitively than subword unit models.
They studied an A2W model on a 2000-h data collection, which is compatible with
other sophisticated hybrid and end-to-end models utilizing subword units. The
proposed SR model provides the user a rich and understandable performance
while retaining the ease of learning and decoding of the A2W model (Tables 3
and 4).

7 Synthesis Analysis

From the literature studied so far, the following findings have been listed. The most
relevant finding here is that to attain better accuracy, a researcher should use hybrid
feature extraction techniques. Such techniques provide efficient and useful informa-
tion for the input to a classifier.
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Table 4 English language literature review on deep learning

Ref Corpus Dataset

Feature
extraction
Technique

Language
model

Acoustic
modeling

WER
(%)

[29] DARPA
RATS,
SWB-l

256 frames LVCSR,I-
vector

N-gram MLP,CNN,
MLP/CNN

10.4

[43] WSJ Aurora
4

5 hidden layers,
2048 nodes
each, an output
corresponding
to 1209
senones, 3 and
12 phones

HMM,
LVCSR,
KWS

N-gram DNN,
NN-HMM

12

[44] Switchboard
and Fisher

8986 output
classes

HMM-DNN,
LVCSR,
GMM

Spectrogram HMM-
GMM, DNN

20.7

[45] TIMIT 39 phonemes,
32 utterances

NN-HMM Bigrams,
triphone

GMM-
HMM,
DNN-HMM,
RNN

16.88

[34] Switchboard
Hub5’00

30,000-word
vocabulary,
5 hidden layers
each with 2048
neurons

NN-DNN N-gram RNN, HMM 16.0

[46] Switchboard 37 K sentences HMM Bigram,
extended tri-
gram,
trigram

LVCSR,
HMM-DNN,
RNN

18.6,
11.7,
10.8,
9.3

[47] BlackOut 71,350 words
and 3720
unique words

RNN N-gram RNN, DNN,
LSTM

51.3

[48] Numbers’95 27 phones,
3 hidden layers
each having
1024 nodes

DNN – DNN-HMM 15.4

[49] 1B word
benchmark

793,471 words RNN N-gram RNN, LSTM 30.0

[50] TIMIT 3696 utterances
from
462 speakers,
24 speakers
(2 males,
1 female)

TDNN Bigram LSTM 16.49

[51] Switchboard – ANN, HMM Trigram CD-DNN-
HMM, GMM

27.4

[50] Aurora 4 7137 utterances
from
83 speakers

HMM,
GMM-HMM

Bigram CD-DNN-
HMM

22.5

(continued)
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The method to combine different classifiers depends on the information which is
provided by a single classifier.

Owing to the variations in the style of speaking of different individuals of
different regions, speech recognition has definitely been a demanding research
area. The much more work needs to be done on continuous speech.

Since the performance of a classifier relies on the extraction of the features at the
feature extraction stage, it is thus important to carefully select the methods of feature
extraction and the classifiers.

The lack of standard databases available for the researchers is significantly low.
This presents a future direction to perform various experiments.

The accuracy of speech recognition and identification process relies on the
features that have high discriminating power. Thus, there is a drastic requisite to
study variant feature selection algorithms which can achieve good accuracy.

It is observed that the most commonly used feature extraction methods for speech
recognition and identification task are PLP, LFCC, MFCC, and RASTA.

It is also noted that the most commonly used classifiers for speech recognition and
identification task are HMM, GMM, DNN, and DNN-HMM.

The HMM classifiers are commonly used for speech recognition with good
accuracy and this thing is also obsereved from the literature studied so far. The
toolkits commonly used by the researchers are Sphinx and HTK. But again, some
findings proved that accuracy rates can be increased with DNN, DNN-HMM,
HMM-GMM, and ANN models.

8 Discussion and Future Scope

In the field of speech recognition, an immense number of directions can be explored
to carry out further research. The proposed techniques being used for extracting the
features of the speech samples can be extended further by combining different
techniques to improve the speech recognition rate and WER.

Table 4 (continued)

Ref Corpus Dataset

Feature
extraction
Technique

Language
model

Acoustic
modeling

WER
(%)

[52] CallHome,
Switchboard,
GigaWord

61 k word HMM,
GMM

Bigram HMM-
GMM,
SGMM

54.7

[37] Switchboard-
Fisher

300 h 262 h,
2000 h 1698 h

DNN, HMM N-gram LSTM
(BLSTM)
RNN

8.8%/
13.9
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The researchers should develop standard databases for various languages. The
LVCSR database systems should be focused more. These databases should be made
accessible to the small researchers so that future research can nurture.

Indian languages have not been employed in efficient feature extraction tech-
niques. Researchers have only focused on baseline MFCC features as studied in the
prevalent literature. Hybrid features like MFCC+LDA+MLLT, MFCC+BFCC
+GFCC, LDA+MFCC, MF+PLP, RASTA-PLP, etc., may be applied on Indian
languages.

More research can be carried out on the refinement techniques and recognition
methodologies. A technique should be proposed that optimizes the acoustic feature
selection. Researchers in the literature have reported their results of recognition
accuracy in clean environments ( i.e., noise-free). However, in real-time applica-
tions, the background noise and other factors affect the accuracy of recognizing the
speech. Research on extracting efficient and suitable features and noise cancellation
should be conducted for developing ASR systems.

9 Conclusion

In this chapter, the authors have presented a broad review and analysis of different
feature extraction techniques employed for speech recognition for the English
language. Different evaluation parameters have been summarized by the researchers
from the wide research done by them. Further researchers reported their work onthe
basis of the work done by them. The work done by researchers has been mentioned
with the help of different tables. These parameters were WER, mWER, SER, PER,
accuracy, recognition rate, and comparative analysis of different techniques. After
reffering to the wide literautre the authors have suggested that the efficient feature
extraction techniques needs to be implemented for the English language. This is
because the research area of speech is tremendously wide. Also, not many accurate
ASR systems have been developed for the English language, which can be efficient
for continuous speech. Furthermore, LVCSR systems should be explored more by
the researchers in order to improve the accuracy of recognizing speech for such
systems so that applications for real-time use can be developed.
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Noise-Robust Gender Classification System
Through Optimal Selection of Acoustic
Features

Puneet Bawa, Vaibhav Kumar, Virender Kadyan, and Amitoj Singh

1 Introduction

A systematic study of the sounds acoustic in speech sounds used for gender detection
and their relationship to interpretation is a challenging objective that in many areas,
from linguistically to computer recognition, have important implications and appli-
cations. Human speakers typically use a normal system in which air is discharged
from the lungs and formed into vocal cords and organs, including the tongue, lips,
teeth, etc. [1]. Likewise, the acoustic voice analysis depends upon the sample
characteristic parameters such as filtering, power, frequency, and duration
[2]. These acoustic features have been traditionally defined mainly through the
implementation methodologies of linear analytical and visualization approaches.
However, in recent years, it is clear that these spectral representations were only
very crude approximations to those actually produced by the auditory path in the
peripheral and central regions [3–5]. Some of the most important characteristics of
the auditory images are due to the asymmetric form of the cochlear filters and the
retention of the fine-temporal filter output structure below 3–4 kHz [6]. Likewise,
two main reasons for applying reliable biophysical models of the auditory system are
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detailed in the concepts relating to auditory systems. First, the relation of the acoustic
characteristics of the speech to conventional systems of phonetic classification [7, 8]
(as expressed by their output patterns) should be described. Second is the need of
defining the practical standards that permits correct encoding of the speech signal in
the presence of high background noise and over a wide spectrum of sound pressures
[9]. In the same way, a system can also be taught when to use the robust machine
learning algorithms to select and incorporate the functionality necessary for mapping
voice data.

With technology growing rapidly, machine learning is an area of science that has
undergone significant changes and is also a common trend [10]. Machine learning is
an artificial intelligence subcategory that uses algorithms and data for computer
learning to decide on particular issues in different areas, such as accounting, finance,
and medicine, to recognize gender, voicing by means of machine learning and data
mining techniques. In addition, the role of gender recognition applies to various
digital multimedia applications including speech recognition, intelligent human-
computer interactions, speaker diarization, biometrics, and video indexing [11–
13]. Likewise, considering the rising demand of machine learning applications in
speech recognition topic, the methodology to efficiently recognize gender has played
an important role in the field of healthcare systems with existence of some pathol-
ogies including vocal-fold cyst. However, it is still regarded as a very difficult and
daunting challenge to build a predictive model for gender identification through
speech [14]. Also, in such a quickly developing environment of computerization,
one of the most vital problems in the developing world is correct gender identifica-
tion in Indian native languages, which are often termed the low-resource languages
[15–17]. However, it is also a costly and time-consuming challenge to find enough
marked data for classified training classifiers to make precise predictions, so human
work is required, although it is much easier to find unlabeled data in general. Semi-
supervised learning (SSL) algorithms are considered to be an appropriate way of
exploiting secret data in an unlabeled collection to develop more precise classifica-
tions in order to tackle the issue of inadequateness existing in the low-resource data
[18, 19]. In a similar manner, many classes of SSL algorithms have been proposed
with each being evaluated on different methodologies and approaches with an
objective of finding adequate relational difference in the distribution of labeled
and unlabeled data.

There are several approaches to speech synthesis that can be used to enhance the
incoming speech signal. Similarly, the work to be performed has to result in ground
realities to match real-time system implementations and applications. Taking such
real-time situations into account, in this chapter, noise data augmentation technique
has been applied to introduce into the original dataset using three distinct types of
noises, including Babble, Factory, and Volvo at random SNR values and labeled as
male and female for classification. Further, this chapter uses a warbleR library
package [20] with an objective of performing the acoustic analysis for visualizing
the process of gender detection in dialectal Punjabi language. As of our knowledge,
some efforts had been made for the development of adequate language resources, but
no effort has been made in designing the classifiers corresponding to the Punjabi

148 P. Bawa et al.



children speech. Moreover, the study to access adequate dataset has been performed
with the findings comparable with gender detection in order to optimize the selection
of required parameters among the extracted 20 acoustic parameters. Finally, the
adequate model for recognizing the gender based on the optimal selection of the
extracted acoustic features has been made through the comparative analysis of three
machine learning algorithms including random forest, SVM, and MLP.

2 Related Work

Analyzing audio and extracting features sometimes can become a significant task
when you have to pick certain features and reject in order to perform some tasks. In
[21], the authors used machine learning algorithm and computed features that can
help to check the authenticity of the audio signal. The experiments were able to
distinguish appropriate value for hyper-parameters to be used. Li and Liu [22]
experimented with Mel filter energy features and Mel Frequency Cepstral Coeffi-
cient (MFCC) features as acoustic criterion for detecting Mandarin vowels with low
error rate and high investigation rate. In [23], authors also explored selecting optimal
features for accent recognition using MFCC, spectrogram, and spectral centroid
features extracted from audio samples and fed the features into two-layer
convolutional network. The results depicted that MFCC feature yields the highest
accuracy. Likewise, authors in [24] also explored predicting the reason for a
newborn baby based on acoustic features. Pitch features and formant frequencies
chosen as acoustic features alongside K-means algorithm proved quite handy and
provided conclusive results for detecting a “pain” in cry along with reason for the
cry. Likewise, the research endeavors for building the state-of-the-art speech recog-
nition model in tonal languages have been analyzed on the basis of the findings
relating to native languages [11]. In [25], authors proposed an automated attendance
system using audio for gender classification and image for matching the current
visual with the stored one in database in order to evaluate whether a student is
actually present in the class or not. In [26], investigators explored gender modeling
with clean and noisy environments and presented MFCC features alongside Gauss-
ian mixture model (GMM) for audio modeling. The proposed system was capable of
gender classification based on either audio or visual feedback whichever is less
noisy, although the method is vulnerable to a scenario when both audio quality and
visual quality are bad; that is, data is noisy. For simulating male/female detection, in
[27], authors investigated GMMmodeling along with pitch parameters and RASTA-
PLP variables. Both clean and noisy environments were considered while evaluating
the generated GMM, which was obtained by varying covariance matrix. The pro-
posed method seems as a step in right direction. Likewise, Copiaco et al. [28] also
experimented with multi-channel audio classification with MFCC and Power Nor-
malized Cepstral Coefficients using deep convolutional neural network. The pro-
posed methodology produced 98% accuracy. In [29], authors stacked different
machine learning models and tried to use acoustic features to model the data. A
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slight improvement in accuracy has been observed with state-of-the-art methods, but
it came with a space complexity for such a stacked model alongside time complexity
for predicting the gender on one sample. In [30], authors experimented with Mel
Frequency Spectral Coefficients (MFSC) rather than MFCC features and used
simple neural network for classifying the data based on gender. The selection of
optimal features and parameters proved decisive at the end as the results showed
substantial improvement in accuracy with smoothing applied.

Using deep learning algorithms dynamically selects essential information in raw
language signal for processing of classification layer. Thus, with the proposed
algorithm [31], the researcher has avoided the absence of knowledge on feeling,
which cannot be modeled mathematically as more of an acoustic feature of voice. In
[32], research was conducted in Bahasa Indonesia related to gender identification,
and a supervised machine learning algorithm was applied with MFCC features with
several modeling algorithms such as SVM, K-nearest algorithm, and artificial neural
network. The results paved the way for impact analysis of gender identification for
audio recognition. In [33], authors experimented with long short-term memory
(LSTM)-based recurrent neural networks for predicting age and gender using
audio sample and also reduced the over-fitting problem by using data augmentation
and improved the testing accuracy using regularization. The authors also explored
bidirectional LSTM alongside MFCC features on low resource dataset and found
that more data can yield more accurate results [34]. Also, assembling modeling
techniques have been explored using machine learning models like naive Bayes,
random forest, and linear regression for hate speech detection by processing Twitter
dataset. The study shows that such kind of models can help achieve adequate results
[35]. Analysis of audio features was also performed by researchers, and they found
that algorithms such as gradient boosting and random forest can help in classifying
gender based on acoustic features [36]. The researchers also set up a pipeline for
gender-based emotion recognition where MFCC features along with convolutional
neural networks were used with an average pooling layer instead of a fully connected
layer at the end can achieve accurate results [37].

3 Semi-supervised Classification Algorithms

3.1 Random Forest

Random forest classifier is known for its best use in classification and regression
tasks. It is an ensemble algorithm that utilized a stack of decision trees and predicted
the class or probability value for every node in the tree. It is often known as random
decision tree. On the other hand, the trees can be allotted a certain weight depending
upon the importance of node in the decision tree. The node yielding low error rates
has the chance of accurate predictions and hence should be allotted higher weight
and vice versa. Setting up such pipelines can end up outputting decisive predictions.
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3.2 Support Vector Machine

Support vector machine is a supervised modeling approach, which is known as one
of the best in classifying or regression problem analysis. SVM models the training
samples in such a way that it maximizes the difference between two given classes. A
new sample is mapped to a space, and then the modeling algorithm tries to predict
whether the sample belongs to the allotted space or not.

For a given training sample

a1, b1ð Þ, a2, b2ð Þ, . . . . . . . . . . . . , am, bmð Þ

where ai indicates m dimensional vector and bi will be either of �1 or
1 representing the output class to which the sample belongs. The objective will be
to find a hyperplane for which distance between the nearest point and hyperplane can
be maximized and the classes can be distinguished using the hyperplane.

3.3 Multi-layer Perceptron

Multi-layer perceptron is a feedforward neural network that is used to depict multi-
layer neural network or “vanilla” neural network. An elementary MLP will be
having an input layer, a hidden layer, and an output layer [38]. It is a supervised
learning approach that used back propagation to optimize the random weights which
are attached to each hidden layer. In order to distinguish the data, which might not be
able to separable using algorithms like SVM and random forest, an activation
function is attached to the hidden layer, which is mainly sigmoid activation:

f xð Þ ¼ 1
1þ ex

4 System Architecture

The database was created with a collection of 6603 voice recordings from both men
and women in nearly equal ratio. This database classified the voice as female or male
based on voice and speech acoustic properties. The recordings were done with or
without the use of a recorder in both open and closed environment. Each voice
sample has been stored with PCM header in .wav format including 3315 male
recordings and 3288 female recordings. Further, considering the less amount of
existing data, the analysis has further been performed using noise augmentation on
both the male and female data such that there exists acoustic mismatch alongside
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variation due to environmental conditions as shown in Fig. 1. Therefore, three
different voices—Volvo, Factory, and Babble—from standard NOISEX-92 database
[39] has been injected into original dataset at random value which contained much
noisy SNR values ranging from �5 dB to 5 dB.

Next, the major focus is on the acoustic feature analysis for the evaluation of the
classification performance. The 20 acoustic features—mean frequency (meanfreq),
standard deviation corresponding to frequencies (sd), median frequency (median),
first quantile (Q25), third quantile (Q75), interquartile range (IQR), skewness
(skew), kurtosis (kurt), spectral entropy (sp. ent), spectral flatness (sfm), mode
frequency (mode), frequency centroid (centroid), average measure of fundamental
frequency (meanfun), minimum measure of fundamental frequency (minfun), max-
imum measure of fundamental frequency (maxfun), average measure of dominant
frequency (meandom), minimum measure of dominant frequency (mindom), max-
imum measure of dominant frequency (maxdom), range dominant frequency’s range
across signal (dfrange), and modulation index (modindx) corresponding to male
(M) and female (F)—have been extracted using inbuilt R library packages for clean
data and noise-augmented data as detailed in Fig. 2a, b respectively.

Perhaps the best and most common machine learning algorithms for classification
challenges have been found to be supervised classifiers including random forest,
SVM, and MLP. Therefore, the differentiation values of three classification model
algorithms utilizing these three classifiers on both clean and noisy datasets as shown
in the block diagram in Fig. 3 are being experimented using all 20 features together
and three most significant features distinctively.
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Fig. 1 Visual representation of male and female audio waveform under clean and noisy conditions
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5 Results and Discussions

In this section, we address a set of experiments to select the optimal feature
parameter model performance for gender recognition from native voice clean
dataset. Additionally, the augmented dataset including both noisy and clean dataset
has been presented against the classification scheme with an objective of testing the
performance of semi-supervised model under degraded conditions.

Fig. 2 (a) Visualization of acoustic features extracted on clean male and female audio dataset. (b)
Visualization of acoustic features extracted on noise-augmented male and female audio dataset
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Fig. 2 (continued)

Fig. 3 Block diagram of the proposed gender classification system through optimal acoustic
feature selection using noise augmentation
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5.1 Performance Evaluation on Clean Dataset

It can be noted that from the outset of extracted features corresponding to the clean
dataset as described in Fig. 2a, the three most significant extracted features compar-
ing both male and female audios have been found to be Q25, IQR, and meanfun.
Therefore, the comparative analysis for semi-supervised algorithms has been
experimented based on the two types of feature selections: one with 20 features all
together and the other with three distinctive features as shown in Table 1. In first set
of experiments, 20 features resulted into an improved performance than that of ideal
selection of three acoustic features. In, order to identify the likelihood of the certain
part combinations of all features corresponding to audio set is performed. In addi-
tion, given the nonlinear data set corresponding to audio signals, SVM has done no
better than the classification method of random forest. However, better performance
on the radial basis function (rbf) kernel has been identified with an ideal selection of
features with an accuracy of 82.04% over 81.92% with 20 features. Furthermore,
87.28% accuracy utilizing three optimally selected features in case of MLP has
outperformed both SVM and random forest classification techniques with an overall
RI of 6.54% in case of clean audio dataset.

5.2 Performance Evaluation on Noise-Augmented Dataset

It can be noted that from the outset of extracted features corresponding to the noise-
augmented dataset as described in Fig. 2b, the four most significant extracted
features comparing both male and female noise-augmented audio sets have been
found to be Q25, IQR, mode, and meanfun. Thus, based on baseline results on three
preselected optimal feature selections, further experiments on the noise-augmented
dataset were conducted with these four most important acoustic features as shown in
Table 2. The same spectrum of performances for both random forest and SVM
classification techniques is very evident even in case of noisy data. However,

Table 1 Performance evalu-
ation of classification algo-
rithms on clean male and
female dataset

Accuracy (%)

20 features 3 features

Random forest 83.04 80.86

SVM 81.92 82.04

MLP 85.56 87.28

Table 2 Performance evalu-
ation of classification algo-
rithms on clean and noise-
augmented dataset

Noise Accuracy (%)

3 features 4 features

Random forest Yes 86.59 83.28

SVM Yes 81.80 83.46

MLP Yes 90.52 92.58

No 87.28 87.42
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random forest classification technique on noise-augmented dataset with 86.59% in
Table 2 has outperformed MLP with 85.56% accuracy as in Table 1 utilizing
20 features. Furthermore, two more experiments on MLP classifier with or without
noise have shown the relevance of mode frequency parameter such that the classifier
utilizing four acoustic features has outperformed the classifier utilizing three acoustic
features with an RI of 0.16% on clean dataset and an RI of 2.27% on noise-
augmented dataset. Hence, the overall RI of 8.21% in comparison to baseline system
has resulted in the development of adequate model classification system for male and
female voice.

6 Conclusion

Performing audio analysis can become strenuous while selecting adequate features
that can help resolving the cause. Out of numerous features explored, the study
found Q25, IQR, and meanfun were able to draw accurate distinction between male
and female speakers. Augmentation was applied for creating a noise-robust model
alongside adding variability to dataset. After augmenting the dataset, the contour
analysis was performed, and this time, mode frequency feature was also included for
training of the model and yielded out better performance. MLP outperformed
random forest and SVM algorithm, and 8.21% of RI was observed. Using noise-
augmented dataset, selection of four features yielded an RI of 6.07%. The research
presents opportunity to explore further permutation and combination of feature
alongside increasing the corpus. Also, it opens the doors for extending the proposed
system for other research areas like age group detection and native and non-native
speaker detection.
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